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Problem 1 (6 points): 

State which of the following statements are true and which are false. You do not have to 
justify your answer. 

1.	 The number of significant digits achievable by a specific floating point representation 

2.	 If , then the relative error of f is more sensitive to relative error of x, 
compared to relative error of y. 

3.	 Bi-section method is capable of predicting the maximum number of iterations required 
for a specific error level ahead in time. 

4.	 If the Newton-Raphson’s method converges for a root finding problem, then the 
absolute error in each step will be less than the square of absolute error in previous 
step. 

5.	 The Jacobi iterative method for a linear problem will always converge for a positive 
definite matrix. 

6.	 The numerical stability of Gaussian elimination is guaranteed provided that we do full 
pivoting and equilibration. 

Solution: 
1. True. Indeed if the length of mantissa is “t”, then it can distinguish up to 

log10 2
t
= t log10 2

2
t states and 

the number of significant digits will be in decimal base. 
2.	 False. The relative error in multiplication is dependent on absolute value of power. 

The sign of power only determines the sign of error. 

is not dependent on exponent length. 
f = ax

2
y
!2

f = ax
2
y
!2

log f = loga + 2 log x ! 2 log y

df

f
= 2

dx

x
! 2

dy

y

" f = 2" x ! 2" y , " : Relative Error
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3.	 True. If the first guesses are x
l
, x

u
, then the maximum error at the beginning is 

x
l
! x

u
. Also in each step, the maximum error is divided by 2. Consequently for a 

specific level of absolute error (e), we can find the maximum number of iterations by 
x
l
! x

u

2
n

" e . 

4.	 False
e
n+1

! a(x
r
)e

n

2

. Quadratic convergence means that the error decays such that the relation 
holds for a constant “ a = a(x

r
) ”. In general “a” is not equal to “1” and 

the statement will be false. 
5.	 False. However, the Gauss-Seidel iterative method for a linear problem will always 

converge for a positive definite matrix. 
6.	 False. Refer to notes and recall that pivoting and equilibration will improve the 

solution accuracy. However if we do not have enough significant digits, compared to 
matrix condition number the solution will be unstable and inaccurate. 

Problem 2 (3 points): 

The steady state potential flow past a cylinder is given by below formula. 

! =U" (r +
a
2

r
)cos#

Here r,! are cylindrical coordinates, “a” is cylinder radius and U
!

is the far field uniform 
velocity. 

1.	 Derive the expression for the velocity field. 
2.	 Ignore the gravity and derive the expression for the pressure field assuming zero far 

field pressure. 

Solution: 
1. 

 

r
V = !"

V
r
=

#"
#r

= U$ 1%
a

r

&
'(

)
*+
2&

'
(

)

*
+ cos,

V, =
1

r

#"
#,

= %U$ 1+
a

r

&
'(

)
*+
2&

'
(

)

*
+ sin,

2.	 Gravity term is ignored and steady flow with Bernoulli relation is assumed. It is alos 
taken into account that every streamline passes through infinity, and there it has zero 
pressure and U

!
velocity. 

 

const =
1

2

r
V

2

+
P

!
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1

2
U!

2
+ 0 =

P

"
+
1

2
U!

2
{[(1# (

a

r
)
2
)cos$]2 + [U(1+ (

a

r
)
2
)sin$]2}

1

2
U!

2
+ 0 =

P

"
+
1

2
U!

2
{1+ (

a

r
)
4
+ 2(

a

r
)
2
(sin

2# $ cos2#)}

P = P(r,!) = "
1

2
#U$

2
{(
a

r
)
4 " 2(

a

r
)
2
cos2!}

Problem 3 (2 points): 

In a special floating point representation we have 3 bytes, with base 2:

Mantissa length 15 bits

Mantissa sign 1 bit

Exponent length 7 bits

Exponent sign 1 bit


Now answer below questions: 

1.	 What numerical range is covered by this floating point? How many significant digits 
do we have? 

2.	 What is the smallest nonzero number? 
3.	 What is the largest relative error due to rounding of the mantissa? 
4.	 What is the largest absolute error due to rounding of the mantissa? 

Solution: 

1.	 The maximum mantissa is almost “1”, because we have a lengthy mantissa 1. The 
maximum value of exponent is also 27 !1 = 127 . Consequently the numbers between 
- 2127 and +2127 ! 1.70 "1038 are covered. On the other hand the significant digits are 
governed by mantissa length. The mantissa stores up to 215 = 32768 states, and we will 
have about 4 to 5 significant digits (more formally log10 (2

15
!1) " 4.51 significant 

digits). 
2.	 Among negative numbers the smallest one is 

numbers the smallest number corresponds to 


1 The maximum mantissa is 
The answer refers to the conventional case, when by normalizing the largest bit of non-zero 

mantissa is “1”. In this case the minimum non-zero mantissa will be 2!1 . If we relax this condition 
the minimum nonzero mantissa will be 2!15 and consequently the minimum nonzero positive number 
will be 2!128

" 2
!15

= 2
!143

# 8.96 "10
!44 . 

3 A signed byte covers from -127 to 127. However, with usual sign bias, it will cover from -128 to 
127. 

2
127 . On the other hand, among positive 

2
!128

" 2
!1
= 2

!129
# 1.47 "10

!39 2,3 . 

 2
!1
+ 2

!2
+L+ 2

!14
+ 2

!15
= 1! 2

!15
" 0.99997 . 

2 



2.29: Numerical Fluid Mechanics Solution of Quiz 1 

3. The maximum error of rounding in mantissa is 
2
!15

2
= 2

!16 . The minimum mantissa is 

2
!1 . Consequently the maximum relative error due to rounding will be 
2
!16

2
!1

= 2
!15

" 3.05 #10
!5 . Note that exponent does not play any role in relative error. 

4. The maximum error of rounding in mantissa is 
2
!15

2
= 2

!16 . The maximum exponent is 

127. Consequently the maximum absolute error will be 2127 ! 2"16
= 2

111
# 2.60 !10

33 . 

Problem 4 (2 points): 

Find one of the roots of the following equation with your method of choice.


The relative error in the root, between consecutive s

f (x) = x +
1

2
! tan x

teps, should be less than 10-6.


Solution: 

The roots are the intersection of x +
1

2
line and tan x . The tan x is a periodic function with 

the !",+"( ) range in each of its continuous periods equal to ! . So the equation has infinite number 
of roots with a distance almost equal to ! from each other. So each number has at most a distance 

almost equal to from a root. Consequently any number larger than 
!

2
"10

6 is a root with at most 

10-6 relative error! 

!

2

Now we focus on the smallest positive root. We know that f (0) =
1

2
, f (

!

2
) = "# ; 

consequently since the function is continuous in the (0,
!

2
) interval it has a root in this interval. 

Furthermore f '(x) = 1! (1+ tan2 x) = ! tan
2
x " 0 and since it is strictly decreasing in this interval it 

has just one root in the given interval. 
We can use the bisection algorithm to find this root, but since the required error is rather tight 

!

2

2
20+1

" 0.75 #10
$6
% 10

$6it needs about 20 iterations ( ). Consequently we use the Newton’s method 

to find the solution accurately and quickly, as can be seen from below print. Indeed starting from 

either 
!

3
or 

!

4
we can find the root to be x

r
! 0.97501719 by at most 6 iterations. 



2.29: Numerical Fluid Mechanics	 Solution of Quiz 1 

Problem 5 (8 points): 

Consider the following system of equations: 

Ax = b, A =

1 2 !1

2 8 0

!1 0 4

"

#

$
$
$

%

&

'
'
'

, b =

0

8

4

"

#

$
$
$

%

&

'
'
'

1.	 Cholesky factorize A (Note that A is positive definite). 
2.	 Find an LU factorization form for A. 
3.	 Use LU factorization of A to find x. 
4.	 Compute the x by two iterations of successive over

! = 1.5

-relaxation scheme. Use relaxation 
parameter and initial guess of zero. 

Solution: 
1.	 We need to find the lower triangular matrix L such that 

positive definite the “L” elements are real and we have . So we need to 
solve the below equations: 

A = LL
* . However, since A is 

A = LL
*
= LL

T
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Find L =

l
11

0 0

l
21

l
22

0

l
31

l
32

l
33

!

"

#
#
#

$

%

&
&
&

, such that A = LL
T
and l

ii
> 0

l
11

2
l
11
l
21

l
11
l
31

l
11
l
21

l
22

2
+ l

21

2
l
21
l
31
+ l

22
l
32

l
11
l
31

l
21
l
31
+ l

22
l
32

l
33

2
+ l

32

2
+ l

31

2

!

"

#
#
#

$

%

&
&
&

=

1 2 '1

2 8 0

'1 0 4

!

"

#
#
#

$

%

&
&
&

The above equation can be solved very easily: 

So we have: 

l
11
= 1, l

21
= 2, l

31
= !1

l
22
= 8 ! l

21

2
= 2

l
32
= !

l
21
l
31
+ 0

l
22

= !
2 " !1

2
= 1

l
33
= 4 ! l

32

2
! l

31

2
= 2

L =

1 0 0

2 2 0

!1 1 2

"

#

$
$
$

%

&

'
'
'

Alternatively we could use the below formula 

2. The Cholesky decomposition is already a “LU” factorization form so4: 

L =

1 0 0

2 2 0

!1 1 2

"

#

$
$
$

%

&

'
'
'
,U = L

T
=

1 2 !1

0 2 1

0 0 2

"

#

$
$
$

%

&

'
'
'

4 Otherwise we can use the Gaussian Elimination and find L and U accordingly: 

L =

1 0 0

2 1 0

!1 0.5 1

"

#

$
$
$

%

&

'
'
'

,U =

1 2 !1

0 4 2

0 0 2

"

#

$
$
$

%

&

'
'
'
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3.
 We have to find y such that Ly = b and then we have to find x such that Ux = y : 

Ly = b!

1 0 0

2 2 0

"1 1 2

#

$

%
%
%

&

'

(
(
(
y =

0

8

4

#

$

%
%
%

&

'

(
(
(

! y =

0

4

0

#

$

%
%
%

&

'

(
(
(

Ux = y!

1 2 "1

0 2 1

0 0 2

#

$

%
%
%

&

'

(
(
(
x =

0

4

0

#

$

%
%
%

&

'

(
(
(

! x =

"4

2

0

#

$

%
%
%

&

'

(
(
(

4. Since the matrix is positive definite, we do not need to impose diagonally dominant 
condition. As a result we can use the below format for Gauss-Seidel: 

Ax = b!

x
1
= "2x

2
+ x

3

x
2
= "

x
1

4
+1

x
3
=
x
1

4
+1

#

$

%
%
%

&

%
%
%

Also for the relaxation we have: 
xi
(n+1)

= (1!" )xi
(n)

+"xi
(n+1)

, where xi
n+1
is the "n +1" iterateon xi computed by Gauss! Seidel from x

So we have: 

x
(0)

=

0

0

0

!

"

#
#
#

$

%

&
&
&

x1
(1)
= '2 ( 0 + 0 = 0) x1

(1)
= (1'1.5) ( 0 +1.5 ( 0 = 0

x2
(1)
= '

0

4
+1 = 1 ) x2

(1)
= (1'1.5) ( 0 +1.5 (1 = 1.5

x3
(1)
= +

0

4
+1 = 1 ) x3

(1)
= (1'1.5) ( 0 +1.5 (1 = 1.5

x
(1)
=

0

1.5

1.5

!

"

#
#
#

$

%

&
&
&

x1
(2)

= '2 (1.5 +1.5 = '1.5 ) x1
(2)

= (1'1.5) ( 0 +1.5 ( '1.5 = '2.25

x2
(2)

= '
'2.25

4
+1 = 1.5625) x2

(2)
= (1'1.5) (1.5 +1.5 (1.5625 = 1.59375

x3
(2)

= +
'2.25

4
+1 = 0.4375) x3

(2)
= (1'1.5) (1.5 +1.5 ( 0.4375 = '0.09375
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x
(2)

=

!2.25

1.59375

!0.09375

"

#

$
$
$

%

&

'
'
'

Problem 6 (4 points): 

Consider the below (x,y) pairs: 

x =

!2

0

1

2

"

#

$
$
$
$

%

&

'
'
'
'

, y = f (x) =

2

0

1

!2

"

#

$
$
$
$

%

&

'
'
'
'

1. Find the Lagrange polynomial for above points. 
2. Interpolate that polynomial at x=-1. 
3. Find the ordered polynomial for above points with Newton’s formula. 
4. Interpolate the ordered polynomial at x=-1. 

Solution: 
1. 

L(x) = 2 !
(x " 0)(x "1)(x " 2)

("2 " 0)("2 "1)("2 " 2)
+ 0 !

(x " ("2))(x "1)(x " 2)

(0 " ("2))(0 "1)(0 " 2)

+1!
(x " ("2))(x " 0)(x " 2)

(1" ("2))(1" 0)(1" 2)
" 2 !

(x " ("2))(x " 0)(x "1)

(2 " ("2))(2 " 0)(2 "1)

L(x) = !
x(x !1)(x ! 2)

12
!
(x + 2)x(x ! 2)

3
!
(x + 2)x(x !1)

4

L(x) =
!2x

3
+ 5x

3

2. 

L(!1) =
2 ! 5

3
= !1

3.
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x f (x)

!2 2

0 0

1 1

2 !2

"

#

$
$
$
$
$
$
$
$$

%

$
$
$
$
$
$
$
$
$

0 ! 2

0 ! (!2)
= !1

1! 0

1! 0
= 1

!2 !1

2 !1
= !3

"

#

$
$
$
$
$
$
$$

%

$
$
$
$
$
$
$
$

1! (!1)

1! (!2)
=
2

3

!3!1

2 ! 0
= !2

"

#

$
$
$
$

%

$
$
$
$

(!2) !
2

3

2 ! (!2)
= !

2

3

N(x) = 2 + (!1) " (x ! (!2)) +
2

3
" (x ! (!2))x + (!

2

3
) " (x ! (!2))x(x !1)

N(x) = 2 !1" (x + 2) +
2

3
" (x + 2)x !

2

3
" (x + 2)x(x !1)

N(x) =
!2x

3
+ 5x

3

4.	 Note that L(x)=N(x) and they pass from the same 4 pairs of points. Indeed both 
Newton’s scheme and Lagrange’ scheme refer to the same ordered polynomial and 
they are both two different method to find the same polynomial. 

N(!1) = L(!1) = !1


