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Tim:::,pHours

uncorrelated.
e) Define Type-I and Type-II errors.

0 A sample of size 10 drawn from a

,2,25.1s rt reasoriable to assume that

.i) If the transition probability rnatrir of a N'larkov chain is

Max. Ma'rks:'75

Note: This question paper contains two parts A and B.

Part A is conipulsory which calries 25 rnarks. Answer all questions in Part A.

Part B consists of 5 Units. Answer any one lull questton frorn each unit.

Each question carries 10 marl<s and may i'iave a. b, c as sub questions'

PLtlT- 1

1.a) What is the expected nunrber of heacls

tirnes'l

(25 Marks)
appeanng u,hen a fair coin is tossed three

b) Prove that the total area rtncler the nortllal curve is utlity.
c ) Prove tlrat coi'lcllrtiurr e ocll'icient is tht' 3c(lnlctl'lc ttteatt of' the

coeffieients. L2l
vari ablesd) Define covariance of two random variables. When are two random

t3l
t2l

normai population has a mean 3l and variance

the m.'an ol the populatron is 30? Use l'zo LOS.

t2l
l3l

two regr,955i6P

g) Define transient state and steady state in a queue model.

h) Explain the operating characteristics of a queueing system.

i) Write down the Chaprnan-Kolmogorov equations.

t 0 r.l

, L , lind rhe sterdl strte

) ),
distribution.

PART.B

Z.a)t , A random variable X is defined as the surr o.n the laces when a pair of dice is thrown.

Find the probability mass function of X and the expected valr-re of X.

b) Explain Binomial distribution. Derive its moment generating function and hence find

its mean and variance. [5+5]
OR

3.a) Define mathenratical expectation. Prove the rnultiplication theorent of expectation.

b) Explain nonnll clistribution. I1'the mern height ot'soighum varieties lo he

68.22 inches with a variance of 10.8 inches, how tlanl' vat'ieties in a field of

t3l
L2l

t3l
t2l

t3l

100 varieties, would yoLt expect to have 6 feet tall? f 5+51



4.a) Obtain the r.ank correlation coelficient for the f.ollou'ins data:

1-. -'--__ -' _s0 /: +0

b) The joint distribution of X and Y is given by f (r,y)
Find the marginal density functions of ,\' and I

- t.l-.,1t:llyltp \^ ) t'

and test whether
:".
':

x>0, y>-o
X and Y are

L)+) I

OR
5.a) The follov,,in-9 data pertain to the ma,'ks in subjects A and B in a certain examination:

Mean marks in 4=39.5; Mean nrarks in 8=47.-5; Standard deviation of marks in
A=10.8; Standard deviation of marl<s in B=16.8. Coefficient of correlation between

. marks in A 4nd marks in 8=0.42. Compute lhe two lines of regression. and explarn

, .l .why there, are tu,o re-qression eqrrations. Give the estimatb of marks in B for

canciiciates who secureci 50 rlarks in A.
b) Two independent variables ale defined as

4u.r 0 < .r ( r

l) othcrtv i.sc

, , , then show that Cou(U,V)

6.a) Fit a Poisson distnbution to the tbliowing clata and test for the soodness ol'lit:

the followingsamples 8 and 7 items respectively had

Is the diff'erence between the means of the sample signifrcant? Test at 57o LOS. [5+5]
OR

Expiain the concepts of confidence intervals ancl the standards error of an estintate.

The mean and.variance of random sarnplc oi 6.X obsetvatrotts wcrc ct-,mputc-d as

l6U and lU0. r'especriie)y. Conrpute the 9-5-c ctrnlidertcc lirttits lbl population meatt.

Two randont samples are drawn from two populations and the following results are

obtained:

l4hr, 0<r(.i IIU:X+Yandl=X-Y=t
I 0 rttltcrt', i.sr

: [5+-s1

I (') = I (r)

b-a
--l-.b+a

of size.s

1.a)

b)

Find the vaiifufrEes of the
same varian ce at 5Vo level

a '.

two sarnpies and teit whether the two, populations

of significance.

:,, :

have the

[5+.5]

X: 0 I 2 -)

Freque. ncV:: a/1LA 15'" 6" 5

Sample I 1l l1 l3 11 15 9 t2 14

Sample I"I" .9 ll 10. 13 g'. ,8 l0

Sample I t6 17 18 t9 20 2t 22 23 a/1LA

Sample II t2 17 18 22 27 23 32

X 68 64 15 -50 6.1 .s5 61

Y 62 58 68 /+5 8r 60 6E 48 -50 70



8. ., .Obtain the srcady, state soh.rtisn ol the system (MlMl1.)"(.nlFCFS) ' Frnd thc

probability that aileasr one unit is present in tlte systerlr and also find the expected

qu"u. length. tl0l
OR

g. Define pure birth-cleath processes. Cars art'tve at a poliLrtiotl testitlg Center accordrng

to Poisson distributron at an averilge rate of l-i cars pet hout'.:i'he testing celltel'cali

: , accon-imodate.at maximum .l 5 cars. 'fhe service time per car is all exponential

distriburion wirh mean rare l0 pcr hour'. 1s1 \\'hut is the probabilitl that an arrivirtg

car does not have to wait for testing. (b) What is the expected rvalting time rintii a car

is left from the testing center, Is+s]

l0.a) Define Markov process and Markov chain. Prove that the Poisson process is a

Markor process.

ir; Car.,i'0.:s*,l,onr, 1 und lt,rti-sietiotlai'1 i'incioni pj'occ\\ 15+5 I

OR

11.a) Define stochastic process and stochastic ntatrix. Give examples. When is a stochastic

matrix said to be regular'/

Frove that' the' matrix

irreducible Markov chain.

is the transrtion probabitity matrix of an

OI
0...' , 

'0

tlt :lt

ol

l

0

l 5+51


