ROBOT MANIPULATORS,
NEwW ACHIEVEMENTS






ROBOT MANIPULATORS,
NEwW ACHIEVEMENTS

Edited by
ALEKSANDAR LAZINICA AND HIRDOYUKI KAWAI

In-Tech
intechweb.org



Published by In-Teh

In-Teh
Olajnica 19/2, 32000 Vukovar, Croatia

Abstracting and non-profit use of the material is permitted with credit to the source. Statements and
opinions expressed in the chapters are these of the individual contributors and not necessarily those of
the editors or publisher. No responsibility is accepted for the accuracy of information contained in the
published articles. Publisher assumes no responsibility liability for any damage or injury to persons or
property arising out of the use of any materials, instructions, methods or ideas contained inside. After
this work has been published by the In-Teh, authors have the right to republish it, in whole or part, in any
publication of which they are an author or editor, and the make other personal use of the work.

© 2010 In-teh

www.intechweb.org

Additional copies can be obtained from:
publication@intechweb.org

First published April 2010
Printed in India

Technical Editor: Sonja Mujacic
Cover designed by Dino Smrekar

Robot Manipulators, New Achievements,
Edited by Aleksandar Lazinica and Hiroyuki Kawai

p. cm.
ISBN 978-953-307-090-2



Preface

Robot manipulators are developing as industrial robots instead of human workers. Recently,
the application fields of robot manipulators are increasing such as Da Vinci as a medical robot,
ASIMO as a humanoid robot and so on. There are many research topics with respect to robot
manipulators, e.g. motion planning, cooperation with a human, and fusion with external
sensors like vision, haptic and force, etc. Moreover, these include both technical problems in
the industry and theoretical problems in the academic fields. In this book we have collected
the latest research issues from around the world. Thus, we believe that this book is useful and
joyful for readers. We would like to thank all authors for their interesting contributions and
the reviewers for their devoted works.

Editors:

Aleksandar Lazinica and Hiroyuki Kawai
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Modeling and Control of a New
Robotic Deburring System

Jae H. Chung

Us Army RDECOM-ARDEC
Building 95N

Picatinny Arsenal, NJ 07806
USA

1. Introduction

A machining manipulator is subject to mechanical interaction with the object being
processed. The robot performs the task in constrained work space. In constrained tasks, one
is concerned with not only the position of the robot end-point, but also the contact forces,
which are desired to be accommodated rather than resisted. Therefore, interaction force
needs to be considered in designing and controlling deburring tools.

Many researchers have proposed automated systems for grinding dies, deburring casting,
removing weld beans, etc [Bopp, 1983; Gustaffson, 1983]. Usually, a deburring tool is
mounted on a NC machining center or a robot manipulator. Several control laws have been
developed for simultaneous control of both motion and force [Whitney, 1987; Hogan, 1984]
of robotic manipulators. Despite the diversity of approaches, it is possible to classify most of
the control methods into two major approaches: impedance control [Wang & Cheah, 1996;
Carelli & Kelly, 1991] and hybrid position/force control [Raibert & Craig, 1981; Yoshikawa
et al,, 1988]. However, these methods require an accurate model of force interaction
between the manipulator and the environment and are difficult to implement on typical
industrial manipulators that are designed for position control.

An active feedback control scheme was developed in order to supply compliance for robotic
deburring as a means to accommodate the interaction force due to contact motion. Kuntze
[Kuntze, 1984] suggested an active control scheme, in which the actuators are commanded
to increase torques in the opposite direction of the deflections. Paul [Paul et al., 1982]
applied an active isolator to a chipping robot, where the isolator attached to the arm tip
reduces the vibration seen by the robot. Sharon and Hardt [Sharon and Hardt, 1984]
developed a multi-axis local actuator, which compensates for positioning errors at the end
point, in a limited range.

Asada [Asada & Sawada, 1984] developed passive tool support mechanisms, which couple
the arm tip to the workpiece surface and bear large vibratory loads. These mechanisms
allow the robot to compensate for the excessive deflection when the robot contacts the
workpiece. These methods reduce dynamic deflection in a certain frequency range.
However, it is difficult for these control schemes, which are employed for a robot with a
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passive tool, to perform well over a wide frequency band because they must drive the entire,
massive robot arm. In addition, unknown compliance from a passive tool makes it difficult
to control the deburring robot.

In this paper, a robotic deburring method is developed based on an integrated pneumatic
actuation system (IPAS), which considers the interaction among the tool, the manipulator,
and the workpiece and couples the tool dynamics and a control design that explicitly
considers deburring process information. A new active tool is developed based on two
pneumatic actuators, which utilizes double cutting action - initial cut followed by fine cut.
Then, a coordination based control method is developed for the robotic deburring system
based on the active pneumatic deburring tool. The developed control method employs a
hierarchical control structure based on a coordination scheme. Robust feedback linearization
is utilized to minimize the restrained elements of the precision deburring such as static and
Coulomb friction and nonlinear compliance of the pneumatic cylinder stemming from the
compressibility of air.

2. Modeling of the Deburring Robot

In this section, a dynamic model of a robotic arm with the new deburring tool or IPAS is
developed as a robotic deburring system as shown in Fig. 2. Fig. 1 shows the integrated
cylinder, which is comprised of three chambers and actuated by a single valve connected to
Chamber 3. Note that the IPAS is a single input system with two pistons. The pistons are not
directly connected to the inner pistons, M,; and M,,, which create a unique configuration

of three chambers connected in series. This configuration allows the chambers adjacent to
the active chamber to act as vibration isolators. This feature enables the IPAS to damp out
the chatter caused by external loads and air compressibility. Therefore, a double cutting
action and chattering reduction can be achieved simultaneously.
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Fig. 1. Integrated double cylinder system
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The dynamics of the chambers can be written as [Sorli et al., 1999]

Vs vy, 9P

G3=p37+V3 T @

where G; is the entering air flow, p; the air density and V; the volume of Chamber 3. It is

assumed that the condition of the air is ideal as following;:

1/n 1/n
P3 = Psi & __PSj & (2)
PRy RT,; | Py

where the subscript j indicates the initial conditions and # is the air transformation ratio.
Now, V; is derived as

Vy=A3(L-Xyy - Xy3) ®)
where A; denotes the area of Piston 3, and X, (i =4,3) is the position of Piston i. L

denotes the length of Chamber 3 as shown in Fig. 3. By combining Egs. (2) and (3) and their
time derivatives in Eq. (1), the following expression is be obtained:

1/n-1 1/n
1 [P ap, P [P dx
G, = Ay(L—X,3) {_3J _3+_J[_3] A3_f3

nRTy; | Ps; dt  RTy; | P dt
1/n-1 1/n ®)
+As(L-X,,) 1 {&] &Jri[&] A3dX_t4
nRT;; | By; dt  RT,; | P dt
Then, the pressure gradient is be written as
ar; nRT;; _nPy dXg
dt AL(L=Xp)(Py/Py) /" (L-X,) dt -
. nRTs; G.__ Py dXy
Ay(L= X, )(Py /Py )"0 (L-Xyy) b

The dynamic equations are written as
{Mm 0 j||:%t3:|+c|:():(t1 _):(tS):|+K|:(Xt1 _XtS)}:{&AE’ _Ff?’} ©6)
0 M, X4 (th _Xt4) (th _Xt4) PyA, _Ff4
where K and C are the stiffness and damping coefficients of the system, respectively, X,
and X, represent the velocity and the acceleration of each piston (i=1,2,3,4). Fj; denotes
the viscous friction force of the piston rod (i=1,2,3,4), F,; is the external force (i=1,2), P,
and A; (i=1,2,3) denote the air pressure and the area of the piston, respectively, and M,,

and M,, are the masses of each position rod.

2.3 Robotic Deburring System
Fig. 2 illustrates a multi-link rigid robot with the pneumatic deburring tool described earlier.
Using the well-known Lagrangian equations, the following equations of motion of the
deburring robot can be obtained:
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mg)g+c(q,q)4+8(q) = )

Fig. 2. Deburring robot with pneumatic tool

where g, g, G are the joint angle, the joint angular velocity, and the joint angular acceleration,
respectively, m(q) is the 3 X3 symmetric positive-definite inertia matrix, c(g,4)q is the 3X1
vector of Coriolis and centrifugal torques, g(g) is the 3X1 gravitational torques, and zis

the 3 X1 vector of the joint torques.
The mass of the links and pneumatic cylinder are considered as if they were rigidly attached.
The relationship between the joint and the tip velocities can be written as

x=J(9)q ®)
where J(g) is the geometric Jacobian of the manipulator. By differentiating Eq. (8), the
Cartesian acceleration term can be found as

¥=J(@)i+Jq ©)

Then, the equations of motion of the robot are obtained as following:

m(x)x +c(x,x)+g(x)= f (10)
where f=(J")"z is input expressed in task space and m(x) is the inertia matrix, c(x,x) is
Coriolis and centrifugal forces, and g(x) is gravitational forces.

Let the dynamic equation of the robot manipulator in the constraint coordinates be
represented as

m(x)x +c(x, %)X+ g(x) = f + fir (11)

where f denotes the input force and f,; is the resultant force of the normal force f, and

the tangential force f, exerted on the tool tip. The tangential force [18] can be represented as

_ bdve,,

fi V. (12)
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where V, is the spindle speed of deburring tool; b is the tool width; d is the depth of cut;
v, is the feed rate (or the traveling speed of the end effector along the surface of the

workpiece); e, is the material-stiffness of the workpiece. The normal force f, is assumed to

be proportional to the tangential force f,. Besides, the force angle of the deburring tool

affects the tangential force. Although the value of the angle may vary substantially
depending on the nature of the material flow at the tool-chip interface, as approximation 0.3
was used in these calculations [Raibert & Craig, 1981]. Therefore, the normal force f, is

considered to be smaller than the tangential force f, in Eq. (12), where the ratio is
fu/ fi =0.3 [Deccusse & Moog, 1985].

3. Control Design

The IPAS based deburring robot can be treated as a system that consists of two primary
subsystems; the arm and the IPAS. The two subsystems differ substantially in their task
assignments, dynamic characteristics and controller requirements. This physical
interpretation provides an efficient approach to the control of the robotic deburring system.
The control strategy for the deburring robot is illustrated in Fig. 3. The arm is commanded
to follow the desired trajectory in task space, which is modified based on the position of the
second piston due to varying length of the tool. In other words, the primary cutter at the
front side cuts the burr first and the second cutter then attempts to eliminate the remaining
burr. In case that the burr is not removed completely, the uncut depth is incorporated into
the desired trajectory for compensation.

The developed control design is a decentralized control [Deccusse & Moog, 1985; Isidori,
1985], which consists of two independent controllers interacting based on the coordination
scheme aforementioned for the manipulator and the IPAS, respectively. Constraint
equations are derived in terms of position variables and are differentiated twice to lead to a
relationship in terms accelerations, which integrate the separate controllers for stability
proof. Feedback linearization is employed to design a coordination based controller. In what
follows, it is shown that use of a nonlinear dynamic feedback achieves exact linearization
and input-output decoupling for the robotic deburring system. However, pneumatic
actuators typically have a limited bandwidth restricting the high gains which can be applied.
Combined with their limited damping and low stiffness properties, which arise from the
compressibility of air, the accuracy and repeatability of the performance can be limited
under variable payload and supply pressure. Therefore, robust feedback linearization is
employed to reduce the undesirable effect of nonlinear compliance of the pneumatic
cylinder. The coordination control method is developed first and then its efficiency will be
compared with the hybrid control method through simulation study.

3.1 Coordination Control

Shown in Fig. 3 is the control design for the deburring robot with the active pneumatic tool.
Note that X, denotes the position of the piston, respectively relative to their origins as
d d

r r7

described in Section 2.1. The desired trajectories of the robot wrist, denoted as x ,J'cf ,X%, are

modified to compensate the uncut depth based on the position of the second piston due to
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the varying length of the tool. Additionally, X¢,X¢, and X! denote the desired trajectories

for the IPAS. Feedback linearization [Isidori, 1985] is employed to design a coordination
based controller. In what follows, it is shown that the use of a nonlinear dynamic feedback
achieves exact linearization and input-output decoupling for the robotic deburring system.

d -d :d . .
TDc?sil'tcd xr ,xr ,xr Feedback R b t x;~9xr3xr
Fofiicl;fgn linearization 0bo

¥

Coordination

Scheme
Desired Feedback Deburring X,
Trajectory linearization tool using
IPAS
I yrd §d
X R K T
Robust
control
1

Fig. 3. Block diagram for coordinated control for robotic deburring

We assume that the robot has n links. The equations of motion of the arm are rewritten in a
decentralized form as

mr(xr)k.r+Cr(xr’3'cr):fr_Rr(xr)Xt (13)
where x,,x, and ¥, denote the displacement, velocity and acceleration matrix of the tip of
the manipulator nx1, m, is the inertia mass matrix nxn, C, is the matrixnxn, which
consists of Coriolis, centripetal, and gravity forces, f, is the input force matrix acting on the

tip of the manipulator nx1, R, is the inertia matrix which reflects the dynamic effect of the

deburring tool on the manipulator ZX 7, and X, is the acceleration of IPAS nx1 .

Likewise, the equations of motion for deburring tool are written as
Mtxt _Ct(XtrD(Xt)rXtrsgn(Xt)rﬂc o)+ F, =F (A, P)=-R,(x,)X, (14)

where X, and X, denote the acceleration and velocity matrix nx1 of the tool , M, is the
mass matrix nxn of the piston, C, is a polynomial function of the nonlinear term nx1, x,
is Coulomb term, u, is viscous coefficient [11], D(X,) is a polynomial function of the

nonlinear spring caused by air compression in Eq. (14), F, is the forces matrix nx1 acting
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on the piston, R, is the inertia matrix 72X 7 which represents the end effect of the
manipulator on the tool, F, is the external force matrix nx1 of the IPAS.

Let peR"™ denote the position vector of the tip of the robot in the fixed workspace

coordinate system. The robotic deburring system is assumed to have the constraint surface
defined in algebraic terms by

#p)=| : |=0 (15)
¢n+l (p)

where pis comprised of x,and X,. Now, the constraint Eq. (15) is differentiated once as
following;:

#(p)=J.(9)4=0 (16)
where | denotes the geometric Jacobian matrix nxn . The initial Lagrange coordinate g,

satisfies the holonomic constraint ¢(p,)=0, where p, is the initial position of the robot.

Then, Eq. (16) is differentiated once to produce ¢ =0, into which the subsystems, Egs. (13)

and (14) are incorporated. Then, feedback linearization can be applied to cancel the coupling
terms and to design linear controllers as the outer feedback loop. Since the manipulator

velocity is always in the null space of ¢(p), it is possible to define a vector of generalized

velocities 7(t), which is the nx1 dimensional matrix as following:

X1 Si(x,q) 0 m(t)
O (ORI N T T

X

. : : (17)
-rn 0 é,n(xm) nn(tn)
where the columns of {(x,) are in the nxn dimensional null space of ¢(p) . Differentiating

Eq. (15), substituting the resulting expression for ¥,into Eq. (13), and premultiplying Eq.
(13) by ¢, we obtain

é/T(mré/ﬁ+mré;77+cr) = ngr _é/TRrXt . (18)
Note that ¢"¢" =0 . Similarly substituting X, into Eq. (14), we have

MtXt_Ct+Fe=1:t_Rté;T7_Rt§7.7' 19)

Using the state vector y = [xT xr nt X' ]T and the block partition of the state vector

r
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U

X1 X1 X1 - 7
x=|xn |, with yr=x,= | | n=X=|: Jta{-} .

X3 Xrn Xt

the following expression is obtained:
2 cn 0

i=lml=l X, |+| 0 |1
7| |M'C| |ME

where

Mo [:Tm,q CTRV} B [f 0} o [— ¢'mién - 4”9] .
R/ M, 0 I C+FE  -Rdn

The system is input-output linearizable by using the following nonlinear feedback:

Al VES 0 |[[M 0 Tu | [Cy
A 0-E'|||0-M,]|u,] |C,
which results in simpler state equations as following:
[a@) = 0 Tm@)]| [lo, -+ oF]
0 G lmt)l| o o]
x1 Xn 0, - 0w
PEPRE .E Ao .
;'(3 th _0 On_ _un
0, I 0
0, 0 I,

(20)

(1)

(23)

(24)

To derive the decoupling matrix, each component of the output equations is differentiated
until the input appears explicitly in the derivative. In this case, the output equation is

differentiated twice as following;:
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fn
f]rl
- 25
' 3)
_f2n_
1 (t)
U ' Uy
S 1, (ty) ,
H=0()| Ty 7 |Fe)| (26)
- f
Yn . u,
th
where @(y)is the decoupling matrix of the system given by
®(x) 0 }
(O] X)= 2
w { 0 @) @7)
where
FulXn)
@ 0
t1 aXfl
CD’(Z): : = . /f1n=XtH+f2n
0 CDm 0 afln(th)
0X,,
(DV] 0 f2] 0
(Dr(l): = :
0 q)m 0 on

Applying the following nonlinear state feedback

uf :|:(Dr(l) 0 }1 |:Ul:|_|:d)r(;{) 0 }{”} (28)
' 0 )] || 0 X))

u n

the input-output relationship is decoupled because each component of the auxiliary input,
v, controls one and only one component of the output, y . It is noted that the existence of

the nonlinear feedback require the inverse of the decoupling matrix ®(y). To complete the

controller design, it is necessary to stabilize each of the above subsystem with constant state
feedback. Then, the stability of the system is guaranteed by selecting appropriate constant
feedback gains for the linearized system.

Now, robust feedback linearization is employed to minimize the undesirable effect of
external disturbances such as static and Coulomb friction and nonlinear compliance of the
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pneumatic cylinder stemming from the compressibility of air as appeared in Eq. (14). Let the
tracking error be defined e, =X, —X? . From Eq. (14) the following expression can be
obtained: one obtains
.. 1 . . .
X, = M(E(Arp) = Ry(x,)x, + Ct(Xt/KS(Xf)/Xf’Sgn(Xt)/Kf) -F) (29)
t
Then, the following error dynamics is employed:

(X, = X))+ (X = X))+ (X = X)) =0 (30)
Now, the feedback linearizing control Py is chosen to be

1 : . . 1 1 1 .
Py ZZMt(Xf_Q(X:i _Xt)_gz(Xf_Xt))_ZCt +ZFE+ZRt(xT)xr (1)

where X?,X?,X{ are the desired position, velocity, and acceleration and ¢, and ¢, are the

control gains. In addition,Eq. (31) is uncertainty in the system, an auxiliary control input w
can be injected as follows

5 M
By =Py +—Lw (32)

Using 1_’ﬂ Eq. (32) yields the error dynamics

(X - X+ 61 (X = X[) + 62(X, - X{)+O()~w =0 (33)
where () is lumped uncertainty originating from the bounded uncertainties in the plant.

Here, a layer of sliding manifold and a switching law on the reduced order manifold are
defined so as to compensate for the bounded lumped uncertainty stemming from the
difference between the actual and the nominal plant parameters [Acarman et al., 2001].
Therefore the layer of sliding manifold can be defined as

S, =6+C,e (34)
where €, and e, denotes X, - X and X, - X", respectively. It is noted that C,, >0 . Now,
let

w= (§1 _Cw)ét +626 -N Sgn(Sw) (35)

where N >|®()| .Then, S, is expressed as
Sy =& +Cyt, =-0() -~ Nsgn(S,) (36)
Therefore, S, -S, <0 is achieved. In summary, the deburring system of interest is

considered to have two subsystems as described. The interactive dynamics of the
subsystems are decoupled in feedback sense by feedback linearization or Eq. (28) and
suitable controllers are designed for the subsystems based on the motion coordination
scheme as described. Then, a robust controller is designed for the tool subsystem to
minimize the harmful effect of static and Coulomb frictions and nonlinear compliance of the
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pneumatic cylinder due to air compressibility. Therefore, the stability of the overall system
can be achieved by properly selecting the feedback gains of each subsystem together with
proper gains of the robust feedback for the tool as shown in Egs. (33) - (36).

4. Simulation

Simulation study was performed to investigate the performance of the controllers developed
for the robotic deburring systems with different tools: (1) the hybrid controller [12,13, 20, 21,
22,23, 24, 28, 39] for the rigid tool based system (2) the coordination controller for the single
active pneumatic cylinder tool (3) the coordination controller for the double active
pneumatic tool based system. Note that the mathematical models for the rigid and the single
active pneumatic cylinder tools are not shown due to their nature of being a subset of the
IPAS.

Fig. 4 shows the simulation results for the hybrid control system. The following parameters
were used in simulation:

m, =16kg, m, =12kg, 1, =0.5m, and I, =0.7m

where 1, and m, are the masses of each link of the 2 DOF manipulator, / , and / , are

the lengths of each link. The feedback gains of the controller were chosen as following:
fa=20N, k,, = diag[150, 150, 150], k,; = diag[70, 70, 70], k,, = diag [750, 750, 750], and

kq, = diag[230, 230, 230] where f, is the desired force, and k, and k; (i=1,2) are the

control PD gains.

Position error

Robot with deburring tool without pneumatic cyiinder (Hybrid Control)
| | | |
| | | |

0.0205 ——d - - — - - - -~
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00203 cut depth
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rring

|
|
L
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0.

(@)
Fig. 4. Rigid tool (a) tracking (b) position error

Fig. 4 (a) and (b) show the performance of the hybrid controller designed for the deburring
robot with a rigid tool. In the simulation, the stiffness of the material was set to 500000 N/m
and the desired cut depth was chosen to be 0.0002 m. The results show large deburring
error, which remains oscillatory after large overshoot in the transient period due to
chattering caused by the air compressibility and the contact motion between the robot and
the workpiece. The following parameters were used for the tangential force as:

b=16 mm, v,=0.08 m /s, and V, =30,000 RPM .



12 Robot Manipulators, New Achievements

Fig. 5 depicts the deburring performance of the coordination controller designed for the
robot with a single active pneumatic cylinder tool. The following parameters were used for
simulation:

o Chamber pressures P,_=DP,, =1x10°Pa

o Piston areas A_, = A =0.000256m>,

o Piston mass M,, = 0.01kg

o Chamber temperatures Ty;, =T,;, =293°K .

Robot with a single pneumatic tool

Position error

[Desirable

y position (m)
Position error (m)

X position (m) Time (s)

(@) (b)
Fig. 5. Single pneumatic tool (a) tracking (b) position error

As shown in Fig. 5 (a) and (b), the transient performance is improved significantly with the
single active pneumatic tool with the coordination controller in comparison to the previous
case. However, the steady-state performance still remains unsatisfactory due to the chatter
that appears in the response, which is caused by the compressibility of the air in the
pneumatic cylinder and therefore requires repetitive deburring. Nevertheless, the
simulation results demonstrate the potential of a pneumatic actuator as an efficient tool
which can significantly enhance the performance of a deburring robot if the chattering effect
can be eliminated or minimized by an improved design of the tool and/or an efficient
control.

Fig. 6 demonstrates the deburring performance of the robot with the IPAS as shown in Fig. 1.
The developed coordination control method by using feedback linearization was utilized for
the IPAS based deburring system. It is noted that the initial position of X,; (I =1, 2, 3, 4) is

set to zero. The following is the additional parameters used for the integrated cylinder:

Py; =1x10°Pa, A, = A, =0.000256m”, A; = A, =0.00055m> ,n=0.8, Fs, , =10N, Fy; , =15N,
M, =M,, =0.01kg, M, = M,, =0.015kg, and T;; = 293°K .
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Fig. 6. Integrated double pneumatic cylinder (Coordinated control without robust control)
(a) Position error (b) Enlarged position error

It is evident as shown in Fig. 6 (a) that the deburring performance of the system is greatly
improved with the IPAS and the coordination controller. The simulation results show quick
and smooth transient response and nearly zero steady-state error. The integrated system
particularly improves the transient behavior in comparison to the single cylinder system.
However, Fig. 6 (b) shows the chatter of position error of the IPAS when Fig. 6 (a) is
enlarged. The chatter is from the compressibility and flexibility of the air. Such fluctuating
position error can occur in harm of the system. Also, Combined with their limited damping
and low stiffness properties, which arise from the compressibility of air, the accuracy and
repeatability of the performance can be limited under variable payload and supply pressure.
To eliminated and/or reduce the undesirable effect of nonlinearity, in next simulation,
robust feedback linearization is employed.

Fig. 7 depicts the deburring performance of the coordination controller based on robust
feedback linearization. The following parameters were used for simulation:

Py;=1x10°Pa , A, = A, =0.000256m>, Ay = A, =0.00055m>,n=0.8, F;,, =10N, F;; , =15N,
My = M,; =0.01kg, M5 = M,; =0.015kg, Ty; =293°K, ¢; =25, 6,=7, C, =7, N=1,and
0()=05,

Fig. 7 (b) shows the reduction of position error caused by the, which is caused by the
compressibility of the air in the pneumatic cylinder. In this simulation, the oscillatory
position errors are almost eliminated in difference with the previous results by using the
robust feedback linearization. Through the robust feedback as shown in Fig. 3, the
additional robust controller could soften the chatter by the air compressibility in pneumatic
tool. The simulation results demonstrate the efficacy of the developed coordination control
based on robust feedback linearization for the new deburring tool.



14 Robot Manipulators, New Achievements

Robot with a integrated double pneumatic tool
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Fig. 7. Integrated double pneumatic cylinder (a) tracking (b) position error (Robust Feedback
linearization)

5. Conclusion

High-quality robotic deburring requires efficient control of the deburring path and contact
forces, as well as optimal selection of a suitable feed-rate and tool design. In this paper, an
efficient robotic deburring method was developed based on a new active pneumatic tool,
which considers the interaction among the tool, the manipulator, and the workpiece and
couples the tool dynamics and a control design that explicitly considers deburring process
information. A new active pneumatic tool was developed by physically integrating two
pneumatic actuators, which implements double cutting action - initial cut followed by fine
cut. Then, a control method was developed for the robotic deburring system based on the
active pneumatic tool, which utilizes coordinated control based on a feedback linearization
for the manipulator and a robust feedback linearization for the deburring tool using a
pneumatic cylinder. From the simulation results, robust feedback linearization achieved the
smooth transient response and nearly zero steady-state error in spite of the undesirable
effect of external disturbances. The developed control system employs the two-level
hierarchical control structure based on a simple coordination scheme. Simulation results
showed that the developed system significantly reduces the chattering of the deburring
robot and improves the deburring accuracy. Implementation of the developed method is
intended for experimental verification in the future.
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Trajectory tracking control for robot
manipulators with no velocity measurement
using semi-globally and globally
asymptotically stable velocity observers

Farah Bouakrif
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1. Introduction

During the last decade the class of rigid robot systems has been the subject of intensive
research in the field of systems and control theory, particularly owing to the inherent
nonlinear nature of rigid robots. For the same reason, these systems have widely been used
to exemplify general concepts in nonlinear control theory. As a result of this excessive
research activity a large variety of control methods for rigid robot systems have been
proposed, such as, proportional-integral-derivative (PID) control (Kelly, 1995), computed
torque control (Luh et al., 1980), which achieve the trajectory tracking objective by feedback
linearization of the nonlinear robot dynamics, adaptive control (Ortega & Spong, 1989),
variable structure control (Slotine & Sastry, 1983), fuzzy control (Chang & Chen, 2000),
passivity based control (Ryu et al, 2004; Bouakrif et al., 2010) and iterative learning control
(Bouakrif et al., 2007; Tayebi, 2007).

Many of these previous controllers require the complete state measurements, that is position
and velocity, is available for feedback. Unfortunately, in practice this assumption can only
partially be fulfilled for two reasons. First, although robot systems generally are equipped
with high precision sensors for position measurements, velocity measurements are often
contaminated with a considerable amount of noise. This circumstance may reduce the
dynamic performance of the manipulator, since in practice, the values of the controller gain
matrices are limited by the noise present in the velocity measurements (Khosla & Kanade,
1988). Second, in robotic applications today velocity sensors are frequently omitted owing to
the considerable savings in cost, volume and weight that can be obtained this way. A good
solution of this problem is the use of the velocity observers to reconstruct the missing
velocity signal starting from the available position measurements. Due to the nonlinear and
coupled structure of the robot dynamical model, the problem of designing observers for
robots is a very complex one. Recently, exploiting the structural properties of the robot
dynamics, a number of conceptually different methods for both regulation and tracking
control of robots equipped with only position sensors have been developed (Canudas dewit
et al, 1992; Paden & Panja, 1988). (Berghuis & Nijmeijer, 1993) presented a controller-
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observer scheme for the global regulation of robots using only position feedback. The PD
control with high-gain observer was developed (Yu & Li, 2006), the authors propose to
reconstruct the velocity signal via a high-gain observer, but a quite noisy movement of the
manipulator, which may be undesirable for greater robots employed for industrial
applications.

In this chapter, we want to solve the trajectory tracking problem of rigid robot manipulators
which are not equipped with the tachometers (velocity sensors) to avoid the disadvantage
mentioned in the previous paragraph. For this purpose, two velocity observers are
presented to estimate the missing velocity. Using the first observer, an estimate region of
attraction is given. It is important to observe that this region can be made arbitrarily large by
increasing the observer gain. This kind of stability is called semi-global. The second is
globally asymptotically stable. Thus, there is more freedom to choose the initial states. This
presents an advantage of the second observer. Thereafter, these observers are integrated
with a nonlinear controller by replacing the velocity in the control law with its estimation
yielded by these observers, independently. Furthermore, the semi-global and global
asymptotic stability conditions are established of the composite controller consisting of
robot manipulator, nonlinear controller and the first and second velocity observer,
respectively. This proof is based on Lyapunov theory and using saturation technique for the
second observer. Finally, simulation results on two-link manipulator are provided to
illustrate the effectiveness of the global velocity observer based trajectory tracking control.

2. Dynamic equation for robot manipulators

We consider a robot manipulator that is composed of serially connected rigid links. The
motion of the manipulator with n-links is described by the following dynamic equation:

r=M(q) ¢ + C(4,9) q+G(q) )

where ¢(t), ¢(t), ¢(t) € R" denote the link position, velocity, and acceleration vectors,
respectively, M(q(f)) € R™ represents the link inertia matrix, C(g(¢),4(t)) € R™" represents

centripetal-Coriolis matrix, G(g()) € R"" represents the gravity effects, and = (f)e R™

represents the torque input vector.
In the sequel,q,(?),¢,(t),4,(t)e R" denote the desired link position, velocity, and

acceleration vectors, respectively.

The dynamic equation (1) has the following properties (Berghuis, 1993; Ortega & Spong,
1989) that will be used in the controller development and analysis.

P1: The inertia matrix M (¢(¢))is symmetric, positive definite and bounded as

0, <M, <|M(g)|<M, )

where geR" ,and M,, >M, >0.
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P 2: Vie {i,...,n}, the i element of the vector C(g,9)q is equal to q'TNl- (9)g with N;

symmetric, continuously differentiable, and such that 3N, >0 satisfies
||N,- (q)" <N, VgeR". 3)
P 3: Norm of the centripetal-Coriolis is bounded as follows

|-l < Culdl - @

P 4: The matrix M (q,q)—2 C(q.,q) is skew-symmetric, i.e., for all X eR",

XT(M(q.9)-2C(q.9) X =0. (5)

P5:Forall x,yeR"
Cgx)y=Clg.y)x ©)
C(g,z+ax)y=C(g,2)y+aC(g.x)y . @)

In this paper, the following lemmas are used.
Lemma 1 (Shim et al., 2001): Consider a C' function f(x,y):R?” xR? - R which is

continuous and well defined on X x RY where X = {x € RP| i< pil<i< p} with p; >0.

Then f(o(x),y) is globally well defined and equal to f(x,y) for x € X , and where exists
L(y) such that

|/ (@), - f(c(®). )| < L»)|¥ -], Vx.X € R, VyeR? ®)
where o(x) is an element-wise saturation function which is saturated outside X .

Proof

By the Mean Value Theorem, there exists z € R” such that
_ ~ of _ ~
f(G(x),y)—f(G(x),y)=a(zay)(G(X)*0(X)) )

which implies

|/ (e ) = f(e@), )| < Lo - o) (10)
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where L(y) is the maximum of

%) .
‘al(z, y)“ with respect to z over the compact range of
X

saturation function. Then the claim (8) follows from the fact that ||a()?) - o-(J?)" < ||)? - E" .
Lemma 2 “Barbalat’s lemma” (Slotine & Li, 1991): If H is a continuous function, and it is
H=0

bounded when ! ™ %, and if H is uniformly continuous in time, then

In (2), (3), (4) and in the sequel the norm of a vector X is defined as

|X|=x"x (11)

and the norm of a matrix 4 as
4] = A (47 4) (12)

with A, () denotes the maximum eigenvalue of 4.
The following assumption is imposed.

Assumption: The robot velocity is bounded by a known constant ¥,, such that
la®|<V,, VieRr. (13)

Remark 1. This assumption is definitively realistic. In fact, it is reasonable to expect that the
joint velocities of a robot will not exceed certain a priori bounds that come from the
mechanic limitations of the robot and/or from the way the robot operates. Moreover, this
assumption is recurrent in the literature on control for robotic manipulators, for example
(Berghuis & Nijmeijer, 1993; Nicosia & Tomei, 1990; Xian et al., 2004).

3. Controller-observers design

In this section we present the main results of this chapter, formulated in a lemma and two
theorems and their proofs. Indeed, we want to solve the trajectory tracking problem of robot
manipulators without using the velocity signal. This signal is reconstructed, firstly by a
semi-globally stable velocity observer and secondly by a globally stable velocity observer.

3.1 Semi-globally asymptotically stable observer
Consider the following velocity observer

=M r-C(q,§)§-G(q)|-L§ (14)

qg=z+Lg (15)
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L=1I, 1>0

Where q represents the estimated velocity, Z is the observer state. , where

nxn
and 1n €R™ is an identity matrix.

m Vm

then 1M, q=0 , and the initial error 4(0) belongs to the ball B defined

m

< al Il M,L, M,
by: B=1q€R ”‘1(0)”<[C—_VmJ . [+ Where Ly, denotes the minimum
m M

eigenvalue of Loanad=4q-19.

Proof
The time-derivative of (15) gives us

i=M-c@.di-6@|rLa-d. (16)
From (1), we can write
i=M"[r-Clq.9)q-G(q)]. (17)

Subtracting (16) from (17), we have

M@ pi+cadil-1i (18)
Using the property 5, we obtain
G=M"' [— 2C(q.4)q + C(q,t?)ﬂ— Ly | 19)

Consider the following Lyapunov function

- 1~ -
V@=-4" M7 (20)
Thus

1
2 Mn

<, 2 < 1 < ?
qo <v@o=smyfio] 1)
The time-derivative of (20) gives us

V@) =3 M@+ 7M@) )
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From (19) and (22), we obtain
I S .;;T( < .);;T <
Va)=q"| FM(D)=Ca.9) ja+q \C(¢:9)=Clg. 9l =g MLg (23)

Using the properties 1, 3, 4 and the assumption (13), we have

st e+l T o
If .
L,> oo 7]} (Z: “q“) (25)
thus
L, > 25/'[":'" (26)
then
V<o, 7)
From (25), it comes
jil<Ze-v.. )

From (21), (24) and (28), it follows that if

o< (Mé”’f’" -V, J AA:; : (29)

Then, we have a semi-global asymptotic stability.
Remark 2. It is important to observe that the region of attraction can be made arbitrarily

large by increasing the observer gain L As this region can be increased systematically by

the gain L we have semi-global asymptotic stability.
Now, we integrate this observer with a nonlinear controller and the semi-global asymptotic
stability condition of the closed loop system is given in the following theorem.

Theorem 1

Given the robot dynamics (1), and let assumption (13) be satisfied. Under the following
control law

r=M(g) 4y +C(g.8)iy +G(g) +K, iy G} K, E (30)
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with é is given by (14) and (15). If

(¥ + Ko | 1 1
Ly > = M, 26,1, M) (31)

Then, the closed-loop system is semi-globally asymptotically stable. Hence
lim E(¢) = lim £(f) = lim§ (1) = 0 . (32)
t—0 t—>x© t—0

Moreover a region of attraction is given b

2
’ c.V,+K
B= yeR3n ||y(0)||< h MmLm _( m" m + vM) —Vm ) (33)
dm

c, 2K, C

vm =~ m

Where K, and K, are symmetric, positive definite matrices. E(t)=q,(1)—q(?),
B0)=4,0-40).»" =[£7 BT §7 |, O=diag\M(@).K p ()}, gn=rry(@=miniM K

du :ﬂ‘max(Q):maX{]\lMﬁKpM}’ K.u :||Kp|| and X, :|

minimum eigenvalue of L, K, and K, , respectively.

L

K|

wr K, and K, denote the

Proof

The analysis of asymptotic stability is in two parts. In the first part, we demonstrate that the
closed-loop system is stable. In the second part, we demonstrate that it is semi-globally
asymptotically stable.

Part1
Let ¢7=qd—é:§+E.

From (18), we can write
Mg +C(q.4) = C(q. )4+ MLG =0. (34)
Subtracting (1) from (30), we find
ME +C(q.9)4, ~C(q,9)q+K,G+K ,E=0. (35)

The sum of (34) and (35) gives us
Mg +C(q,9)q +K,§+MLG + K ,E=0. (36)
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Thus

ME +(Clq.6)+ K, i+ K E=-M5 - (Cla,d)+ K, Jj - MG .

From (34), (37) and using the property 5, we obtain
ME + (C(q,q*,) +K, )E +K,E=C(q.4)q ~K,q -
Consider the following Lyapunov function
H(E,E,(?):%ETME+%ETKpE+%c?TMc? _

Hence
. o1
H(E,E,q)= Ey(t)T 0 ¥t
It follows that

Sl < Ho <2 au ol

The time derivative of (39) evaluated along (34), (38) and using the properties 4 and 5,is

H=-E"K,E-E"K,q+E"C(q.9) —q"MLg — 4" C(q.4)q +q " C(q.4) -

Using the properties 1, 3 and the assumption (13), we find

. .12
H<—K, |6 -m,L,

Thus

H<Kom

We note that

|2 KT [ - AT, A
q“ +C, Vm+“q“ “q“ +E'Clq,9)9 -E'K,q .

.12 ) 2 . N
- Mata-culilfi]) ) i et

(37)

(38)

(39)

(40)

(41)

(42)

(43)

(44)
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b= £ 2 [ S

1 1
. 2 ML - (V +[g ) g
e _czm(ym T 2T
2
<o S i ; (V Jil]
(e | 2 |
From (44) and (45), we have
. (C,,J/,,,+KvM)z
H< Ko - ||E|| (MmLm Cm(Vm ”q“)) (46)
2 MLn-Coly+i])
K . 1N (46) is chosen as follows
(C,,,V,,,+KvM)2
"2 bt Calt i) @
Since the assumption (13) is verified, we have
L >MM,;1+2CmeM;J. (48)
Thus
Hﬁ—%(MmLm “2CVn) ”3”2 . (49)

If we choose Ln>2CuVuMgy! (it is verified by (48)), then H is a negative semi-definite
function, this result is not sufficient to demonstrate the asymptotic stability, and we can

conclude only the stability of the system. Nevertheless, it is straightforward to verify that
the equilibrium (E, E, 6 ) =1(0,0,0) is the largest invariant set within the set H =0 Hence,

using La Salle’s invariance principle the asymptotic stability of the equilibrium can be
proved. Therefore, one must insure that
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if §=0 then E=0 and E=0. (50)

Part 2
When H =0 , it is necessary that 5 =0, in addition 5 =0, therefore (38) will be

ME +(C(q.4)+ K, JE+ K, E =0 (1)
Choosing the following Lyapunov function candidate
W(E,E):%ETME+%ETK,,E . (52)
Using the property 4, the time-derivative of (52) is
W=FETK,E . (53)
Hence

. 12
W<—KumE] - (54)

W

is a negative semi-definite function, this result is not sufficient to demonstrate that

E =0 Therefore, the Barbalat's lemma is required to complete the proof of asymptotic
stability.

We note that, it is sufficient to show that 7 is bounded to conclude that ¥ is uniformly
continuous. Indeed, the time-derivative of (53) is

W=-=2ETK,E . (55)

From (48) and (49), we demonstrated the stability of the system ( £ and E are bounded). In
addition, from (51), we can conclude that E is bounded. Then W and W are bounded.
This result implies that W is uniformly continuous. Therefore, the Barbalat's lemma

permits us to conclude that W=0 , then E=0 , E=0 ,and from (51) we find that £=0.
Finally, we demonstrated that (50) is verified. Hence, the La Salle’s invariance principle is

applied, consequently, the equilibrium (E,E,9)=(0,0,0) is the largest invariant set within

the set 7/ =0 And the asymptotic stability of the equilibrium is proved.
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, (47) holds if

Since " y" > “67

Mok CoVoKo )
Il o KC. Vin . (56)

From (41), (46) and (56), it follows that if

| g | ML (Cme'i‘KvM)z
(OIS ol o e | (57)

Then, the closed-loop system is semi-globally asymptotically stable. This completes the
proof.

3.2 Globally asymptotically stable observer based controller

Now, a second observer is presented to reconstruct the velocity signal in the control law.
Hence, the global asymptotic stability of the whole control system (robot plus controller plus
observer) is guaranteed. This proof is based on Lyapunov theory and using saturation
technique. This result is given in theorem 2.

Theorem 2
Given the robot dynamics (1), and let assumption (13) be satisfied. Under the following
control law

t=M(q) q,; +C(g,sat(q))sat(q) + G(q) + K, (q'd - 6?)+ K,E (58)
with
G=z+Lg (59)
i=i,~Lg+ MK E. (60)
If
41//2 |
L, >— 4 2(1< M )
1' " Mvam VM "
) L, = ZL
M,

Then, the closed-loop system is globally asymptotically stable. Hence

lim E(¢) = lim E(t) = lim §(£) = 0. (61)
[—>0 [—0 [—0
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Where sat(V) represents the saturation for a vector V, this function is to be defined.

K K

v||. Lm and Kvm denote the minimum eigenvalue of L and K, respectively. ¥ is

sz‘

positive  scalar constant such that <y, Y@9ER"XV | with

0 .
‘a—q(c(q,q)q)(

;7:{4613" |1L-|SV1' i:l,...,n}_

Proof
Since assumption (13) holds, in the rest of the proof regard

r=M(q) q + C(g,sat(¢))sat(g) +G(q) (62)

as the given dynamic equation instead of (1).

Where the saturation for a vector V = [vl y ,v,,]T € R" is defined as
Sat(V) = [sat(v1 )y ... ,sat(v, )]r (63)
with
V; ifv; [£V;
sat(v,)=1v, if v, >v,  forie{l ... n} (64)
-V, if v <-v;

and V,, =

[sat(v1 )y ... Ssat(v, )]rH .
From (58), (59) and (60) we can eliminate the state z and write
G = M- C(g,sar@yysad) - Gla) - K G - K, EJw 15 (65)
From (62), we can write
§ =M [t~ Clg.sar(@)sar(q) - G(g)]. (66)
Subtracting (65) from (66), we obtain

Mg = —C(g,sat(§))sat(q) + C(q, sat(@))sat(q) + K, (E +§) — MLG. (67)

Subtracting (62) from (58), we have
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ME ~ C(g,sat(§))sat(§) + C(g.sa1(§))sat(q) + K, (§ + E) + K ,E = 0. (68)
Consider the Lyapunov function
HEE§) =L ETME+LET) B+ 15705 . (69)
2 2 Pm 2
The time-derivative of (69), evaluated along (67) and (68), is
i = E"{C(g.san(@san(@) - Clq.sar(@)san()
7ML+ (O sar@ysand) - Cgusar@sar(q)) 70)
-ETK E+§4"Kq.
To simplify the notation, let
D(q,9)=C (¢,9)q - (71)
Using (P2), it follows that 3% >0 such that
0 . . —
“a—q(D(q,q))( <y Y(g.9)eR"xV (72)
with
. "N, (9)
2 P@d)=2 (73)
§" N, (q)
and
17={qeR"| Qil<v,  i=l..n). (74)
Then, using Lemma 1, we have
. 12 2 2 e
<K =t =Ko il o] o] )
Hence
. a2 (M, L 2 | M,L, P RTINS
ol - 2| (e | ol oo

We note that
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el Jel< el

L

N =

M, L 2
<2 |E 2 "; AN
<2 iy~ |
m-—m
2 vM
MmLm _
12 P 2 12 2 vM
<|E PR — I ——
|||
2 _KVM
Therefore, we have
. 4y 2 1(M,L, 2 (ML, 2
A5 K= o | [ 5| =K [ ] - =
M,L, 2K,
(78)
Choosing Kvm and Lm as follows
L, =2 (79)
Mm
and
y?
K,z24— . (80)
ML, -2K ,,
Hence
41/2
L, 2—+2(KvMM,;‘). (81)
Mvam
Then, we have
. 41//2 g2 1( M, L <2
PPN PO A P
M,L,-2K,,

If we choose Lm > 2(KVMM ;11 ) , (it is verified by (81)), then His a negative semi-definite
function, this result is not sufficient to demonstrate the asymptotic stability, and we can
conclude only the stability of the system. Therefore, the lemma 2 is required to complete the
proof of asymptotic stability.

In our case, 77 and ¥ are given by (69) and (70) respectively. To conclude that H s

uniformly continuous, it is sufficient to show that H s bounded.
The time-derivative of (70) is
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i = E7(C(g,sat(@)sar(@) - Cq, sat(@)sar())
=257 ML +§7(Cq,5at()ysat(§) - Cq, sar@sar(a)

(67 + ciTI%(C(q,sar@)sar(q')) _%(C@,sm(q*))sm(a)))
—2ETK E+24"K q.

From (79), (80), (81) and (82), we demonstrated the stability of the system (E , E and 9 are
bounded). Therefore, from (69) H s bounded. In addition, from (67) and (68) we can

conclude that £ and q are bounded, then H is bounded. This result implies that H g

uniformly continuous. Hence, the Barbalat’s lemma permits us to conclude that 7 = 0,

Thus, from (82), we have E=0,4=0 , and necessary E=0,4=0 Finally from (67) and (68)

we find that £=0
Then, the closed-loop system is globally asymptotically stable. This completes the proof.

4. Simulation results

In order to illustrate by simulation the efficiency of our design, we apply in this section the
observer-controller laws (55-60) on two-link robot manipulator. The objective of our
simulation work is to show that the tracking objective is achieved when an estimated
velocity vector is used in the tracking control law.

Consider a two-link manipulator with masses ™1, "2, lengths ll , L ,and angles 91, 92 ;

then the model equations can be written as (1). M(4), €(4-9) and G(9) are given by
(Bouakrif et al., 2008):

my, = m2122 +2m,l, 1, cos(q,)+(m; +m, )112 Sy =1y = mzlz2 +myli 1, cos(qy), my, = m2122.
Cyy = —myli ysin(g,y)q, , Cpy =—myl 1, sin(q,)q, , Cyp =myl 1, sin(g,)g, , Cpy =0.

G, =m,lygcos(q; +q,)+(m; +my)l gcos(q, ), G, =m,l,gcos(q, +q,).

The desired trajectories are chosen as:

g 1()=2cos (4xt/3)+sin(27¢/3) (rad), with0 <t <5.

q,5(t)=1-2 cos (47t/3)—sin (27t/3) (rad), with 0<t<5.

Simulation parameters:

K, =1{5000,5000}, K, = {15,15}, L = {550,550}

m; =0.5[kg], m, =0.7[kg], ||, =1[m], I, =1.5[m]

Therefore, we find that Vm =10lrad /5] M, = I[kgm?] .

The simulation results of the proposed scheme on two-link robot manipulator along a
trajectory are shown below. Figure 1 show the observer result, where we can see the
convergence of the observed velocity to real velocity, of each joint, in a minimum time.
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Figure 2 show the simulation results for real and desired position trajectories, of each joint,
when the velocity given by the observer (59) and (60) is used in the control law (58). We can
see that the real trajectory follows the desired trajectory without error through time axis.
Therefore, it is clear that the control algorithm works well.

4

o - — -

Q
SO -/ A N TN T
g
=
84 ---Observed
] .
2 Lo 1| velocityl
. : : : : Real velocitv 1
0 05 1 15 2 25 3 35 4 45 5
time(s)
PR e
Al ---Observed
sy T 7| velocity2
g ol 4+ Real velacitv ?
=
50 TN T TN |
A ‘ ‘ !
QZL - T TIm T B
| | | | | | | ! !
4 | I I I I I I L L /
0 05 1 15 2 25 3 35 4 45 5
time(s)

position(rad)
) =) N

A

—Desired position 1
__Joint position 1

0.5 1 15 2 25 3
time(s)

35 4 4.5 5

position(rad)

-—Desired position 2
__ Joint position 2

0.5 1 15 2 25 3
time(s)

Fig.2. Real and desired position trajectories of two-link manipulator.

5. Conclusion

This chapter has presented two motion control schemes to solve the trajectory tracking
problem of rigid-link robot manipulators, when the manipulator’s joint velocities cannot be
measured by the control system. The necessity of velocity measurements in the controllers
can be removed by replacing the actual velocity signal by an estimate obtained from two
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observer systems. The whole control system consisting of robot manipulator, controller and
the first observer is semi-globally asymptotically stable and a region of attraction is also
given. Using the second observer, the global asymptotic stability of the closed loop system is
guaranteed. Hence, there is more freedom to choose the initial states. These proofs are based
on Lyapunov theory. Finally, simulation results on two-link manipulator are provided to
illustrate the effectiveness of the global velocity observer based trajectory tracking control.
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1. Introduction

Cleaning and pre-machining operations are major activities and represent a high cost
burden for casting producers. Robotics based flexible automation is considered as an ideal
solution for its programmability, adaptivity, flexibility and relatively low cost, especially for
the fact that industrial robot is already applied to tend foundry machines and transport
parts in the process. Nevertheless, the foundry industry has not seen many success stories
for such applications and installations due to the several major difficulties involved in
robotic machining process with a conventional industrial robot. (Pan, 2006)

The first difficulty is the generation of robot motion for a complex workpiece. Secondly, the
lower stiffness of articulated robot manipulator presents a unique disadvantage for
machining of casting parts with complex geometry, which has non-uniform cutting depth
and width. As a result, the machining force will vary dramatically, which induces uneven
robot deformation. The third difficulty is the deformation caused by the interaction force
between the tool and the workpiece, especially for milling process, which generates large
cutting forces. The stiffness for a typical articulated robot is usually less than 1 N/pm, while
a standard CNC machine very often has stiffness greater than 50 N/um. As a result, force
induced deformation is the major source of the inaccuracy of finished surface. The fourth
difficulty is chatter/vibration occurred during the machining process.

Most of the existing literature on machining process, such as process force modelling (Kim,
Landers & Ulsoy, 2003), accuracy improvement (Yang, 1996) and vibration suppression
(Budak, & Altintas, 1998) are based on the CNC machine. Research in the field of robotic
machining is still focused on accurate off-line programming and calibration. As the chatter
analysis was discussed in a separate paper (Pan & Zhang et, al, 2006), our focus here is to
address the first three major issues in robotic machining process.

This chapter is organized in six sections. Following this introduction section, section two
presents an active force control platform, which is the foundation of various control
strategies for solving difficulties in robotic machining processes. Section three addresses the
programming issues for a part with complex contour. With two force control strategies,
lead-through and path-learning, robot programming is made easy and efficient. Section four
and five present two real-time process control techniques. The Controlled Material Removal
Rate (CMRR) greatly reduces the process cycle time of the robotic machining operation,
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while the real-time deformation compensation improves the quality and accuracy. The focus
of these two sections will be the implementation of advanced control strategies and further
analysis of robot stiffness modelling, as the preliminary research outcomes for CMRR and
deformation compensation have been already introduced in (Wang, Zhang, & Pan, 2007).
Experimental results are presented at the end of these sections. A summary and discussion
is provided in section six.

2. Force Control Platform

The active force control platform is the foundation of the strategies adopted to address
various difficulties in robotic machining processes. It is implemented on the most recent
ABB IRC5 industrial robot controller which is a general controller for a series of ABB robots.
The IRC5 controller includes a flexible teach pedant with a colourful graphic interface and
touch screen which allows user to create customized Human Machine Interface (HMI) very
easily. It only takes several minutes for a robot operator to learn the interface for a specific
manufacturing task and it is programming free. An ATI 6 DOF force/torque sensor is
equipped on the wrist of the robot to close the outer force loop and realize implicit hybrid
position/force control scheme. The system setup for robotic machining with force control is
shown in Fig. 1.

FlexPendant IRCS Controller

Fig. 1. System setup for robotic machining with force control

The force controller provides two major functions to make the entire programming process
collision free and automatic. First function is lead-through, in which robot is compliant in
selected force control directions and stiff in the rest of the position control directions. To
change the position or orientation of the robot, the robot operator could simply push or drag
the robot with one hand. The second function is called path-learning, in which robot is
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compliant in normal to the path direction to make the tool constantly contact with the
workpiece. Thus, an accurate path could be generated automatically.

During the machining process, the force controller provides two more functions to achieve
deformation compensation and CMRR. In both case, robot is still under position control,
that is, stiff at all directions. Deformation compensation is achieved by update the target
position of position loop based on the measured process force and robot stiffness model,
while robot feed speed is adjusted to maintain constant spindle power consumption for
CMRR. These two strategies are complementary to each other since CMRR adjusts robot
speed at feed direction and deformation compensation adjusts the reference target at the rest
of the directions. The detailed control strategies for process control of robotic machining will
be explained in section four and five respectively.

3. Rapid Robot Programming

Although extensive research efforts have been carried out on the methodologies for
programming industry robots, still only two methods are realistic in practical industrial
application, which are, on-line programming (jog-and-teach method) and off-line
programming (Basanez & Rosell, 2005)(Pires, et al., 2004). On-line programming relies on
the experience of robot operators to teach robot motions by jogging the robot to the desired
positions using teaching device (usually teach pendent) in real setup. Off-line programming
generates the robot path from a CAD model of the workpiece in a computer simulated
setup. The idea of programming by demonstration (PbD) has been proposed long time ago,
while requirement of additional hardware devices and complicated calibration process
make it unattractive in practical applications. The major advantage of the PbD method
proposed here is that no additional devices and calibration procedures are required. The
only sensor implemented for force feedback is an ATI 6 DOF force/torque sensor. This
simple configuration will minimize the cost and simplify the complexity of the
programming process greatly.

3.1 Lead-Through

Lead-though is the only step requires human intervention through the entire PbD process.
The purpose of lead-through is to generate a few gross guiding points, which will be used to
calculate the path frame in path-learning as shown in Fig. 2. The position accuracy of these
guiding points is not critical because these guiding points are not the actual points/targets
in the final program and they will be updated in automatic path-learning. However the
orientation of these points should be carefully taught since it will determine the path frame
and will be kept in the final program.

Theatrically all six DOFs could be released under force control and the user can adjust both
position and orientation of the robot tool at the same time. In practice, we found it is almost
impossible to adjust the tool orientation accurately by push/pull with a single hand. Thus, a
force control jogging mode is created, under which the operator could push/pull the robot
tool to any position easily and change the robot tool orientation using the joystick on the
teach pendent. Since this jogging is under force control, collision is avoided even when the
tool is in contact with the workpiece. As the instant position and orientation of the robot tool
is displayed on the teach pendant, the operator could make very accurate adjustment on
each independent rotation axis.
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Fig. 2. Lead-through and path learning

3.2 Automatic Path-Learning

A robot program based on gross guiding points taught in lead-through is then generated.
This program path, consisted of a group of linear movements from one guiding point to the
next, is far different from the actual workpiece contour. The tool fixture would either move
into the part or too far away from it.

During the automatic path-learning, the robot controller is engaged in a compliant motion
mode, such that only in direction Yp, (Fig. 2.) which is perpendicular to path direction Xp,
robot motion is under force control, while all other directions and orientations are still under
position control. Further, it can be specified in the controller that a constant contact force in
Yp direction (e.g., 20 N) is maintained. Because of this constrain, if the program path is into
in the actual workpiece contour, the tool tip will yield along the Y axis until it reaches the
equilibrium of 20N, resulting a new point which is physically on the workpiece contour. On
the other hand, if the program path is away from the workpiece, the controller would bring
the tool tip closer to the workpiece until the equilibrium is reached of 20N.

While the robot holding the tool fixture is moving along the workpiece contour, the actual
robot position and orientation are recorded continuously. As described above, the tool tip
would always be in continuous contact with the workpiece, resulting a recorded spatial
relationship that is the exact replicate between the tool fixture and the workpiece. A robot
program generated based on recorded path can be directly used to carry out the actual
process.

3.3 Post Processing

After tracking the workpiece contour, the data from logging the robot position have to be
filtered and reduced to generate a robot program. The measurements around sharp corners
are often influenced by noise due to high dynamic forces, which has influence on the contact
force. By using a threshold for the maximum and minimum acceptable contact force, the
measurements influenced by this type of noise are removed. This is called force threshold
filtering.
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The amount of the targets from automatic path-learning are disproportionately large since
the robot controller can recorded the points as fast as every 4 ms. An approach, namely
deviation height method, is used to approximating the contour by straight-line segments.

As shown in Fig. 3, a straight line is made from a certain starting point on the contour to the
current point. The deviation height is calculated between the line and each of the
intermediate points. The deviation height is the length of the normal vector between the
point and the line. The current point is displaced along the contour until the deviation
height exceeds a certain limit. The previous point is then used as starting point for the next
line segment. This continues until the whole contour is approximated with straight-line
segments. From the reduced data, a robot program is generated in a standard format. The
user could specify tool definitions, desired path velocity and orientation of the tool.

< Original points
®  Remained points

Accepted Line

Fig. 3. Deviation height method

3.4 Experimental Results for PbD

With force control integrated in IRC5 controller, PbD method is available for a group of ABB
industrial manipulators. An automatic deburring system using IRB 4400 manipulator is
designed to clean the groove of a water pump to guarantee a seamless interface between
two pump surfaces, as shown in Fig. 4.

A 2 mm cutting tool, driven by ultra high speed (~18,000rpm) air spindle is adopted to
achieve this task. Since the groove is only about 5 mm wide and has contoured 2D shape,
manually teaching a high quality program to clean the complete groove is almost
impossible. Due to the process requirement, the cutting tool is always perpendicular to the
surface of water pump. During path-learning, a contact force normal to the edge of 10 N is
used, while the robot path learning velocity is set at 5mm/s. As shown in Fig. 5, the
curvature of recorded targets changes dramatically along the path. The blue points
represent the targets in the final cutting program, while the read points represent the offset
targets in the test program. The average robot feed speed during the cutting process is about
10 mm/s, while the exact feed speed is determined by the local curvature, which is slower at
sharp corner, to ensure a smooth motion throughout the path. The point reduction
technique is performed on the filtered measurements. A deviation height of 0.2mm reduced
the thousands of points recorded by the robot controller every 4 ms to about 300 points.
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Fig. 5. Results from path-learning

With this programming strategy, generating a program for a water pump with complex
contour, including more than three hundred robot target points, could be completed within
one hour instead of several weeks by an experienced robot programmer. During this
programming procedure, the operator is only involved with the first step of teaching the
gross movement of the robot, while the bulk of the procedure is automated by the robot
controller.



Robotic Machining from Programming to Process Control 41

4. Controlled Material Removal Rate

The MRR in machining process is usually controlled by adjusting the tool feedrate. In
robotic machining process, this means regulating robot feed speed to maintain a constant
MRR. Machining force and spindle power are two variables proportional to MRR, which
could be used to control robot feed speed. With 6-DOF force sensor fixed on robot wrist, the
cutting force is available on real-time. Most spindles have an analog output whose value is
proportional to the spindle current. With force feed back or spindle current feed back, MRR
could be regulated to avoid tool damage and spindle stall.

In most cases, the relationship between process force and tool feedrate is nonlinear, and the
process parameters, which describe the nonlinear relationship, are constantly changing due
to the variations of the cutting conditions, such as, depth-of-cut , width-of-cut, spindle
motor speed, and tool wearing condition, etc. Most of the time, conservative gains have to
be chosen in order to maintain the stability of the close-loop system, while trading off the
control performances.

Three different control strategies, PI control, adaptive control and fuzzy control, are
designed to satisfy various process requirements. PI control is easy to tune and is very
reliable. Adaptive control provides a more stable solution for machining process. Fuzzy
control, which provides a much faster response by sacrificing control accuracy, is the best
method for applications require fast robot feed speed

7

Fig. 6. Robotic end milling }.);ocess setu

4.1 Robot Dynamic Model

A robotic milling process using industrial robot is shown in Fig. 6. The cutting force of this
milling process is regulated by adjusting the tool feedrate. Since the tool is mounted on the
robot end-effector, the tool feedrate is controlled by commanding robot end-effector speed.
Thus, the robot dynamic model for this machining process is the dynamics from the
command speed to the actual end-effector speed. The end-effector speed is controlled by the
robot position controller. A model is identified via experiments for this position controlled
close-loop system, which represents the dynamics from command speed to actual end-
effector speed.
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The dynamic model identified is given as

f(s) _ 63s% — 45800 s + 4330000 M
£.(s)  s* 45755 + 98670 s + 4313000

Where {(s) is the actual end-effector speed, f.(s) is the commanded end-effector speed.

The dynamic model Eq. (1) is a stable non-minimum phase system, and its root locus is
shown in Fig. 7.

Root Locus
150 . ;
Gain=1.89 —b-l
100 + |
|
|
|
50 ¢ I
K] I
é I
= oL
g i i ! - o —
£ |
|
£ 50 |
I
|
100} |
|
|
_150 L r L
-1000 -500 0 500
Real Axis

Fig. 7.Root locus of robot dynamic model

4.2 Process Force Model

MRR is a measurement of how fast material is removed from a workpiece; it can be
calculated by multiplying the cross-sectional area (width of cut times depth of cut) by the
linear feed speed of the tool:

MRR=w-d- f @

Where w is width-of-cut (mm), d is depth-of-cut (mm), f is feed speed (mm/s).

Since it is difficult to measure the value of MRR directly, MRR is controlled by regulating
the cutting force, which is readily available in real-time from a 6-DOF force sensor fixed on
the robot wrist. The relationship between the machining process force and the tool feed
speed is nonlinear and time-varying, as shown in the following dynamic model (Landers &
Ulsoy, 2000)

F:ch“fﬁ»ﬂ# ®)
7,5+1
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K
Where ~ € is the gain of the cutting process; &, B and 7 are coefficients, and their values

T, . .. . . .
are usually between 0 and 1. "™ is the machining process time constant. Since one spindle

revolution is required to develop a full chip load, 7,, is 63% of the time required for a

spindle revolution. (Daneshmend & Pak, 1986) Since 7, is much smaller than the time

m
constant of robot system, it is ignored here in the MRR controller design. Let,

K=K )
K is considered as a varied process gain. Then, the force model is rewritten as a static model:
F=Kd*f’ ®)

The depth-of-cut, d , depends on the geometry of the workpiece surface. It usually changes
during the machining process, and is difficult to be measured on-line accurately. The cutting
depth is the major contributor that causes the process parameter change during the

machining process. K, o and 8 depend on those cutting conditions, such as, spindle

speed, tool and workpiece material, and tool wearing condition, etc, which are pretty stable
during the cutting process. If the tool and/or the workpiece are changed, these parameters

could change dramatically. But they are not changing as quickly as the depth-of-cut d does
during the machining process as explained above. A force model, which is only valid for the
specific tool and workpiece setup in ABB robotics lab is identified from experiments as

F = 23d0,9f0.5 (6)

Eq. (6) models the process force very well from milling experimental data. The tool feedrate
f is chosen as the control variable, i.e., to control the process force by adjusting the feed
speed.

4.3 MRR Control Strategy

In roughing cycles, maximum material removal rates are even more critical than precision
and surface finish. Conventionally, feed speed is kept constant in spite of variation of depth-
of-cut during the pre-machining process of foundry part. This will introduce a dramatic
change of MRR, which induces a very conservative selection of machining parameters to
avoid tool breakage and spindle stall. The idea of MRR control is to adjust the feed speed to
keep MRR constant during the whole machining process. As a result, a much faster feed
speed, instead of conservative feed speed based on maximal depth-of-cut position, could be
adopted. Fig. 8 illustrates the idea of MRR control while depth-of-cut changes during
milling operation. (Pan, 2006)
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Fig. 9. The force control loop for CMRR

4.3.1 Force Control Sturcture

The block diagram of CMRR is shown in Fig. 9. The cutting force is controlled by varying
the robot end-effecter speed in tool feed direction. The difference between the reference
force and the measured cutting force is input to the MRR controller. In actual
implementation, the robot motion is planned in advance based on a pre-selected command
speed. The output of MRR controller is a term called speed_ratio, which is a ratio (e.g. from
0 to 1) of the actual robot feed speed to interpolate the reference trajectory in order to adjust
the tool feedrate. Thus the command speed is the greatest speed robot can move. If the
measured cutting force is larger than reference force, robot will slow down; otherwise robot
will speed up until it reaches command speed. The CMRR function may implement several
control approaches under the indirect force control framework. Three different control
strategies, classical control (PI), adaptive control, and fuzzy logic control, will be introduced
bellow.
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4.3.2 PI Control
The cutting force model is nonlinear as described in Eq. (5), for controller design, it can be
rewritten as

F=Kd“f’=K,f”’ 7)
Where K ,=Kd”. The effects of parameters K, d , and « to the process force are

lumped into one parameter, force process gain K Iz

Define
F'=(F)" ®)
Together with Eq. (7), we get
F'=(F)" =(K)" [ =k ©)

Where k = (K /_)1/ # is time-varying. Instead of controlling cutting force /', we control F' '
to follow the new command force, i.e., Fr’ =(F, )1/ £ which is equivalent as controlling F

to follow the original reference force [, . By using Eq. (9), the nonlinear system is exactly

linearized, and the linear system design technique can be applied to design a controller for
the nonlinear system. PI type control is selected to achieve null steady-state error. The
derivative term is not desirable due to the large noise associated with force readings.

The PI control in is given as
K,
G =K, + T (10)

We put the zero of PI controller at -66.5 to cancel the slow stable pole of the robotic dynamic
model. Since the zero of the PI controller is fixed, the proportional and integral gains will be
given as

K,=0015a, K, =« (11)
Where &¢ will be chosen to make the open loop gain of the whole system at the desired
value. The magnitude of open loop gain, defined as kK , determines the stability of the
system. Conservative K p and K, are selected to ensure system still stable while the force

process gain k takes the maximal value. The desired system response is that small overshot
for command feed speed.

4.3.3 Adaptive Control
Since depth-of-cut and width-of-cut are likely to change dramatically due to the complex

shape of workpiece and varied bur size, the force process gain k will vary dramatically
during the machining process. The fixed-gain PI control will surely have problems to



46 Robot Manipulators, New Achievements

maintain the stability and consistent system performance for wide range of cutting
conditions. From Fig. 7, the close loop system becomes unstable when the open loop gain is
greater than 1.89, which is consistent with our observations in machining experiments. So it
is very important to adjust controller gains to compensate process parameter changes, in
order to maintain close-loop system stability during the machining process.

A self-tuning mechanism is proposed here to adaptively adjust the gain of PI controller to
maintain a stable machining process. The self-tuning PI controller is shown in Fig. 10. There
is low positive speed_ratio output limit (because negative or larger than 1 speed_ratio is
meaningless) assigned for tool feedrate command to avoid “stop and go” situation. So
saturation nonlinearity is introduced into the control system. The anti-windup scheme is
also necessary for the PI control to avoid the integration windup.

Let V. be the maximum feed speed that the tool can be commanded. The saturation

nonlinearity is defined as

1 uzl
sat(u)=qu o<u<l (12)
0 u<o

Where ¢ >0 and OV, is the minimum feedrate command for the machining process.
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Fig. 10. Robotic machining system with self-tuning PI control

Without considering the saturation nonlinearity in the system block shown in Fig. 10, we set
the open loop gain at 28.84, and the close loop system will have a dominant conjugate pair
of poles with a damping factor around 0.7. The close loop system will have a quick response
and very small overshoot, with the above damping factor. From Eq. (1), (9), (10), and (11),
the open loop gain of the system is calculated as

a-V, -k=28.84 (13)

Combine Eq. (11) and Eq. (13), the proportional and integral gains can be given as
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_ 28.84

A _ 0432 (14
v,k

vk

K, K,

Where £ is the on-line estimation of k in Eq. (9). Eq. (14) is used as the self-tuning rules for
the PI controller, which aims to maintain the open loop gain at 28.84.
The following standard recursive linear least square (RLS) method is used to identify & and

B of Eq. (9)

ko) = PU=Dx0)
A+ xT ()Pt - 1)x(t)

O(t)=6(t - 1) + k([ y(t) — 6t - Dx(1)]

P(t) = %[1 —K(@)x" (t)]P(t-1) (15)

Where §(¢) = (Ink(1) fB); y&)=InF(t); x(t)=(1 Inf@)"; t=1,273,.. is the
sampling point; A is the forgetting factor, which is usually chosen between 0.95 and 0.99.
The on-line identified & and ﬁ are used in Eq. (9) and Eq. (14) respectively as the adaptive
rules.

4.3.4 Fuzzy Logic Control

Although PI control and adaptive control provide stable and zero static error solutions for
MRR control, they are only feasible for applications with slow feed speed, such as end
milling and grinding. Their response is limited by the open loop gain to maintain a stable
performance. For deburring applications, where the cycle time is critical, faster feed speed
up to 200 mm/s is usually required. Also, the variation of material to be removed (bur size)
is more dramatic in deburring process. Even with the largest stable gain, the PI and adaptive
controller could not response fast enough to prevent spindle stall or robot vibration.
Derivative term (change of force) must be included in the controller to predict the force
trend and achieve faster response. Since the force/spindle current signal is very noisy, it is
not practical to expand the PI control to a complete PID controller. A more intuitive control
method must be adopted here to address this problem since the change of force information
is only critical at the moment when the cutting tool start to engage a large bur.

Fuzzy control is a very popular approach for performing the task of controller design
because it is able to transfer human skills to some linguistic rules. Therefore, fuzzy control is
often applied to some ill-defined systems or systems without mathematical models. In this
robotic machining situation we use a Mamdani type fuzzy PD control law to regulate the
machining force. In Mamdani method, fuzzy logic controller (FLC) is viewed as directly
translating external performance specifications and observations of plant behavior into a
rule-based linguistic control strategy.

A FLC is a control law described by a knowledge base (defined with simple IF . . . THEN
type rules over variables vaguely defined -- fuzzy variables) and an inference mechanism to
obtain the current output control value. The designed FLC has three inputs, force difference,
filtered change of force difference, and previous output speed_ratio, and one output change
of speed_ratio. The inputs are divided in levels in accordance with the observed sensor
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characteristics and fuzzyfied using triangular membership functions.(Galichet & Foulloy,
1995) The output is fuzzyfied in the same way. The rule base is constructed using a
methodology similar to that in the work of (Li, & Gatland, 1996). The rule base consist three
groups of rules:
1) Force limit rule: Basic rules to speed up or slow down robot based on the
difference of measured force and reference force. This group of rules perform
similarly to classical control method.

2) Force trend rule: This group of rules are specially implemented to detect the
large burs by evaluate the trend of force difference. Proper set of force trend
rule could reduce overshoot of cutting force and achieves fast response.

3) System failure protection rule: Used for safety purpose. When speed_ratio is
already on lowest stage and process force is still high, robot will stop to avoid
motor overload and robot vibration.

FLC generates change of speed_ratio through evaluating various rules. Instead of changing
speed_ratio continuously as in classical PID control, speed_ratio is set to several stages. The
reason behind this is that continuously adjusting feed speed is not desirable for machining
process because it increase tool wear and deteriorate surface quality. Since a too slow feed
speed will change the chip generation mechanism, that is, tool becomes rubbing instead of
cutting the workpiece; the minimal feed speed is also set. Although ideally more stages
means more control accuracy, five stages (0.2, 0.4, 0.6 0.8, 1.0) would be enough for most
applications. A special case is two-stage switching control which has only low or full speed.
Two-stage switching control, which sacrifices control accuracy to achieve faster response, is
a very attractive control method for many deburring process. One such example will be
presented in the next session.

4.4 Experimental Results for CMRR

Experimental studies are conducted for an end milling process to verify the stability and
performance of the proposed PI control and adaptive control algorithm. The robot used in
the milling process is the ABB IRB 6400, the same robot on which we have done the
parameter identification. The setup of robotic end milling process is shown as Fig. 6.

During the end milling experiment, a spindle was hold by the robot arm, and an aluminum
block (AL2040) is fixed on a steel table. The cutting depth of the process was changed from 1
mm to 3 mm with a step of 1 mm. Both fixed gain PI control algorithm and self-tuning PI
control algorithm, proposed, were tested with the same experimental setup. The control
system performance and stability are compared for these two controllers. The experiment
results for fixed-gain PI controller and for self-tuning PI controller are shown in Fig. 11 and
Fig. 12, respectively.

The reference force was set at 250 N for the experiments. When the cutting depth is Imm,
both controllers are saturated with a full command speed at 30 mm/s. When the cutting
depth changed to 2 mm, the fixed-gain PI controller started to vibrate, but still stable. When
the cutting depth changed to 3 mm, the fixed-gain PI controller became unstable, just as
predicted in the simulation results. On the other hand, the self-tuning adaptive controller
maintained the stability and performance for all the cutting depths.
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Fig. 11. Fixed-gain PI control experiment result
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Fig. 12. Self-tuning PI control experiment result

The FLC is tested in another setup for robotic deburring with a grinder. There two burs
located in the middle of the cast steel workpiece. A single cut with straight path is supposed
to remove the burs. The limit of this system is the spindle power, which is equivalent to
about 300 N. Without the CMRR function, the spindle will stall at the bur location and the
entire system setup will be damaged. Since the bur location and size are not predicable,
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normally the command feed speed is set to be a very conservative value, such as 30~40
mm/s. With FLC MRR control, command feed speed is set to 100ms. Two-stage switch
control (0.5, 1.0) is sufficient to keep the system under spindle limit. The motor current
signal (blue) is also recorded for comparison purpose. It could be shown that after a linear
conversion (a gain and an offset), spindle current is equivalent to machining force signal.
Either signal could be used for feedback here. Note that the force measurements in the
experiments were filtered with a low-pass filter before used. (Fig. 13)
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Fig. 13. FLC MRR control result

5. Robot Deformation Compensation

Among the many sources of errors of machine tools, thermal deformation and geometric
errors are traditionally known as key contributors. For example, by studying a large amount
of data, (Bryan, 1990) reported that thermal errors could contribute as much as 70% of
workpiece errors in precision machining. RTEC techniques for geometric and thermal errors
have successfully improved machine tool accuracy up to one order of magnitude (Donmez,
1986) (Chen, 1993).

After the geometric and thermal errors are compensated for, cutting force induced errors
become the major source of machine tool errors. (Bajpai, 1972) and (Kops, et al.,, 1994)
attempted to overcome the errors due to deflection using the relationship between
workpiece deflection and the depth-of-cut applied at the final pass. However, most of the
current error compensation research has not considered the cutting force induced errors.
The following argument has been used to justify the neglect of the cutting force induced
errors: in finish machining, the cutting force is small and the resulting deflection can be
neglected.

However, in robotic machining process, due to the low stiffness of the industrial robot, the
force induced deformation of the robot structure is the single most dominant source of
workpiece surface error. Offline calibration strategies are often used to improve accuracy
while sacrificing operation cycle time. The workpiece is calibrated with a distance sensor,
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usually LVDT or laser sensor before and after the machining process. The surface error is
measured and calculated to update the tool/workpiece data of the next cut. Although
offline calibration could improve robot path error as well as force induced error, the process
cycle time is increased, mostly doubled. With force sensor attached on the robot wrist, force
information is ready on real time. If an accurate stiffness model could be established, the
force induced error could be compensated online by updating the robot targets.

5.1 Robot Stiffness Modeling

A robot stiffness model, which relates the force applied on the robot tool end point to the
deformation of the tool end point in Cartesian space, is crucial for robot deformation
compensation, since the force measurement and control is fulfilled in Cartesian space while
the robot position control is implemented in joint space.

The proposed model must be accurate enough for a great improvement of the surface error,
as well as simple enough for real-time implementation. Detailed modelling of all the
mechanical components and connections will bring a too complicated model for real-time
control; and difficulties for accurate parameter identification.

The sources of the stiffness of a typical robot manipulator are the compliance of its joints,
actuators and other transmission elements, geometric and material properties of the links,
base, and the active stiffness provided by its position control system (Alici & Shirinzadeh,
2005).. As commercial robotic systems are designed to achieve high positioning accuracy,
elastic properties of the arms are insignificant. The dominant influence on a large deflection
of the manipulator tip position is joint compliance, e.g., due to reducer elasticity (Pan et al.,
2006).

The conventional formulation for the mapping of stiffness matrices between the joint and
Cartesian spaces, was first derived by (Salisbury, 1980) and generally has been accepted and
applied.

_ -T -1
K. =J(O) K, J(O) (16)
Where K, isa6x6 diagonal joint stiffness matrix, which relates the motor torque load 7 on

six joints to the 6x1 joint deformation vector AQ,
r=K, -AQ 17)
J(Q) is the Jacobian matrix of the robot;

K . is a 6%6 Cartesian stiffness matrix, which relates the 6 D.O.F. force vector in Cartesian
space F' 0 the 6 D.O.F. deformation of robot in Cartesian space AX
F=K -AX (18)

Eq. (16) can be derived from the definition of Jacobian matrix in Eq. (19) and the principle of
virtual work in Eq. (20).

AX =J(0)-AQ (19)
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FT AX =7"-AQ (20)

For articulated robot, K is not a diagonal matrix and it is configuration dependent. This

means: first, the force and deformation in Cartesian space is coupled, the force applied in
one direction will cause the deformation in all directions; second, at different positions, the
stiffness matrix will take different values.

(Chen & Kao, 2000) introduced a more complex model using a new conservative
congruence transformation as the generalized relationship between the joint and Cartesian
stiffness matrices in order to preserve the fundamental properties of the stiffness matrices.

K, =J©O)"(K,~K)J (O 1)
With

© {W@F} @)
g aQ

where K is a 6x6 matrix defining the changes in geometry via the differential Jacobian; F

is external applied force.
The second model is more difficult to implement as the differential Jacobian is not available
in the robot controller. The difference between these two models is the additional Kg in the

second model. Kg accounts for the change in geometry under the presence of external load.

IRB6400, a typical large sized industrial robot has a payload of 150kg, which will cause
about 3 mm deformation considering its stiffness is around 0.5N/pm. From our calculation,

Kg is negligible compared to Kq as this is a relative small deformation compared to the

scale of robot structure.

Thus, the conventional formulation is selected in this research for stiffness modelling. In this
model, robot stiffness is simplified to six rotational stiffness coefficients, that is, equivalent
torsional spring with stiffness K as each joint is actuated directly with AC motor. Also from
the control point of view, this model is the easiest to implement, since these are the 6 degree
of freedom of the robot, which could be directly compensated by joint angles. Since the axis
of force sensor is coincide with the axis of joint six, the stiffness of force sensor and its
connection flange could be modelled into joint six.

5.2 Parameter Identification of the Stiffness Model

Experimental identification of the robot stiffness model parameters, joint stiffness of six
joints, is critical in fulfilling real-time position compensation. In our model, the joint stiffness
is an overall effect contributed by motor, joint link, and gear reduction units. It is not
realistic and accurate to identify the stiffness parameter of each joint directly by dissembling
the robot as the assembly process will affect the stiffness of the robot arm. The practical
method is to measure it in Cartesian space.
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The setup of robot stiffness measurement is shown in Fig. 14. The cutting tool at the end-
effector is replaced by a sphere-tip. When robot is driven to a fixed position in the
workspace, the joint angles of the robot are recorded. A weight is applied on the tool tip to
generate a deformation. The position of the sphere-tip is measured by ROMOR CMM
machine before and after the weight is applied to and the 3-DOF translational deformation
is calculated. The applied force is measured by 6 DOF ATI force/torque sensor. A pulley is
used to generate force on other directions than vertical down direction.

Fig. 14. Methodology of robo stiffness measurement

Given the kinematic parameters of the robot, the Jacobian matrix at any robot position could
be calculated using robotics toolbox for MATLAB. Table 1 shows the IRB6400 kinematic
model in Denavit-Hartenberg parameters.

The same procedure is repeated at multiple positions in the robot workspace and with
different loads. From the relationship of

F=JQ)"KJO"-AX (23)

K could be solved by least square method, given /', J(Q) and AX . Only the first three

equations from Eq. (23) are used in calculation as the orientation and torque are hard to
measure accurately in the setup. The calibration results show that the standard deviation of
the stiffness data is small, which means constant model parameter is adequate to model the
deformation of robot. The deviation in the entire work space is less than 0.04mm.
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Axis 5] d a o Home
1 q, 900 188 -90° 0

2 d, 0 950 0 -90°
3 d, 0 225 -90° 0

4 A4 1300 |0 -90° 180°
5 ds 0 0 90° 0

6 ds 200 0 0 0

Table 1. DH model of IRB 6400

5.3 Real-time robot deformation compensation

The major sources of position error in robotic machining process can be classified into two
classes, 1) machining force oriented error, and 2) motion error (kinematic, measurement and
servo errors, etc.). The motion error is inherent from robot position controller and will
appear even in non-contact movement. While the machining force in the milling process will
typically over several hundreds of Newton, the force oriented error, which will easily go up
to 0.5mm, is the dominant factor of surface error. Our objective here is to measure the
deformation through a viable way and compensate it online to improve the overall
machining accuracy.

To our best knowledge, none of the existing research has addressed the topic of online
compensation of process force oriented robot deformation due to the lack of real-time force
information and limited access to the controller of industrial robot.

S
Stiffness Frame o F
Model Transform -
Aq,
Gravity
Id
q, - q” Robot Model
~ Controller

Fig. 15. Block diagram of real-time deformation compensation

The block diagram of real time deformation compensation algorithm is shown in Fig. 15.
After the force sensor noise is filtrated, gravity compensation must be conducted to remove
the force reading from the weight of spindle and tool. Since the robot may not always
maintain a wrist down position, a general gravity compensation algorithm is developed to
remove the gravity effects for any robot configuration. The algorithm takes measurement of
gravity force at 15 distinctive robot configurations and uses least square method to calculate
the mass and center of mass coordinates. This information is then updated to the robot tool
data and the robot will always offset the gravity from the force reading at any robot
configurations.

The force signal read from the sensor frame is then translated into the robot tool frame.
Based on the stiffness model identified before, the deformation due to machining force is
calculated online and the joint reference for robot controller is updated accordingly.
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5.4 Experimental Results

The experimental tests on both standard aluminum block and real cylinder head workpiece
have been conducted to verify the results of proposed real-time deformation compensation
method.

5.4.1 Aluminum block end milling test
A 150mmx50mm 6063 aluminum alloy block is used for end milling test. Table 2 lists the
detailed parameters for the experiment.

Test End milling
Spindle SETCO,5HP, 8000RPM
Tool type SECO ®75mm,
Square insertx6
Cutting fluid - (Dry cutting)
Feed rate 20 mm/s
Spindle speed 3600 RPM
DOC 3 mm

Table 2. Parameters for end milling

Fig. 16. Setup of aluminum end milling and surface scan

A laser distance sensor is used to measure the finished surface of aluminum block as shown
in Fig. 16. The surface error without deformation compensation demonstrates anti-intuitive
results, on average extra 0.4mm material was removed from the aluminum block, which is
not possible for a CNC machine since the cutting force normal to the workpiece surface will
always push the cutter away from the surface and cause negative surface error (cut less).

The coupling of robot stiffness model explains this phenomenon. When end milling using
square inserts, the machining force in the robot feed direction and the cutting direction
(around 300N each) are much larger than the force in the normal direction (around 50N). At
this specific robot configuration, the force in feed and cutting direction will both push the
cutter into the workpiece, which results in positive surface error (cut more). Since the feed
force and cutting force are the major components in this setup, the overall effect is that the
surface is removed 0.4 mm more than commanded depth. On the other hand, the result after
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deformation compensation shows a less than 0.1 mm surface error, which is in the range of
robot path accuracy.

Fig. 17. A. Cylinder head part, surface error of end milling in position control; B. Cylinder
head part, surface error of end milling in force control

5.4.2 Cylinder Head End Milling Test

A real cylinder head workpiece is also utilized here for deformation compensation test,
using the same end milling parameters as listed in Table 2. To better visualize the surface
error, the surface is covered by orange paint after the end milling. Then the tool is moved
0.1lmm closer to the workpiece surface each time, until all the paint on the surface are
cleaned. As shown in Fig.17A, under position control, the tool touches the surface at -
0.3mm, and clean the surface at 0.6mm, the total surface error is 0.9mm. Under the force
control, the tool touches the surface at -0.1mm, and clean the surface at 0.3mm, the total
surface error reduced to 0.4mm, as shown in Fig. 17B.

6. Conclusion

This chapter has addressed the critical issues in robotic machining process from
programming to process control. Three major contributions, including rapid robot
programming, controlled material removal rate, and online deformation compensation have
been introduced in detail. The complete solution is achieved with force control strategy
based on ABB IRC5 robot controller.

Rapid robot programming is characterized by two main modules: lead-through and
automatic path-learning. Lead-through gives robot operator the freedom to adjust the
spatial relationship between the robot tool fixture and the workpiece easily, while robot
automatically follow the workpiece contour, record the targets and generate the process
program in path-learning. Since the robot programming is generated at actual process setup,
no additional calibration is required.

Online deformation compensation is realized based on a robot structure model. Since force
induced deformation is the major source of inaccuracy in robotic machining process, the
surface quality is improved greatly adopting the proposed method. This function is
especially important in milling applications, where cutting force could be as large as 1000 N.
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Regulating machining forces provides significant economic benefits by increasing operation
productivity and improving part quality. CMRR control the machining force by realtime
adjusting the robot feed speed. Various control strategy, including PID, adaptive control
and fuzzy logic controller were implemented on different cutting situations

Including the chatter and vibration analysis presented in (Pan & Zhang, et al, 2006), these
complete set of solutions will greatly benefit the foundry industry with small to medium
batch sizes. Dramatic increase of successful setups of industrial robots in foundry cleaning
and pre-machining applications will be seen in the very near future.
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1. Introduction

This chapter deals with the design of a Fuzzy Logic Controller based Optimal Linear
Quadratic Regulator (FC-LQR) for the control of a robotic system. The main idea is to design
a supervisory fuzzy controller capable to adjust the controller parameters in order to obtain
the desired axes positions under variations of the robot parameters and payload variations.
In the advanced control of robotic manipulators, it is important for manipulators to track
trajectories in a wide range of work place. If speed and accuracy is required, the control
using conventional methods is difficult to realize because of the high nonlinearity of the robot
system.

In control design, it is often of interest to design a controller to fulfil, in an optimal form, cer-
tain performance criteria and constraints in addition to stability. The theme of optimal control
addresses this aspect of control system design. For linear systems, the problem of designing
optimal controllers reduces to solving algebraic Riccati equations , which are usually easy to
solve and detailed literature of their solutions can be found in many references . Neverthe-
less, for nonlinear systems, the optimization problem reduces to the so-called Hamilton-Jacobi
(HJ) equations, which are nonlinear partial differential equations. Different from their coun-
terparts for linear systems, HJ equations are usually difficult to solve both numerically and
analytically. Improvements have also been carried out on the numerical solution of the ap-
proximated solution of HJ equations. But few results so far can provide an effective way of
designing optimal controllers for general nonlinear systems.

In the past, the design of controllers based on a linearized model of real control systems.
In many cases a good response of complex and highly non-linear real process is difficult to
obtain by applying conventional control techniques which often employ linear mathematical
models of the process. One reason for this lack of a satisfactory performance is the fact that
linearization of a non-linear system might be valid only as an approximation to the real system
around a determined operating point.

However, fuzzy controllers are basically non-linear, and effective enough to provide the de-
sired non-linear control actions by carefully adjusting their parameters.

In this chapter, we propose an effective method to nonlinear optimal control based on fuzzy
control. The optimal fuzzy controller is designed by solving a minimization problem that
minimizes a given quadratic performance function.

Both the controlled system and the fuzzy controller are represented by the affine Takagi-
Sugeno (T-S) fuzzy model taking into consideration the effect of the constant term. Most of
the research works analyzed the T-S model assuming that the non-linear system is linearized
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with respect to the origin in each IF-THEN rule (Tanaka and Sano 1994), (Tanaka et al. 1996),
which means that the consequent part of each rule is a linear function with zero constant term.
This will in turn reduce the accuracy of approximating non-linear systems. Moreover, in lin-
ear control theory, the independent term does not affect the dynamics of the system rather the
input to it. In the case of fuzzy control, the fuzzy system is resulted from blending all the sub-
systems. The blending of the independent term of each rule will no longer be a constant but a
function of the variables of the system and thus affects the dynamics of the resultant system.
A necessary condition has been added to deal with the independent term. The final fuzzy
system can be obtained by blending of these affine models. The control is carried out based
on the fuzzy model via the so-called parallel distributed compensation scheme. The idea is
that for each local affine model, an affine linear feedback control is designed. The resulting
overall controller, which is also a non-linear one, is again a blending of each individual affine
linear controller.

LQR is used to determine best values for parameters in fuzzy control rules in which the ro-
bustness is inherent in the LOR thereby robustness in fuzzy control can be improved. With
the aid of LQR, it provides an effective design method of fuzzy control to ensure robustness.
In this chapter, we will show how the LQR, the structure of which is based on mathematical
analysis, can be made more appropriate for actual implementation by introduction of fuzzy
rules.

The motivation behind this scheme is to combine the best features of fuzzy control and LQR
to achieve rapid and accurate tracking control of a class of nonlinear systems.

The results obtained show a robust and stable behavior when the system is subjected to vari-
ous initial conditions, moment of inertia and to disturbances.

The content of this chapter is organized as follows. In section 2, an Overview of various control
techniques for robot manipulators are presented. Section 3 presents the modelling of the robot
manipulator. Section 4 demonstrates Takagi-Sugeno model for the robot manipulator under
study. In section 5 a detailed mathematical description of the proposed optimal controller is
presented. Section 6 entails the application of the proposed FC-LQR on a robot manipulator
to demonstrate the validity of the proposed approach. This example shows that the proposed
approach gives a stable and well damped response infront of various initial conditions, mo-
ment of inertia and a robust behaviour in the presence of disturbances. The conclusion of the
effectiveness and validity of the proposed apprach is explained in section 7.

2. Overview of Control Techniques for Robot Manipulators

It is well known that robotic manipulators are complicated, dynamically coupled, highly time-
varying, highly nonlinear systems that are extensively used in tasks such as welding, paint
spraying, accurate positioning systems and so on. In these tasks, end-effectors of robotic
manipulators are commended to move from one place to another, or to follow some given
trajectories as close as possible. Therefore, trajectory tracking problem is the most significant
and fundamental task in control of robotic manipulators.

Motivated by requirements such as a high degree of automation and fast speed operation
from industry, in the past decades, various control methods are introduced in the publi-
cations such as proportional, integration, derivative (PID) control (Luh 1983), feed-forward
compensation control (Khosla and Kanade 1988), adaptive control (Slotine and Li 1988), vari-
able structure control (Slotine et al. 1983), neural networks control (Purwar et al. 2005), fuzzy
control (Chen et al. 1998) and so on.
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As a predominant method in industrial robotic manipulators, traditional PID control has sim-
ple structure and convenient implementation (Luh 1983). However, some strong assumptions
are required to be made, which involve that each joint of robotic manipulators is decoupled
from others and the system has to be in the status of slow motion. Control performance de-
grades quickly as operating speed increases. Therefore, a robotic manipulator controlled in
this way is only appropriate for relatively slow motion.

Robotic manipulator systems are inevitably subject to structured and unstructured uncer-
tainty. Structured uncertainty is characterized by a correct dynamical model with parame-
ters variations, which results from difference in weights, sizes and mass distributions of pay-
loads manipulated by robotic manipulators, difference in links properties of robotic manip-
ulators, difference in inaccuracies on torque constants of actuators and so on. Unstructured
uncertainty is characterized by unmodeled dynamics, which is due to the presence of exter-
nal disturbances, high-frequency modes ofrobotic manipulators, neglected time-delays and
nonlinear frictions and so on.

Structured uncertainty can result in imprecision of dynamical models of robotic manipula-
tors, and controllers designed for nominal parameters may not properly work for all changes
in parameters. Adaptive control techniques (Slotine and Li 1988), can be used in this case.
However, adaptive control law is unable to handle unstructured uncertainty. To overcome
this difficulty, variable structure control (Slotine et al. 1983) that can simultaneously attenuate
influences ofboth structured and unstructured uncertainty is employed. Unfortunately, un-
desirable chattering on sliding surface due to high frequent switching can deteriorate system
performances, which cannot be eliminated completely.

For practical and complex control problem of robotic manipulators, traditional
and effective schemes also cannot be ignored. = Computed Torque Control (CTC)
(Middleton and Goodwin 1988) is worth noting, because CTC is easily understood and
of good performances. Briefly speaking, CTC is a linear control method to linearize and de-
couple robotic dynamics by using perfect dynamical models of robotic manipulator systems
in order that motion ofeach joint can be individually controlled using other well-developed
linear control strategies.

However, CTC method for robotic manipulators suffers from two difficulties. First, CTC re-
quires exact dynamical knowledge of robotic manipulators, which is apparently impossible in
practical situations. Second, CTC is not robust to structured uncertainty and/or unstructured
uncertainty, which may result in performance devaluation.

One of successful fuzzy systems’ (FS) applications is to model complex nonlinear systems by
a set of fuzzy rules. One important property of fuzzy modeling approaches is that FS is a
universal approximator (Wang and mendel 1992). In other words, FS can approximate virtu-
ally any nonlinear functions to arbitrary accuracy provided that enough rules are given. FS
for control, i.e. Fuzzy Controller (FC) can integrate expertise of skilled personnel into control
procedure and mathematical model is not required. Over the last few years, FC for complex
nonlinear systems have been developed extensively (Hua et al. 2004), (Kim and Lewis 1999).

Recently, much attention has been devoted to FC for robotic manipulators. The latest sur-
vey on FC for robotic manipulators can be found in (Purwar et al. 2005) and references cited
therein. Sun (Luh 1983) combined FC and variable structure control to construct a controller,
where FS was greatly simplified by using system representative point and its derivative as
inputs. Control laws designed by Hsu (Sun et al. 1999) consisted of a regular fuzzy con-
troller and a supervisory control term, which ensured stability of closed-loop systems. In
(Labiod et al. 2005), two FC schemes for a class of uncertain continuous-time multi-input
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multi-output nonlinear dynamical systems were derived. Satisfactory performances were
achieved by applying them to robotic manipulators (Song et al. 2006).

In (Song et al. 2006), it is supposed that robotic manipulator systems with structured uncer-
tainty and/or unstructured uncertainty can be separated as two subsystems: nominal system
with precise dynamical knowledge and uncertain system with unknown knowledge. An ap-
proach of CTC plus FC compensator is proposed.

The nominal system is controlled using CTC and for uncertain system, a fuzzy controller is
designed. Here the fuzzy controller acts as compensator for CTC. Parameters updating laws
of the fuzzy controller are derived using Lyapunov stability theorem.

FS have also been extensively adopted in adaptive control of robot manipula-
tors (Berstecher et al. 2001), (Chuan-Kai Lin 2003), (Lietal. 2001), (Tzesetal. 1993),
(Tong et al. 2000), (Tsai et al. 2000), (Yi and Chung 1997), (Yoo and Ham 2000),
(Zhou et al. 1992), (Fukuda et al. 1992), (Meslin et al. 1992), (Sylvia et al. 2003).

In (Berstecher et al. 2001), Berstecher develops a linguistic heuristic-based adaptation algo-
rithm for a fuzzy sliding mode controller. The algorithm relies on the linguistic knowledge in
the form of fuzzy IF-THEN rules. Tsai et al. (Tsai et al. 2000) propose a robust multilayer fuzzy
controller for the model following control of robot manipulators with torque disturbance and
measurement noise.

Yi and Chung (Yi and Chung 1997) define a set of fuzzy rules based on the knowledge of error
and derivative of error for designing the controller. Yoo and Ham (Yoo and Ham 2000) exploit
the function approximation capabilities of FS to compensate for the parametric uncertainties of
the robot manipulator. Chuan-Kai Lin (Chuan-Kai Lin 2003) proposes reinforcement learning
systems combined with fuzzy control for robot arms. Here the reinforcement learning signal is
used to update the weights of a fuzzy logic system which is used to approximate an unknown
nonlinear function. This approximated function is then used for computing the control law. In
(Li et al. 2001) Li presents a hybrid control scheme for tracking control of a manipulator which
consists of a fuzzy logic proportional controller and a conventional integral and derivative
controller.

Moreover, this controller was compared to a conventional PID controller and the perfor-
mance of the fuzzy P+ID controller was found superior to conventional PID controller. In
(Sylvia et al. 2003) Sylvia Kohn-Rich and Henryk Flashner present tracking control problem
of mechanical systems based on Lyapunov stability theory and robust control of nonlinear
systems. The control law has a two-component structure conventional PD control and a
fuzzy component of robust control which is aimed at minimizing the chattering effect. Tong
Shaocheng et al. (Tong et al. 2000) develops a robust fuzzy adaptive controller for a class of
unknown nonlinear systems. In the control procedure, FS are implemented to estimate the
unknown functions and robust compensators are designed in Hy, sense for attenuating the
unmatched uncertainties. In (Zhang et al. 2000), Rainer palm develops a mamdani fuzzy con-
troller following the pattern of suboptimal control. The proposed controller in the paper is
compared and found to have higher tracking quality than a conventional PD controller. In
(Fuchun et al. 2003), Fuchun Sun et al. propose a nuero fuzzy adaptive control methodology
for trajectory tracking of robotic manipulators. Here the fuzzy dynamic model of the manip-
ulator is established using the Tagaki-Sugeno fuzzy framework. Based on the derived fuzzy
dynamics of the manipulator, the neuro fuzzy adaptive controller is developed to improve the
system performance by adaptively modifying the fuzzy model parameters. All these meth-
ods require both the position and velocity measurements, which can be problematic in practice
(Purwar et al. 2005).
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Applications in tracking control problems of robot manipulators are also available
(Commuri et al. 1996), (Jagannathan et al. 1996), (Llama et al. 1998).

In (Commuri et al. 1996) an adaptive fuzzy logic controller is proposed. The structure of this
controller is based on the so-called SlotineU Li controller (a PD term plus a model-based non-
linear compensation term using Hltered tracking errors). A framework that can approximate
any nonlinear function with arbitrary accuracy is designed using a fuzzy logic system. By
using this technique an estimate of the nonlinear compensation term of the control law is
obtained. A learning algorithm that learns the membership function is developed, and the
stability of the closed-loop system is demonstrated. In (Jagannathan et al. 1996) a tracking
control system of a class of feedback linearizable unknown nonlinear dynamical systems, such
as robotic systems, using a discrete time fuzzy logic controller, is presented.

Unlike (Commuri et al. 1996), instead of using fuzzy adaptation of the nonlinear compensa-
tion terms, in this paper the potential of a gain scheduling fuzzy self-tuning scheme is used in
order to design a methodology for on-line parameter tuning of a robot motion controller. Par-
ticular attention is paid to provide a rigorous stability analysis including the robot nonlinear
dynamics.

A basic problem in controlling robots is the so-called motion control formulation where a
manipulator is requested to track a desired position trajectory. A number of such robot motion
controllers having rigorous stability proofs have been reported in the literature and robotics
textbooks (Lewis et al. 1994), (Sciavicco et al. 1996). Most of these stability results have been
obtained provided that the controller parameters are constant and they belong to well-defined
intervals (Llama et al. 2001).

In (Purwar et al. 2005), a stable fuzzy adaptive controller for trajectory tracking is developed
for robot manipulators without velocity measurements, taking into account the actuator con-
straints. The controller is based on structural knowledge of the dynamics of the robot and
measurements of link positions only. The gravity torque including system uncertainty like
payload variation, etc., is estimated by FS. The proposed controller ensures the local asymp-
totic stability and the convergence of the position error to zero. The proposed controller is
robust not only to structured uncertainty such as payload parameter variation, but also to
unstructured one such as disturbances. The validity of the control scheme is shown by simu-
lations on a two-link robot manipulator.

In (Llama et al. 2001) a motion control scheme based on a gain scheduling fuzzy self-tuning
structure for robot manipulators is presented. They demonstrate, by taking into account the
full non-linear and multivariable nature of the robot dynamics, that the overall closed-loop
system is uniformly asymptotically stable. Besides the theoretical result, the proposed control
scheme shows two practical characteristics. First, the actuators torque capabilities can be taken
into account to avoid torque saturation, and second, undesirable e8ects due to Coulomb fric-
tion in the robot joints can be attenuated. Experimental results on a two degrees-of-freedom
direct-drive arm show the usefulness of the proposed control approach.

3. Modelling of Robot Manipulators

The robot under study is characterized by having six rotational joints driven by hydraulic
actuators(motors for the first joint and the robot wrist, and cylinders for other axes).

The main problem in controlling such processes is the nonlinearity. This makes it very difficult
the use of conventional control techniques to implement the control job.

In this chapter, the robot which is a highly non-linear system is represented by affine T-S
model, where the consequent part of each rule represents an affine model of the original sys-
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tem in a certain operating point. The final fuzzy system can be obtained by blending of these
affine models. The control is carried out based on the fuzzy model via the so-called parallel
distributed compensation scheme. The idea is that for each local affine model, an affine vari-
able structure controller is designed. the resulting overall controller, which is also a non-linear
one, is again a blending of each individual affine linear controller.

The behaviour of the robot depends upon the robot working conditions, in particular the
axes positions and the payload which are considered as the premise part of the fuzzy rule
(Purwar et al. 2005), (Song et al. 2006).

The suggested fuzzy control considers every axis as a system whose control variables has to be
tuned. It is necessary to establish differences between the first axis, which implies a rotation in
the horizontal plane, and the axes 2,3 and 4, which imply rotations in the vertical plane. In the
case of the latter two axes, which drive the robot wrist, it is not necessary to adjust the control
parameters in real time, and they are automatically adjusted when the robot payload changes.
For the latter two axes, due to the short length of the driven links and the robot kinematic
configuration, their angular position doesnot have a significant amount of influence on their
dynamic behaviour, which is mainly determined by the payload. All this means that these
two axes are considered independientes with repsect to their control and influence on the
adjustment of the other previous axes.

The variables that define the behaviour of each one of the axes are the angular values in each
joint and the extreme payload. We should mention that not all the robot joints will influence
the dynamic behaviour. The first axis position does not influence the others.

The angular values of the vertical joints that are placed behined the joint we are considering
along the robot kinematic chain, and which influence the dynamic behaviour, can be combined
in one fuzzy variable. Denoting the angular value for the joint j by 6;, the effective angular
value 0;, to be considered as a fuzzy input variable for axes 2, 3 and 4 is:

i
0o =Y 0;, i=2,34
j=2

Similarly, considering one particular axis, the angular axis, the angular values of the vertical
joints that ar placed in front of it, as well as the robot payload, can be combined in the other
fuzzy input variable, namely the effective moment of inertia from the considered axis J;. This
can be represented as:

Ji = f(8j5i, Mj=i, M)
Where
® J; represents the effective moment of inertia from axis i
* 0;.; represents the angular values of the axes after i
* M, represents the mass of the link j including its actuator
* M represents the mass of payload.

Figure 1 shows the scheme for the fuzzy input variable for axes 2,3 and 4.
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Fig. 1. scheme for the fuzzy input variable for axes 2,3 and 4

4. Takagi-Sugeno Model of Robot Manipulators

Consider the following system:

X = f(x,u)
where

x = (xl,xz,...,xn)t

u=(ug,uy, ... un)
The local dynamics in various equilibrium states are represented by affine subsystems as fol-
lows:

Both the fuzzy system and the fuzzy controller are represented by the affine T-S fuzzy model.
Let the (ij . . .in)™ rule of the T-S model be represented as:

Slinwin) . If xis M;’ and x'is Méz and. ..
and x""=V is Mir then
x,:a(()il...in) +A(il...in)x+b(i1...i,1)u (1)

where Mll1 (i =1,2,...,11) are fuzzy sets for x, Mlz2 (ip =1,2,...,1p) are fuzzy sets for X,
M}{‘ (in=1,2,...,rn) are fuzzy sets for x(n=1),
I1 XTIy X ...TIy rules.

We will adapt the affine T-S model to our robotic system. The premise part of each rule de-
pends on the effective angular value and the effective moment of inertia. Both of them are
linearized in three operating points. Table 1 shows the variables of each rule of the robotic
system represented by T-S model. The input fuzzy variable which represent the angular axis
position is linearized in three operating points. The moment of inertia is linearized in three
operating points (Ishikawa 1988). The results were obtained from several tens of experiments
of the real system (Gamboa 1996). The system has been approximated in each operating point
by a linearized mathematical model looking for a suitable model that coincides with the non-
linear system.

Figure 2 shows the following triangular fuzzy sets of the angular position of the second axis:

Therefore the complete fuzzy system has

6, = {~,0,55}
02, {0,55,115}
65, = {55115,00} )
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Variable Universe Label
02 [0°,115°] [ {Mg, Mg, M3, }
034 [-120°,90°] | {Mj,, M3, M3, }
03, [—240°,90°] [ {Mg, M3, M, }
J2 [5000, 51540] | {M,, M7, M7, }
I3 [1500, 18564] | { M5, M7, Mjz}
J4 [140,5093] | {Mjy, My, My}
Table 1. Input fuzzy variables
e%a = {_°° ) Oa 55}
82, = {0,55,115}
85, = {55,115,00}
M b2 M%, Mg,
0 55 15 Oy

Fig. 2. Fuzzy sets of angular position of the second axis

Figure 3 shows the following triangular fuzzy sets of the moment of inertia of the second axis:

i = {—00,5000,25000}

B, = {5000,25000,51540}

B, = {25000,51540,c0} @
Mz M% M3,
5000 25000 51540 2

Fig. 3. Fuzzy sets of the moment of inertia of the second axis

Firstly, The model of the robotic model is linearized in three operation points for both the
angular postion and its moment of interita. The universe of discourse of the anglular position
is [0,115] rad. and the one of the moment of inertia is [5000,51540]. The resultant identified
fuzzy system is described as follows:
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siteaf (Gza is M;Z) and ( Jp is M}z ) then
o (t) = —77.460,(t) — 3947.50,,(t) + 66150u(t)
st (eza is M;Z) and ( J is M3, ) then
O, (t) = —43.860,(t) — 3276.40,,(t) + 48391u(t)
SY 1 1f (62 is My ) and ( Jo is M}, ) then
O (t) = —49.20,,(t) — 1754.50,,(t) + 24964u(t)
S If (ezu is M3,) and ( Jo is My ) then
O (t) = —74.46,,(t) — 3452.40,,(t) + 59525u(t)
S2 . If (ezu is M3,) and ( Jo is M3, ) then
O (t) = —41.765, () — 3007.605, () 4 1.65 + 45907 u((t)
SP 1 1f (00 is M3,) and ( Jo is My ) then
00, (t) = —51.100,(t) — 1832.862,(t) + 3.3 + 26471u(t)
S f (eza is Mgz) and ( J is Mly ) then
fpa(t) = —74.162,(t) — 3540.305,(t) + 63995u(t)
S If (92,1 is Mgz) and ( ]y is M%z ) then
pa(t) = —33.405,(t) — 2379602, () + 11.74 + 39647u(t)
S3 . If (92,1 is Mgz) and ( ]y is M?z ) then
20 (t) = —50.762,(t) — 1777.662,(t) + 23.43 + 28130u(t)

5. Design of an Optimal Controller

)

In this section, a design of a fuzzy optimal controller based on linear quadratic regulator is

carried out for a robotic manipulator whose model can be described in the following form:

x( = flx,x, ... ,x=1) y)
The T-S model can be adjusted as follows:
The IF-THEN rules are as follows:
Sliv==in) - Jf x s Mg’ and x'is Méz and ... and x""1) is My

(it.iy)

then x(M) = glii=in) g glin-in) e glit=in)yey oy gltesin) y(n=1) g plineaiv)yy

©)

where Mil (i =1,2,...,r) are fuzzy sets for x, M;z (i =1,2,...,r,) are fuzzy sets for x¥'and

Mi;‘ (in=1,2,...,ry) are fuzzy sets for x(n=1),



68 Robot Manipulators, New Achievements

The fuzzy system is described as:

Z:'ll .- Zrnfl w(ll"'i">(x) [ (i1.. 1n)+ (7. .in)x]
LIy B 00 )

22:1 . Zrnfl wit- zy,)(x) [agll'"l")xur aS]lL..in)x(n—l) + b(il“‘i")u}
Eit By e )

)

(6)
The controller fuzzy rule is represented in a similar form:
Cliv=iu) o If x is MY and x'is MY and ... and x"=1) is My
fhen 6 = Ky — (G gl gl i) o)
@)
The closed-loop system is obtained substituting (7) in (5) as follows:
SCliv==in) . If x is Mil and x'is M"2 and... and x""1) is My
then x(M) — (11 in) n a<ll in) o bt 5111~~~in)x(}’l71)+
b(ilmirz) [k’(’il---in)r _ (k(()llmlrz) + k511m1n>x + kéllml”>x/+ kfflilujn)x(‘rl—l))]
(8

5.1 Calculation of the Affine Term

The proposed methodology of design is based on the possibility of formulate the feedback
system as shown previously in (8),

The affine term of the control action is used to eliminate the affine term of the system:

(11 111)+b(11 1,,)kéi1...in) -0

lidn) _ ﬂ
’ plir...in)

and the feedback system is rewritten as follows:
sclivin) . If x is Mil and x'is Mi2 and ... and x"1) is Mb
then x" = ug“ iy glin) (=)

b(il---in) [kgil---in)r _ kgllmlﬂ)x 4 kglwln)x»_i_ o+ kglil---in)x(nfl))}
)
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5.2 State Space Feedback Control based Linear Quadratic Regulator

Any control methodology by state feedback design can be applied to calculate the rest of con-
trol coefficients as pole assignments for example. The well known Linear Quadratic Regulator
(LQR) method might be an appropriate choice. The system can be represented in state space
form:

X = Ax+ Bu

xeR",uecR",AcR"" BcRM

The objective is to find the control action u(t) to transfer the system from any initial state x(f)
to some final state x(c0) = 0 in an infinite time interval, minimizing a quadratic performance
index of the form:

J= /tw(xth + u'Ru)dt

0

where Q € R"*" is a symmetric matrix, at least positive a semidefinite one and R € R"*™ is
also a symetric positive definite matrix and K is referred to as the state feedback gain matrix.
The optimal control law is then computed as follows:

u(t) = —Kx(t) = —R'BfLx(t) (10)

where the matrix L € R"*" is a solution of the Riccati equation:

0=—-Q+LBR'B'L—LA— A'L

The objective can be generalized to find the control action u(t) to transfer the system from any
initial state x(fo) to any reference state x(c0) = x, in an infinite time interval, minimizing a
quadratic performance index of the form:

I= /t:o((x —xr)'Q(x —x7) + (1 — ur)'R(u — uy))dt

where u, is the necessary input required to keep the system stable in the equilibrium state x;,
which can be calculated as follows:

0 = Ax; + Bu, = u, = —BT Ax,

where B is the pseudo inverse of B.
The solution in this case is:

u(t) —u, = —K(x(t) —x,) = —R_lBtL(x(t) —X) (11)
u(t) = (K—BTA)x, — Kx(t) (12)

where L is the solution of the previously mentioned Riccati equation. Figure 4 shows a block
diagram of the proposed optimal controller.

The design algorithm includes firstly the cancelation of the affine term in each subsystem of
the form:

x(l’l) — a(()ilmin) + Q-E]l]n)x _’_aéil---in)xf_i_ . +a1<1i1~~~in)x(n*1> + b(il...i,,)u
(13)
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X u(t)
2 K-BA B [ X
A
K
Fig. 4. A block diagram of the proposed optimal controller
The system is then represented in state space form as:
0 1 0 0
0
0 0 1 .
A 0 , B 0 ,
0 0 .. 0 1 plin-in)
agil...in) (i1.in) agil...i,,) Slil...i,,)
x=[x «x x1 ]t
t
xy=[r 0 ... 0]

Secondly, the LQR methodology is applied for each subsystem using a common state weight-
ing matrix Q and input matrix R for all the rules. Thus, Riccati equation is solved for each
subsystem as follows:

0 e _Q + L(llln)B(Hln)R_lB(llln)fL(llln) _ L(llln)A(llln) _ A(llln)tL(llln>
Then the the state feedback gain vector can be obtained from (10):
Kiin) — { kgilmin) kgilmin) o ki(jl...z},) } — R1Bidn)' (1)
and finally,

u(t) _ (K(il...i,,) . B(il...i,,)+A(i1...i,,))xr _ K(il...in)x(t)

6. Application of the Proposed FC-LQR for Robotic Manipulator

A FC-LQR is designed which meets the requirements of small overshoot in the transient re-
sponse and a well damped oscilations with no steady state error.
For example, in the first rule of the robot model described in (4), we have:

S%l CIf (92a is Méz) and ( Jp is M}2 ) then
O (t) = —77.460,(t) — 3947.50,,(t) + 66150u(t)
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As the robot model in this rule has no affine term, there will be no affine term in the controller
rule, this means that,

k=0
and the state space model for this subsystem is:
1) _ 0 1 (11) _ 0
A —39475 774 }’ B { 66150

X = [ 024 éZa ]t

xr=1[ 6 O]t

If the weighting state and input matrices are:

1 0
Q:{O 50}, R=[ 310 ]

the resultant state feedback gain vectors are:

KW = [ 02786.107% 0.3967.102 |

KM — BN+ A = [ 0.0600 0.0408 ]

Thus, the control action can be calculated as follows:

u(t) = 0.06000, — 0.2786.10~36,, — 0.3967.10 26y,

Following the same procedure, we can calculate the control action for the rest of the subsys-
tems.

The design parameters in this case are Q and R matrices whose values can be adjusted by trial
and error. The objective should be the adjustment of the system with sufficiently fast response
under admissible control action u(t). Taking into consideration that the range of possible
values for 6, is 0 + 115, while the range for the control action is 3 V, it seems reasonable
weight the input signal more than the output. In fact, we found that the admissible results can
be obtained for the input action are:

g1 =1 R=[10]

and better results can be obtained with:

g =1 R =[10%

With respect to the weighting of the angular velocity, it has been found that with g0 = 1,
the response peaks approach 160°/s which is superior than the admissible range and with
g22 = 20, the peaks are below 40° /s which are within the admissible range. To get the optimal
response, we have chosen:

Qz{é 200}, R=110* |

and the control action for each subsystem is:
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C%l CIf (62,1 is M;Z) and ( ], is M}z ) then
u(t) = 0.06050, — 0.8321.10 36, — 0.04360,,
CI2 + 1f (0ais M}y ) and (] is M, ) then
u(t) = 0.06846, — 0.7345.10~265, — 0.04386,,
C%s CIf (Gzﬂ is Méz) and ( J is M?Z ) then
u(t) = 0.07106, — 0.7079.10 365, — 0.042865,
C%l CIf (92ﬂ is Mgz) and ( ] is M}2 ) then
u(t) = 0.05896, — 0.8558.10~26,, — 0.04346,,
C%z CIf (62,1 is Mgz) and ( ], is M%z ) then
u(t) = 0.06636, — 0.0359.10~2 — 0.7588.10~30,, — 0.043865,
CE 1 1f (0aa is M3, ) and (] is M3, ) then
u(t) = 0.07000, — 0.1247.10~2 — 0.7184.10730,, — 0.042865,
C;’l CIf (92,, is Mgz) and ( J is M}z ) then
u(t) = 0.05626, — 0.8276.10 365, — 0.043665,
ng CIf (62a is MSZ) and ( ] is M% ) then
u(t) = 0.06086, — 0.2961.10~2 — 0.827665, — 0.04396,,
C§’3 CIf (62,1 is MSZ) and ( ], is M% ) then
u(t) = 0.06406, — 0.8329 — 0.7863.10>6,, — 0.04300,,,

Figure 5 shows the evolution of the angle 6, from an initial condition of 25° and zero reference
signal It also shows the step response with reference input of 50° and a constant value of
moment of inertia igual to [, = 25000. The step response has a settling time of 3 seconds.
Figure 6 shows the response with various initial conditions 10°,...,50° and zero reference
input signal. After five seconds, the system is excited with various step reference inputs
10°,...,50° with a constant moment of inertia J, = 25000. It can be clearly observed that
well damped and fast response is obtained in all the range of possible values of the output.
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Fig. 5. Transient response of the robotic system with initial condition of 25° and moment of
inertia J, = 25000
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Fig. 6. Transient response of the robotic system with various initial conditions and reference
input signals and constant moment of inertia of J, = 25000
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Nevertheless, figure 7 shows the response with an intial condition and reference input signal
of 25°. The response is initiated with moment of inertia [, = 25000 and after five seconds an
abrupt change is applied in the moment of inertia to J, = 50000.

25.06

25.05
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25.03

25.02
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24.98 | | | |
0

9 10

Time(sec.)

Fig. 7. Transient response of the robotic system with initial condition and reference input
signal of 25°. An abrupt change is applied in moment of inertia from J, = 25000 to J, = 50000

0 k,

— (Ol + —L L (K-B*A),,

_— S

u(t)

J- X(t)

» C

Fig. 8. A block diagram of the proposed controller with a PI controller to eliminate the steady

state error

As can be seen in figure 7, the lack of precision in the model leads to a steady state error in
the transient response. We propose a solution to eliminate this error. A simple but effective
solution is realized by adding a feedback loop and including a PI controller as shown in figure

8.

e(t) = 6:(t) —6(t)
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t
u = (K=B*A)y (e(t) + ko /t e(1)dt) + Kx(1)
1o

Using the design shown in figure 8 and repeating the same experiment explained before with
ko = 1.5 initial condition and reference input signal of 25°, keeping the moment of inertia
constant with [, = 25000 and after five seconds an abrupt change is applied in the moment
of inertia to [, = 50000. The result is shown in figure 9. It can be observed that a small
disturbance effect is occurred in the output angle but it is immediately corrected resulting
in a smooth response with zero steady state error. Figure 10 shows the response with an
intial condition and reference input signal of 25°. The response is initiated with moment
of inertia J, = 25000 and after five seconds an abrupt change is applied in the moment of
inertia to [, = 50000. It can be easily noticed that the response has not been affected with
the modification made to the propsed controller shown in figure 8 and the response is exactly
similar to that shown in figure 6.

25.03

25.025 - i

25.02

25.015
0]
2 2501
<C
25.005
25
24995 1 1 1 1 1 1 1 1 1
0 1 2 3 4 5 6 7 8 9 10
Time(sec.)

Fig. 9. Transient response of the robotic system by adding a PI controller to the proposed FC-
LQR with initial condition and reference input signal of 25°. An abrupt change is applied in
moment of inertia from J, = 25000 to J, = 50000
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Angle

4 5 6 7 8 9 10
Time(sec.)
Fig. 10. Transient response of the robotic system by adding a PI controller to the proposed

FC-LQR with various initial conditions and reference input signals and constant moment of
inertia of J, = 25000

7. Conclusion

A robust FC-LQR for the control of a robotic system has been designed. The main idea is
to design a supervisory fuzzy controller capable to adjust the controller parameters in order
to obtain the desired axes positions under variations of the robot parameters and payload
variations. The motivation behind this scheme is to combine the best features of fuzzy control
and that of the optimal LOR.

Both the controlled system and the fuzzy controller are represented by the affine T-S fuzzy
model taking into consideration the effect of the constant term. In the case of fuzzy control, the
fuzzy system is resulted from blending all the sub-systems. The blending of the independent
term of each rule will no longer be a constant but a function of the variables of the system and
thus affects the dynamics of the resultant system. A necessary condition has been added to
deal with the independent term.

In this chapter, we have demonstrated that the LOR, can be made more appropriate for actual
implementation by introduction of fuzzy rules. The results obtained show a robust and stable
behavior when the system is subjected to various initial conditions, moment of inertia and to
disturbances.
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1. Introduction

For any newly developed mechanism the most challenging task is the controller. The
controller is an algorithm that organizes the mechanism input energy to perform a specified
task. Robot control usually requires the directing of signals or fluid paths of power elements
to indicate robot end-effector dynamic behaviour. Furthermore, robot control can be divided
into two main areas: kinematic control (the coordination of the links of the kinematic chain
to produce desired motions of the robot) and dynamic control (driving the actuators of the
mechanism to follow the commanded position velocities). These control strategies are
widely used in most robots involving position coordination in Cartesian space by a direct
kinematic method (Karlik and Aydin, 2000).

In this chapter, an artificial neural network (ANN) adaptive learning algorithm has been
implemented for dynamic behaviour control of a new two-degree- of-freedom (2DOF) serial
ball-and-socket actuator. The ANN provides computer simulation of human brain activity
that gives computers the ability to learn and predict a decision for a specific task. The ANN
requires a specific network design followed by a training process. A variety of modifications
could be carried out for the network design during the training process.

For a robot control scheme there are many uncertainties in the parameters of both the
actuators (hydraulic, pneumatic, and electric drivers) and the mechanical parts of the
manipulators (Cheah et al., 2003, Tso & Law, 1993, Mills, 1994, Yang & Chu, 1993, Tsao &
Tomizuka, 1994, Park & Cho, 1992, Ambrosino et al., 1998). Therefore, to cover the overall
complexity of the robot control problem and the quest for a truly autonomous robot system,
the application of an ANN to the robot control scheme has been considered (Ananthraman,
1991, Cruse & Bruwer, 1990, Kuperstein & Wang, 1990, Miller et al., 1990, Hasan et al., 2007,
Abdelhameed, 1999, Sharkey & Noel, 1997, Brun-Picard et al., 1999). In addition, the
proposed hydraulic power system is one with highly non-linear behaviour. Variations in
parameters affect the hydraulic system operation and performance, e.g. the laminar and
turbulent flows, channel geometry, friction results in the system equation, the relation
between flow velocity and pressure, and oil viscosity (Knohl & Unbehauen, 2000). Hence, to
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cope with situations of this kind, the hydraulic system required a non-linear controller such
situation such as an ANN, which has been the focus of work by various researchers (Mills et
al., 1994, Chen & Billings, 1992).

In robotics, the revolute joint has one-degree-of-freedom and, because of its simplicity, is by
far the most used joint. In order to imitate the shoulder or hip joint, two revolute actuators
are required to provide the necessary 2DOF motion. In the biomedical literature, the
representation of the human arm as three rigid segments connected by frictionless joints
with a total of seven degrees of freedom is the generally accepted model (Desmurget &
Prablanc, 1997, Lemay & Cragi, 1996, Raikova, 1992). In the 7DOF arm models the shoulder
joint is usually considered as a ball-and-socket joint and the axes in the elbow and wrist
joints are assumed to be orthogonal and intersecting (Perokopenko et al., 2001).
Consequently, a new 2DOF serial ball-and-socket actuator has been fabricated to replace the
two revolute actuators in the serial robot manipulator. The fabricating process has been
done by combining actuator elements such as the actuator mechanism, the electrohydraulic
powering system, the communication interface board, and the adaptive learning algorithm.
The ball-and-socket joint, used in engineering as a mechanical connection between parts that
must be allowed some relative angular motion in nearly all directions, represents
articulation with two rotational degrees of freedom. Ball-and-socket joints are successfully
used for parallel robots and simulators powered by pneumatic or hydraulic cylinders. The
available basic methods to transmit the power are electrical, mechanical, and fluid drivers.
Most applications are a combination of these three methods. Each of these methods has
advantages and disadvantages, so the use of a particular method depends on the application
and environment (McKerrow, 1991). Among the power transmission systems, the hydraulic
system will be recommended for use in the developed actuator on account of its ability to
store energy when no power supply is offered by keeping the pressurized fluid inside the
cylinder. This is a necessary step to stabilize the ball-and-socket actuator. Therefore, two
electrohydraulic cylinders have been developed; each will perform one degree of freedom
with the other supporting, and vice versa.

An ANN model has been developed and trained to build control knowledge that covers all
the control parameters for the ball-and-socket actuator. This control knowledge will
function from digital signals, extracted by computer, to the target end-effector dynamic
behaviour, without any involvement of actuator mechanism behaviour, with the flexibility
to cover any modification without changing the control scheme. The ANN model has been
simulated using C++ programming language. The completed system has been run and
tested successfully in the laboratory. The remainder of this chapter will demonstrate the
basic elements of the ball-and-socket actuator, and will examine the control approach and
the process of development and training of the ANN model.

2. Actuator Design Specifications

The proposed ball-and-socket actuator comprised an actuator mechanism, a power system,
and a communication interface board. The actuator mechanism represents the mechanical
elements and comprises the base, ball-and-socket joints, two double-acting electrohydraulic
cylinders, and the end-effector rod. A diagram of the ball-and-socket actuator is shown in
Fig. 1, while Fig. 2 shows the fabricated actuator mechanism built to represent the
developed ball-and-socket actuator.
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Cylinder 1

Fig. 2. Fabricated Ball and socket actuator

The power transmission system is complicated by the characteristics of the joints which
must be free to rotate in all directions and need a dual-tasking power system. Therefore, an
electrohydraulic cylinder powered by a 1 hp pump was used. The system consists of two
double-acting electrohydraulic cylinders that are capable of maintaining their position when
the pressurized fluid is kept inside them. This is a very necessary step to ensure sufficient
actuator stability for the other cylinder when operating to the desired direction and is an
advantage of the ball-and-socket actuator. The double-acting electrohydraulic cylinders
have a two-direction movement scheme that provides an inward and outward motion for
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the end-effector rod. Moreover, the deployment of double-acting electrohydraulic cylinders
reduces the number of supporting points that are necessary to run and stabilize the actuator
mechanism to 2 instead of 4 as in the case of single-acting cylinders.

A communication interface board has been designed and fabricated to establish the
necessary signals to operate the actuator. Basically it is a transistor relay driver circuit
converting a 5 V digital signal from the computer mother board operating the learning
algorithm (ANN) to the necessary 24 d.c. signals required to operate the electrohydraulic
cylinders.

3. Actuator Controlling Approach

To plan a controller it is necessary to understand the system behaviour and characteristics.
The equations

(x) 21 sin @) cos @y = r, sin G, cos ¢, + 13 sin G5 cos ¢y (1)
y) 27 sin @, sin ¢ = r, sin 6, sin ¢, + 13 sin G5 sin 5 (2)
(z) 21 cos0) =1, cos by + 13 cos by 3)

illustrate the relationship between angles 6 and ¢, representing the angular displacement

of the end effector, and 6,,65,¢,,¢;,1,,and r; for kinematic analysis on the x, y, and z axes,

where 0,,6;,4,,4; are the angular displacements of cylinders 1 and 2, and 7, and 7#; are the
lengths of cylinders 1 and 2 respectively.

The equations

ol 2 sin @, cos ¢, + r, sin &, cos ¢, 4)
21, cos g,
o5 2 sin &, cos @, + 13 sin G5 cos ¢; ®)
2n sin G,
1, sin 6, cos @, + r,sin 6, cos @, (6)
2r,sin 6,
ol 2 sin &, sin ¢, + ; sin 65 sin ¢y @)
25 sin G,
0, - cos”! [ 7, c086, +r;cos6;y J ®)
21

represent the solutions for finding the angles ¢ and ¢ from equations (1) to (3).

Finding the solution for 6 and ¢ as illustrated in the above equations will depend on
(sin")and (cos™) which are not single-value functions. Furthermore, equations (4), (6), and
(8) can be used to find 6, values that are not unique.

In this chapter, an ANN adaptive learning algorithm has been proposed for controlling a
2DOF serial actuator. In this approach, the adaptive learning algorithm finds an alternative
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solution of the kinematic relation for the ball-and-socket actuator. Therefore, all parameters
operating the actuator will be considered as target learning input data for the ANN model,
while the output target data will be the angular displacement, angular velocity, and angular
acceleration of the actuator end-effector.

The shape of the actuator mechanism, as shown in Fig. 1, can be controlled by varying the
length of the electrohydraulic cylinders. The hydraulic cylinders operate as a result of
allowing pressurized fluid to run them. All the parameters affecting this operation, such as
the valve order, time, flow-rate, pump pressure, and the fluid head losses, will have been
incorporated as inputs for the ANN model. After running the cylinder length, the output for
the ANN will be the dynamic behaviour of the actuator end-effector.

The workspace, the region that can be reached by the end-effector, is considered to be an
important performance indicator. Therefore, the control approach is to drive the actuator to
reach a point from any point within the desired workspace area. Experimental operation
shows a square workspace for the fabricated actuator mechanism, as illustrated in Fig. 3. As
can be seen from Fig. 3, the workspace is divided into nine points within the x-y plane.
Therefore, experimental operation has been carried out to estimate and collect the control
parameters that drive the actuator from one specific point to another individual point. These
collected control data have been arranged as datasets. Each set represents input control data
to drive the actuator mechanism and outputs as angular displacement, angular velocity, and
angular acceleration of the end-effector. All the datasets were used as target learning data by
the ANN to build the control knowledge required to operate the ball-and-socket actuator.

X-axis

o
v

Z-axis 7

End effector 9
8 4

Y-axis

cylinder 2

Y-axis

X-axis

Fig. 3. Motion analyses of the ball-and-socket actuator

4. Adaptive Learning Algorithm

ANN adaptive learning algorithm computer software was proposed to learn and adopt the
control parameters to provide the necessary digital signal from the computer main board to
operate the actuator mechanism. These digital signals could be extracted through various
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computer outputs such as serial, parallel, and USB ports. In this chapter, the parallel port
(printer port) has been chosen to extract +5 V digital signals from the computer.

Although the ANN method is being implemented to learn a set of information, a specific
network design is required to cover each individual dataset and application. Consequently,
a special network has been designed to adopt the control parameters for the ball-and-socket
actuator that consists of an input layer (valve order, time, pump power, flow-rate, output
pressure, and head losses for the system), one hidden layer, and an output layer (angular
displacement 1, angular displacement 2, angular velocity 1, angular velocity 2, angular
acceleration 1, and angular acceleration 2), as shown in Fig. 4.

Valve order

Angular Disp (1)
Time Angular Disp (2)
Pump Power Angular Velocity (1)
Flow Rate

Angular Velocity (2)

Output Pressure (Pump) BguicrAeaal (i)

loss f
Head loss from system Anguiar Accel (2)

Input : :' Outputl
Layer Hidden Layer
Layer

Fig. 4. ANN for controlling the ball-and-socket actuator

After designing the network, a training process had to be accomplished to build control
knowledge, which is considered to be the most important step in designing ANN
algorithms. A neural network was trained by presenting several target data that the network
had to learn according to a learning rule. The training rule indicated transfer of a function
such as the binary sigmoid transfer function (equation (9)), forward learning for the input
layer (equation (10)), forward learning for the hidden layer (equation (11)), backward
learning for the output layer (equation (12)), and backward learning for the hidden layer
(equation (13))

1
Yo=/lu)= 1+exp(-u,) )
_rofwogle_ L (10)
h=f [W X]_ 1+exp(-W"x)
o=f® [W(z’h]: 1 11)

1+exp(-W?h)
8,=0(1-0)(y -o0) (12)
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8,=h (1-h )» 5,W® (13)

The training process also indicates weight adjustments for each node of the network with
adjustment of the hidden neuron numbers and learning factor. In this chapter, ten hidden
neurons were assigned. This type of training process formally was known as the back-
propagation learning algorithm or delta learning rule. The back-propagation for the output
layer is represented by the equation

W (t+i)= W (t)+pd,h (14)
and for the hidden layer by the equation
WOt+i)=w® +pd, x (15)

In addition, a learning factor p of 0.7 was assigned to adjust the training process. The
effectiveness and convergence of the error back-propagation learning algorithm depends
significantly on the value of the learning factor. In general, the optimum value of pn
depends on the problem being solved, and there is no signal learning factor value suitable
for different training cases. This leads to the conclusion that p should indeed be chosen
experimentally for each problem (Zurda, 1992). The training process will be continued until
the network is able to learn all the target data. The accuracy of the learning process depends
on the type of data to be learned and the application of the network.

5. Results and Discussion

The ANN was trained with predefined target control datasets. C++ programming language
was developed to simulate the ANN control algorithm with the necessary arrangement of
output signals operating the electrohydraulic power system. All control datasets values had
been scaled individually so that the overall difference in the dataset was maximized; this
was due to the sigmoid transfer function employed with a learning range from 0 to 1.
Training sets were taken by manually driving the actuator to follow a desired path.

The training control data were broken up into 64 input-output sets, which covered the
entire motion range of the ball-and-socket actuator. Each set represented the valve order
with the time needed to move the actuator from a desired point to another with the
incorporated parameters. These control data were used to drive the actuator to follow a
desired path and to move the actuator through all intermediate points. The neural network
was trained repeatedly for 300 000 iterations with the predefined datasets. To validate the
design of the network, predicted output sets for angular displacement 1, angular
displacement 2, angular velocity 1, angular velocity 2, angular acceleration 1, and angular
acceleration 2 were compared with values from experimental data collected.

The average absolute errors are summarized in Table 1. Figure 5 illustrates the deviation
between predicted outputs and the data obtained from the ANN. The results show that the
design network is capable of learning and predicting the control parameters as shwon in
Figures 6, 7,and 8.
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Parametrs Percenatge of Error
Angular Disp_1 3.86
Angular Disp_2 5.23
Angular Velocity_1 6.35
Angular Velocity _2 4.36
Angular Accel_1 3.98
Angular Accel 2 277

Table 1. Mean absolute percentage error
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Fig. 5. Process of building knowledge for the learning Algorithm
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Fig. 6. Predicted angular displacements
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Fig. 8. Predicted angular acceleration

6. Conclusion

The ANN adaptive learning algorithm developed has been implemented successfully on a
new 2DOF ball-and-socket actuator. The algorithm has the capability of getting round the
drawback of some control schemes that depend on modelling the system being controlled.
An actuator has been fabricated to replace the two revolute actuators in serial robot
manipulators. The trained ANN showed the ability to operate the ball-and-socket actuator
properly in real time by achieving angular displacement, angular network velocity, and

angular acceleration.
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1. Introduction

Due to different reasons such as manufacturing and assembly errors, the real geometry of a
robot manipulator usually deviates from that defined by the kinematic model which is used
for robot control. As a consequence, the absolute accuracy of the robot is limited and offline
generated robot programs cannot be executed with sufficient accuracy. With the help of
robot calibration, these shortcomings can be overcome. The underlying concept is to
estimate the parameters of the kinematic model based on redundant measurements. This
data can be used to alter the kinematic model so that it matches the reality as closely as
possible. This is ultimately used to correct the parameters in the controller model which thus
improves the obtainable absolute accuracy.

This article covers a new and innovative approach for robot calibration which can be
applied to parallel robots. In comparison to all known calibration techniques, this novel
scheme has the advantage in that it does not rely on any additional calibration hardware. In
addition to being cost effective, this method is simple to use as it can be completely
automated.

The main aspect of the work at hand is an approach which allows the acquisition of
redundant measurement-data required for calibration. Under consideration of special
knowledge of the robot-structure’s behaviour in certain configurations, so-called
singularities of the second type, measurement information is gathered using the robot’s
actuator measurement systems only. The presented approach is thus denoted as singularity
based calibration. In conjunction with qualified modelling and identification methods, the
proposed measurement approach sets up a completely new robot calibration scheme. With
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the exception of special cases, the proposed technique is principally applicable to all parallel
kinematic structures.

The technique is first explained by means of a simple and comprehensible example.
Subsequently successful implementation of the singularity-based calibration technique is
exemplarily shown by practical experiments which are conducted on a parallel-robot with
three degrees of freedom (dof), the so-called TRIGLIDE-robot system. The final results show
that singularity based calibration is an adequate means to significantly improve a robot’s
absolute accuracy.

2. Kinematic Robot Calibration — Fundamental approach

The essential point in any robot calibration technique that follows the idea to replace the
model parameters in the controller-model is to set up a residual of the form

r(k) = b —b(k) @

with b some redundantly measurement information, b(k) a vector with corresponding
information provided by the kinematic model and k the parameter vector which is
supposed to be identified. If such a residual can be obtained at n different measurement
configurations then it is possible to stack all the information in a residual vector
r(k) = [rI, r;r ,...,tT]T. Once this vector is available it is the goal to estimate the parameters
in a way such that

rkk)=0 2

Due to measurement noise and model simplifications this goal is, however, of theoretical
nature and will never be exactly reached in reality. Instead one aims to minimize a cost
function

F=rT(krk) 3)

which if r(k) = 0 would be fulfilled equals zero as well and is otherwise bigger than zero.
The minimization of F can be attained by any optimization method in principle. Usually,
due to the special so-called least squares form of the function F, least-square algorithms
such as the Levenberg-Marquardt approach (Scales, 1985) are applied. Minimization of F
finally yields a parameter vector k*® which is then used to replace the original parameters
that were used before calibration within the robot-controller.

Considering the aforementioned remarks, four essential steps can be identified which are
existent in each model-based calibration approach. These are (Mooring et al., 1991):

1. modelling
In the modelling phase a kinematic model is set up which includes a number of
geometric parameters that are supposed to be identified by calibration

2. measurement
The measurement step provides the redundant information required for calibration



Singularity-Based Calibration — A Novel Approach for
Absolute-Accuracy-Enhancement of Parallel Robots 95

3. parameter identification
By means of feasible mathematical methods the model parameters are identified in
a way so that model and measurements correspond to each other in a best possible
manner

4. parameter correction
Within the parameter correction step the identified parameters are transferred to
the robot controller

3. Classification of Calibration techniques

A huge number of calibration methods already exist which follow the general scheme
described in the preceding section. Differences between these techniques can be found in
various aspects at different stages. The most obvious and most important differences,
however, exist in the measurement phase. Based on this appraisal a general classification
can be defined for the different calibration strategies which includes the two seperation
criteria: First the degree of automation and second the data-aquisition method, both briefly
explained in what follows.

e degree of automation

In regard to the degree of automation autonomous and non-autonomous
calibration techniques are distinguished. A calibration method is understood to
work autonomously only if all steps of the overall procedure can be completely
automated and absolutely no user interaction is required during calibration. If any
effort is needed for preparation, for accomplishment or data-transfer during
calibration then the corresponding technique is defined to be non-autonomous.

It should be noted that the non-autonomous methods, although combined in one
group, may drastically vary in the amount of required manual support.

e data-aquisition method

Two fundamental data-aquisition methods may be used for robot calibration. The
first one uses additional sensors (internal or external) which are not required for
operating the robot but just in order to provide redundant information. The second
method relies on kinematic constraints that are introduced in the system without
raising the number of sensors. In this case due to constraints the actuator
measurement systems which are already part of the robot system deliver enough
information for robot calibration.

In combination of all possible classification attributes there are four principle types of
calibration techniques, namely type A, type B, type C and type D (see Fig.1). Whereas
calibration methods of type A to type C are well established and intensively described in the
literature (see Table 1), no methods of type D have been reported so far up to the authors
knowledge. This gap is closed by the singularity based calibration strategy presented in this
paper and in preliminary work (Last & Hesselbach, 2006; Last et al., 2006, Last et al., 2007a,
Last et al., 2007b; O™ Brien et al., 2007).
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Fig. 1. Classification of robot calibration techniques
exemplary approach Source
Type A - Calibration by means of a lasertracker (Corbel et al., 2006)

- Calibration by means of camera-systems

- Calibration using a double-ball-bar

(English et al., 2002)

(Beyer, 2004)
(Nefzi et al., 2008)

(Huang et al., 2006)
(Ibaraki et al., 2004)
(Ihara et al., 2000)

(Takeda et al., 2004)

Type B - Calibration by contour tracking

- Calibration by passive joint clamping

(Ikits & Hollerbach, 1997)
(Legnani et al., 2001)
(Vischer, 1996)

(Zhuang et al., 1999)

(Maurine et al., 1998)
(Khalil & Besnard, 1999)

Type C - Calibration by passive joint sensors

- Calibration with actuation redundancy

(Hesselbach et al., 2005a)
(Last et al., 2005)
(Zhuang, 1997)

(Schonherr, 2002)
(Zhang et al., 2007)

Table 1. Exemplarily chosen calibration strategies of different type
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4. Singularity Based Calibration

The new calibration approach contributed here relies on passing singularities of type 2.
Because these constitute structure configurations where several solutions of the direct
kinematic problem (DKP) coincide, they are also called direct kinematic singularities. It is
well known that a robot-structure is uncontrollable in this kind of configurations
(Hesselbach et al., 2005b) and hence particular strategies need to be applied to savely guide
a manipulator through singularities of type 2. Such a technique is described in section 4.1.
Within the same section it is also shown how some specific measurement information is
obtained during that process. Subsequently in section 4.2 it will be shown how to compute
corresponding information from the kinematic model.

4.1 Passing singularities of type 2 as the basis of singularity based calibration

With the intention of workspace enlargement Helm has been the first who presented a
technique to pass singularities of type 2 (Helm, 2003). It was experimentally proven at a
planar robot-structure. Later the approach has been extended to spatial parallel structures in
(Budde et al., 2005). Both methods rely on the basic idea which consists in temporarily
underactuation of the robot system during passing the singular configuration and to use an
additional driving force to guide the structure through the direct kinematic singularity. By
means of the planar RRRRR-structure the approach is exemplarily summarized in Fig 2. In a
pose near the singular configuration (a) the structure is underactuated by releasing one
actuator (b). While the second actuator is kept at a constant motor-position the endeffector-
point C passes the singularity (c) driven by gravity influence until it reaches a non-singular
configuration (d) in which the released actuator can be activated again. Instead of exploiting
gravity as the driving force which has been also done in (Budde et al., 2005), structure
inertia may be used to pass the singularity as described in (Helm, 2003).

Performing the singularity passing while holding the motor that is not released, at a
constant position it turns out that the released actuator changes its direction of movement
(see dashed line) exactly in the point of the singularity that is reached if both rod elements of
the robot manipulator build a common line. Consequently by observing the movement of
the released actuator by its own motor-encoder it is possible to identify and save the
actuator coordinate G, .., Of the released motor that corresponds to a singular
configuration. Furthermore, since particular geometric conditions need to be fulfilled at a
singular configuration of type 2, it is possible to compute the corresponding actuator
coordinate qfi?fased (k) from the kinematic model including the kinematic parameters k.
Comparing both information leads to a residual

r(k) = q:elzrlléqased - q:;?égased k) )
corresponding to that in equation (1) which is the basis for singularity based calibration.
Once such a residual can be conducted at a sufficiently high number of differing robot
configurations the singularity based calibration procedure proceeds as described in
section 2.

What is important to mention at this point is that the method is general for parallel robots
and does not only apply to the RRRRR-structure. Independent on the robot structure a
change of direction of the released actuator can be observed if a type 2 singularity is passed
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while keeping all other actuators of the manipulator to be calibrated at a constant position
during that approach. An application to serial robots is impossible because type 2
singularities only occur for parallel robots.

.activejoint O passive joint @ released joint
«==»endeffector movement = movement of the released actuator

Fig. 2. Passing a singularity of type 2

4.2 Singular kinematic problem

In the preceding section it was assumed that the actuator coordinate qfi’l‘fased (k) which
~sing

ideally corresponds to the measured value §,,;.,s.q can be computed from the kinematic
model. Indeed this computation which is denoted as singular kinematic problem (SKP) is
straightforward for the RRRRR-manipulator because due the simple kinematic structure an
analytic solution exists. However, a closed form SKP-solution is not the general case. For
more complex structures iterative numerical solutions need to be applied. Thus, in order to
allow for a wide application of the singularity based calibration approach a general SKP-
solution strategy is presented in this section.

A requirement for the application of the general SKP-solution-technique consists in a valid
solution for the DKP that does not cause any numerical problems in or near singularities.
Techniques which provide such a solution are presented in (Wang & Chen, 1991) and in
(Last et al. 2007). Both methods follow an iterative numeric procedure and both methods
return a loop closure error Ey,., with a clear geometrical meaning (see Fig. 3 (left)) that is
zero if a valid DKP-solution exists and bigger than zero if no DKP-solution can be found.
The proposed SKP-solution exploits the fact that type 2 singularities define the boundary of

the actuator space for parallel manipulators. This means that, when varying the released
sing

releaseqr DKP solutions are

actuator coordinate G,eieqseq away from the singular value g
found when moving q,ejeqseq I One direction while no DKP solutions are found when
MOVING (rereasea N the opposite direction. Without loss of generality this behaviour is

illustrated in Fig. 3 for the the RRRRR manipulator. Fig. 3 (left) shows the manipulator in
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three different situations. Situation B constitutes a “normal” configuration within the
manipulator’s actuator. In situation A, it is not possible to connect the loops of the
mechanism, causing the DKP-solution to converge to an error E;y.; > 0. Hence the actuator
position is not valid. Finally, a singular configuration is shown as situation S. A
corresponding plot showing the loop-closure-error Ey,., Vs. the released actuator value
Greleasea 1S illustrated in Fig. 3 (right). Obviously, for situation A, the DKP error Ejyyq; is
greater than zero, while it holds that E;y, = 0 for situation B. The singular situation
corresponds to the value gy ejegseq for which Ey,.q; starts deviating from zero. Based on the

aforementioned observations, a simple bisection search can be applied to find qrereqseq =
sing

Qreleased-

includes q

Its basic idea is to successively reduce an interval from which it is known that it
sing

releaseq- Lhe method can be summarized as follows:

1) Provide an actuator value qA,;.qscq Outside the workspace and a second actuator
value g2, q5eq inside the actuator space, both definig the initial search interval.
Specify a termination threshold ¢, 4;¢f close to but bigger than zero, which defines
the size of the search interval at which the algorithm terminates.

2) Compute an actuator coordinate q<,,4seq located in the middle of q.qseq and
qfeleased

3) Solve the direct kinematics for Greieaseq = Gleicasear thereby obtaining a loop
closure error Etotal(‘lfeleased ).

4)  If Erprar(qSereasea ) > 0 (to account for numerical deviations a value very close to
but bigger than zero can be chosen instead of zero), then qf\icqsed = Ieteasedr
otherwise qreieasea = Greteased:

5) If the difference qfhieqseq — reteasea > Eqaiff, Tepeat from step 3, otherwise

. : sing — B
terminate with q,,.pc0q = Greteased-

60

not in workspace <-—|—> in Workslpace
50

AT — O \ | | |
_-F0 .

e Qreleased

20
—— situation A
--------- situation B

10

= = = situation S (singular) \

30 40 50 60 70

qreleased [l

Fig. 3. Singularity as the boundary of the actuator space
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4.3 Summary and review

The ideas presented in section 4.1 and in section 4.2 define the fundamental basis of the
singularity based calibration. In conjunction with a suited modelling approach and an
adequate parameter identification procedure (both described in the wide spread literature
on robot calibration) the proposed methods build a general means to improve the absolute
accuracy of parallel robot systems. In comparison to alternative techniques for robot
calibration (type C - type singularity based calibration does neither rely on additional
sensors (external or internal) nor requires the use of special hardware to constrain the robot
motion. Due to the abandonment of particular calibration equipment singularity based
calibration features the advantages of being cost effective and at the same time fully
automatable. According to (Hidalgo & Brunn, 1998) these are aspects which are crucial for
success of a calibration approach.

5. Application to the TRIGLIDE robot system

In order to validate the singularity based calibration method it is tested on a certain robot,
the so-called TRIGLIDE structure (see Fig. 4) designed for high-speed handling and assembly
tasks (Budde, 2007). Three equally designed kinematic chains connect the endeffector-
platform of this robot with the base platform. Each chain is actuated by a linear drive. Due
to the use of two parallel rods in the build-up of the three chains, the endeffector-platform is
always kept at constant orientation. This fully parallel structure has three degrees of
freedom allowing for free positioning of the endeffector in space. By attaching a serial
rotational axis to the platform, an additional rotation around the z-axis can be accomplished,
thus enabling the robot to perform Scara-type movements. Since the rotational axis is
irrelevant to the calibration approach discussed here, it is neglected in the following.

Fig. 4. TRIGLIDE robot system (left) and corresponding workspaces (right)
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5.1. Passing Singularities

As stated above, singularity based calibration requires passing singularities of type 2. The
proposed technique to realize such a passing (see section 4.1) has been successfully
implemented on the TRIGLIDE structure - again with the original intention to enlarge its
workspace. As can be seen in Fig. 4 (right) it allows to combine two symmetrical workspaces
to an overall workspace which is almost twice as big as the single workspaces. Both of these
workspaces are not diminished by direct kinematic singularities within them, allowing for
their complete utilization. However, the transition between these two workspaces requires,
that several singularities have to be passed and several other workspaces have to be crossed.
Each of the workspaces corresponds to a specific working mode, also called IKP-
configuration, where an IKP-configuration is characterized as follows: For a given position
of the platform there are two possible positions of the carriage in each of the three kinematic
chains i = 1,2,3 which will be described as Kjxp; = {—1, +1}. They correspond to different
solutions of the inverse kinematic problem. With this definition a complete IKP-
configuration can be uniquely described using the vector K = [K 1P Kikp 2 K,Kp,3]. The two
workspaces, the robot is going to be used in (Fig. 4) are based on the IKP-configurations
[-1,-1,—-1] and [+1,+1,+1] and are called the two working configurations. To switch
between them several transition workspaces have to be passed. Due to the multitude of
transition configurations there are several possibilities finding a way from one working
configuration to the other one, of which one path is shown in Fig. 5 (a)-(d). In addition to the
configurations to be passed, corresponding workspace sections parallel to the y-z-plane are
shown in the figures.

[+1,+1, +1]

type 2 singularity

—

O non-singular point D point in type 1 singularity Q point in type 2 singularity
Fig. 5. Changing the working configuration

The total approach to switch between the two working configurations is explained in
(Budde et al., 2008) and in (Budde, 2009) in more detail. For the calibration approach it is
most essential to pass the singularity of type 2. Hence we focus on Fig. 5 (c) which shows the
crossing of a type two singularity in position C. Similarly to the procedure described in
section 4.1 the approach is as follows. First the endeffector is placed above the singularity
(position 5) depicted by the black line within the workspace. At this point the robot system
is underactuated by releasing the upper actuator. Forcing the other two actuators to remain
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at a constant position, the endeffector driven by gravity starts moving on a circular path. It
passes the type 2 singularity in position C and finally reaches a non singular position 6 in
which the released actuator can be activated again. Due to the temporary underactuation of
the system, the risk of damage is avoided and the endeffector can reliably travel through the
singularity. As for the simple manipulator shown above it becomes apparent that the
released actuator changes its direction of movement exactly in the point of the singularity,
thus allowing for experimental singularity detection. In the description of the proposed
approach a particular IKP-configuration was chosen for passing direct kinematic
singularities in the workspace of the TRIGLIDE robot and the upper actuator was released. In
the same manner also one of the other actuators could have been released with the two
remaining motors locked at the same time. Moreover, the singularity of type?2 not
necessarily needs to be passed in the depicted position. Indeed, because the singularity
builds a continuous surface in space (figure 3), it is possible to cross it at different positions
even in other IKP-configurations and to collect enough information in order to allow for a
complete calibration of the TRIGLIDE robot.

5.2 Experimental results

With the working configuration change procedure available as a robot command,
singularity based calibration has been implemented on the TRIGLIDE robot system in a way
so that calibration can be completely automatically performed. This means that once a
special robot program is executed the whole calibration process is started and runs without
a need for user interaction. First tests prove the principal functionality of the technique,
however, it turns out that the absolute accuracy reached by the method is not sufficiently
good. A critical review makes us believe that this is mainly due to elastic structure
deformations occurring during singularity passing which finally result in disturbed
measurement data. As a remedy the implementation is changed in a way that the singularity
passing process is manually supported. By this means dynamics during singularity passing
is significantly reduced thereby decreasing elastic deformation influence. Indeed, by this
means the results can be drastically improved.

A typical calibration result is depicted in Fig. 6. It shows the position error, which is the
difference between a computed and a measured target position at 125 equally distributed
control configuration in each of the two working configurations [+1 +1 +1] and [-1 -1 -1] of
the robot. The real position is measured by means of a Leica-lasertracker system while the
computation of a corresponding value is accomplished by the DKP-solution as a function of
the measured motor coordinates. As can be seen by the results, the initial accuracy of the
robot is already quite good with maximum positioning deviations of approx. 0.6 mm.
However the accuracy can be significantly improved by the proposed singularity based
calibration method so that the remaining absolute positioning error after calibration is
approx. 0.36 mm in maximum. Mean value as well as the standard deviation of the
positioning error over the 250 control configurations also take better values after calibration
compared to the uncalibrated case.
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Fig. 6. positioning error at each control position of the validation routine.

6. Conclusion

For the first time a robot calibration approach has been presented that does exclusively rely
on the information delivered by the robot-system itself. Hence, as neither additional sensors
nor special constraint devices are required in order to apply parameter identification
methods, the proposed technique is very economical and easy to use. It is thus especially
convenient to be used in small and medium sized companies which do neither own special
robot calibration equipment nor have professional skilled robot calibration experts. The
basic idea of the new calibration scheme has been explained from a theoretical point of view
by means of a simple example structure and subsequently validated through experiments by
means of a more complex spatial parallel structure. The obtained results emphasize the
promising potential of the approach.
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1. Introduction

In the development of modern robot manipulators, it is required that the robot controller
has the capability to overcome unmodeled dynamics, variable payloads, friction torques,
torque disturbances, parameter variations, measurement noises which can be often
presented in the practical environment.

The objective of this chapter is to provide the reader with an overview on advanced
nonlinear control techniques of a rigid robot manipulator. In nonlinear control field, a
common strategy is called model based control, which can be derived from the
mathematical model of the system. However, in case of robot manipulator, it is weakened
by inaccuracies present in the robot model, where the performance of the control algorithm
is not guaranteed. As mentioned above, these inaccuracies can be defined as parametric
uncertainties, unmodeled dynamics, and unknown external disturbances. To overcome the
uncertainties” drawback, robust nonlinear control can be a solution. The goal of robust
control is to maintain performance in terms of stability, tracking error, or other
specifications despite inaccuracies present in the system.

In this chapter we present two nonlinear model based control strategies: the feedback
linearization control and a nonlinear model predictive control for rigid robot manipulator.
We first consider the dynamic of the robot manipulator driven by the Euler-Lagrange
equations. Based on this general representation, we are able to derive equations of the
nonlinear controller for both strategies. Then, a robustness study is carried out through
compensation of the system inaccuracies. Two methods are used; the first one is based on
the theory of guaranteed stability of uncertain systems, while the second is figured out
using the nonlinear control law.

The computation of the nonlinear model based control assumes that all state variables are
available. In case of robot manipulators, it implies the presence of additional sensors in each
joint such as velocity measurements. They are often obtained by means of tachometers,
which are perturbed by noise, or moreover, velocity measuring equipment is frequently
omitted due to the savings in cost, volume, and weight. Model-based observers are
considered very well adapted for state estimation and allow, in most cases, a stability proof
and a methodology to tune the observer gains, which guarantee a stable closed loop system.
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In this chapter, nonlinear observer is discussed for state variables estimation. It is a
powerful tool to handle nonlinear and uncertain systems, which is the case of the robot
manipulator.

Finally, the coupling between the nonlinear model based control and the state observer is
discussed and the global stability of the closed loop system is proven theoretically via
Lyapunov stability theory.

2. Robot modeling

In this chapter, the nonlinear control laws will be developed for rigid robot manipulators.
Therefore, the design and control of such robots require mathematical model of the process.
The dynamic of n-link rigid robot manipulator is driven by the Euler-Lagrange equations as

D(q)q +C(q.9)4+G(q) =u M

where q(f)eR" is the vector of the angular joint positions, which are the generalized
coordinates and assumed available by measurement. u(f)eR” is the vector of the driving
torques, which are the control inputs. D(q)e®R"”, D(q) = D(q)" > 0 is the link inertia matrix.
C(q,q )q €R" is the vector of the Coriolis and centripetal torques. G(q)eR" is the vector of

gravitational torques. The outputs to be controlled are the joint angles in the robot. For more
detail about robot modeling, the reader can refer to (Spong et al., 2006; Koztowski, 2004).

The practical implementation of the control law for robot manipulators requires
consideration of various sources of uncertainties such as modeling errors, unknown loads,
and computation errors. In order to get the real values of the system elements, the
uncertainties of the system, error or mismatch represented by A(.), are added to the
computed or nominal values represented by (.)o. Therefore, the matrices are rewritten as

D(q) = D,(q)+AD
C(q,9) =Cy(q,q) +AC )
G(q) =G,(q) +AG

Moreover, the frictions F(f)eR", considered as unmodeled quantities, and the external
disturbances b(f)eR" are added to the robot model (1), which becomes

(Dy(@)+AD)§+(C,(q,9)+ AC)q+G,(q) +AG+F, =u+b 3)
Then, after simplification, the model dynamic of the robot is given by
Dy (9)4+Co(9,4)q + G, (q) =u+7(4.9.9,b) )
7 is called uncertainty, which is defined by

n=—{ADg+ACq+AG +F, -b} ®)
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It includes unmodeled quantities, parametric uncertainties, and external disturbances.
In a state space form, the nonlinear system of the robot model (4) can be written as

X =f(x)+g(x)u+g(x)n (©)
where, the state vector x=[x, x,]" =[q ¢]", and the vector functions f: R"->R” and
g:R"—>R> are vector fields and defined as follows

X 0,
1 {—Do(xlr‘ (€ xx, +Go(x1>)} KO [Do (x»‘i 7
The output vector of angular positions to be controlled is
y=h(x)=Cx €]

where C = [I,x, 0,x, ], and I: identity matrix. The functions f(x), g(x) and h(x): R"—>R" are
assumed to be continuously differentiable a sufficient number of time.

First, the development of the control laws will be carried out for the undisturbed system
where the uncertainties are not included in the analysis. Then, a robust control is studied
through a compensation of the uncertainties by estimation.

3. Nonlinear model based control of robot manipulators

3.1 Feedback linearization control
Feedback linearization is one of the most important strategies for nonlinear control design.
There are two general types of linearization: input-state linearization and input-output
linearization. Necessary and sufficient conditions have been established for each type of
linearization. For a given nonlinear system, these conditions can be checked to determine if
the system is linearizable (Corriou, 2004; Nijmeijer & Van der Schaft, 1990; Isidori, 1985;
Isidori & Ruberti, 1984).
In this chapter, we will study the feedback linearization, based on input-output
linearization, of a rigid robot manipulator. The idea is to differentiate the output y, using
Lie derivatives, to obtain an expression where the input u appears explicitly. The number of
times of differentiation is called relative degree.
Definition 1: The Lie derivative of function //(x) along a vector field f(x) = ( fi(X)... f,(X)) is
given by

L =3 2 1 x) ©)

i=1 ax,‘

Iteratively, we have

0 _
Loh, = h, (10)
Lihy =L, (Li'h))
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and, along another vector field g(x) = ( gi(X) ... g.X)),

oLk

— ] 11
L Lh, = Gx,/ 2,(x) (11)

Definition 2: The system is said to have a relative degree r if
L,Li'h(x)=0 and L, Li'h,(x) #0; k=1,..,r-1 (12)

Then, r is the number of differentiation times to appear the input u in the expression of y.
Differentiating the output, using Lie derivatives and the nominal robot state model (6)
(without uncertainties), we have

y = Lih(x)=x,

13)
¥ =Lih(x)+ L, L (x)u=-Dy(x,)"(Cy(x,,X,)x, + G,(x,))+ D,y(x,) 'u

where, y = X; = q, and the relative degree for input u is » = 2.
The principle of linearization control law is to get a linear system, where the output is
influenced by an external input v only through a chain of two integrators as

y=v (14)
=-D,(x,) " (Cy(x,x,)X, + G, (x,))+ Dy(x,)'u

Then, the control law is carried out as
u=D,(x)(v+Dy(x,) " (Cy(x,,x,)%, + G, (x,))) (15)
It is possible to realize a pole-placement by imposing v as
V=¥, K -y)-K(-y) (16)
where, K| = diag(ky;)), K, =diag(ky), i=1,...,n
Applying the control law (15) with the external input (16), the tracking error ey(t) =y — y,
satisfies the second linear equation

e.(1)+Ke (H+Ke, (1)=0 (17)

and, hence, the error dynamics are determined by the choice of K, and K, so that the
characteristic equation is Hurwitz.
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3.2 Nonlinear model based predictive control

Model based predictive control (MPC) is considered an effective control method handling
with constraints, nonlinear processes and disturbances. This control strategy requires an
optimization method to solve for the control trajectory over a future time horizon based on a
dynamic model of the process (Bordon & Camacho, 1998; Hedjar & Boucher, 2005; Hedjar,
et al., 2002; Klancar & gkrjanc, 2007; Vivas & Mosquera, 2005).

The objective of the nonlinear model based predictive controller is to carry out a control law
u(t) in order to track the desired output trajectory y: at the next time (t+7) through
minimization of a general form of the cost function defined as

3= f(ey (t+71),x, u) (18)

where e,(#+7) is a predicted error, y(t+7) is a 7-step ahead prediction of the output (angular
positions) and 7> 0 is a prediction horizon .

In order to minimize the cost function (18), it is needed to define a prediction model for the
behavior of the output in the moving time frame. As the robot model (6) is known, a
mathematical tool based on Taylor series expansion can be used to develop the prediction
model.

By definition, the Taylor series expansion is carried out using Lie derivatives and given by
Tﬂ Lih, (x)+ Tﬂ Ll Pk (xu@)  (19)

i i

2
y(t+7)=h(x)+7 Lh(x)+ %Lihi(x) ot

where r; is the relative degree.
Based on this expansion, the prediction model for robot model is expressed by
2

ya+r>=ya>+rya>+§;ya) (20)

Using the output differentiations (13), we have

y () X 0, 21
Y() = |¥(0)| = X, Hooo,, @1
¥ (1) —D,(x)(Cy(x,,x,)%, + G o (x)))| | Dy(x,) " u(r)
Then, the prediction model (20) is rewritten as
yt+7)=T()Y() (22)
where,
T(0)=ll,, t*1,., @/)*1,,]
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A similar analysis can be used to carry out the predicted reference trajectory y:
¥, (t+7) = T(OY, (1) (23)

where,
Y. =[y, ¥y, ¥.1

It is assumed that the information about the derivatives of the reference y; is available.
The predicted error is given by

e, (1+7)=y(t+7) -y, (t+7)=T@(Y(1) - Y, (1)) (249)

The optimal control law can be carried out through minimization of a cost function with
respect to the control input. In this work, two approaches to define the cost function will be
studied:

1. A cost function based only on the tracking error. The goals are to show that the use
of this cost function type allows realizing a pole-placement similar to feedback
linearization, and designing an uncertainty estimator (section 5. 2) based on the
control law derived from this specific cost function.

2. A general form of cost function where the tracking error and the control signal are
defined over a future horizon.

3.2.1 Cost function based on the tracking error
The cost function is defined as a quadratic form of the tracking error over a future horizon

T,

.

[ve+0)=y, t+0) (vt +2) -y, (+0)dz 25)

0

3

_1!
2

The control weighting term is not included in the cost function. However, the control effort
can be achieved by adjusting 7, (Chan et al., 1999; Merabet & Gu, 2008).
Using the prediction model of error (24), the cost function (25) can be simplified as

L

Il
N | —
o t—

e, (t+7) e (t+7)dr

~

; (26)
(T@OY @) - Y, 0))) (T@)(Y () - Y, (1))dr

N | =

=

(YO - Y, () I(Y (1) - Y, (1))

N | —

where
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(. [6)*1,,

T, %1 (.} /%1, 1
3 ! 4 I, II,
= J’T(T)TT(r)dr— (z, /2)*1 @ ¥, @, { ! H}

o Ry '1;;: (z,°/20)*1,.,

The necessary and sufficient condition for cost function minimization is

Using equations (21) and (26), the condition (27) can be rewritten as

oD, (x) ") s _ oD, (x) " u(®)Y G0 8)
( ) j[n2 I, (M(2) Yr(t))+( oud) I,D,(x,) 'u(t)=0

Therefore, the optimal control is
u(n) = -D, {1, 1M1 - Y, ()] (29)

where,
y(©)
M) = y()
DO (Xl )_1 (CO (Xl > XZ)XZ + GO(XI))

(m;'m;  7,,1=[00/Ge))*1,, (/(20,))*1,, 1,,]
Finally, the control law (29) becomes
u() =Dy (5K, (y-¥) + Ko (53 -Dy(x) (€ (x %)%, +Go(x) -5, ) G0)

with, 1<1 (10/(352))* Ly
= (5/Q22))* L

From the form of the control law (30) and compared with the linearizing control law (15), it
can be noticed that they are similar and allow realizing a pole-placement to have a linear
dynamic of the tracking error of the closed loop system.

3.2.2 General form of the cost function
The cost function is defined as quadratic forms of the tracking error and weighting control
over a future horizon

T, z,

3 %J'e (t+7) Qe, (l+2')dr+;Iu(t+r)TRu(t+r)dr 1)

0 0



114 Robot Manipulators, New Achievements

where, QeR"™" is a positive semi-definite matrix and ReR"™" is a positive definite matrix, z,
and , are respectively the observation horizon of the tracking error and the control horizon.
We assume that the control signal is constant over the control horizon (u(t+7) = u(?)).
Using the same analysis, as in section 3.2.1, the cost function (31) can be rewritten as

I = %(Y(t) Y, () (Y1) - Y,(t)+ %R ru(t) u(r) (32)
where the new matrix IT is defined by

H:TT(T)TQT(r)dr: m, 1,
g m;, I,

The necessary and sufficient condition (27) becomes

(22 O gz -, 0+

ou(t)

[a(')()““))j D,x) w0+ Repy =0
ou(r)

D,(x)" [} T,I(M@)-Y, )+ (Do(xl)"THSDO(xl)" + Rru)u(t) =0

Then, the optimal control law is given by

u(t) = —(Do(xl)’lTHSDo(xl)’l +Rr, )71D0(x1)*"[11§ L,1(M() - Y, (1)) (34)

4. Robust control based on uncertainties compensation

Robust control is considered among the high qualified methods in motion control. The goal
of robust control is to maintain performance in terms of stability, tracking error, or other
specifications despite inaccuracies present in the system. The robust motion control problem
can be solved by designing an estimator to compensate the system uncertainties such as
unknown external disturbances, unmodeled quantities and mismatched model (Spong et al.,
2006; Koztowski, 2004; Corriou, 2004; Feuer & Goodwin, 1989; Chen et al., 2000; Curk &
Jezernik, 2001; Merabet & Gu, 2008; Curk & Jezernik, 2001).

The uncertainties compensation analysis will be developed for the linearizing control laws
(15) and (30).

Using the Lie derivative analysis in (13) about the uncertainties, it can be verified that the
relative degree for 7 is = 2. Then, the control law becomes

u(t) =D, (x){K, (y =)+ K, (F —¥,) - Dy (x) " (Cx,, x,)x, +G(x,)-§, J-n(0) ~ (35)
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Usually the uncertainties 1 are unknown. Therefore, estimation is required to compute the
control law and compensate their effects, and the robust control law is given by

u(®) =D, ), (Y —¥,) + K, (7= ¥,) - Dy (%) (Cx, X, )%, + G(X,))—F, |-, () (36)

There are several approaches to treat the robust control problem. In this chapter two
methods will be discussed to design the uncertainties estimator; the first one is based on the
theory of guaranteed stability of uncertain systems, while the second one is based on the
model control law.

4.1 Estimator based on the theory of guaranteed stability of uncertain systems

In this section we will detail the so-called theory of guaranteed stability of uncertain
systems, which is based on Lyapunov’s second method (Spong et al., 2006).

Substituting the control input (36) in the robot model differentiation (13) plus uncertainties
71, the tracking error dynamic of the closed loop system is given by

é, (0 +Kye (1) +Ke, (1) =D;'(x))e, (1) (37

where, e,(f) = () = 7].s(t)
In terms of tracking error, the state space model of the dynamic system (37) is given by

€=Ae+BD,'e (38)

= ey Onxn Inxn Onxn
e=|. A = ' B =
ey ! - K] - KZ Inxn

Since {K, K,}>0, the matrix 4, is Hurwitz. Thus, for any symmetric positive define matrix O,
there exists a symmetric positive defined matrix P satisfying the Lyapunov equation

n
where

AP+ PA, =-Q (39)
Let define the Lyapunov function candidate
V=e'Pe+ele, (40)

where I is a positive definite symmetric matrix.
Using equations (38) and (39), the time derivative of V is given by

V=-¢'Qe+2e {(D,") B'Pe+T¢,} (41)

If we define
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e, =-I'(D,") B"Pe 42)

Since there is no information about uncertainties variations, it can be assumed that 7 (f) = 0

(Chan et al., 1999). This assumption does not necessarily mean a constant variable, but that
the changing rate in every sampling interval should be slow.
From (42), the dynamics of the uncertainties estimation is given by

e =T '(D,") B'PE (43)

Using the definition (42), it follows that the Lyapunov function V satisfies V<0 along
solution trajectories of equation (6) because

V =-¢'Qe (44)

This guarantees that € (f) and e,(f), and therefore 7,,(f), are bounded.
The uncertainties estimation equation (42) can also be written as

N (8) = [T7'(Dy) B PE(t)dt (45)

4.2 Estimator based on the model control law
From the model dynamic of the robot (4), an estimator for uncertainties can be defined as

ﬁa.\'t = LDSI(XI)(U - 77(/.\1) (46)
= —LD (X )7 + L + D3 (x)C, (x,,%,)¥ + Dy (%)G (x,) ~ Dy (x )u)

where, L = £*1 ., € R"" is a matrix gain, and ¢ is a positive constant (Chen et al., 2000; Chen
et al., 1999; Feng et al., 2002).
From the equation (40) and with the assumption 7 (f) = 0, the dynamic of the uncertainty

estimator is given by
é,+LD,'e, =0 47)
Since L> 0 and Dy>0, it can be easily verified that the tracking error of the estimation
converge to zero.
Substituting the control law (30) in the observer equation (46), the dynamic of the
uncertainties estimation is given by
Nt (1) = LEE, () + K28, (0+ K e, (1) (48)

Integrating the equation (48), the uncertainties estimation is defined by

Ney (1) = L(é,v () +K,e ()+K, j e, (1) dt) (49)
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The advantage of the uncertainties estimator (49) compared to (45) is that it contains an
integral action, which allows achieving zero steady state error for constant reference inputs
and disturbances (Corriou, 2004; Cavallo et al., 1999; Feuer, & Goodwin 1989).

5. Nonlinear observer based state estimation

The computation of a model control law, such as linearization control and model predictive
control, requires angular position and velocity measurements. In the practical robotic
systems all the generalized coordinates can be precisely measured by the encoder for each
joint, but the velocity measurements obtained through the tachometers are easily perturbed
by noises. To overcome these physical constraints, a nonlinear observer can be used for state
estimation (Kozlowski, 2004; Rodriguez-Angeles & Nijmeijer, 2004; Heredia & Yu, 2000).
The state space model of rigid robot (6), (7) can be reorganized as

i 50
%, = f(x,.,) + g(x)u+ g(x))n 0)
Yy =x
where, X; = q; x, =(q, Y is the measurable position vector.
{f(xl ,X,) = _Do(xl)iI (Co(xlaxz)xz + GO(XI)) (51)
g(xl):DO(xl)_l

The nonlinear state observer based on high gain for the system (50) can be designed, to
estimate angular positions and velocities, as

{;‘1:&2"'1{1()’_&1) (52)
X, = f(%,,%,) + gX)u+gX)n,, + H,(y —%,)

where, X, (i =1, 2) are the estimated states; ﬁm is the estimated uncertainty carried out from

(49) with estimated states.
The estimated nonlinear functions f{.) and g(.) are given by:

{f(fcl,iz) =Dy (%) (Cy (%1, %,)%, + Gy (%)) (53)
g(x)= Do(f‘l)_l

From (50) and (52), the observer error dynamic is given, in matrix form, by

€)= HE(t) + WS (1) (54)

where,
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E: E‘ = XI_{‘] 'H = _H] [nxn ’ W:[Onxn ]nxn]'
€, X, — X, -H, 0

nxn

H,=h*1,,,H,=h* ., and hi, hy are positive constants.

0(.) is the disturbance term in the state observer. It is given by
8=~ +(2()=g())u+ g( =Y, (55)

The observer gain H is chosen to be a Hurwitz matrix in order to guarantee the convergence.
In the presence of J, the observer gains are adjusted as

‘92

h, :771’ h, =Lz (56)
£
where, 0< ¢ <<1, and y,, y, are positive constants.
This adjustment allows making the transfer function from ¢ to the error small so that the
estimation error is not sensitive to the modeling error (Wang & Gao, 2003; Khalil, 1999;
Heredia & Yu, 2000).

6. Global stability of the closed loop system

This section aims to discuss the global convergence of the tracking error for the closed loop
system. The theory of stability, based on Lyapunov method, is used to prove the global
stability of the robot system controlled by the robust estimated nonlinear control law.

The propriety of boundedness of the model elements of the robot are given from (Spong et
al., 2006).

« Since Dy(q) > 0, it can be assumed thath“DO(q)““ <D, where D, D are positive constants.
e The matrix C,(q,q) is linear on ¢(#) and bounded on q(?). Therefore,
HCO(q,(l)H < alHq o, €N

o The vector Gy(q) satisfies || Go(q) || <ap; ay €R.
o All variations A(.) are bounded.
« Thesignals q ,q,,(, are bounded, such as‘

q,()] < rfa, ()] < rand|
« The disturbance term J(.) is smaller than the state observer error. Thus,

qr(t)H =7
501 = A0

« The vector function f{X,, X,) is Lipschitz with respect to x,. Thus, there exists k¥ > 0 such
that

lF(xix0) = £ (x4, < 5, — 4,
V(x,,X,) e R"xR”

= e,

>

Integrating the state observer in the control loop, the control law is carried out with the state
estimation (Rodriguez-Angeles & Nijmeijer, 2004). Based on state observer (52), the model
control law (36) becomes
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u(t) =D, ()K,, + K&, — Dy (R,) " (C,, %)%, + G(%,))— ¥y =7 () (57)

y

where, &, =y-vy,

The disturbance estimator (49) is carried out with the state estimation, which is expressed by
B ()= LI, (04 K 8, () + K, [ &, (1) dt) (58)

Substituting the control law (57) in the equation (13) with estimated states from (52), we
have the dynamic of the tracking error as

&, (1) + K,8,(0)+ K&, (1) = H,C&(1) (59)
Using the state space form, the tracking error system (59) can be written as

&(t) = Aé(t) + BE(¢) (60)

Using the estimated states of the robot model (52), the uncertainty estimator (46) can be re-
designed as

R = =LDG (R, + L(§ + D (X)C, (%,,%,)¥ + D' R)G (R,) - Dal(fil)u) (61)

where, n,,1s the uncertainty estimation based on estimated states.

So, the new error dynamic of the uncertainty estimator, based on estimation state model
(52), is given by

¢, (1) =~LH,&(1) (©2)

where, €, =11, 1s uncertainty error

From (62), it can be noticed that the convergence of the uncertainty estimator is related to
the convergence of the state observer.

Under the state space form, the tracking error of the global system (robot + state observer +
controller) can be carried out using error models (54) and (60)

e(t)=Ae(®)+Bo(r) (63)
where,
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e A B
€= |:~:|’ A= |: i|’B = [On><2n W]
e 0 H

2nx2n

By an appropriate choice of control parameters K; (i=1,...,n) and state observer gain H, it can
be ensured that the matrix A is Hurwitz. Therefore, for any symmetric positive define
matrix Q, there exists a symmetric positive defined matrix P satisfying the Lyapunov
equation

A"P+PA=—Q (64)

Let define the Lyapunov function candidate

V =e"Pe (65)
Its derivative is given by
V =-e'Qe+2¢"PBS (66)
Using the relationship
Ao (Q)e” < e"Qe < 4, (Q)]e] (67)

where A4in(Q), Amax(Q) denote the minimum and the maximum eigenvalues, respectively, of
the matrix Q.
We have

V< Q] + 20 8] P[] (68

Using the last propriety of boundedness, we have

Vv

IA

A Qe[ + 272 1 (P) ] ©)
~(Lin (Q) = 27 5 () e[

IA

The condition, V is definite negative, is held wheny < Amin (Q) . Therefore, by LaSalle’s
22 ex (P)

invariance theorem, the origin is asymptotically stable. The global asymptotic stability of the

estimated closed loop system with uncertainties is guaranteed.

7. Simulation results and discussion

We consider the two-link rigid robot manipulator to illustrate the performances of the
nonlinear model predictive controller (36) with uncertainties compensation expressed by the
observers (45) and (49) respectively (Merabet & Gu, 2008). The structure of the robot system
driven by nonlinear model based control law is shown in figure 1.
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b
y Control Law 1 v
_', B — R.obot
Uncertainty Manipulator ' Gl
estimator
4z
State
Observer

Fig. 1. Nonlinear model based control for two link rigid robot manipulator

The elements of the two-link robot model are given by

Dy =mli +my(I7+12+ 2Ll ,c0s q,)+ I, + 1,;
D, =D, = mz(lczz + 101,08 q,)+ 1y

D,, = m,l}, + 1,

Cyy =—(m,ll.,8in q,)q,;
Cp=-(4,+4,)m,ll ,sinq,;

Cy =(m,ll,,sing,)q,;Cy =0

G, =(ml, +m,l,)gcosq, +m,l g cos(q, +q,);

G, =m,l ,gcos(q, +q,)

For i =1, 2, g; denotes the joint angle; m; denotes the mass of link 7; [; denotes the length of
link i; I; denotes the distance from the previous joint to the center of mass of link i; and I;
denotes the moment of inertia of link i (Spong et al., 2006).

The nominal values of robot parameters are:

Link 1: m1 =10kg, [y =1 m, l.; = 0.5 m, [; =10/12 kg-m2.
Link2: my=5kg, Lb=1m,l2=05m, L =5/12kg-m2

The model is simulated with a sample time of 104s and the initial values of angular
positions and velocities are X = [0.1 rad 0 rad/s]T for the state observer, and for the robot
model x (0) = [0 rad 0rad/s]”. The parameters of the controller, uncertainties observers and
state observer are chosen by trial and error in order to achieve accurate performances.

First, the tracking performance of robot system, driven by the nonlinear model predictive
control law (36), is tested without the uncertainties observer. The robot system is affected by
external disturbance b, which has the value 10 in the time interval [0.5s 4s]. The disturbance
term is included in the robot model and the information about it is not taken into account
when carrying out the control law. The value of prediction time is 7, = 103s. The state
observer gain is taken as Hi=H»= [10* 0; 0 108]. Figure 2 shows the result for angular
positions and tracking errors. It can be seen that small tracking errors, for both joints, are
successfully achieved. However, steady errors occur in the system responses. The present
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situation can be explained by the fact that the control law has no information about the
external disturbances in order to compensate their effects. Figure 3 illustrates the induced
control torque applied to robot manipulator. Note that the control torque lie inside the
saturation limits. From figure 4, we can observe that the estimation errors are good although
the presence of steady errors in the responses. As shown in the equation of state observer
(52), the information about uncertainties is needed to have an accurate performance.

Joint (1) Joint (2)
1
1
=) =
2 2
o 05 v 05
=] =]
[= =
< <
0 1]
0 2 4 0 2 4
Time [5] Time [5]
x 10° x 10°
_— 2
® =
s 24
2 0 2
=1 =
LI & ool [T Vv ]
= -1
0 2 4 0 2 4
Time [5] Time [s5]
Fig. 2. Angular positions and tracking errors of distributed system without uncertainties
compensator. ....... reference, estimate
3000 T T 400
2500
2000
E E
= 1500 =
= o
%) o
2 1000+ =
= =
soof
el -100 ¢} .
-500 : : -200 - .
0 2 4 ] 2 E]
Time [s] Time [s]

Fig. 3. Induced torque control produced from the nonlinear model predictive controller
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Fig. 4. Error estimation of the nonlinear state observer (controller without compensation)

Then, the uncertainties observers (45) and (49) are applied to the control law (36)
respectively. The matrix P has the value [10¢ 0; 0 10¢] and I'= I,x, for the observer (45), and
L=[102 0; 0 102] for the observer (49). Figure 5 illustrates the angular positions and tracking
errors of the system with uncertainties compensators. The steady error is vanished
completely with the compensator (49), which means that the disturbance is well rejected.
However, with the compensator (45), the steady error is only reduced compared with the
results in figure (2).The elimination of steady errors by the compensator (49) can be
explained by the presence of the integral action. It is known in control theory that an
integral action achieves zero steady state error for constant reference inputs and
disturbances. The same observation can be noticed in the result of state estimation errors
shown in figure 6, where the uncertainties, carried out by the compensator (49), are included
in state observer.

Joint (1) Joint 2)

= o
= @
a

=
o

Angle [rad]

0 1 2 3 4 5 0 1 2 3 4 )
Time [s] Time [s]

Error [rad]
Error [rad]

1o 1 3 4 5 "1 1 2 3 4 5
Time [s] Time [s]
Fig. 5. Angular positions and tracking errors of distributed system with uncertainties
compensator. ..... reference, —.—. estimate with compensator (45) , estimate with
compensator (49) ..... tracking error with compensator (45), tracking error with
compensator (49)
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Fig. 6. Error estimation of the nonlinear state observer (controller with compensation)

In case of mismatched model, an unknown load carried by the robot is regarded as part of
the second link, then the parameters my, lo, I» will change, ma+Amy, lo+Alo, L+AD,
respectively. The variations values are Amp = 1.5, Al, = 0.125, Al = 1/12. Also, the friction
(Coulomb and viscous friction) given by Fy(x2)=F. sign(x2)+Fx, with values F.=F, =diag(5, 5),
are added to the robot model. The same parameters values of the controller, disturbance
observer (45) and state observer are used as declared above. However, the gain of
compensator (49) is decreased L = [70 0; 0 70]. As shown in figure 7, in case of the
compensator (49), the errors occur in transient response, for this raison the gain is decreased,
then reach zero. In case of the compensator (45), the errors in transient response are smaller
than in the first case, but they do not reach zero like the other observer.

Jint (1) Joint (2)

Angle [rad]
=
[y
Angle [rad]
-
(]

0 2 4 0 2 4
Time [s] Time [s]

Error [rad]

Time [s] Time [s]
Fig. 7. Angular positions and tracking errors of mismatched model with uncertainties
compensator. ..... reference, —.—.- estimate with compensator (45) , estimate with
compensator (49). ..... tracking error with compensator (45), tracking error with
compensator (49)
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The results show that the tracking performance is successfully achieved and the effect of
external disturbance is well rejected with the compensator (49). Concerning the unmodeled
quantities and parametric uncertainties, the nonlinear model predictive controller,
combined with uncertainties observer, deals well with their variations. It can be mentioned
also that the state estimation, given by the nonlinear observer, is accurate for the tracking
performance. The accuracy of the estimated nonlinear model predictive control combined
with the compensator (49) is justified by the presence of the integral action, which eliminates
steady state error.

8. Conclusions and future work

This chapter has presented some methods of advanced nonlinear control for robot systems.
However, to cover all issues related to nonlinear control in detail will demand more than a
chapter. The study has focused on model based control where a model dynamic of the
process is needed to carry out the control law.

Two nonlinear control approaches have been detailed in this work. A feedback linearization
control based on input-output linearization has been developed using differential-geometric
methods for nonlinear systems. Then, a model based predictive control has been discussed
for a nonlinear control design to robot manipulators. The predictive control law minimizes a
cost function for the control trajectory over a future time horizon. The control solution has
been analytically derived, with no need of an online optimization, which enables fast real-
time implementation.

Because of the uncertainties present in the system, a robustness strategy has been studied to
enhance the tracking response of the system. Two methods have been investigated to deal
with system uncertainties. One method is based on the theory of guaranteed stability of
uncertain systems, which results to an observer taking information from the system tracking
errors. The other one is an observer derived from the nonlinear model control law. It
contains an integral action on system tracking errors. This type of control strategy is robust
with respect to modeling errors, very effective in disturbance rejection, and gives no steady
error caused by either parameters uncertainties or external disturbances.

The development of these control strategies is related to the dynamic model of the process.
In case of missing information about the system states, a version of control law based on
state has been carried out with the quantities, angular positions and velocities, issued from a
nonlinear state estimator. It has been shown that the tracking performance is achieved
successfully when the uncertainties are well compensated.

The issue of global stability of the closed loop system has been proved analytically via
Lyapunov stability theory.

The nonlinear control laws developed in this chapter are based on a dynamic model of the
process. However, it is well known that mathematical representation of a dynamic model
does not refer accurately to the reality. This is why it is very important to add to the control
strategy a robustness analysis in order to compensate the uncertainties present in the
dynamic model. As an alternative of this approach, intelligent control based on the process
behavior can be considered as a solution for tracking motion of robot manipulators.
Intelligent control achieves automation via the emulation of behavioral intelligence such as
biological intelligence (e.g., the use of neural networks and genetics for control); the use of
human’s knowledge to design a smart control methodology (fuzzy control). This research
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area is very wide and the issues of modeling, mathematical stability, convergence and
robustness analysis for learning systems must be investigated to design an accurate
controller.
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Modelling of HDD head positioning
systems regarded as robot
manipulators using block matrices

Tomasz Trawiriski and Roman Witula
Silesian University of Technology
Poland

1. Introduction

The modern hard disk drive (HDD) head positioning systems may be regarded as excellent
example of mechatronics systems consisting of different components - subsystems: electrical
(driving motors - actuators, flexible printed circuits, writing and reading heads etc.),
mechanical (bearings, air bearings, swing arm, suspensions etc.) and electronics (power
amplifiers, control system etc.). In this chapter we will focus only on the mechanical system
of head positioning system, which usually consist of following components: main swing
arm (so-called E-block) fixed with moving coil of the VCM (voice coil motor) motor,
suspensions of the sliders, sliders with writing and reading heads. All of these elementary
components (assumed to be stiff and rigid enough) are connected to each other and these
connections may be treated as rotary or prismatic joints. Modern head positioning systems,
beside fundamental VCM motor (which plays the role of fundamental source of driving
torque), are equipped with additional micro-actuators for better track tracing or rejection of
the internal and external disturbances. Usually the head positioning systems equipped with
auxiliary micro-actuators are called as dual-stage (DS) positioning system. The dual-stage
positioning systems may be classified according to kinds of auxiliary micro-actuators and
place where the macro-actuators are attached to kinematic chain of head positioning system.
For auxiliary micro-actuators very often the PZT (piezoelectric) micro-actuators or
electrostatic MEMS (micro-electro-mechanical systems) micro-actuators are used. PZT
micro-actuators are often placed between and tip of E-block and the beginning of slider and
head suspension (Rotunno et al., 2006) and actuate the suspension or play the role of the
sensor for vibration sensing (Huang et al., 2005), or they are placed between suspension and
slider and drive slider directly (Hong et al., 2006). The MEMS micro-actuator in HDD head
positioning systems, for the sake of relatively small dimensions and small generated forces
(torque), are put between suspension and slider (drive slider directly) or they are placed
between slider and heads (drive the heads directly). Some different and very interesting
ideas for direct drives of HDD heads is presented in (Schultz, 2007), where thermal
expansion of head pole tip is used for approaching the head to disk surface during write
process. All presented mathematical models of head positioning systems are prepared for
analysis of its cooperation only with one side of data disk. Some of proposed mathematical
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models take into account mutual interactions between auxiliary micro-actuator and main
VCM motor, but they do not take into account this mutual interactions when positioning
system is equipped with more then one micro-actuator. In this chapter mathematical model
of head positioning system cooperating with more then one side of data disk will be
derived. Firstly the real kinematic structure of HDD positioning system will be decomposed
into elementary joints and links, that allows writing them in terms of open kinematics chain
of small robot manipulators. Next the kinematic chains will be extended to multilayer
kinematics chains. Secondly for multilayer kinematic chains of positioning system (using
commonly known mathematical methods used in robot dynamics) mathematical model will
be formulated and written in terms of Lagrange equations. During the mathematical model
formulation the block matrix will be used for inverting the dynamics matrix of head
positioning system. Finally the general method for dynamic matrix inversion for more
complicated kinematic chains of positioning system will be given and carefully discussed.

2. Kinematic structure of HDD positioning system

2.1 Exemplary modern head positioning systems

The mechanical construction of head positioning system is strongly related with data areal
density. Data areal density denotes the amounts of data which may be stored on unit area of
data disk, and it is expressed in gigabits per square inch (Gb/in?). Nowadays the data areal
density in HDD reaches values up to several hundreds of Gb/in?2 (Trawinski &
Kluszczyniski 2008). For small areal densities (less then few tens of Gb/in?) and resulting
relatively width data track, the commonly used structures of HDD positioning systems were
equipped with only one driving motor - VCM motor. Such a system forms one degree of
freedom (1 DoF) mechanical system, usually equipped with massive E-block. Basic structure
of positioning head system is presented in Fig.1; this positioning system operates with data
areal densities reaching 15 Gb/in2.

In the Fig. 1 the numbers in the circles denote: (1) - E-block, (2) - sliders and heads
suspensions, (3) - flexible printed circuit, (4) - VCM motor armature coil, (5) - pivot. This
positioning system cooperated with spindle system consisting of set of three data discs.
Another example of head positioning system which cooperates with data areal densities
reaching 50 Gb/in2 is presented in Fig. 2. Number in circles denotes this same part of
positioning system like this presented in Fig. 1.
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Fig. 2. Head positioning system for medium data areal densities

It is easy to spot that system presented in Fig. 2 is ready to cooperate only with one side of
data disc. Basing on this two discussed positioning system it is very difficult to eliminate or
suppress all internal disturbances such like: suspension air induced vibration, pivot
nonlinearities, structural resonances of E-block, repeatable run-out (RRO) and non-
repeatable run-out (NRRO) of data track due to rotation of spindle system (Wang &
Krishnamurthy, 2006). This problem may be solved for example by utilising auxiliary
macro-actuators or improvements in control system. (Chen & Horowitz, 2001) for this
reason were proposed the silicon actuated suspension over PZT and achieved range of head
motion (generated by PZT micro-actuator) about +1.3 pm at #30 V supply. In Fig. 3
exemplary and simplified view of PZT micro-actuator for suspension actuation (which is
placed between end tip of E-block and beginning of suspension) is presented (Jiang et al.,
2007), (Rotunno et al., 2006).

Fig. 3. Exemplary PZT micro-actuator for suspension actuation

In Fig. 3 the numbers in the circles denote: (1) and (2) - PZT stripes acting (extends) in
opposite directions under voltage supply, (3) - end tip of E-block, (4) - flexible part -
gimbals, (5) - place for suspension attaching.

Another example of PZT actuated suspension is presented in (Koganezawa & Hara, 2001)
but this time the sheer-mode PZT where used to generate head motion. They achieved the
motion of head in range of + 0.5 um at + 30 V supply.

Placing the PZT micro-actuator between suspension and end tip of E-block may result
(during PZT operation) in structural resonance excitation in suspension, thus certain
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proposition in (Hong et al. 2006) was given for direct drive of the slider. Exemplary view of
PZT actuated slider is presented in Fig. 4.

Fig. 4. Exemplary PZT actuated slider

In Fig. 4 the numbers in the circles denote: (1) and (2) - PZT stripes which are bending under
voltage supply, (3) - flexible part - gimbals, (4) - slider, (5) - place for suspension attaching.

Using higher rate of sampling frequencies in servo system, reducing NRRO and RRO,
reducing air induced vibration due to spoiler (attached over spinning disk) is possible to
push the border of areal density when the auxiliary actuation will be inevitable (Sugaya,
2006).

2.2 Decomposition of head positioning system into joints and links
The mechanical subsystem of head positioning system, as it was mentioned before, may be
represented as a set of stiff links connected by rotary or prismatic joints with one degrees of
freedom. In chosen joint may act torque (or forces) generated by main motor and auxiliary
micro-actuators. Such a set of links and joints is very similar to kinematic chain of small
robot manipulators. But the fundamental difference is in range of motions arising in every
joints. In the robot manipulators joints the ranges of motion are usually high and almost
equal to each other. In case of head positioning systems the angular rages of joint motions
differ very much. Motion of the main joint usually covers the angle between 30 to 40 degrees
for 3.5 inch disk drives, for smaller drives equipped with 2 inch disk (or smaller in diameter)
the range of angular motion may by smaller then 30 degrees. For another joints the values
for angular motion are small (usually few degrees or fraction of degree or micro-degree,
except (Sarajlic et al., 2009)) and depending on kind of auxiliary micro-actuator and its place
in kinematic chain (Sarajlic et al., 2009). For these reasons we may assume forgoing
correlation between real parts of head positioning system and hypothetical robot
manipulator kinematic chain:

- the fundamental kinematic pairs consist of HDD frame and housing, E-block and VCM
armature coil which are connected by rotating joint (pivot). On this joint act torque
generated by VCM motor and torque (force) generated by flexible printed circuit (this
effects will be further omitted for simplicity). The first rotary joint will be treated as
perfect rotary joint (with one degrees of freedom) without any nonlinearities (this is
very serious simplify assumptions). Problem of pivot nonlinearities is discussed in
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(Ohno & Horowitz, 2005). The fundamental link (HDD frame and housing) will be
called as “base” and second link (E-block, VCM coil) will be called as “bough”.

- The second kinematic pair consists of E-block and suspension connected with rotary
joint. On this joint may acts torque (force) generated by PZT micro-actuator or
alternatively spring torque (force), because connection between E-block and suspension
is flexible in predominant cases.

- The third kinematic pair consists of suspension and slider which are connected by
gimbals, but this kind of connections may be alternatively regarded as rotary or
prismatic. Slider forms the fourth link.

- The fourth kinematic pair consists of slider and heads (reading head - magneto-
resistive and writing heads - electromagnetic) connected to each other by means of
prismatic joint. The set of heads forms the fifth link.

All links from third to fifth constitute the “branch” links. Number of links belonging to

branch may vary and it depends on simplification made on kinematic chain of head

positioning system. In illustrative way, the correlations between parts of real head
positioning system and its robot manipulator kinematic chain equivalent representation is

shown in Fig. 5.
Pivot, Third
first joint
joint Second Slider Heads
joint -
— First Second Third Fourth
suspe“5‘°“ %‘ g? joint g?
\ B . T
L N Branch

Base

o ot

Bough Branch

Fig. 5. Positioning system represented as manipulator

On the right side in Fig. 5 the simplified kinematic chain diagram is presented. The signs “x”
denote joints which may be either rotating or prismatic. The first joint (in Fig.5) is rotating
with rotating axis lie in the plain of drawings (and it is perpendicular to the bough). Basing
on this schematic representation same kinematic chains of head positioning system
presented in (Huang & Horowitz, 2005) may be represented in forthcoming figures. The
head positioning system presented in (Huang & Horowitz, 2005) uses two sources of torque
(force), one generated by VCM motor and the second (force) is generated by MEMS micro-
generator (which drives directly the slider), so the simplified schematic representation of
this manipulator is presented in Fig.6 and consists of two rotary joints (with rotating axis
perpendicular to each other) and one prismatic joint (represented MEMS actuated slider).
The second joint with rotating axis perpendicular to the plain of page is, in Fig.6, denoted by
circle. The square with cross inside denotes, in Fig. 6, the prismatic joint.
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First Second Third
joint joint joint
rl N
!lJ Bough ~ Branch E Slider
Base

Fig. 6. Manipulator with 3 degrees of freedom

In Fig.6 in first joint acts VCM motor but second joint is not actuated - this is passive joint
(Trawinski, 2007). The schematic representation of manipulator of positioning system which
may be constructed basing on (Sarajlic et al., 2009) is presented in Fig. 7.

First Second

joint joint

| ] ) Third
!IJ Bough ™~ Branch Iﬂ-l joint

Base I Slider

Fig. 7. Manipulator with 3 degrees of freedom

Kinematic chain of above mentioned manipulator consists of three rotating joints. The last
rotating joint is driven by electrostatic MEMS 3-phase stepper motor (Sarajlic et al., 2009).
This solution allows to compensate skew of reading and writing heads (Sarajlic et al., 2009).
The second joint, as it was in previous case, is not actuated.

2.3 Multilayer head positioning system

Most of presented and known mathematical models of head positioning system assume its
cooperation only with one side of data disk. It allows for analysis of internal dynamic
interaction between parts of positioning systems, but does not take into consideration
mutual interactions between multiple sets of suspensions and heads which cooperate with
other sides of data disk. These mutual interactions may be shown only when the kinematics
chain will be extended by another suspensions, sliders and heads which cooperate with the
other sides of data disk. In our simplified schematic representation, presented in Figs. 6 & 7,
for preparing them to cooperate with two sides of data disk, we have to add another branch.
If it is done the schematic representation of kinematic chains look like these presented in
Fig 8.

a)

! Bough

Base

Branch

Fig. 8. Schematic view of positioning system manipulators capable of cooperation with two
sides of data disk
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When the head positioning system cooperates with set of two disk, and each side of disks is
in use for data storing, then simplified kinematics chain will consist of four branches.
Similarly for more additional disk the number of branches increases gradually for two
branches for each disk. The positioning system now consists of multiple layer, one layer
include single branch and one disk side. Such positioning system with multiple number of
layers included branches, disk sides and bough will be further called as multilayer head
positioning system. The individual branches, which belong to different layers, will be
denoted by small letters starting from “a”, every link of chosen branch will be assigned by
number (starting form “2” upwards) and letter coincide with branch sign. The joints
belonging to chosen branch will be denoted by letter coincide with the sign of branch and
number (starting from “2” upwards). Bough link will be denoted by “1” and first joint by
“(1)”. The simplified schema of exemplary multilayer head positioning system, with
symbols of branches etc., is presented in Fig. 9.

Bough ) Branches
T R
[— branch ,a” - Layer 1
~~~~~~~~~~~~~~~~~~~~~
f— branch ,b” - Layer 2

[ — ] branch ,c” - Layer 3
disk2

f— branch ,d” - Layer 4

. I branch ,...” - Layer,...”

Fig. 9. Simplified schema of multilayer manipulator

For further consideration the multilayer kinematics chain presented in Figs. 8a) & 9 will be
chosen, on its background the mathematical model will be formulated. The analysis of
kinematics chains presented in Figs. 7 & 8.b) is discussed in (Trawinski & Kluszczyriski,
2008).

3. Mathematical model of multilayer head positioning system

3.1 Dynamics matrix formulation
In matrix notation the Lagrange equations are given by:

D§+Cq+G=t1 (1)

here and subsequently D - denotes dynamic matrix, C - centrifugal and Coriolis force
matrix, G - gravitational forces and torque, t - driving torque vector, q - vector of
generalized displacements.

The Lagrange equation is a set of second order differential equation, and for convenient
calculation should be rewritten into normal form:
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)

which consist of the set of two first order differential equations (second set is related with
generalized speeds). In equations (1) and (2) is present the dynamic matrix, which can be
derived from kinetic energy of whole multilayer head positioning system. The kinetic
energy of this system may be expressed in quadratic form which include the dynamic
matrix, as follows:

T= %qTDq ®)

"y

When motion analysis of “j” - link will be carried out according to its centre of masses, then
kinetic energy may be expressed in sun of two terms - translational and rotational terms of
kinetic energy, therefore whole kinetic energy is equal to:

1 1
T=T+T, = Echjvfivcj + Ezwzflffwff @)
] ]

where T, Tk - denote translational and rotational terms of kinetic energy respectively; ;-
mass of the link concentrated in his mass centre; v.; - vector of linear speed; w; - vector of
angular speed of mass centre; I; - mass moment of inertia of link at mass centre.

The vector of linear speed occurring in equation (3) may be expressed in terms of the
jacobian matrices, which describes the relation between joint generalised velocities and
velocities of centre of masses expressed in coordinate system fixed with the base, thus:

VCj = ]vch (5)

where J,; - jacobian matrix of linear speed,
and for angular rotating speed, we have:

®; = Rch]mch (6)

where J;j - jacobian matrix of angular speed; R - matrix of rotation (part of homogenous
transformation matrices) of chosen link mass centre.

For jacobian matrices calculation and homogenous transformation matrices related with
head positioning system refer to (Trawinski, 2007). Substituting (5) and (6) into equation (4),

for “j” links of total “m” number of links (their centre of masses) of multilayer head
positioning system, one may write:

m

1. .
T = EqT § (muszij]mj + ]ZachjchRch]mcj)q (7)
=
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The above derived equation may be expressed in terms of bough kinetic energy component
and branches kinetic energy components:

1. .
T = 2 0{ cl]vcl]le +]mc1RL1IL1Rch w1190 + qu{z mq]ngchs + ]()Lg<ch<ILg<ch<J()cgs)}qg 8)

a“zrr

where m, m; - masses of bough and “j” links of branches; Ju1, Joj - (3%n) dimensional
jacobian matrices of linear speed; Juwc1, Jug — (3%Xn) dimensional jacobian matrices of rotary
speed; I, Igs - (3%3) dimensional mass moment of inertia matrices of bough and branches
“j” links mass centres respectively; g - subscript denotes branch sign; qo - vector of
generalised displacement of first joint - only one quotients q; is not equal zero; qg - vector of
generalised displacement of all branches joints (in this vector q; also is present); n - sum of
number of degrees of freedom of bough and single branch respectively.

Now the expressions in curly bracket in equation (8) allow us to write the dynamic matrices
in form:

k fa, ib,
D a, la 0.
b0 b ©)

Above presented matrix is a block - symmetric matrix, which consist of sub - matrices k, a,

b, ... and a, by, .... The physical interpretation of this sub - matrices is as follows:

e k- self inertial components of bough, it is (1x1) dimensional matrix, which ki; elements
is expressed in form:

3 3 n R
k(n) :mclzjzzvcl_ﬂ+Izc1(ZImcl_ilrcl_i3)2+szc Z vegs_il ZZ zgc Z wegs_i1Tegs_ i3) (10)
i-1 i-1 g s-2

where: Joc1_it, Jwel_it, Jocgs_its Jugsit - elements of jacobian matrices: linear and rotating
speed of bough, linear and rotating speeds of branches respectively; 7.3, 7gs_i3 - (,3)
elements of rotation matrix of homogenous transformation related to appropriate mass
centre.

e a, b, ... - square matrices in which internal diagonal quotients representing the self
inertial components of branches. The quotients which lie above diagonal represent
mutual inertial couplings between joints of chosen branch. This matrix components are
given by:

o diagonal components for ¢ > 2 (c - denotes columns of block matrix (9)):

3
g(c 1,c-1) Z[ cgszlicgs ic Izgs(Z]wcgs_icrcgs_B)zj (11)
i=1
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o above diagonal components for r # c and r 2 2 and ¢ > 2 (r - denotes rows of
block matrix (9)):

_Z[ Z H ]vcga it zgs H Z]wfg< ijlegs_ 13} (12)

5=2 i=1 je{r,c} jefr,c}i=1

e a by, ... - row ((1x(n-1)) dimensional) matrices representing inertial mutual couplings
between joints of branch and bough (the branch-bough inertial couplings). The
components of this matrices are, for r =1 and ¢ > 2, as follows:

3
8k(r,c-1) Z( Z H Jocgs i + Ligs H Z]mcgsijrcgsisj (13)

5=2 i=1 je{r,c} jelr,c}i=1

In the case of multilayer head positioning system, presented in Fig.9 (where it was assumed
that it cooperates with set of two data disk), the dynamic block matrix is expressed by:

(ki | Ay B by b |G Cn | du |
a;, 0,0 O0;0 O0;0 O
a, 10 010 010 O
b, 0,0 0.0 O
b, i 0 0 0 O
b= SO0 0 (14)
cp i 0 0
d, 0
sym. d,,

What is worth to underlining, there exists mutual inertial couplings between each joint of
branches and bough - because the elements of row matrices are different from zero.
However there is not inertial coupling between branches joints - this is a consequence that
rotating axis of second joints (of every branch) is parallel to translation axes of third joints
(of every branch). The self inertial components of bough, for multilayer kinematics chain at
the point, is given by:

k - m IZ +Izc1 + Z ch(al +acg2 g2)2 + Z mcg?)((al + agZCgZ Lg3sg2) + d )
gefa,b,c,d} gefa,c}
p (15)
+ Z Lg’% a] +ag2C +ang35g2) + g3)
getb,d)

where a1, aq, ag, acp, dgs — denotes adequately: length of bough link, position of mass centre
of bough, length of seconds and position of mass centre of thirds links and elongation of

prismatic joints of adequate “g” branches; ., Mg - denotes masses of adequate branches
links; sg, ¢z - denotes the abbreviated notation of cosine and sine functions of second
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joints angles of appropriate branches. The self inertial components of g matrices (for “a”,
“b”,“c” and “d” branches) is expressed by:

2 2 2
{gﬂ = mcgzacgz + Ing + mcg3 (agZ + acg3) + IzgS (16)

8 =My

where I I.¢3 - denotes adequately mass moment of inertia of appropriate branches links.
The branch-bough inertial couplings matrices components are as follows:
e for“a” and “c” branches:

8k = _ngmch(aEg3Cg2 + agZSgZ) (17)
gklZ = _mcg3(a1 + agZCgZ - ucg3ng)

e for “b” and “d” branches:
gk'll = _mn‘g3dg3 (_achCSZ + agZSgZ) (18)
k12 = _mch(al FaCe + anSSgZ)

Components of matrices for “a”, “c” and “b”, “d” branches differs, because the first two
cooperate with top part of data disk, but the other two with bottom part of data disk.

3.2 Dynamics matrix inversion using block matrices

For dynamics block matrix inversion, one advantages may be taken of hers block structure
which allows for her inversion with the help of block matrices. According to the definition
of inverse matrix, we have:

D'D =1 (19)
where 1 - denotes unity matrix, or:
adjD
— D =1
detD, ' (20)

Multiplying then both sides of equation (20) by determinant of dynamic matrix we get
following matrix equation expressed in terms of elementary sub-matrices (corresponding
with bough and branches):

Ay Ay Ay Ay A kia b ic id
Ay Ay, Ay A, Asllagia 000
Ay A, A A, A |bl 10O b 0] 0|=1detD (21)
Ay A, A A 1A |t 100 ci O
Ay A, AL A, (A ||dl 00 0d
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This equation, after multiplication give us a five sets of five matrix equations, with unknown
sub-matrices Aj of adjunction matrix. This sets of equation should be solved according to
unknown Aj; sub-matrices. The exemplary set of five matrix equation - related with the first
row of adjunction matrix and first column of dynamics matrix is presented below:

A k+Aa] +A bl + A cf +A.d] =1detD
A, +A,a=0
A.b, +A.b=0 (22)
Ac,+A,c=0
A d +A.d=0

After solving of this matrix equation (22) and the rest similar, we get (here is only the one of
five sets of solution presented):

A, = detD (k- ka‘laf bbb, —c,c'c; —d,d'd;)™

A, =—detD (k-a,a’a] ~b,b'b] —c,c'c; —d, d'd})"a,a”

A, =-detD (k-a,a ak bbb, —c,c’'c; —d,d'd;)"'b, b B (23)
A, =-detD (k-a,aa] —~b,b"'b] —c,c’'c; —d, d'd]) "¢

A, =—detD (k-a,a’a] —~b,b"'b] —c,c’'c; —d, d'd])™ d d’1

The obtained results should be divided by determinant of dynamic matrix. It is easy to spot
that in the set of solutions appears common quotients, which since then will be called as
heading matrix (element) k;:

=(k-aa'a; -bb'b; —c,c’'c; —d, d'd])" (24)
The heading matrix is present also in diagonal elements of calculated adjunction matrix:

A, =detD (a-a;(k;' +a,a'a;)"a,)™"
A, =detD (b-b!(k;' +b,b'b])"'b,)"
A, =detD (c—c] (k;' +c,c'cf) e,) ™
Ay =detD (d-d' (k' +d,dd")"d,)"

(25)

After division the equation (25) by determinant of dynamic matrix, the diagonal elements of
inverted block matrix are as follows:

=(a—-a;(k;'+a,a"'a;)"a,)™"
b, :(b_b{( Il +bkbilb1) 1bk)
= (k! +eee) o)

(26)
C
d, =(d-di(k;' +d,d"d;)"d,)"
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When all results will be collected together and written in matrix form, it forms the inverted
block matrix of multilayer head positioning system consisted of four branches (which is
presented in Fig. 9):

klj ~kja,a’ l ~k,b,b™ ‘ —klc,(c’:l kdd’

| a, la'ajk,bb? | a'ajk,c,c’ | alajk,d,d”’

S e T b, |b b ke |bibkdd’
Do= _____.P L1 b blage b bxdd (27)

e I L&l Cakdd?

sym. | ! | | d

If head positioning system, in point, will be equipped with three branches the block matrix
presented by equation (27) shrinks to the first four block rows and block columns. Similarly
when head positioning system will consist only with two branches, then inverted block
matrix will decreased to three block rows and block columns. The relation between numbers
of branches of multilayer head positioning system and construction of inversed dynamic
block matrix in illustrative way is presented in Fig. 10.

four branches
A

three b/r\anches

two branches
A

one branch
[k, fi[-kaa’[[  —kbbT k¢ ¢! —k,d,d’

|
|
|
|
|
|
=z -
! o || clekdd”
1
I
I

Fig. 10. Increase of inversed dynamic block matrix dimension v. branch number increase

And also the heading matrix change when number of branches will change. When
multilayer head positioning system is equipped with three branches from equation (24)
disappears the last term, but when he is equipped with two branches - disappears two last
terms, etc. The relation between numbers of branches of multilayer head positioning system
and construction of heading matrix (elements) is presented in Fig.11.

four br?nches

three brkanches

two branches
A

one branch

k, =((k |-[a,a"a[ | -[bb7b}] {c,c”c] |-[d,dd])"
Fig. 11. Increase of heading matrix components v. branch number increase




142 Robot Manipulators, New Achievements

The dimension of heading matrix not changing versus increase of number of branches, her
size is defined when dynamics block matrix is formulated and always is (1x1). Only
numbers of components in equation (24) changes upon branch numbers change.

As my be observed in equation (27) and Fig.10 the rest elements of inversed dynamic matrix
my by easily derived. The heading matrix in every block columns (except the first one) of
inversed dynamic block matrix is right hand multiplied by product of two matrices -
inversed self inertial components matrix of the branch (given by general equation (11) and
(12)) and transposed branch-bough inertial couplings matrix (given by general equation
(13)), which actually lie in desired column before dynamics matrix inversion.

Every block rows (except the first one) of inverted dynamic block matrix should be left hand
multiplied by product of two matrices - inversed self inertial matrix of branch and
transposed branch-bough inertial couplings matrix, which actually lie in desired column
before dynamics matrix inversion. In illustrative way the deriving the rest components of
inversed dynamics block matrix of multilayer head positioning system is presented in
Fig.12.

r | |
K, | |k

a,r | T [ .~
a ak | |

_— e —
-13.T | |
b"b, ! [k

—===f===—q===== F=——---
-1_.T | |
c C H H

T i

sym. : :

Fig. 12. Graphical method for deriving the components of inversed dynamics block matrix

4. Conclusion

The formulated dynamics block matrix of multilayer head positioning system consist of sub-
matrixes which are related directly with structure of his kinematic chain. The dynamic block
matrix consists of: bough self inertial matrix, self inertial matrix of branches, branch-bough
inertial coupling matrix. The bough self inertial matrix is always one by one dimensional.
But this matrix is very sensitive for increase of numbers of branches, adding one new branch
into kinematic chains it result in two new components in equation (10). The self inertial
matrices of branches are square, symmetrical matrices which may be very often diagonal
matrices (Trawinski, 2007), (Trawiniski, 2008). The dimension of these matrices always
equals the branches number degrees of freedom. The branch-bough inertial couplings
matrices are row matrices with numbers of elements equalling the numbers of degrees of
freedom of chosen branches. The presented block matrices of multilayer head positioning
system may be easily inverted by methods presented in chapter 3.2. In inverted form of
dynamic block matrix the common heading matrix is present and the rest of inverted matrix
element may be expressed in terms of them. Assumed and presented division of dynamics
matrix into block matrix is natural and strictly related with structure of kinematic chain. In
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some special cases of multilayer head positioning system it is possible to divide dynamics
matrix into very small block matrices - one by one dimensional. It usually happens when
the number of degrees of freedom equals two. For highest numbers of branch degrees of
freedom the division of dynamics matrix, which assure smallest possible dimensions of sub-
matrices, is that presented in this chapter. One should be stressed that sizes of sub-matrices
of dynamics block matrices influence on numbers of algebraic operations which have to be
made during inversion process. This problem is discussed in (Trawirski, 2009).
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1. Introduction

Classically, manipulators consist of several links connected together by joints. The main
purpose in using these robots is to manumit the human from tedious, arduous and
repetitive tasks. Nevertheless, the limited dimensions of the links and the morphology of the
fixed-base manipulators, create, therefore, limited accessible workspaces.

To support the development and the new application fields of manipulators, the locomotion
had to be combined to the manipulation creating, thus, mobile manipulators. This kind of
robots consists of coupling manipulation (represented by a manipulator) and locomotion
(represented by a mobile base). The conventional structure of this type of robots is a
manipulator mounted upon a mobile base. The mobility extends the workspace of the
manipulator and increments its operational capability and flexibility (Sugar & Kumar, 1998).

Mobile manipulators allow the most usual missions of robotics that require both abilities of
locomotion and manipulation. They have applications in many areas such as grasping and
transporting objects, mining, manufacturing, forestry, construction, etc. Recently, target
environment for for activity of such robots has been shifting from factory environment to
human environment (Nagatani et al., 2002) (offices, hospitals, homes, assistant for disabled
and elderly persons, etc.) because they are particularly well suited for human-like tasks
(Alfaro et al., 2004).

However, the motion study of these robots is different and more difficult than that of
manipulators. Firstly, combining a mobile base and a manipulator creates redundancy.
Secondly, the mobile base has a slower dynamic response than the manipulator. Thirdly, the
mobile base is often subject to non-holonomic constraints while the manipulator is usually
unconstrained. Finally, the task to be carried out by the robot must be decomposed into tiny

movements to be executed by the manipulator and large movements to be carried out by the
mobile base (Chen et al., 2006).
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In recent years, there are a number of researchers studying mobile manipulators control.
These studies led to different approaches.

One of the general approaches is to consider the locomotion as extra joints of the
manipulator (Nagatani et al., 2002). In this case, the mobile manipulator is regarded as a
redundant robot where the redundancy is introduced by the motion of the mobile base
(Sasaki et al., 2001). Erden and colleagues (Erden et al., 2004) describe a multi-agent control
system to a service mobile manipulator that interacts with human during an object delivery
and hand-over task in two dimensions. The identified agents of the system are controlled
using fuzzy control. The membership functions of the fuzzy controller are tuned by using
genetic algorithms. The authors in (Chen et al., 2006) propose a three-level neural network-
based hierarchical controller. The bottom-level controls each joint motor independently. The
middle-level consists of a neural network and two sub-controllers. The high-level is a task-
planning unit that defines the desired motion trajectories of each degree of freedom (dof).
Colle et al. (Colle et al., 2006) propose a multi-agent system for controlling their mobile
manipulator ARPH. For each articulation is affected a reactive agent that realize in parallel a
local task without a priori knowledge on the actions of the other agents. Each agent
computes the current position of the end-effector and attempts by tiny local movements to
match that position with the desired one.

The other type of approaches controls separately the mobile base and the manipulator
neglecting the dynamic interaction between the two sub-systems. Such strategies are
appropriate when the coupled dynamics is not significant (ex. when the robot moves at low
speed) (Chen et al., 2006). The authors in (Waarsing et al., 2003) implement a behaviour-
based controller over a mobile manipulator to make it able to open a door. The locomotion
control system, the manipulator control system and the sensor systems cooperate in order to
realize such a behaviour. Petersson et al. (Petersson et al., 1999) propose an architecture that
enables the integration of the manipulator into a behaviour-based control structure of the
mobile base. This architecture combines existing techniques for navigation and mobility
with a flexible control system for the manipulator.

The robot, as human, must have the ability to obtain information about its environment in
order to achieve each step of the manipulation task. The most important sensor which
provides rich and varied information on the environment is the vision sensor (the camera)
(Trabelsi et al., 2005). Based on hand-eye relation, visual servo system has two types of
camera configuration (i) Eye-in-hand configuration and (if) Eye-to-hand configuration
(Flandin et al., 2000). The manipulator behaves as a hand and the camera as its eye. The
camera is said as Eye-in-hand when rigidly mounted on the end-effecter. Here, there exists a
known, often constant relationship between the position of the camera and that of the end-
effecter. The camera is said as Eye-to-hand when it observes both of the robot and the (Muis
& Ohnishi, 2005). Visionbased servoing schemes are flexible and effective methods to
control robot motion from camera observations (Hutchinson et al., 1996). Many applications
in vision-based robotics, such as mobile robot localization (Blaer & Allen, 2002), object
grasping (Muis & Ohnishi, 2005) (Janabi-Sharifi & Wilson, 1998) and manipulation (Trabelsi
et al., 2005), handling and transporting objects from one place to another (Trabelsi et al.,
2005), navigation (Winter et al., 2000), etc.

This chapter highlights several issues around mobile manipulation in indoor environments.
The first aspect consists of planning a coordinated trajectory for the non-holonomic mobile
base and the manipulator so that the end-effector of the robot can be as near as possible,
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from a predefined operational trajectory. The second aspect deals with a position-based
servoing control of mobile manipulators by using an eye-in-hand camera and a LMS sensor.
These applications are developed within the framework of control architecture of such
robots while taking into account the constraints and difficulties mentioned above. The
architecture consists of a multi-agent system where each agent models a principal function
and manages a different sub-system of the robot. The unified models of the mobile
manipulator are derived from the sub-models describing the manipulator and the mobile
base. These applications are considered in the case of the RobuTER/ULM mobile manipulator
of the Division of Computer-Integrated Manufacturing and Robotics of the Advanced Technologies
Development Centre.

The second section of the chapter describes the hardware and the software architecture of
the experimental robotic system. Section three explains the multi-agent architecture
proposed to control mobile manipulators. Section four describes the implementation of the
control architecture. The agents are implemented as a set of concurrent threads
communicating by TCP/IP sockets. In addition, the threads of each agent communicate by
shared variables protected by semaphores. The autonomy of decision-making and the
cooperation between the agents are presented in section five through two problems. The
first one focuses on trajectory planning and control for mobile manipulators. The end-
effector of the robot has to follow a predefined operational trajectory (given by a set of
Cartesian coordinates (x, y, z)) while the mobile base avoids obstacles present in the
environment. The second part of the experiments, in order to give the robot the ability to
manipulate in an indoor environment, deals with position-based servoing control of mobile
manipulators using a single camera mounted at its end-effector (eye-in-hand camera) and a
LMS sensor. Conclusions and future works are presented at the end of the chapter.

2. Architecture of the experimental

The experimental robotic system, given by Fig. 1, consists of a Local (Operator) site and a

Remote site, connected by wireless communication systems:

e Local site: it includes an off-board PC running under Windows XP, a wireless TCP/IP
communication media, a wireless video reception system and input devices.

e Remote site: it includes the RobuTER/ULM mobile manipulator, a wireless TCP/IP
communication media and a wireless video transmission system.

2.1 Architecture of the RobuTER/ULM mobile manipulator

RobuTER/ULM is composed of a rectangular differentially-driven mobile base on which is
mounted a manipulator. The robot is controlled by an on-board MMX industrial PC and by
four MPC555 microcontroller cards communicating via a CAN bus. The on-board PC is
running under Linux 6.2 with RTAI layer 1.3. This layer interfaces C/C++ application with
that developed under SynDEx (http://www.syndex.org). The first MPC555 card controls
the mobile base. The second and the third control the first three and the last three joints of
the manipulator. The last MPC555 controls the effort sensor.

The mobile base has two driven wheels ensuring its mobility and two free wheels to
maintain its stability. The mobile base is equipped with a belt of 24 ultrasonic sensors, a
laser measurement system at the front and an odometer sensor on each driven wheel.
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The manipulator is a six-dof ultra-light manipulator (ULM) with two-finger electrical
gripper. All of the joints are rotatable. The manipulator is equipped with incremental
position sensor for each articulation and with a six-dof effort sensor integrated on the
gripper.

The robot is also equipped with a monochrome CCD camera placed on the gripper (eye-in-
hand camera) with an acquisition card. The resolution of the camera is 352*240 pixels.
Images are directly transmitted to the off-board PC via the wireless video transmission
system. The camera is maneuverable enough to explore the environment of the robot due to

the six dof of the manipulator.
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Fig. 1. Architecture of the experimental robotic system

2.2 Kinematic analysis of RobuTER/ULM

2.2.1 Main reference frames
The kinematic analysis of the robot needs to focus on the following main reference frames

and transformation matrices (Fig. 2) (Hentout et al., 2009a):
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Y ATy

Fig. 2. Reference frames of the RobuTER/ULM and the transformation matrices

o R, =1(04%,,Y42): The absolute reference frame.

o Ry = (0g,%5,Y5 2Z5): The mobile base reference frame.

® Ry = (04, %y ,Yu zy): The manipulator reference frame.

o  Rp = (0g%z,Y5 25): The end-effector reference frame.

o R =(0q%¢,Ye Zc): The camera reference frame.

e R, =(0,%,7): The image reference frame.

e  MTg: The transformation matrix defining Rg in R It corresponds to the Kinematic Model
of the manipulator(see 2.3.2).

e BTy This matrix defines Ry in Rp(see 2.3.4).

e ATy This matrix defines Rp in Ra(see 2.3.4).

o AT is the matrix defining R in Ra(see 2.3.4).

e  ITc: The camera intrinsic parameters matrix (see 4.3.1).

e  CT4: The camera extrinsic parameters matrix (see 4.3.1).

e ITj: The camera projection matrix (see 4.3.1).

e ETc The Camera/Gripper transformation matrix (see 4.3.2).

2.2.2 Kinematic analysis of the ULM manipulator

The position coordinates and orientation angles of the end-effector are calculated in Ry by
(1) following the Modified Denavit-Hartenberg (MDH) representation (Khalil & Kleinfinger,
1986) where MT, defines R, in Ry, ¥1Tj (k=3... 6) defines Ry in Ri; and ¢TrdefinesRg in Re.

MTg = MTy x 2Ty % *Tyx Tg » T °T; M
MT;, 6T and k1T are given by (2) (Dombre & Khalil, 2007):
cos 0y, —sin 6, 0 a
cosay *sinf), cosay *cosf, —sinf, —dy *sinay )

sinay * sinf,  sin ay * cosf; cosay dg * cosay
0 0 0 1

k=1p _
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The different MDH parameters o, di, Ok, ax and the joints limits of the ULM manipulator are
given in Table 1 (Hentout et al., 2009a).

k ax (rad) | dk(mm) Ox ak(mm) | Owmin(°) | Qwmax(°)
1 0 d1=290 01 0 -95 96

2 n/2 | d»=108.49 02 0 -24 88

3 /2 | do=113 0 =402 - -

4 /2 0 03 0 -2 160

5 /2 ds=389 04 0 -50 107

6 -11/2 0 05 0 -73 40

7 /2 derr=220 Os 0 91 91

Table 1. The MDH parameters and the joints limits of the ULM manipulator

2.2.3 Kinematic analysis of the mobile base

Assuming that the robot moves on the plane, the kinematic model of the non-holonomic
mobile base can be decided, in Ra, by three parameters: Xz, Yp and 0p the Cartesian
coordinates and the orientation angle. During its motion, the mobile base calculates, by
odometry, its position coordinates and orientation angle in real time as shown in (Hentout
et al., 2009a).

2.2.4 Kinematic analysis of the mobile manipulator
It involves the interaction between the mobile base and the manipulator. The location of the
end-effector is given in R4 by:

ATg = ATy x BTy » MTg ®)

ATp and BTy are given by (4) and (5) respectively. (X3, Ys, Zp) are the Cartesian coordinates
of Op in Ra and (Xum, Ym, Zum) are the Cartesian coordinates of Op in Rp.

cosfg —sinfy 0 Xj
Ap _ |sinfp  cosfp 0 Yp
Ts 0 0 1 Zg @)
0 0 0 1
1 0 0 Xy
B [0 1 0 Yy
=y 0 1 Zu ©®)
00 0 1

For RobuTER/ULM, as shown in Fig. 3, Zp=120mm, X»=30mm, Yy=0mm and Z=520mm
(Hentout et al., 2009a).
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A
Fig. 3. Kinematics parameters of RobuTER/ULM

X

3. Multi-agent control architecture of mobile manipulators

Fig. 4 shows the proposed multiagent control architecture of mobile manipulators as
proposed in (Hentout et al., 2008).The architecture consists of six agents: Supervisory Agent
(SA), Local Mobile Robot Agent (LMRA), Local Manipulator Robot Agent (LARA), Remote Mobile
Robot Agent (RMRA) and Remote Manipulator Robot Agent (RARA). Each agent models a
principal function of the mobile manipulator and manages a different sub-system. In
addition, for each agent corresponds a mechanism connecting the four capacities
Superuvision, Perception, Decision and Action explained in more details in (Hentout et al., 2008).
The Supervision capacity is a virtual entity that select modules which result in the necessary
behaviour facing a given situation.

The following are the basic functions of the architecture agents (Hentout et al., 2009b):

SA, Supervisory Agent: SA receives the mission to be executed, decides on its feasibility
according to the status and the availability (Perception + Decision) of the required
equipments and resources of the robot (sensors, mobile base, manipulator, camera, etc.).
If the mission is accepted, SA distributes it on on the corresponding agents for
execution (Action).

LMRA, Local Mobile Robot Agent/LARA, Local Manipulator Robot Agent: It receives the
remote environment information of the mobile base/manipulator in order to build an
up-to-date image on the environment where the robot evolves and, obtains feedback
(reports) from RMRA/RARA on the execution of operations (Perception). In addition, the
agent cooperates with the other agents (LARA/LMRA, VSA) in order to make a decision
(Decision) according to the received information (sensors information, reports, etc.) and
the status of the other agents of the architecture. At the end, it sends requests to
RMRA/RARA for execution (Action).

VSA, Vision System Agent: This agent observes the environment of the robot (Perception)
by the vision system (the camera installed on the robot) and extracts useful and
required information for the execution of the mission (Decision + Action) from captured
images (images processing, localization and recognition of objects, etc.).

RMRA, Remote Mobile Robot Agent/RARA, Remote Manipulator Robot Agent: This agent
scans the various proprioceptif and exteroceptif sensors equipping the mobile
base/manipulator (Perception) and sends the useful information to LMRA/LARA in
order to maintain a correct representation of the environment. In addition, this agent
ensures the local control of the mobile base/ manipulator by sending instructions to its
actuators and executing the multiple control strategies (navigation of the mobile
base/motion of the manipulator) offered by LMRA/LARA (Decision + Action).
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Fig. 4. Multi-agent control architecture

4. Implementation of the control architecture

The agents must be able to respond to asynchronous and external events, and to deal with
requests, as soon as possible, according to the dynamics of the robot. Consequently, each
agent is implemented as a set of concurrent communicating entities (a set of threads)
executing autonomously and in parallel.

The agents communicate by sockets using TCP/IP protocol. Furthermore, semaphores are
used to protect the access to the shared variables between the threads of the agent.
P(Variable) to lock and V(Variable) to unlock the access to these variables. In addition, each
agent has a Knowledge Base that describes its configuration. More details on the
implementation of the multi-agent control architecture can be found in (Hentout et al.,
2009c¢) (see Fig. 5 for the legend of the next figures of this section).

LMRA, LARA, VSA and SA agents are developed in Visual studio C# 2008 and installed on
the off-board PC. RMRA and RARA agents are installed on the off-board PC. They are
developed in C/C++ and SynDEx.

Actlvatlon/Deactlvatlog Communication Link - Readmg» ertmg
Fig. 5. Legend of the different components of the agents
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4.1 Supervisory Agent

The Supervisory Agent (Fig. 6) consists of the following threads:

e Configuration: This thread allows the operator to configure the agent (ID, port,
competences, etc.) and to introduce all the information on the knowledge of the agent,
and the partial knowledge about its acquaintances and its environment.

e Communication: it interfaces the agent with its acquaintances. It contains traditional
communication functions as Connect, Disconnect, Send and Receive.

e Supervision: Its role is to activate threads that result in the necessary behavior (facing a
given situation) and deactivate the others.

e Human/Robot Interface: it displays data of odometer, LMS, US, effort and joints positions
sensors, the state of the gripper, CCD camera images, etc. In addition, it allows the
operator to introduce the mission to be executed by the robot and to dialog with the
control architecture.

e Mission Decision: This thread decides either the mission to be carried out by the robot is
accepted or not. For this aim, it checks the availability and status of all the required
resources. If the mission is accepted, it is sent to the other agents for execution.
Otherwise, this thread informs the operator of its incapacity to accomplish this mission.
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Fig. 6. Multithreading architecture of SA

4.2 Local Mobile/Manipulator Robot Agent
The Local Mobile/Manipulator Robot Agent (Fig. 7) consists of six threads:

e Communication High-level: communication with the other local agents.

e Communication Low-Level: it allows communicating with RMIRA/RARA agent.

e Configuration.

®  Supervision.

e Sensors Processing: it receives information on the environment of the remote robot. LMS,
US and Odometer sensors for the mobile base; Positions sensors, Effort sensors and the
State of the gripper for the manipulator.

e Position Calculation: for the Mobile Robot agent, this thread calculates the position of the
mobile base on a plan relatively to any frame (Rp or Ra).
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For the Manipulator Robot agent, this thread tests either a given Cartesian position
belongs of the current workspace of the manipulator or not. In addition, this thread
calculates the Direct Kinematic Model (DKM) and the Inverse Kinematic Model (IKM) of the
manipulator.

[ Other Local Agents ]

Configuration| Communication %~
Parameters(k) High-Level =

Positions
Calculation

Communication
Low-level

0
Knowledge] @ @
Base

Remote (Mublle/Mdmpuldlor) Robot Agent

Fig. 7. Multithreading archltecture of LMRA/LARA

4.3 Vision System Agent

The images captured by the CCD camera of the robot must undergo several operations to

extract useful information and to calculate the coordinates of the objects of the scene. The

Vision System Agent (Fig. 8) is composed of the following threads:

e Communication.

e Supervision.

e [Image Capturing: The CCD camera of the robot delivers continuous video images of the
scene. Images are stocked in Image.

e Configuration: the configuration of this agent consists of the Camera calibration (see 4.3.1)
and Camera/Gripper calibration (see 4.3.2). These parameters are stored in the knowledge
base of the VSA agent.

e Image Processing: Firstly, the Median filter is applied to remove the noise. It consists of
replacing the value of a pixel by the median value of its neighbor pixels. Secondly, the
resulting image is binarised. The binarisation consists of transforming the image into
another format with two colors only: black for the objects and white for the background.
Thirdly, objects contours are detected. The contours consist of finding pixels in the image
that correspond to changes of the luminance intensity. The algorithm of Canny (Canny,
1986) has been used. Finally, the forms recognition (characterization) consists of identifying
the forms and classifying them in the corresponding category (triangles, rectangles,
circles, etc.). To this aim, the Hough transformation (Duda & Hart, 1972) has been used.The
result is saved in Processedlmage.

e 2D Extraction: this thread calculates the 2D coordinates of the gravity center (u;, v;) of all
the objects. The results are stocked in UV array of 1 elements.
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e 3D Extraction: The aim of this thread is to compute the 3D real coordinates (x, y, z) of the
objects of the scene using the calibration parameters of the CCD camera.With a single
camera, it is possible to estimate only two coordinates (y, z). Thus, to get the other one
(x), another measurement system is needed. The used approach is that developed in
(Bouzouia & Rahiche, 2009). It is as follows:

e  From the captured and processed image, the (y, z) coordinates of the selected object
are calculated by using the camera model obtained by the calibration process.
e  The measure representing the other component (x) is obtained from the LMS sensor.
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Fig. 8. Multithreading architecture of VSA

The acquisition, Filtering, Segmentation and Characterization steps are illustrated in Fig. 9
(Bouzouia &Rahiche, 2009).
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Fig. 9. Result of the image processing process
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4.3.1 Camera calibration

Camera calibration consists in determining the 3x4 transformation matrix /T4 that maps a
X

3D coordinates of a point in the space P [y] expressed inRx using a calibration grid, onto its
Z

2D image projection whose coordinates m [:] are expressed in pixel in R (Telle et al., 2003).

The relation between P and m is given by (6) where s is an arbitrary scale factor (Muis &

Ohnishi, 2005):
Su
[sv] = I, %

N

(6)

=N R

For the camera calibration, the method proposed in (Bénallal, 2002) is adopted. It consists of
solving (7) with n>6 (Hartley & Zisserman, 2001) and 11, m12 ... m33 are the elements of the
matrix ITa.

_mll_
m
X yi oz 10 0 0 0 —u.x; —u.y; —Up.Zp] miz Uy
0 0 0 0 x4 y1 v 1 —-vixqy -Vi.y1 —V1.24 My 121
Xy Y2 Zp 1 0 0 0 0 —Up. Xy —Up. Y2 —Uy. 2, My, Uy
0 0 0 0 «x z, 1 —v,x —Vs. —Vy. Z v
2 V2 22 2:X2 2:)2 2222 my, | =| 2 %
' ’ my3
S T T B S L
Xn Yn Zn Up-Xn Un-Yn Up-2Zn msq n
L0 0 0 0 x, Vo 2z, 1 —-vpX, —VpnVn —Vp.Zpl My LUp
LM 331

The obtained matrix M is given by (8) (Hentout et al., 2009d):

0.6498 0.1155 -—0.434 139.8394

<—0.2057 0.8110 -0.079 69.4449 >
M =
0.0005 0.0002 0.0006 1

4.3.2 Cameral/Gripper Calibration

Camera/Gripper calibration consists of finding the matrixETcdefining Rc in Re.

Let €Tajand €Ta, be the transformation matrices defining a first and a secondposition of the

camera in Ra. Let MTg; and MTE; be the transformation matrices defining the two positionsof

the end-effector in Ry corresponding to the first and the second position of the camera.

To find the Camera/Gripper calibration matrix ET¢, the method developed in (Tsai & Lenz,

1989) is chosen. It is based on the Least squares method and consists of solving (9) where:

e A=(°Ta2)*(Ta1)!: The measurable transformation matrix of the camera from its first to
its second location (relative camera motion).

e B=(MTg)1*(CTE1): The measurable transformation matrix of the gripper from its first to
its second location (relative robot gripper motion).

Ax BT, = ET. «B 9)

The obtained matrix ET¢ is given by (10) (Hentout et al., 2009€):
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0.7322 —-0.6573 0.1787 -183.1608

Ep 0.6595 0.7497  0.0555 —69.4161 (10)
¢ —-0.1704 0.0772  0.9823 0
0 0 0 1

4.4 Remote Mobile Robot Agent

The Remote Mobile Robot Agent, given by Fig. 10, consists of seven threads:

e Configuration.

o Communication.

e Supervision.

e Reading LMS Sensors: it scans continuously the serial port of the LMS sensors and stores
data in ValuesLMS of 181 items.

e Reading US Sensors: This thread, in its turn, reads constantly the US sensors and stores US
data in ValuesUS of 24 items.

e Odometry: This thread reads the values of the incremental encoders (E_R, E_L), installed
on the driven wheels of the mobile base, and calculates its current position and
orientation angle (New_X, New_Y, New_0) as shown in (Hentout et al., 2009a).

e Navigation: it consists of the main role of this agent. It uses data of all the other threads.
Navigation calculates velocities (Spd_R, Spd_L) to be sent to the actuators of the mobile
base in order to move to a Target position given by (Xtarget, YTargets OTarger) While avoiding
possible obstacles.

[ Local Mobile Robot Agent ]
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Parameters

________________

.
.

[ Physical Robot layer
Fig. 10. Multithreading architecture of RMRA
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4.5 Remote Manipulator Robot Agent
The Remote Manipulator Robot Agent (Fig. 11) is composed, in its turn, of seven threads:

e Communication.

e Configuration.

e Supervision.

e Reading Positions Sensors: it reads the incremental positions sensors (Pcln) installed on
each articulation of the manipulator and saves data in ValuesPos of 6 elements.

e Reading Effort Sensors/State Gripper: this thread, in its turn, reads the effort sensor data
(Gripper) and the state of the gripper (Opened or Closed). This thread stores read data in
ValuesGripper of 7 items (Forces (Fx, Fy, Fz), Torques (Tx, Ty, Tz), State of the Gripper).

e Open/Close gripper: it opens or closes the gripper.

e Movement: This thread consists of the main role of this agent. It calculates orders (PcOut)
to be sent to the actuators of the manipulator in order to move to a Target position given
by (Q: ...Qs) with a given velocity V; (i=1...6) for each joint.

[ Local Manipulator Robot Agent
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Parameters
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— _. } :
., L
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_____ A .
lGrlpper i chOut' ! Pclnl
______ [ep— [Ep——
\ J

AN
| U U

Physical Manipulator Robot layer

Fig. 11. Multithreading architecture of RARA

5. Experimental part

The core thinking of modeling and controlling mobile manipulators using a multi-agent
system is that of realizing cooperation between the manipulator, the mobile base and the
sensors system. In order to show the validity of the implementation of the SA, LMRA,
LARA, VSA, RMRA and RARA agents, two different missions are considered in this section.
For the envisaged experiments, all the positions and orientations are given in Ra. In
addition, two cases are distinguished (Fig. 12):
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o The Target belongs of the current workspace of the robot: this task requires only the motion
of the manipulator.

o The Target is outside the current workspace of the robot: In this case, the mobile base moves
until the Target is within the new workspace of the manipulator. Then, the robot
manipulates the Target with its end-effector.

- The workspace of - S~ The workspace of

- ]
s the robot e r\_')/%h S the robot
o ’ <2 » o

\ ’ | \

! g » x | ‘ g

\ \

. 'y . !
N /"\fhe Target o The Target

Fig. 12. The two possible cases for a given Target

5.1. Following a predefined operational trajectory

This experiment presents trajectory planning and control for mobile manipulators. The end-
effector of the robot has to be, as near as possible, from a predefined operational trajectory
(given by a set of Cartesian coordinates (X, Y, Z)) while the non-holonomic mobile base has
to avoid the obstacles present in the environment.

5.1.1 Straight-line following

In this experiment, as shown in Fig. 13, the operational trajectory to be followed by the end-

effector of the robot consists of a straight-line connecting an initial position Pi(X; Y;, Z;) to a

final position P(Xj, Y5 Zy) (Hentout et al., 2009e).

To compute the imposed positions (Targets) to be reached by the end-effector, let’s consider:

e [P;, P{: the segment connecting P; to Py.

* p(Xp, Yy, Z): the current position coordinates of the end-effector.

e N(Xy, Yi, Zi): the projection of p on the segment [P;, Pf.

e New_X, New_Y, New_0: the current position coordinates and orientation angle of the
mobile base.

o Positioni(Xpmit, YBmir, Gsmir): the initial position coordinates and orientation angle of the
mobile base.

o Positionriu(Xsrin, Ysrin, O8Fin): the final position coordinates and orientation angle of the
mobile base.

o m(Xy, Ym Zn): a point in the space.

(X =t*(Xr — X;) + X

X =t (=) +,

Im=tx(Zs —Z)+ 7
te[0,1]

me [P, P & ! (11)

hp is orthogonal to ]3,-71?/ So:

(Xn=Xp) * (Xp=X1) + (Ya=Yp) = (Yp=Y) + (Zn=2p) * (%= 21) = 0 (12)
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From (11) and (12), the position of h (the next Target to be reached by the end-effector of the

robot) on the segment [P;, P{ is given by (13):
X, =t*(X, - X)+X,
Yy=t*(Y, = Y)+7Y,
Z,=t*(Z,~Z)+Z,
e X, - X)*(X,-X)+(X, -Y)*X,-Y)N+(Z,-Z2)*(Z,-Z)
X, =X+, =Y +(Z,-Z,)

The positioning error of the end-effector is calculated by (14):

Err = \/(Xh - Xp)Z + (Yh - Yp)Z + (Zh - Zp)Z
Z
PXy, Yy, Z)

The straight-line

Positiong,

Obstacle

Position,;

Fig. 13. The straight-line following mission and its parameters

The straight-line following algorithm for LARA is given as follows:
Straight_Line_Following I.ARA(P;, P){
if(Pi¢ Current workspace of the manipulator)
wait for message (Mobile base in Positiony,;) from LMRA,
Generate the possible orientations for P; using the IKM;
Qji(i=1...6) = Choose the best configuration;
Send Move(Qi(i=1...6)) to RARA;
while (P 1= P){
Receive (New_X, New_Y, New_0) from [LMRA,;
Calculate P in R4 according to (New_X, New_Y, New_0);
if (P [P, PD{
Calculate 4, the projection of P on [P}, PJ;
Generate the possible orientations for 4 using the IKM;
Qi(i=1...6) = Choose the best configuration;

}
Send Mowve(Qi(i=1...6)) to RARA,

}

The straight-line following algorithm for LMRA is given here below:
Straight_Line_Following I.MRA(P;, P){

(13)

(14)
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Calculate Positiony,i; corresponding to Pj

Send Move(Positiony,i;) to RMRA,

wait for (Mobile base in Position;,) from RMRA,

Send (Mobile base in Position,;) to LARA,

Calculate Positionr;, corresponding to Py

Send Move(Positionri,) to RMRA,

while (New_X, New_Y, New_0)!="Pasition){
Receive (New_X, New_Y, New_e) from RMRA;
Send (New_X, New_Y, New_0) to [.ARA,;

}

These two previous algorithms are executed in parallel on the off-board PC by the
corresponding agents. In addition, LMRA and LARA send requests and receive sensors data
and reports from the corresponding agent (RMRA and RARA). At the same time, RMRA and
RARA move towards the received positions: Positionr;, for the mobile base and (Qs ... Qs) for
the manipulator.

5.1.2 Experimental result

The straight-line following algorithms proposed previously for LMRA and LARA are

implemented to the RobuTER/ULM. (13) is used to generate the Target positions so that the

end-effector of the mobile manipulator follows the desired line (Hentout et al., 2009e).

For this experiment Pi(X;, Y;, Z;) =(-691.72mm, -108.49mm, 1128.62mm) and PAXj, Yy, Z) = (-

2408.17mm, -108.49mm, 1472.30mm). Therefore, the operational trajectory consists of a

straight-line with a slope of about 350mm (343.68mm).

The initial posture of the mobile base and that of the end-effector corresponding to P; is

Targetiif(Ximit, YBinit, O8inity XEmity YEity ZEit, Wemity Oemit, @emid) = (0mm, Omm, 0°, -691.72mm, -

108.49mm, 1128.62mm, -90°, -90°, -90°). For this initial position, the initial joint angles (Q1mit,

Q2mity Q3tmit, Qumnity Qsmit, Qemit) = (0°, 60°, 0°, 0°, 32°, 0°).The final position of the mobile base

and that of the end-effector corresponding to Pis Targetrin(Xsrin, YBFin, O8Fin, XEFin, YEFin, ZEFin,

WeFin, OtFin, @EEin) = (-1920mm, 2mm, 15°, -2408.17mm, -108.49mm, 1472.30mm, 0°, -90°, 0°).

For this final position, the final joint angles (Qirin, Q2rin, Q3Fin, Qarin, QsFin, Qerin) = (37°, 52°,

61°, 73°, -57°, 28°).

Two cases are tested for this example(Hentout et al., 2009):

e The environment of the robot is free (no obstacles are considered). The motion of the
mobile base consists also of a straight-line connecting Positiony;: to Positionri,. For this
case, the robot follows perfectly the imposed straight-line.

e The second case is more difficult. The non-holonomic mobile base has to avoid an
obstacle present in the environment while the end-effector has to be always at the desired
configuration (on the straight-line).For the second case of this experiment, the
operational trajectory followed by the end-effector and the imposed trajectory for the
end-effector are shown on Fig. 14.



162

Robot Manipulators, New Achievements

1500 —
1450 —|

1400~

-—— Real trajectory

mposed straight—line.i

Y

Fig. 14. Imposed operational trajectory and the real trajectory of the end-effector

The real joints variations rather than the desired trajectory for some joints (1, 2, 3 and 5

respectively) are shown on Fig. 15.
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Fig. 15. Joints variations and desired trajectories of some joints

Fig.16 shows the trajectory followed by the mobile base and the avoidance of the obstacle.
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Fig. 16. Real trajectory followed by the mobile base
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5.1.3 Discussion of results

Figs. 14, 15 and 16 showed the operational trajectory of the end-effector, the variations of
some joints of the manipulator and the motion of the mobile base respectively. The mission
took about 160 seconds.

The maximum positioning error calculated by (14) is 24.43mm while the average error is
3.41mm. The errors show that it is difficult to follow the desired straight-line.

The first reason for this error is the initial positioning error of the mobile base (Positiony). It
causes straying from the initial position for the end-effector in the trajectory. To solve this
problem, the mobile manipulator must absorb this error by the motion of its manipulator.
Secondly, an estimated positioning error of the mobile base, calculated by odometry
(New_X, New_Y, New_0), during its motion effects the tip position of the end-effector
directly. To absorb this error, the manipulator should move quickly to adjust itself when the
error is detected. Finally, the low velocity of the manipulator’s motion during the motion of
the mobile base causes a delay in the positioning of the end-effector. This problem can be
solved by incrementing the velocity of the manipulator according to that of the mobile base.

5.2 Aligning the end-effector of the robot to different objects by using the eye-in-hand
camera and the LMS sensor

A position-based servoing control of mobile manipulators by using the eye-inhand camera
and the LMS sensor is considered. The working mission is to reach different positions
(corresponding to various objects) by the end-effector of the robot.

To reach an object, it is necessary to capture an image of this object. VSA sends, for this aim,
a request Move Gripper (Position) to LARA in order to position the manipulator. Position is
read from the Knowledge Base of VSA. After the positioning of the manipulator, VSA
captures an image and carries out the necessary processing to extract the 2D coordinates (u,
v) of the gravity center of the object in the image. At the end, VSA extract (y, z) coordinates
and sends them to LARA. LARA always needsthe (x) coordinate. To this aim, a request is
sent, in parallel, to LMRA (Read LMS) which transmits it to RMRA. Receiving this request,
RMRA send LMSValues data to LMRA. This latter selects the minimum value from the 60th
element to 120th element (corresponding to 60° to 120°). This value corresponds to the (x)
coordinate. It is sent to LMRA which has now (x, y, z) coordinates of the position to be
reached.

5.2.1 Experimental result

For this experiment, as shown in Fig. 18, the initial posture of the mobile base and that of the
end-effector is Targetini(Xpimit, YBinit, Osinit, XEtmit, YEmnity ZEInity Wemity OEmit, Qi) = (Omm, Omm,
0°, -546.62mm, -110.36mm, 1200.73mm, -90°, -90°, -90°). The position to be reached by the
end-effector of the robot are at a distance x=-2470. For this initial position, the initial joint
angles (Qumit, Qomity Qmity Qamit, Qsimit, Qemir) = (0°, 87°, 0°, 0°, 5°, 0°). Table 2 shows the
different parameters of this experiment.
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Image Real LMS value Calculated Mobile Base

Coordinates Coordinates Coordinates coordinates

0) pixe) | (ry2) mm) | @™ (x, 3,) (mm) X, Ys, &)
166, 176 -2470, -63, 1325 2470 -2470, -63.01, 1328.56 -1670mm, Omm, 0°
182,228 -2470, 52,1295 2470 -2470, 46.40, 1294.85 -1670mm, Omm, 0°
228,178 -2470, -58, 1200 2470 -2470, -58.93, 1197.94 -1670mm, Omm, 0°
234,227 -2470, 47,1185 2470 -2470, 44.25,1185.30 -1670mm, Omm, 0°

Table 2. Different parameters of the experiment

The joints angles and the corresponding end-effector coordinates are given in Table 3.

Target Joints angles Qi (i=1..6) (°) End-effector coordinates (Xg, Yr, Zg, ¥, Ok, ¢5)
Target; (5,49, 63, -13, -22, -78) -2466.52mm, -60.45mm, 1335.20mm, -90°, -90°, 180°
Target, (16,51, 54, -48, -22, -44) -2469.86mm, 44.17mm, 1293.73mm, -90°, -90°, 180°
Target; (5,53,37,89,5,1) -2468.08mm, -60.95mm, 1199.39mm, -90°, -90°, 0°
Target, (16, 53, 35, 83,16, 7) -2469.41mm, 45.15mm, 1185.48mm, -90°, -90°, 0°

Table 3. Joints angles and end-effector postures for the different Targets

The following snapshots (Fig. 18) show the obtained result (Bouzouia & Rahiche, 2009):

Targets

Distance
between the
robot and the

Targets

The 1st point The 2nd pint The 3rd point

The 4th point
Fig. 18. Position-based servoing control by using the camera and the LMS sensor of
RobuTER/ULM

5.2.2 Discussion of results

The VSA agent uses the eye-in-hand camera to extract the two last coordinates (y and z) of
the object to be manipulated by the robot. The LMRA and the RMRA agent use the LMS
sensor to obtain the first coordinate (x).

The maximum 3D reconstruction error calculated by (14) is 5.60mm while the minimum
error is 2.26mm. These errors are acceptable. They are due to the weak precision of the
measured real values, to the low rigidity of the manipulator, to the accumulation errors of
the calibration processand to the feeble precision of the LMS sensor (+15mm).

The maximum positioning error is 11.07mm while the minimum error is 2.00mm. The errors
are principally due to the error in the estimated positioning of the mobile base, calculated by
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odometry (New_X, New_Y, New_0), during its motion. These errors are also due the
accumulated errors in the IKM of the manipulator.

6. Conclusions and future works

This chapter presented a multi-agent control architecture of mobile manipulators. The
architecture consists of six agents: Supervisory Agent (SA), Local Mobile Robot Agent (LMRA),
Local Manipulator Robot Agent (LARA), Vision System Agent (VSA), Remote Mobile Robot Agent
(RMRA) and Remote Manipulator Robot Agent (RARA). The first four agents are installed on
an off-board PC while the two other agents are installed on the on-board PC of the robot.
The controller was applied successfully to follow a predefined straight-line operational
trajectory by the end-effector of a differentially-driven RobuTER/ULM mobile manipulator
while considering obstacles in its environment. The controller was shown to be relatively
effective when the robot moves with small velocities.

To realize the operational trajectory following, one of the biggest problems is that an
accumulated error of the estimated position of the mobile base affects the position accuracy
of the end-effector. Therefore, the manipulator should have a capability to adjust its position
when the mobile base detects positioning errors.

The results obtained the position-based servoing control of the robot by using the eye-in-
hand camera and the LMS sensor are satisfactory since the positioning error of the end-
effector is less than 15mm. The calculation of the 3D coordinates is based on the eye-in-hand
camera (for (y, z) coordinates) and on the LMS sensor (for (x) coordinate).

In future works, the performances and the robustness of the implemented agents of the
control architecture should be shown and discussed through examples of other types of
trajectories (circular, etc.). Furthermore, and especially for the VSA agent, a moving target
tracking problem should be performed. In addition, the real time constraint for the VSA
agent will be verified and discussed. Another extension of this work is to introduce a virtual
reality system (a graphic simulator) to give more effective action for the developed
architecture.
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1. Introduction

1.1 Approach to the topic

There has been a major change in the manufacturing after year 2000. At the same time when
production is struggling with tougher price competition, the requirements for flexibility are
increasing. Life cycles of the products are getting shorter, the variety of products is
increasing, and production costs should be decreased at the same time when there is no
good technical solution on the market to answer to this. Customer assumes to get a tailored
solution with the same price and delivery as a mass product previously.

Using the current manufacturing technologies response to the needs of the market is getting
increasingly difficult. Even if the modern manufacturing systems include a remarkable
amount of ICT technologies, the flexibility of a human worker is very challenging to reach.
Although robotic systems are classified as a flexible production technology, in practice the
current robotic implementations are concentrated to high volume production (Naumann et.
al 2006). Only a few industrial solutions have been installed for short and single series
production. The main obstacle in installing robots for short series production is the amount
of product-specific costs caused by the manual work still required for using the robot
system (Sallinen et. al 2004). In most of the cases each work phase and process for each
product has to be programmed, and the function of auxiliary equipment is usually based on
part-specific geometry e.g. no exceptions beyond the designed parts are allowed. If the
volumes of the product are low, the effective utilization of a robot assumes that it is applied
to a large variety of parts, or to a large amount of different work phases, to bring the robot
utilization rate to a decent level typical of the SME industry. In addition, parts to be
processed in the production environment very often have complicated forms which make
manipulation more challenging. This is the case especially in the short series production
when most of the manufacturing processes are solved relatively well at the moment.

1.2 State-of-the-art

The development of manufacturing systems has had two main approaches (Maraghy 2006):
Flexible Manufacturing Systems (FMS) and Reconfigurable Manufacturing Systems (RMS).
The concept presented here has adapted features from both. Our approach is that the basic
element of the automation island is an industrial robot equipped with different kinds of
external sensors and auxiliary devices combining mechanics, sensor technology, tools and
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software. This gives high level flexibility in terms of programmability, reconfigurability,
reusability and price.

A lot of studies from different areas related to flexible robot automation can be found such
as off-line programming (Brock 2000)(Burns & Brock 2005)(Sanchez & Latombe 2002). There
are solutions for off-line programming where the first area has been welding (Dai &
Kampker 2000). Another approach is on-line programming which modern version is called
programming by demonstration (PbD) (Dillman et. al 1999)(Chen & McGarragher
2000)(Rogalla et. al 2002). Typical example of PbD is where human with ordinary tools
shows the task by guiding the robot by hand (physical interaction) or human shows some
task and the robot recognizes that by a vision system. System even try to learn tasks from
the demonstation (Kang & Ikeuchi 1995). Learning can be divided to task- skill and body
recognition which have been studied in (Nakaoka et. al 2006).

Studies about flexible robot system architectures can be found from mobile robotics. In the
studies the task level control is common topic (Camargo et. al 1992)(Parker 1998). Compared
with the architectures presented in the literature we present a solution called “Isle of
Automation” which enables multiplying the workcell while the whole structure defines the
overall architecture. Architecture of a holonic manufacturing system (Takamura et. al 2003)
is close the approach presented in this chapter. The principle of operation of an automation
island is that it is working autonomously but is not cooperative by default as holons are.

In this chapter, we present a concept for short series production based on backround system
called Engineering resources and executive robot cell called Production cell consisting of
industrial robots equipped with assistive manipulation systems, sensors and a control
system. We call this complete system as an Isle of automation. The new concept is beyond the
current robot workeells by the properties of flexibility, reconfigurability, context awareness
and programmability. In the concept, there are modules for programming, sensing, material
handling and flow as well as communication. The overall architecture defines how these
modules are working together. In this chapter, we present these modules and illustrate the
operation in pilot case.

This chapter has been organized as follows. In chapter 2 we introduce and define the overall
concept of the isle of automation, in chapter 3 we introduce the architecture of production
cells, in chapter 4 components of the isles of automation. Communication between the
structures are explained in paragraph 5. Feasibility of our approach is shown in chapter 6 by
a pilot case, discussion is given in chapter 7 and finally conclusions are drawn in chapter 8.

2. The Overall Concept for Isles of Automation

The concept of isles of automation for short series production consists of two main parts:
Engineering Resources and Production cells. The overall system follows a modular structure
and realizes highly flexible and controllable robotized system. It exploits the features of
ubiquitous technology including flexibility, adaptivity, context awareness and reactivity,
which are beyond the current automation solutions. The production system easily adapts to
new products or product variants and to deviations in work pieces. In addition, data
acquisition presents new possibilities, when open interfaces are offered down to the sensor
level (e.g. measurement signals can be monitored). This means sensors offer services and are
visible to the whole control system including user. Sensors can be used for on-line purposes
such as control but also off-line monitoring such as quality control and prognosis of the
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maintenance of the machines. This kind of features can not be found in the current systems
such as presented in (Bloomenthal et. al 2002).

The operation of the automation island is managed by control software locating in
Engineering Resources, called Isle Manager, which is controlling the execution of tasks in a
high level. It also manages the sensing and reactions to non-expected situations in the robot
cell. The work is carried out by communicating with distributed modules and providing the
ways to carry out the tasks.

Figure 1 illustrates the concept of Isles of Automation. In the top there is the Engineering
Resources and below that Production cells. More detailed description is given in next
paragraphs.

Task Planner Isle Manager
| Engineering resources
+ Tool Path planning + Scheduling /
« Off-line programming < > Workflow management
« Simulation
< > N
Knowledge base t 1 Post analyser
* Product database Eata a.naly5|s
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Fig. 1 The conceptual structure of isles of automation

The concept of the automation island is described in the figure 1. The main parts of the
system are Engineering Resources and Production Cells. Interaction between these parts is
described in paragraph 5.

2.1 Description of the concept: Engineering resources

The Engineering Resource is working as an autonomous backround system and operating
mainly off-line. It consists of pre-processing and post-prosessing functions depending on the
time of operation. Operation of the robot and auxiliary device is supported by pre-
processing functions for which there are planning, off-line programming and simulation, see
box in top left in the figure 1. To support the process, there is a knowledge base for product
and process information. Knowledge base may locate in local engineering computer or the
information can be obtained from enterprise factory database. For overall feedback and
analysis, there are data analysis and learning modules, see boxes in right down in figure 1.
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Isle manager takes care of the overall management and workflow in the whole system, see
box right up in the figure 1.

If the factory contains a large number of production cells in many departments, there can be
a pool of Engineering Resources which gives services for productions cells. Another option
is that each cell has its own Engineering Resource which means they are operating
autonomously like separate islands. This is a typical case when there are one or two
production cells in the factory and they are operating in very different applications. In that
case engineering resources are embedded in the Production Cell. In principle, an
engineering resource of one production cell can offer services to other production cells as
well.

The decision making is distributed in the Isle of Automation. There is a high level controller,
which takes care of the high level production management. Flexibility in production also
sets requirements to the managing and controlling of the island. To use hardware efficiently,
flexible, modular and reconfigurable software must be used at every level to manage the
whole system. Modular structure and re-programmable software means that operations and
functions of the production cells can easily be configured and used on-line. This approach
has several features of Service Oriented Architecture approach in production environment,
see e.g. (Veiga et. al 2007).

2.2 Production cell

The concept of the Production cell has a layered structure for different response levels.
These layers include hardware, interfaces, real-time control, middleware and application
layers. The key-functions in the island are adaptation, reconfiguration, sensing and plug-
and-play operations. These functions are operating vertically in the cell, see figure 1.
Depending on the requirements of the applications, the properties, operation and status
level of these key-functions are defined. They are explained more detailed in chapter 3.2.

2.3 Interaction between Engineering Resources and Production Cell

Communication between the cells and engineering resources is carried out through a
production interface between the application layer and modules of the engineering
resources system, see figure 1. Data exchange is not time critical and common formats are
defined.

There can be several production cells in the system as illustrated in the figure 1. Each cell
may have it's own function such as the first cell is making the cutting, the second cell is
doing the welding and the third cell is doing the deburring. They can exchange and share
information (e.g. updated product status data and geometrical information) and resources
(e.g. sensors, devices, tools). Flexibility of production means that a product can be
manufactured in any of the cells if the cells change the required tools and sensors guided by
the Isle Manager.

3. Architecture of the production cells

The architecture of production cells. It is built based on layered structure consisting
horizontal layers for required operations. In addition to horizontal layers, there are vertical
functions called Key functions which use properties of different horizontal layers.
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Architecture described in this chapter gives rules and methods for cross-operation of these
layers and functions.

3.1 5-Layered structure

Layers of the production cell are described in the figure 2. All the units of the cell (e.g. robot
manipulator, controller and device controller) will contain the same layered structure:
application layer, middleware, real-time control, interface (API) and physical layer (e.g.
mechanics). Each layer consists of operations to operate with other layers. Also if a new unit
or device is connected and the operation should be transparent to the user, the layer
structure should be the same. Depending on the functional requirements of each unit,
different layers will have respective operations.

Communication between the vertical layers is carried out using interfaces suitable for each
device (e.g. sockets, buffers or ethernet). Communication is recommended to be carried out
between same layers to enable reliable and secure synchronization of the communication,
especially in the real-time control layer. In the upper layers (application, middleware and
real-time control) communication is carried out using textual structures, e.g. XML. In a time
critical layer such as real-time control, interfaces and communication can be carried out
using special real-time standards such as industrial Ethernet or digital or analog I/O or
industrial field buses if very fast communication is required.

An exemplary content of each layer is described in table 1. In the application layer, there can
be application or robot application program running in the cell computer or in a robot
controller. The common property is that programs are not time-critical compared with
programs in real-time control layer. In the case when programs run in cell computer, they
may operate on Windows or Linux operating systems. In the middleware layer, there are
services for application layer. Most of the services are built such that they are invisible to
user.

Robot
manipulator and Cell controller Device controller Device controller.. N
controller
Application Application Application Application.. N
Middleware Middleware Middleware Middleware
X
Real-time control Real-time control Real-time control Real-time control
Interfaces Interfaces Interfaces Interfaces
Mechanics Mechanics Mechanics Mechanics

Fig. 2. Layer structure of the units of the production cell

The basis for key functions are in the middleware layer. Real-time control layer is
established with user functions, upon the services of real-time operating system. In the robot
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controller, all the kinematic calculation and motion control is carried out in this layer. In this
layer, there are often real-time operating systems such as real-time linux or embedded
windows or KUKA’s RT kernel. Interface layer has interfaces to external devices and
communication networks using digital or analog lines or standard ethernet or industrial
Ethernet. At the bottom, there are Mechanics layer which has physical devices, interface
cards and tools, see table 1.

3.2 Key functions

Key functions are services available in the production island going through the layers as
described in figure 3. Multi-layer operation means that they utilize each layer depending on
the requirements. The purpose of the key functions is to carry out ubiquitous operations of
automation island. It consist of intelligent, interactive and reactive operations of a cell can
consist of one or several key functions.

There are four key functions which are adaptation, plug-and-play operations,
reconfiguration and sensing. As layers described above, there do not have be fully operating
key functions in every unit. Also, the architecture supports the operating principle where
different units or devices can or do utilize key functions from each other. Example of this
can be e.g. that operation of force sensor is utilized by both programming-by-demonstration
and reactive execution. Operation for requirement of application of force sensor is provided
by the co-operation of both Key-functions adaptation and sensing where adaptation
includes operations for changing the robot motion paths and sensing includes properties for
signal processing of low-level force sensor.

The operation principle of key functions are as follows: Adaptation function is on-line or off-
line reaction to changes of product or production. It utilizes sensing -key-function to
achieve the measurement data for the basis of the operation. Plug-and-play function enables
easy connectivity of new sensors which can be used in the adaptation of the production
system to new, different size of workobjects. In general, plug-and-play functions enable an
easy way to connect and disconnect components such as sensors, actuators, tools and
devices between production islands. Reconfiguration function enables making of structural
changes in the production cell automatically or by physical assistance of operator.

Layers Key-functions
Application
[7)
Iy - -
L
=
Middleware [l
c [ <
o 2 K]
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Sl > |E |2
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Interfaces E o
[ - (R
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Fig. 3. Key functions going through the layered structure.
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The changes are carried out such that all the required properties of the island will be
achieved. Reconfiguration is also supported by plug-and-play operations. Sensing includes
low-level signal processing properties and it also provides different kind of upper level
sensing / measurement services for other functions and layers. It will utilize plug-and-play

operations to easily change sensors between production cells.

Layer Example of operation
Application Application program, robot
program
Middleware Services for upper and lower

layers including key functions
Real-time control / OS RTOS: RTLinux, linux, embedded

windows

Interfaces Analog, digital, ethernet, device
drivers

Mechanics Manipulators, grippers, feeders,

tools, sensors

Table 1. The content of the layers

Adaptation
RobotController SensorController SensorDevice. RobotManipulator.
.Middleware .Middleware Middleware Interface

Configure sensor

q Set parameters

Parameters set

Sensor ready

Start execution

Get measurement

Measurement

Get pose

Manipulator pose

Signal
processing

Reference values <€
<

Calculate
Control
parameters

Control parameters

Calculate
new pose

Update pose

Pose updated

Fig. 4. Message sequence for adaptation -key function
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Sensing

RobotController.  SensorController. SensorDevice.
Middleware Middleware Middleware

Configure sensor

Set parameters

Parameters set

Sensor ready

Start execution

Get measurement

Measurement

Signal
processing
Reference values

Calculate
Control
parameters

Control parameters

Fig. 5. Message sequence for sensing -key function

Reconfiguration
RobotController. SensorController SensorDevice. RobotManipulator.  DeviceController.
Middleware Middleware Middleware Interfaces Interface

Get pose

Manipulator pose

Get position

Position of device

Configure sensor

Set parameters

Sensor ready Parameters set

Start execution

Get measurement

Measurement
Measurement <

Calculate new
configuration

Run new pose

New pose achieved

Run new position

New position achieved

Fig. 6. Message sequence for reconfiguration -key function
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Plug-and-play operations

RobotController. SensorController. DeviceController
Middleware Middleware .Middleware
Check 110
New sensor

Get properties

Sensor properties

New appliance

Get properties

Appliance properties

Update device
list

&

Fig. 7. Message sequence for plug-and-play -key function

4. Components Isles of Automation

Here we introduce components used in the Isles of Automation. The work operations of the
Isles of Automation can be grouped and named as components and they are working in the
layers and key functions described above. For this component-based approach for the Isles
of Automation is given. Components are also in line with the architectural description given
in chapters 2 and 3. Based on analyses of the current stage of the technology, technologies
and methods are selected for the concept (Sallinen et. al 2006)(Salmi et. al 2007).

4.1 Description of the components

The main components of the automation island are 1) programming subsystem, 2) robot and
external sensors, 3) material handling devices (e.g., grippers, feeders), 4) control system and
5) communication system. Simplified information flow of these is also described in figure 4.
Programming tools include both off-line programming tools and on-line programming
which is required in on-line reactivity. Robot and external sensors include robot
manipulator and sensors like force, vision and laser rangefinders to observe the
environment. The selection of these sensors depends on the requirements of the application.
Material handling devices will make sure that the robot has pieces in the right position to be
manipulated. Grippers and manipulators are specially designed or selected from the
existing ones to manage flexible operations. Requirement of those is at least a low level
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programming to behave actively in the Automation Island. In that way they can support
also reconfigurable operations such as modification to very different size of workobjects.
Workflow management software in Engineering Resources is above all and controls
operations in the task level, e.g. how different phases of the workobject are carried out in the
work flow. New tools and devices can be connected in a plug-and-play manner without
parameter configuration. They utilize plug-and-play key functions. Communication and
control system defines the information flow in the Isle of the Automation, where
communication defines the protocols of the communication. All these components are
designed to be built up using both commercial components available from the market as
well as components built by ourselves. If the component available in the market fills the
system requirement, it is the best selection for the use.

Component-based approach is a key element in achieving the desired flexibility and
reconfigurability features. The components are spread out from the factory level down to
the smallest functional units of devices such as sensors. It affects the physical structure,
control devices, data transfer solutions and sensor utilization. The concept includes
necessary modules for various purposes. The modularization also serves the aims of
standardization and quality.

Communication
system

Robot and external

Programming ey

X sensor solutions

Control system ¢ > Material handlmg
devices

Fig. 8. The connectivity flow between the main components of the isles of automation.

5. Communication in the Isles of Automation

Here we explain the communication between the units in Isles of Automation. In the figures
5 and 6 there is a description of signal flows of in the case of task planning and task
execution.

Task planning is operating in Engineering resources and is starting by order request from
scheduler, see figure 5. It is requested from the task planner. Task planner is requesting a
program from CAD tool. CAD tool will collect data from product database and process
database. It has also information about the workcell environment including robots and all
additional peripherals such as tools and sensors. Whet it receives this information it plans,
simulates and makes a program ready-to-run in the robot. When program is ready, it's
timing in the work line will be requested from the workflow manager and returned to
schedule that task is in organized.

Task execution is operating in production cells, see figure 6. Task planner is sending the
program to robot controller using ethernet or serial line. This can be done off-line. Scheduler
will be responsible to start the execution of the program in the robot controller.
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Task planning

Product Process Workflow
Order list/ schedule Task planner CAD tool/ OLP database database manager

Order request R Get program

Get product data

Get process data

Product data

Process data

Plan, simulate
and program

Program

Request schedule

Order planned

Fig. 9. Message sequence for the task planning

Task execution

Task Scheduler Robot R_obot Sensor RT
planner controller manipulator controller

Sent program

Start execution

Start motions

Start sensing

Sensing data

Control
motions

Updated motions

Execution finished

Fig. 10. Message sequence for the task execution.
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Execution is carried out by first starting the motions in the robot manipulator and starting
also the sensing of the external sensors by communicating with the sensor real-time
controller. This sensor is typically force-torque sensor. During the execution, sensor returns
the sensing data back to the robot controller. Based on the motions and pose of the robot and
sensor measurements, motions for the robot manipulator will be calculated. Afterwards
these updated motions will be sent to robot manipulator. When the execution is finished,
information to the scheduler will be sent.

6. Demonstration

In this chapter, we give an example of applying the concept for Isles of Automation in a
pilot case. The task of the demonstration was to deburr bevels of a sheet metal plate which
was bent into 3D form. Input data for the system was a 2D-CAD drawing of the workobject
and manufacturing data. The properties of the robot workcell (such as dimensions between
the objects and reachability of the robot) was known.

In the engineering resources, off-line programming of the robot motion paths is based on
2D-CAD drawings made in Nestix2 (Nestix 2009) software. The software itself is designed
for nesting 2D workobjects such as sheet metal plates and bewelling or deburring paths in
2D space. The drawings included both geometrical information and 2,5D milling paths for
the deburring of the bevels. The 2,5D information of the paths included location in the 2D
plane and angle of the bevel.

Nestix data

\ 4

Envision off-line programming and simulation tool
Path converter from 2D to 3D

]

User
interaction

Engineering resources

e DO o
Cell Computer: PC104
Application Motion controller:
Deburring path
Middleware Path transfer
Real-time control RT Linux & 110 TCPIP
— Interfaces Ethernet
Mechanics Manipulator, jigs

To fasten the programming of the robot, a converter to transform paths from 2D plane into
3D space based on the part 3D bending information was developed. After the
transformation, there was a 3D model of the workobject and a 3D deburring paths (tags in
the surface of the workobject). The robot motion paths were generated based on the 3D tags
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in the surface of the workobject. This phase was supported by a robot motion path planner
which calculated the paths for robot motion such that all points are reachable in a same joint
configuration (for more information, see (Sallinen et. al 2006)).

The workflow of the demonstration task is illustrated in figure 8. In the workflow, first three
operations are carried out by the engineering resources and the last one by the production
cell. Scheduling / Workflow management is carried out manually by the shop floor
operators. Engineering resources will generate programs to application layer in the
production cell.

The robot programming was carried out using the ENVISION off-line programming tool by
Delmia (Delmia 2009) for visualizing the virtual robot cell and transformation of workobject
from 2D to 3D data. In the actual demonstration we used KUKA KR150-L110 industrial
robot with KRC2 controller and deburring of the bevelling were done by a simple tool
protype. Localization of the workobject was carried out using robot’s own touching method
where user shows axis in the workobject. In the demonstration, the purpose was to show the
interfaces between the different parts of the system could be done easily. Generation of 3D
model and paths from workobject 2D data succeed. In the demonstration, we did not
consider any further process related issues such as tools and quality of the bevelling.

The implementation of the architecture into proposed framework is illustrated in figure 7. It
also described the communication between cell computer and robot controller. Lines where
data is transferred. Cell computer is PC104 -based solution with real-time linux which
enables easy-to-integrate interfaces for sensors and actuators. There is not so much attention
paid to workflow management because demonstration is not an industrial case or the
productivity in the sense of workflow is not that important.

In the demonstration case there was no external sensors, especially which would need real-
time communication and control. Therefore Ethernet communication was a proper solution
for the communication.

Model of the

product Customer

-Task programming for the
robots CAD / CAM System
-Sensing planning

v

-Automatic tool path generation

Offline programming tools for the

-Singularity avoidance robot

-Collision check

v

-Robot calibration

-Robot task execution Shop-floor

-Monitoring

Fig. 12. Workflow in demonstration case.
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7. Discussion

The proposed concept gives a framework for design of the robot workcells and different
types of production units. The purpose has also been to give a design tool or guideline for
making an efficient production unit. The proposed system do not necessary have to be
completely implemented, there is possibility to also take part of the concept for the system.
The demonstration gave very promising results about the usability of the concept. From 2D
to 3D converter operated well and it fasten the programming. Off-line programming in
short series production is cost effective when it is done half- or fully automatically. If the
user have to make a lot of manual work, it may even take more time and is more expensive
than on-line programming. Unfortunately that is the case in many real production cell. One
solution for this is fully automatic off-line programming tool which optimises robot motion
paths using tag point information (Simtech 2010).

8. Conclusions

In this chapter, we presented a novel concept for short series manufacturing. The concept is
called Isles of Automation and it defines a system structure composed of engineering
resources and production cells. System consists of key functions whose content we defined.
Also communication between the functions and different tasks was described. System is
scalable and can be implemented into several applications. We described the content of
these parts in detail and how the whole system operates. In the chapter, we illustrated a
demonstration case in laboratory where selected parts of the concept were implemented into
a robot cell in the deburring application. The proposed concept showed to be efficient and
easy-to-integrate into the different applications.
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1. Introduction

Robots are widely used to help human beings and/or to execute various manipulative tasks
in industrial applications and even in non-industrial environments. Researchers are still
widely investigating robotics with the aim to further improve a robot performance and/or
to enlarge their fields of application. These tasks can be achieved only when the peculiarities
in Kinematics and Dynamics behaviors are properly considered since the early design stage.
Significant works on the topics can be considered the pioneer papers (Shimano & Roth,
1978), (Vijaykumar et al., 1986), (Paden & Sastry 1988), (Manoochehri & Seireg 1990), and
more recently the papers (Angeles 2002), (Hao & Merlet, 2005), (Carbone et al. 2007), just to
cite a few references in a very rich literature. Algorithms have been proposed, for example,
as based on workspace characteristics (Schonherr, 2000), and global isotropy property
(Takeda, & Funabashi, 1999), separately. Several (often conflicting) criteria can be taken into
account in the design process. Only recently, it has been possible to consider simultaneously
several design aspects in design procedures for manipulators. Multi-criteria optimal designs
have been proposed for example in (Ottaviano & Carbone 2003), (Hao & Merlet, 2005).

The significance of each design criterion is often strongly related with specific application
task(s) and constraints. Therefore, in this chapter several design criteria are overviewed with
specific numerical evaluation procedures for analytical definition of design optimization
problems. But, among the design criteria special attention is addressed to stiffness, since it
can be considered of primary importance in order to guarantee the successful use of any
robotic system for a given task (Ceccarelli, 2004). Indeed, there are still open problems
related with stiffness. Still an open issue can be considered, for example, the formulation of
computationally efficient algorithms that can give direct engineering insight of the design
parameter influence on stiffness response. There is also lack of a standard procedure for the
comparison of stiffness performance for different multibody robotic architectures. Therefore,
this chapter is also an attempt to propose a formulation for a reliable determination and
comparison of the stiffness performance of multibody robotic systems by means of proper
local and global stiffness performance indices. Then, the proposed numerical procedure is
included into a multi-objective optimal design procedure, whose solution(s) can be achieved
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even by taking advantage of solving techniques in commercial software packages.
ustrative examples are reported, also with the aim to clarify the computational efforts.

2. The optimal design problem and its formulation

The design problem for manipulators consists in several phases. The first phase is the type
synthesis. In this phase a designer should select the type of kinematic architecture that can
provide the desired stiffness, mobility, force, efficiency, size. For example, the architecture
can be chosen as open chain or parallel structure, Fig.1. In addition, different solutions can
be selected within each structure as depending on manipulative tasks.

After the type synthesis one should perform a dimensional synthesis aiming to compute
values of design parameters that characterize and size the kinematic structure of a
manipulator. Several aspects can be considered in a design procedure at this stage in order
to achieve suitable performance for the desired application tasks.

Often performance improvements can be obtained from the point of view of a design
criterion at the cost of worst performance in terms of other design criteria. Thus, it is very
useful to develop computer aided procedures that can attempt to provide a design solution
by considering more than one design criterion at the same time.

An optimization problem can be formulated in a very general form as

min F(X) 1)
subject to
G(X)<0 )
H(X) =0

where X is the vector whose components are the design parameters; F is the objective
function vector, whose components are the expressions of mobility criteria. G(X) is the
vector of inequality constraint functions that describes limiting conditions. H(X) is the vector
of equality constraint functions that describes design prescriptions.

[

a) b)
Fig. 1. Planar examples of kinematic chains of manipulators, (Ceccarelli, 2004): a) serial chain
as open type; b) parallel chain as closed type.
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In general, the design parameters X in Eq.(1) are the sizes and mobility angles of
manipulators architectures. Referring to Eq.(1), the main design issue is to properly define
the objective function F(X) so that it can express the design criteria that have to be optimized
in a computationally efficient form. Equation (1) can be modified to consider several design
criteria, for example, by using a weighted sum such as

mxin z w;E (X) 3)

where F; is the mathematical expression of the i-th objective function; wj is the i-th weight
coefficient. The weighted sum in Eq.(3) has two main limits. The first limit of the weighted
sum approach is related with the choice of numerical value for the weight coefficients w;. In
fact, even small changes in the weight coefficients w; will lead to different results. Then, the
choice of weight coefficient should be done according to the experience of a designer to a
specific application. The second limit of the weighted sum approach is that a minimization
of the weighed sum objective function does not guarantee that any of the objective function
is minimized. Thus, one has no guarantee that the solution of the optimization process will
lead to an optimal design solution from the point of view of any design criterion.

Another possible formulation for Eq.(1) can be

min [F(X)] = mxin{maxN [ (X>]} @

i=1,.,
where min is the operator for calculating the minimum of a vector function F(X); similarly
max determines the maximum value among the N functions [w; fi(X)] at each iteration; G(X)
is the vector of constraint functions that describes limiting conditions, and H(X) is the vector
of constraint functions that describes design prescriptions; X is the vector of design
variables. The proposed optimization formulation uses the objective function F(X) at each
iteration by choosing the worst-case value among all the scalar objective functions for
minimizing it in the next iteration, as outlined in (Grace, 2002), (Mathworks, 2009). In
particular, the worst-case value is selected in Eq.(4) at each iteration as the objective function
with maximum value among the N available objective functions. This approach for solving
multi-objective problems with several objective functions and complex tradeoffs among
them is known as “minimax method”, (Mathworks, 2009). The “minimax method” is widely
indicated in the literature for many problems, like for example for estimating model
parameters by minimizing the maximum difference between model output and design
specification, (Pankov et al., 2000), (Eldar, 2006).

Optimal design of manipulators can be also formulated the form

min [F(X)]= mxin{max [w, (X)]} ©)

i=1,...,N

In this case, weighting factors w; (with i=1, ...,N) have been used in order to scale all the
objective functions. In particular, weighting factors w; are chosen so that each product w;



188 Robot Manipulators, New Achievements

fi(X) is equal to one divided by N for an initial guess of a design case. The above-mentioned
conditions on the objective functions can be written in the form

N
Z(wifi )0 =1 (6)

N(Wifi )0 =1 (7)

where the subscript 0 indicates that the values are computed at an initial guess of the design
case. Bigger/lower weighting factors can be chosen in order to increase/reduce the
significance of an optimal criterion with respect to others.

Main aspects of the numerical procedure to solve the proposed multi-objective optimization
are described in the flowchart of Fig. 2. The first step in the optimization process consists of
selecting the design variables, which in this manuscript correspond to geometrical
properties such as robot link lengths and equivalent areas. Then, robot constraints, and
upper and lower limits of design variables must be identified. In this process, preliminary
data on the kinematics and physical properties of the robot are needed in order to obtain
computationally efficient expressions for the objective functions. In addition, the weighting
factors have to be assumed as based also on the initial guess design variables that are used
for the normalization process. On the other hand, the numerical minimax technique
minimizes the worst-case value of a set of multivariable functions, starting at an initial
estimate (vector X0). The minimax technique uses SQP (Sequential Quadratic Programming)
to choose a merit function for the line search. The MATLAB SQP implementation consists of
three main stages: Updating of the Hessian matrix of the Lagrangian function, Quadratic
Programming problem Solution (QPS) and Line search and merit function calculation. First
and second stages are explained in (Mathworks, 2009), the result of the QPS produces a
vector Wi which is used to obtain a new iteration (Xi+1=Xx+ Wi Ok). The step length
parameter Oy is determined in order to produce a sufficient decrease in a merit function. The
new design parameter value is used to compute again the normalized objective functions
that are used to check if the objective functions reach an optimal solution and fulfil the
constraints. In this case the algorithm stops with an optimal solution Otherwise, the loop
starts again with a new iteration, as shown in Fig. 2.

Other search methods such as interval analysis (Merlet, 2004) can be also effectively used for
an optimal design algorithm. Nevertheless, they have often too high computational costs.
Therefore, numerical procedures are still widely used in optimisation processes even if they
can suffer of known drawbacks. Some algorithms such as flooding techniques, simulated
annealing, genetic algorithms can be faster in finding an optimal solution with a single
objective function. But, they still cannot guarantee the convergence (Vanderplaats, 1984),
(Branke 2008). Moreover, they cannot still guarantee that an optimal solution is a global
optimum. In fact, one can be sure to reach a global optimum only for convex optimization
problems (Boyd & Vandenberghe, 2004).

The formulation of the design problem as an optimization problem gives the possibility to
consider contemporaneously several design aspects that can be contradictory for an optimal
solution. Thus, optimality criteria are of fundamental interest even for efficient
computations in solving optimization problems for manipulator design.
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The analysis of manipulator performance should be aimed to computational algorithms that
can be efficiently linked to the solving technique of highly non-linear optimal design of
manipulators. Among the design criteria special attention should be addressed to stiffness,
since it can directly affect the successful and efficient use of any robotic system for a given
task as mentioned, for example, in (ANSI, 1990), (UNI, 1995), (Duffy, 1996), (Rivin, 1999).

3. Stiffness analysis for multibody robotic systems

A load applied on a body produces changes in the geometry of a body that are known as
deformations or compliant displacements. Stiffness can be defined as the capacity of a
mechanical system to sustain loads without excessive changes of its geometry (Rivin, 1999).
Moreover, the stiffness of a body can be defined as the amount of force that can be applied
per unit of compliant displacement of the body (Nof, 1985), or the ratio of a steady force
acting on a deformable elastic medium to the resulting displacement. Compliant
displacements in a multibody robotic system allow for mechanical float of the end-effector
relative to the fixed base. This produces negative effects on static and fatigue strength,
efficiency (friction losses), accuracy, and dynamic stability (vibrations) (Rivin, 1999).
However, in some limited cases, compliant displacements can have even a positive effect if
they are properly controlled. In fact, they can enable the correction of misalignment errors
encountered for example when parts are mated during assembly operations (Nof, 1985), or
in peg into hole tasks, (Tsumugiwa et al., 2002), or in deburring tasks (Schimmels, 2001), or
in the operation of prosthetic limbs (English and Russell, 1999).

The analysis and evaluation of stiffness performances can be achieved by using finite
element methods or lumped parameter models. The finite elements methods can provide
accurate results but they require the simulation of a different model for each configuration
assumed by a multibody robotic system. Therefore, models with lumped parameters are
usually preferred in the literature since only one model is needed and since they require less
computational efforts with respect to finite elements methods (Carbone, 2006).

The compliance of each component of a multibody robotic system can be modelled with
lumped parameters by using linear and torsion springs as proposed for example in
(Gosselin, 1990), (Duffy, 1996), (Tsai, 1999), (Ceccarelli, 2004). These lumped parameters are
used for taking into account both stiffness properties of actuators and flexibility of links.
Figures 3a) and b) show two models with lumped parameters for multibody robotic
systems. In particular, Fig3a) shows a model of a 2R serial manipulator. Its links are
elastically compliant and have been modelled as springs. Figure 3b) illustrates a planar
parallel manipulator having three RPR legs connecting the movable plate to the fixed plate.
Even in this scheme springs have been used to model the elastic compliance of the links.
Schemes similar to Fig.3 can be defined for any multibody robotic system.

One can consider a compliant multibody robotic system in equilibrium with an externally
applied wrench W that acts upon it in a point A. This point can be located on the robot end-
effector and a reference frame XaYaZa can be attached to point A as shown in Figs.3a) and
b). In this condition, a change in the applied wrench W will cause a compliant displacement
of the multibody robotic system. In particular, the reference frame attached to point A will
change in X'AY'aZ'a. In the most general case, a translation and rotation of the reference
frame occurs.
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Fig. 3. Schemes of elastically compliant multibody robotic systems: a) a 2R serial
manipulator; b) a planar parallel manipulator with three RPR legs.

Usually the purpose of the stiffness analysis is the definition of the stiffness of the overall
system through the derivation of a Cartesian stiffness matrix K. This stiffness matrix K
express the relationship between the compliant displacements AS occurring to a frame fixed
at the end of the kinematic chain when a static wrench W acts upon it and W itself.
Considering Cartesian reference frames, 6x1 vectors can be defined for compliant
displacements AS and external wrench W as

AS = (Ux, Uy, Uz, Ua, Uy, Ud)"
W = (F, Fy, F, Ty, Ty, T,)t 8)

where Ux, Uy, and Uz are the differences between the coordinates and Ua, Uy and U§ are
the differences between the Euler angles of the reference frames X'aY'aZ'a and XaYaZx that
are expressed with respect to the fixed reference frame XoYoZo; Fx, Fy and Fz are the force
components acting upon point A in X, Y and Z directions, respectively; Tx, Ty and Tz are the
torque components acting upon point A along X, Y and Z directions, respectively.

The relationship between the vector s AS and W can be written in the form

K(q): R* > R, W=KAS ©)

where K is the so-called 6x6 Cartesian stiffness matrix or spatial stiffness matrix.

Therefore, Eq.(9) defines K as a 6x6 matrix whose components are the amount of forces or
torques that can be applied per unit of compliant displacements of the end-effector for the
multibody robotic system. However, the linear expression in Eq.(9) is valid only for small
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magnitude of the compliant displacements AS. Moreover, Eq.(9) is valid only in static
conditions.

The entries in the 6x6 Cartesian stiffness matrix K depends on the configuration assumed by
the robotic system, on the reference frame in which it is computed, and on the stiffness
properties of each components of the multibody robotic system. A 6x6 stiffness matrix can
be derived through the composition of suitable matrices.

A first matrix Cr gives all the wrenches W, acting on manipulator links when a wrench W
acts on the manipulator extremity according to the expression

W = CF WL (10)

with the matrix Cr representing the force transmission capability of the manipulator
mechanism.

A second matrix K, gives the possibility to compute the vector Av of all the deformations of
the links when each wrench Wi; on a i-th link given by W1, acts on the legs according to

WL =K, Av (11)

with the matrix K, grouping the spring coefficients of the deformable components of a
manipulator structure.

A third matrix Cx gives the vector AS of compliant displacements of the manipulator
extremity due to the displacements of the manipulator links, as expressed as

Therefore, the stiffness matrix K can be computed as

K = CF Kp CK (13)

with matrix Cr giving the force transmission capability of the mechanism; K, grouping the
spring coefficients of the deformable components; Ck considering the variations of kinematic
variables due to the deformations and compliant displacements of each compliant
component.

Matrices Cx and Cr can be computed, for example, as a Jacobian matrix and its transpose,
respectively, as proposed in (Tsai, 1999), (Tahmasebi, & Tsai, 1992), (Carbone et al., 2003).
Nevertheless, this is only an approximate approach as pointed out, for example, in (Alici &
Shirinzadeh, 2003). A more accurate computation of matrices Cx and Cr can be obtained as
reported, for example in (Carbone, 2003). The Kp matrix can be computed as a diagonal
matrix whose components are the lumped stiffness parameters of links, joints and motors
that compose a multibody robotic system. The lumped stiffness parameters can be estimated
by means of analytical and empirical expressions or by means of experimental tests. For
example, the stiffness matrix of a generic beam element can be written as reported for
example in (Kardestuncer, 1974),
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where E is the Young modulus; A is the cross section area; L is the link length; Iy and Iz are
the two principal moment of inertia of the cross sections; G is the shear modulus; J is the
equivalent torsional moment of inertia. The stiffness of direct drive actuators can be
computed by using an empirical expression as proposed in (Rivin, 1999) in the form

(K )_l =0(VT, (15)

with

Te = Lr/Rr (16)
v=((e/@)-1o JKn )/

where yp is the no load angular velocity, R;, L, e, Q and Ky are the terminal resistance,
inductance, voltage, resistance and torque constant of the motors, respectively. In presence
of mechanical transmissions the values obtained by Eqgs.(15) and (16) should be corrected by
considering the transmission ratio and the stiffness properties of the transmission itself.

4, Stiffness as optimal design criterion

The stiffness matrix K can be computed numerically according with the flow chart that is
proposed in Fig.4. A numerical algorithm can be composed of a first part in which the
numerical values for the geometrical dimensions, masses and lumped stiffness parameters
are defined. A second part defines the kinematic model, the force transmission model and
the lumped parameter model through the matrices Cr, K, and Cg, respectively. Then, a
third part can compute a close-form expression of the stiffness matrix K by means of Eq.(13).
It is worth noting that the matrices Cr, and Ck are configuration dependant. Therefore, also
the stiffness matrix K is configuration dependent. Thus, one should define configuration(s)
of a multibody robotic system where the stiffness matrix will be computed. The
configuration(s) should be carefully chosen in order to have significant information on the
stiffness performance of the system in its whole workspace.
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Fig. 4. A flow-chart for the proposed numerical computation of stiffness performance.

Then, the kinematic model can be used for computing the vector 8 that express input angles
and strokes in the joint space for any pose assumed by a multibody robotic system.

In some cases, a multibody robotic system can have few trajectories that are mostly used
during its operation. In these cases, a kinematic model can be used together with a proper
path planning strategy for computing a vector 0(t) that express input angles and strokes in
the joint space as function of time for a given trajectory. Thus, the vector 6(t) can be used for
computing the stiffness matrix as function of time for a given end-effector trajectory.
However, it is necessary to define a scan rate S, and the time tgnp in which the motion of the
robotic system will be completed. Of course, the higher is the scan rate the higher is the
number of configurations in which stiffness matrix K is computed. It is worth noting that the
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accuracy in the estimation of model data such as geometrical dimensions, and values of
lumped stiffness parameters can significantly affect the accuracy of the stiffness matrix that
is computed through Eq.(13). Thus, experimental tests should be carried out in order to
validate stiffness model and model data.

Once the stiffness matrix has been derived, it is necessary to be able to compare different
stiffness matrices (for comparing local stiffness properties) and estimate the stiffness
performance of the overall system (for comparing global stiffness properties). A local
stiffness index can be directly related with the Cartesian stiffness matrix by means of
different mathematical operators that can be applied to a matrix. Feasible choices can be the
determinant, trace, norm, eigenvalues and eigenvectors at a given posture. In particular, the
determinant of a stiffness matrix K is invariant in similarity transformations. Thus, it does
not rely on the choice of reference frame. Moreover, it can be computed as

det (K) = (1) +Py(=1)° + P, (~1)* + P3(=1)> + Py (—1)? + Ps (1) + P (17)
where P; (with i=1,2,...,6) is the sum of the principal minors of order i of the matrix K.

But the determinant can be expressed also as the product of matrix eigenvalues as given in
Matrix Algebra. Each entry Kj;! of the inverse matrix of K can be computed as

LK), a8
1 _ ji
5 e ()

where (K); is the algebraic complement of the entry Kj of the matrix K with i, j=1,2,...,6.
Thus, if the determinant det(K) is zero, the Eq.(13) gives singular values and Eq.(12) cannot
be computed. Therefore, the determinant of K can be used as a performance index to
investigate synthetically the effect of the design parameters on the stiffness behaviour, since
it is easy to compute and it is particularly significant for determining stiffness singularity
properties. Merits and drawbacks of other local indices are summarized in (Carbone &
Ceccarelli, 2007).

A local index of stiffness performance is neither suitable for an accurate design analysis nor
useful for a comparison of different designs. In fact, even if a multibody robotic system has
suitable stiffness for a given system posture it can have inadequate stiffness at other
postures. Therefore, one should look at stiffness performance at all points of workspace or
define a single global stiffness index over the whole workspace yet.

A global index of stiffness performance for a multibody robotic system can be defined by
means of graphical methods that are based on plotting curves connecting postures having
the same value of the local stiffness index (iso-stiffness curves or surfaces), as proposed for
example in (Merlet, 2006). Nevertheless, the number of iso-stiffness curves or surfaces that
one can plot is graphically limited. Moreover, few curves or surfaces usually do not provide
sufficient insight of the overall stiffness behaviour of a multibody robotic system. These
aspects significantly reduce the effectiveness of iso-stiffness curves or surfaces.

Global stiffness indices can be defined also in a mathematical form by using minimum,
maximum, average or statistic evaluations of a local stiffness index. For example, one can
compute a global index in the form
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GI 4 = min |det(K) (19)

It is worth noting that a Gl4 index equal to zero means that at least one singular
configuration is within the workspace of a multibody robotic system. This is a critical
situation that should be avoided at the design stage.

Among the possible method the determinant of K and maximum values of compliant
displacements can be most easily related with a physical meaning. However, one should
note that the choice of a comparison method is strongly related with the application field.
For example, eigenvalues and eigenvectors and the identification of a center of compliance
are widely used for machine tools and grasping systems, respectively, as reported for
example in (Gosselin & Angeles, 1991).

5. Other optimal design criteria

Alternatives in formulating and choosing optimality criteria are always possible depending
on the designer experience, design goals, and manipulator applications. Many different
indices and/or their computations have been proposed in a rich literature on manipulators
in order to provide a numerical value of the performance of a manipulator. Those indices
can be used and they have been used with proper formulation as optimality criteria in
specific algorithms for optimal design of specific manipulators. Of course, any optimality
criterion as well as its formulation can suffer drawbacks in terms of conceptual aim and
numerical efficiency. Considering the above-mentioned aspects one can propose optimality
criteria for taking into account, just to cite few examples, well known design aspects such as

e  workspace,

e  dynamic performance,

e lightweight design.
One can even define optimality criteria for other specific design aspects such as safety in
robots for service tasks as proposed, for example, in (Castejon et al., 2007).

5.1 Workspace

The workspace is one of the most important kinematic properties of manipulators, because
of its impact on manipulator design and its location in a work cell. A manipulator
workspace can be identified as a set of reachable positions by a reference point at the
manipulator’s extremity. This is referred as position workspace. Similarly, orientation
workspace can be identified as a set of reachable orientations by a reference point at the
manipulator’s extremity. Interpreting the orientation angles as workspace coordinates
permits to treat the determination of the orientation workspace likewise the determination
of the position workspace when a Cartesian space is considered in the computations. A
general numerical evaluation of the workspace can be deduced by formulating a suitable
binary representation of a cross-section in the task-space, as described, for example, in
(Ottaviano & Ceccarelli, 2002).

The workspace volume V can be computed considering the cross-sections areas A, and the
number of slices n, that have been considered for the workspace volume evaluation,
according to scheme of Fig. 5, as
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Fig. 5. A binary representation of manipulator workspace (Ottaviano & Ceccarelli, 2002).

Similarly, the orientation workspace can be analyzed by using a suitable binary
representation with another binary matrix for a workspace region that can be described in
term of orientation angles. Therefore, an optimum design problem with objective functions
regarding workspace characteristics can be formulated as finding the optimal design
parameters values to obtain the position and orientation workspace volumes that are as
close as possible to prescribed ones in the form

V
fpy (X) = 1——VP°S, (21)

pos

Fow (X)=| 1-—vor_

or

where | . | is the absolute value; the subscripts pos and or indicate position and orientation,
respectively; and prime refers to prescribed values.

An optimality criterion for addressing workspace performance could be defined also by
taking into account several other aspects such as the shape of the workspace, the absence of
singularities or voids within the desired workspace, isotropy of the workspace,
manipulability index for specific manipulative tasks.

5.2 Dynamic performance

An optimality criterion concerning with dynamic performance, power consumption and
energy aspects of the path motion can be conveniently expressed in terms of the work that is
needed by the actuators. In particular, the work by the actuators is needed for increasing the
kinetic energy of the system in a first phase from a rest condition to actuators states at which
each actuator is running at maximum velocity. In a second phase bringing the system back
to a rest condition, the kinetic energy will be decreased to zero through the actions of
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actuators and brakes. Thus, one can write the work W, done by the actuators in the first
phase of the path motion as an optimality criterion for optimal path generation as given by
the expression

> ty .
Wact = Z[IO Ty Oy dt:| (22)

k=1
in which 1y is the k-th actuator torque; ou dot is the k-th shaft angular velocity of the
actuator; and tx is the time coordinate value delimiting the first phase of path motion with
increasing speed of the k-th actuator. Therefore, trying to minimize the ratio Wact / Wacto
with Waeo as a prescribed value, has the aim to size at the minimum level the design
dimensions and operation actions of the actuators in generating a path between two given

extreme positions. The prescribed value W, has to be chosen as referring to the power of a
commercial actuator.

5.3 Lightweight design
Lightweight design is desirable in order to have a light mechanical structure for safety
reasons and at the most for a general suitable maneuverability, installation, and location of
the robot. A reasonable and computationally efficient expression of the lightweight design
criterion can be given by

- Mo
d

fL(X)= (23)

as referred to M1 which is the overall mass of a robot and to My which is the desired overall
mass of the same robot. The robot mass, Mr can be computed as the sum of the mass of links
and joints M;, the mass of actuators M;, and the mass of cables and sensors My, in the form

Nk M geruator ]“’”’P””(’”’
Mp=Y M+ > M+ > M, (24)
i=l1 j=1 k=1

It is worth noting that the most critical aspect for obtaining a lightweight mechanical design
is to reduce the weight of links and joints. In fact, cables and sensors are usually market
components with given size and mass. Although actuators are usually market components
their size and mass is mainly selected according to the desired output power and dynamics.

6. Cases of study

6.1 A Parallel Manipulator

The CaPaMan (Cassino Parallel Manipulator) manipulator has been considered to test the
engineering feasibility of the above-mentioned formulation for optimal design of
manipulators as specifically applied to parallel architectures. CaPaMan architecture has
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been conceived at LARM in Cassino since 1996, where a prototype has been built for
experimental activity. Indeed, by using the existing prototype, simulations have been
carried out also to validate the proposed optimum design by considering several guess
solutions and imposing workspace and stiffness characteristics of the built prototype.
According to those satisfactory results a numerical example has been proposed to obtain the
same workspace characteristics but with enhanced stiffness and conditions for avoiding
singularities. A schematic representation of the CaPaMan manipulator is shown in Fig.6a),
and a photo of a prototype is shown in Fig.6b).

Position and orientation workspace volumes can be conveniently evaluated by using
Egs.(20-21) and the algebraic formulation for the Kinematics of CaPaMan manipulator that
has has been reported, for example, in (Ottaviano & Ceccarelli, 2002). Similarly, singularity
analysis for CaPaMan manipulator has been reported in (Ottaviano & Ceccarelli, 2002).
Stiffness analysis of CaPaMan has been reported in (Ceccarelli & Carbone, 2002). By
modeling each leg of CaPaMan as shown in Fig.7, the stiffness matrix of CaPaMan can be
derived as defined in Eq.(13) with

Cp =My Cy =CAT (25)

where Mgy is a 6x6 transmission matrix for the static wrench applied on H and transmitted
to points Hi H» and Hj of each leg; K, is a 6x6 matrix with the lumped stiffness parameters
of the 3three legs; C is a 6x6 matrix giving the displacements of the links of each leg as a
function of the displacements of points H;, H> and Hy; Aqis a 6x6 matrix that has been
obtained by using the Direct Kinematics of the CaPaMan to give the position of point H on
the movable plate as function of the position of points Hj, H> and H; in the form

Xy=A,v (26)

with v=[y1, z1, y2, 22, y3, Az3]T and Xu = [xn, Y8, 21, 9, 6, \V]T. The derivation of matrices Mgy,
K,, Ay, and C;, for CaPaMan can be found in (Ceccarelli & Carbone, 2002).

Fig. 6. CaPaMan (Cassino Parallel Manipulator) design: a) a kinematic diagram; b) a built
prototype at LARM.
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Fig. 7. A scheme for stiffness evaluation of a CaPaMan leg.

The lumped stiffness parameters has been assumed as kp=kaq=2.625x106 N/m and kmn=
58.4x10% Nm/rad; the couplers cx have been assumed rigid bodies because of the massive
design that has been imposed to have a fix position of the sliding joints. Further details on
the derivation of the matrices in Eqgs.(28) and (29) can be found in (Ceccarelli & Carbone,
2002). In the numerical example, for evaluation and design purposes we have assumed 1}, =
If, ak = Ck, b = d.

Results of the proposed design procedure as applied to the CAPAMAN architecture are
reported in Figs. 10, 11, and 12 and Table 1 and 2. In particular, the evolution of the objective
functions is reported in Fig. 8, form which one can note that the numerical procedure takes
65 iterations to converge to the optimum values that are reported in Table 1. Evolution of
design parameters and constraints are shown in Figs.9 and 10. Design characteristics for the
optimum solution are reported in Table 2. For the proposed numerical example, the Inverse
Kinematic singularities related to matrix A in Eq. (24) gives the condition that input crank
angle a; should be different from 90 deg, (for 1=1,2,3). This condition and Direct Kinematic
singularities have been taken into account in the numerical procedure through a constraint
equation.

URJeCIve TUNCIONS

e, 10 20 30 40 50 B0
iteration

Fig. 8. Evolution of the objective functions versus number of iterations for the example of

CaPaMan optimal design of Fig.6.
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Fig. 9. Evolution of design parameters versus number of iterations for the example of
CaPaMan optimal design of Fig.6.

iteration
Fig. 10. Evolution of design constraint versus number of iterations for the example of

CaPaMan optimal design of Fig.6 and Table 1.

Values ax bx hy Tp Ok Sk
(mm) (mm) (mm) (mm) (deg) (mm)
Initial Guess 27.85 100.0 100.0 60.0 45,135 50.0
Optimal 113.1 40.0 32.9 55.8 45,112 30.0
Table 1. Design parameters for optimal CaPaMan design of Figs.8 to 10.
Values of workspace Ax Ay Az Ag Ay AB
ranges (mm) (mm) (mm) (deg) (deg) (deg)
Initial Guess 105.8 112.4 293 38.0 179.9 321.8
Optimal 48.6 55.9 11.7 16.1 179.9 212.4
Values of compliant Ux Uy Uz Ua Uy Us
displacements (mm) (mm) (mm) (deg) (deg) (deg)
Initial Guess 55104 | 67106 | 32104 | 24105 | 24105 | 2310°
Optimal 0.002 1.6 10-6 0.001 6.0104 | 65104 | 23108

Table 2. Design characteristics of optimum solution for optimal CaPaMan design of Figs.8 to
10 and Table 1.

The numerical example for the CaPaMan manipulator has been elaborated in an Intel
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Pentium M 2.00 GHz. The algorithm takes 65 iterations to converge to an optimal solution
with a computation time of 4 min and 8 sec. The accuracy for the objective function
evaluations has been set equal to 1le-5 and the accuracy for the design parameters has been
set equal to le-3. Numerical examples show satisfactory results with a quite rapid
convergence to a feasible optimal solution. The robustness of the design algorithm is proved
in some extent even by relatively large distance of the computed optimal design solutions
from the guess values.

6.2 A robotic hand

LARM Hand as been considered to test the engineering feasibility of the above-mentioned
formulation for optimal design of robotic hands. LARM Hand architecture has been
conceived at LARM in Cassino in the second half of 90’s. Four different design solutions
have been developed and built at LARM as shown in Fig.11. Recently, special care has been
addressed in designing a novel underactuated linkage mechanism with passive elements
that can adjust the position of links and envelope object with only one motor as input
actuator. A feasible design schemes has been defined as shown in Fig. 12.

Fig. 11. LARM Hand prototypes in Cassino: a) version I; b) version II; ¢) version III;
d) version IV.
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Link sizes of a first solution for the proposed finger mechanism are listed in Table 3 by
referring to previous LARM Hand prototypes.

Initial values for coefficients of the springs have been determined as ki= k;=7.7x10-2
Nm/rad. Referring to Fig.12 the design parameters can be considered as angles of the links,
and the coefficients of the springs, namely Li, ai, 6;, 0;, for i=1,2,...9; 041, s2, ki, ko, ¢1, c2. A
design for an anthropomorphic finger must fulfil basic features such as human-like contact
forces, actuation efficiency, grasping capability, underactuated design, compact size,
transmission efficiency.

The multi-objective design optimization problem has been solved by using a numerical
procedure through Matlab Optimization Toolbox. For the numerical example the data have
been given as reported in Table 3. The sizes and forces needed for the grasping have been
defined by referring to experimental tests on a cylindrical object with a diameter 60 mm as
reported in (Yao et al., 2009). Two main objective functions F1 and F2 have been defined. F1
combines together the optimal criteria for compact size, underactuated design, and stiffness
performance. F2 combines together human-like contact forces, actuation efficiency, grasping
capability, and transmission efficiency,(Yao et al., 2009).

Optimal solution is obtained after 81 iterations for F1 and 363 iterations for F2, with total 168
seconds of CPU computation with standard PC Genuine Intel(T2050). The accuracy for the
objective function evaluations has been set equal to le-5 and the accuracy for the design
parameters has been set equal to 1e-3. Results of optimal program are shown in Figs. 13 and
14 and numerical values are listed in the tables 4, and 5. The actuator torque {2 is obtained as
about 0.15 Nm. This is due to an optimization of driving transmission efficiency and
reduction of coefficients for springs and dampers. Additionally, it has been checked that the
transmission angles are obtained in a reasonable range while the final grasping
configuration occurs.

p3 [
Fig. 12 The design parameters and phalanx bodies for a novel underactuated driving
mechanism for LARM Hand.
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Fig. 13. Evolution of the objective functions: a) evolution of the objective functions within F1;
b) evolution of the objective functions within F2.
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Fig. 14. Results of the optimal design procedure: a) evolution of phalanx sizes; b) evolution
of design parameters.

i 1 2 3 4 5 6 7 8 9 10
Li(mm) 11.2 | 66.5 | 12.0 | 51.4 | 17.8 | 37.1 [ 33.1 | 143 |13.0 |41 .0
Li(mm) | 60.0 | 415 | 41.0 | - - - - - - -
hpi(mm) 20.0 | 20.0 | 20.0 | - - - - - - -
a; (deg) 64.4 [ 22.7 [23.1 [ 1231 | - - - - - -
Opio(deg) | 0.0 100 |00 |- - - - - - -
Table 3. Initial guess design parameters for the proposed driving mechanism in Fig. 12.
r1/\tr2/Atr 2 hpi spring/ Tin
Parameters M g | Ny | (umefe) | oy | v
Guess solution 140/153/85 | 0.210/0.008 | 0.25/0.25 | 20.0/89.8 | 0.19/0.07
Optimal solution | 97/113/79 0.150/0.011 | 0.05/0.05 20.0/113.2 | 0.15/0.10

Table 4. Design parameters before and after optimality.
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i 1 2 3 4 5 6 7 8 9 10
Li(mm) | 7.8 | 611 |16.2 | 54.4 | 16.8. | 33.7 | 35.0 | 30.0 | 171 | 23.2

Lyi(mm) | 37.9 | 331 | 232 | - - - - - _ 5

ai (deg) | 787 | 628 | 255 | 76.4 | - - - B, - -

Table 5. Structure parameters of the optimal results for the underactuated finger
mechanism.

6.3 A humanoid leg

The leg module of the humanoid robot WABIAN R-IV has been considered to test the
engineering feasibility of the proposed formulation for optimal design of humanoid legs.
WABIAN R-IV has been conceived at Waseda University within the series of WABIAN
humanoid robots that started to walk on 1972. A collaboration has been established with
LARM since 2001 aiming to investigate kinematics, stiffness, and dynamics aspects both
from theoretical and experimental point of view.

Figures 15a), b) and c) show the humanoid robot WABIAN R-IV and a detailed kinematic
model for its leg module, respectively. It is worthy to note that in this model the Denavit-
Hartenberg convention has been used in order to define position and orientation of the link
coordinate frames X;Y;Z;.

By considering the references frames of Fig.15c), the D-H link parameters for the kinematic
chain of the leg can be computed as shown in Table 6. Then, the rotation matrices expressing
the relation between the frames can be straightforward derived by using the D-H link
parameters in in Table 6. Further details can be found in (Carbone et al. 2003).

A multi-objective optimization problem in the form of Eq.(23) can be defined also in order to
find an optimum compromise between stiffness and lightweight design. It is worthy to note
that the objective functions are affected by the choice of shape of links and material that is
used. In this paper, hollow square sections are assumed, since they give high stiffness
performances as pointed out in (Rivin, 1999). Moreover, it has been decided to use as
material Extra Super Duralluminium having Young module E=70 GPa and specific weight
p=3000 kg/m3 as based on previous experiences at Waseda University.

Figures 16 shows the plot of the objective functions versus the number of iterations for a
successful application of the proposed optimum design procedure. Figure 17 shows the
plots of the compliant displacements versus the number of iterations. Tables 7 shows the
optimum set of design sizes and evolution of the objective function that have been obtained
as result of the proposed formulation to give an optimal compromise between stiffness and
lightweight design. The objective function has evolved from an initial value of 37.028 to a
final value of 0.3597. The numerical example for the leg module of the humanoid robot
WABIAN R-IV has been elaborated in an Intel Pentium M 2.00 GHz. The algorithm takes
2600 iterations to converge to an optimal solution with a computation time of about 30 min.
The accuracy for the objective function evaluations has been set equal to le-5 and the
accuracy for the design parameters has been set equal to 1e-3.
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)
Fig. 15. WABIAN-RIV: a) a photo of the built prototype ; b) a zoom view of the leg module;

¢) a kinematic scheme for the leg module.

D-H par. a1y deg] ag-1) [mm] di [mm] 0i[deg]
Link No.

1 0 ap=185 0 0,

2 180 0 -d»=0 0

2 90 0 0 0,

3 0 a;=300 0 03

4 0 a;=223.5 0 90

4 90 0 0 0
4”7 0 0 0 0,+180
5 90 0 -d5=130 180
5 90 0 0 05

6 06 as=0 0 0
H’ 0 0 de=0 -90
H 0 0 0 90

Table 6. D-H parameters for the leg module of WABIAN-RIV in Fig.15.

Link | Length [m] [Cross-section
N. Edge [m]

Initial Final Initial Final
1 0.05 0.323 0.034 0.008
2 0.185 0.119 0.028 0.009
3 0.159 0.382 0.021 0.004
4 0.141 0.135 0.022 0.027
5 0.224 0.055 0.021 0.018
6 0.354 0.099 0.016 0.019

Table 7. Optimum set of design sizes.
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Fig. 16. Objective functions versus number of iterations: a) f1; b) f>; ) F= f1+ f5; d) zoom of F.

7. Conclusion

In this paper, a multi-objective optimal design procedure is outlined by discussing
optimality criteria and numerical aspects. In particular, optimality criteria have been chosen
according to the most common design requirements for robotic systems by paying special
attention to stiffness, since it is of primary importance in order to guarantee the successful
use of any robotic system for a given task. Additional alternative objective functions can be
used to extend the proposed design procedure to more general design problems. The
feasibility of such a complex design formulation for robotic manipulators has been
illustrated by referring to experiences that have been developed at LARM in Cassino.
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Concurrent Engineering of
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1. Introduction

Robot manipulators are good examples of complex engineering systems, where designers
occasionally employ a subsystem-partitioning approach for their analysis and synthesis. The
design methodology is traditionally based on the sequential decomposition of mechanical,
electromechanical, and control/instrumentation subsystems, so that at each step a subset of
design variables is considered separately (Castano et al., 2002). Although conventional
decoupled or loosely-coupled approaches of design seem intuitively practical, they undermine
the interconnection between various subsystems that may indeed play a crucial role in
multidisciplinary systems. The necessity of communication and collaboration between the
subsystems implies that such systems ought to be synthesized concurrently. In the
concurrent design process, design knowledge is accumulated from all the participating
disciplines, and they are offered equal opportunities to contribute to each state of design in
parallel. The synergy resulting from integrating different disciplines in concurrent design has
been documented in several case studies, to the effect that the outcome is a new and
previously unattainable set of performance characteristics (Hewit, 1996). However, the
challenge in a concurrent design process is that the multidisciplinary system model can
become prohibitively complicated; hence computationally demanding. Plus, a large number
of multidisciplinary objective and constraint functions must be taken into account,
simultaneously, with a great number of design variables. As the complexity of the system
model increases, in terms of the interactions between various subsystems, the coordination
of all the constraints distributed in different disciplines becomes more difficult, in order to
maintain the consistency between performance specifications and design variables.

Within the context of robotics, several ad hoc techniques of concurrent engineering have been
reported in the literature. They are innovative design schemes for specific systems, such as
Metamorphic Robotic System (Chirikjian, 1994), Molecule (Rus & McGray, 1998),
Miniaturised Self-Reconfigurable System (Yoshida et al., 1999), Crystalline (Rus & Vona,
2000), and Semi-Cylindrical Reconfigurable Robot (Murata et al., 2000). But, more systematic
approaches have been suggested by other researchers beyond the robotics community to
tackle the challenge of high dimensionality in concurrent design. These approaches can be
divided into two major groups. The first group translates the model complexity into a large
volume of computations, and then attempts to find efficient algorithms or parallel
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processing techniques to make these computations feasible. For example, parallel genetic
algorithms were used for multi-objective optimizations (Coello, 1999), and later augmented
with a penalty method to handle constraints (Kurapati et al., 2000). This approach was later
adopted for the concurrent engineering of modular robotic systems (Bi & Zhang, 2001).
Also, an integration of agent-based methods and simulated annealing was used for the
modular configuration design (Ramachandran & Chen, 2000). The second group tries to
alleviate the complexity by reducing the optimization space; either through breaking the
optimization process into several stages (Paredis, 1996), or by approximating the space with
the one with lower dimensions (Dhingra & Rao, 1995). Each group brings certain
contributions to concurrent engineering, yet cannot avoid some drawbacks. While efficient
algorithms, mostly taking advantage of parallel processing, can handle high computational
demands in concurrent engineering, they tend to lose transparency, so that designers can no
longer relate to the process. On the other hand, a better understanding of design may be
achieved, should one be able to simplify the optimization model, but at a great cost of
obtaining outcomes for an approximated version of the system that can be far from reality.
This chapter introduces a solution for the complexity of concurrent engineering, which in
essence consists of two unique constituents, each relating to one of the above-mentioned
groups. For the first part, it utilizes an efficient system modeling technique that not only
does not compromise the transparency, but also accounts for complex phenomena such as
sensor noise, actuator limitation, transmission flexibility, etc., which can hardly be captured
by computational modeling. The model efficiency, in terms of both computation and
accuracy, is due to the use of real hardware modules in the simulation loop and, hence, the
real-time execution. In other words, the solution uses a Robotics Hardware-in-the-loop
Simulation (RHILS) platform for “computing” the system model in the design process. And
for the second part, the solution applies an alternative design methodology, namely
Linguistic Mechatronics (LM), which not only formalizes subjective notions and brings the
linguistic aspects of communication into the design process, but also transforms the multi-
objective constrained optimization model into a single-objective unconstrained formulation.
A combination of the above two techniques will ensure an efficient solution for concurrent
engineering of robot manipulators, without simplifying the system model. Further, it
facilitates communication between designers (of different background) and customers by
including linguistic notions in the design process.

The chapter is organized as follows: Section 2 introduces Linguistic Mechatronics (LM).
Section 3 details the Robotics Hardware-in-the-loop Simulation (RHILS) platform. Section 4
describes the LM-RHILS based concurrent engineering methodology and its application to
an industrial robot manipulator. Some concluding remarks are made in Section 5.

2. Linguistic Mechatronics: An Alternative Approach to Concurrent
Engineering

The premise of concurrent engineering is to provide a common language to fill in the
communication gap between different engineering disciplines, and to devise a means for
helping them collaborate towards a common goal. The need for communication and
collaboration in concurrent engineering implies that, in addition to physical features, many
subjective notions must be involved, which can hardly be captured by pure mathematical
formulations. Both customers and designers need to communicate beyond the equations to
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convey design requirements and specifications. Hence, there is a need for a communication
means in concurrent engineering that can convey qualitative and subjective notions that are
used frequently in human interactions, in addition to holistic criteria that finalize the design
process based on objective performances in the real physical world. A few methodologies of
concurrent design have attempted to include subjective notions in the design process (e.x.,
Dhingra et al., 1990). Amongst them, Method of Imprecision (Mol) is a notable attempt to
take into account imprecision in design (Otto & Antonsson, 1995). This approach defines a
set of designer’s preferences for design variables and performance parameters to model the
imprecision in design. It determines and maximizes the global performance under one of the
two conservative or aggressive design tradeoff strategies, and uses fuzzy-logic operators for
tradeoff in the design space. This method offers a number of advantages that are crucial in
concurrent engineering. However, it does not provide a systemic means to distinguish the
constraints from the goals in the aggregation process; instead it simply offers two extreme
designer’s attitudes. Further, in the Mol methodology designer’s attitudes are not justified
with any objective performance criterion. While subjective notions can play a crucial role in
concurrent engineering of multidisciplinary systems, their relevance must eventually be
checked against the objective criteria of system performance.

This section introduces Linguistic Mechatronics (LM) as an alternative concurrent design
framework, which emphasizes on the designer’s satisfaction, instead of pure performance
optimization, and brings the linguistic aspects of communication into the design process. It
not only formalizes subjective notions of design and simplifies the complicated multi-
objective constrained optimization, but also resolves the above-mentioned deficiencies of the
Mol methodology through a) dividing the design attributes into two inherently-different
classes, namely wish and must attributes; and b) aggregating satisfactions using parametric
fuzzy-logic operators so that the designer’s attitude can be adjusted based on an objective
performance criterion. Linguistic Mechatronics involves three stages of system modeling.
First, a fuzzy-logic model is developed in the primary phase of design; secondly, a software
and/or hardware simulation of the system is used for the secondary phase. And lastly, a
bond graph model of the system assigns appropriate supercriteria that finalize the design. In
the following sub-sections, the foundations of linguistic mechatronics, namely fuzzy
modeling and fuzzy operators, will be reviewed first, and then a step-by-step formulation of
the LM methodology will be presented.

2.1 Fuzzy-Logic Modeling

Fuzzy-logic modeling is an approach to forming a system model by using a descriptive
language based on fuzzy-logic with fuzzy propositions. In (Emami, 1997), a systematic
approach of fuzzy-logic modeling is developed, which is adopted in this work. In general,
the clustered knowledge of a system can be interpreted by fuzzy models consisting of IF-
THEN rules with multi-antecedent and multi-consequent variables (n antecedents, s
consequents, and r rules):

IF U; is Bi1 AND...AND U, is By, THEN V; is D11 AND...AND Vi is Dy
ALSO

ALSO
IF Uy is By AND...AND U, is B,; THEN V7 is D,; AND...AND V;is D,
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where U; (j=1,...,n) is the jf input variable and Vi (k=1,...,5) is the ki output variable, B;
(i=1,..,r, j=1,...,n) and Dy (i=1,...,r, k=1,...,s) are fuzzy sets over the input and output
universes of discourse, respectively. Constructing a fuzzy model can be divided into two
major steps: a) fuzzy rule-base generation, and b) fuzzy inference mechanism selection.

A. Fuzzy Rule-base Generation

Assuming the existence of sufficient knowledge of the system, the process of rule-base
generation can be performed in the following sequence: a) clustering output data and
assigning output membership functions, b) finding the non-significant input variables and
assigning the membership functions to the rest of them, and ¢) tuning the input and output
membership functions. Clustering methods are occasionally based on the optimization of an
objective function to find the optimum membership matrix, U=[ux], that contains the
membership value of the ki data point, z, € Z, to the ih partition. In Fuzzy C-Means
(FCM) clustering method, this function, J,, is defined as the weighted sum of the squared
errors of data points, and the minimization problem is formulated as:

I(Hi\fr)l|:an (U’V’Z) = Xi(um )m (zk - vi)T(zk -V ):| ’ (2)

i=l k=1

where V = {v Y, ,...,vﬁ} is the set of unknown cluster centers, N and c are the number of

data points and clusters, respectively, and m is the weighting exponent.

A prerequisite for FCM is assigning ¢ and m. The optimal values of these numbers are
calculated based on two requirements: a) maximum separation between the clusters; and b)
maximum compactness of the clusters. Therefore, the fuzzy within-cluster scatter matrix,

SW = iz(uik)m(zk _vi)(zk _vi)T (3)

i=l k=1

and between-cluster scatter matrix,

S, = X(Z(uﬂc)m j(vi _g)(vi _‘_")T 4)

i=1 k=1

are defined to reflect the two criteria (Emami et al., 1998). Note that the fuzzy total mean
array, v, is defined as:

— 1 <
vV=—F—

EELU 3 YRR 6
Zz(u,k)m i=l k=1

i=l k=1

The matrix Sp represents the separation between the fuzzy clusters, and Sw is an index for
the compactness of fuzzy clusters. For obtaining the best clusters the trace of matrix Sw,
tr(Sw), should be minimized to increase the compactness of clusters and tr(Sg) should be
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maximized to increase the separation between clusters. Alternatively, s =(S,)—(S,)

can be minimized to identify the optimum number of clusters, c. The weighting exponent,
m, varies in (1,400) and indicates the degree of fuzziness of the assigned membership

cs

functions. In order to have a reliable index for s, m should be far enough from both
extremes. Hence, the reliable value of m is what holds the trace of fuzzy total scatter matrix
(1),

s, =tr(S,)=tr(S, +8,), (6)

somewhere in the middle of its domain. Since st and s. are both functions of m and ¢, the
process of choosing the parameters should be performed by a few iterations.

In systems with a large number of variables, there occasionally exist input variables that
have less effect on the output, in the range of interest. In order to have an efficient fuzzy-
logic model, an index, 7, is defined as an overall measure of the non-significance of input

variable x; as:

r,
T =|1-; G=1,...,n) )

where I, is the range in which membership function B, (x,) is one, and I’ is the entire
range of the variable x;. The smaller the value of 7, is, the more effect the j* variable has in

the model, and vice versa.

Finally, to map the output membership functions onto the input spaces, a clustering
method, called line fuzzy clustering, is employed. This method works based on the distance
of each data point located on the axis xj to the interval of the j# input variable
corresponding to the output membership function equal or close to one (Emami, 1997).

B. Fuzzy Reasoning Mechanism

To interpret connectives in fuzzy set theory, there exist a number of different classes of
triangular norm (t-norm) and triangular conorm (f-conorm), such as Max-Min Operators
(Toin, Smax), Algebraic Product and Sum (Tyrod Ssum), and Drastic Product and Sum (Tw, Sw). Using
the basic properties of these operators, it is shown in (Emami, 1997) that for any arbitrary ¢-
norm (T) and t-conorm (S) and for all a, €[0,1]:

T,(a,...a)<T(a,,..,a)<T_ (a,..a,),

min 8

S, (a,....,a)<S(a,,...,a,)<S  (a,...a,). ®
Various types of parameterized operators have been suggested in the literature to cover this
range. In particular, a class of operators for fuzzy reasoning is introduced in (Emami et al.,
1999), which is adopted here for aggregating the satisfactions, as explained in the next sub-
section:

S (by,b, b )= [ + (1= b ...[b

n n=2

"4+ (=500, +(1-b,0, 1010 " (9)
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where b, €[0,1] and p €(0,4+0). Consequently, the corresponding t-norm operator is

defined based on De Morgan laws using standard complementation operator, as:
T%(a,,a,,..,a,)=1-S"((1-qa,),(1-a,),....(1-a,)) . (10)

In the extreme cases, this class of parameterized operators approaches (Tiuin,Smax) as
p —> +0, (Tprod Ssum) as p — 1, and (Tw, Sw)as p > 0.

The meaning of an aggregation operator is sometimes neither pure AND (t-norm) with its
complete lack of compensation, nor pure OR (t-conorm). This type of operator is called mean
aggregation operator. For example, a suitable parametric operator of this class, namely
generalized mean operator, is defined in (Yager & Filev, 1994) as:

1 n Va
G'“a,a,.,a)=|—>» a” | ; 11
(a,,d5...,,) (HZJ (1)

where « € (—,+00). It appears that this type of aggregation monotonically varies between
Min operator while @ — —o and Max operator as & — + . Subsequently, an appropriate
inference mechanism should be employed to combine the rules and calculate the output for
any set of input variables. Takagi-Sugeno-Kang (TSK) reasoning method is associated to a
rule-base with functional type consequents instead of the fuzzy sets and the crisp output, y°

, is defined by the weighted average of the outputs of individual rules, y/’s, as:

T T,
y = Z;_lyr = Zr_l(biﬁ + bil‘xl tot bmxn); (12)
i=1 T i=1 T
j J
Jj=1 J=1

where 7, is the degree of fire of the i rule:
r,=T(B,(x),...B, (x,)). (13)

Since the TSK method of reasoning is compact and works with crisp values, it is
computationally efficient; and therefore, it is widely used in fuzzy-logic modeling of
engineering systems, especially when tuning techniques are utilized. Ultimately, the
parameters of input membership functions and output coefficients are tuned by minimizing
the mean square error of the output of the fuzzy-logic model with respect to the existing
data points.

2.2 The LM Formulation
A design problem consists of two sets: design variables X ={X :Vj=1,.,n} and design

attributes A={A, : Vi=1,..,N}. Design variables are to be configured to satisfy the design
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requirements assigned for design attributes, subject to the design availability
D={D,:Vj=1,.,n}. Each design attribute stands for a design function providing a
functional mapping F, :X — 3, that relates a state of design configuration X € to the
attribute 4, €3,, ie, 4 =F,(X) (i=1,...,N). These functional mappings can be of any
form, such as closed-form equations, heuristic rules, or set of experimental or simulated
data.

Given a set of design variables and a set of design attributes along with an available
knowledge that conveys the relationship between them, the process of Linguistic
Mechatronics is performed in two phases: a) primary phase in which proper intervals for the
design variables are identified subject to design availability, and b) secondary phase in which
design variables are specified in their intervals in order to maximize an overall design
satisfaction based on the design requirements and designer’s preferences. Thus, the
secondary phase involves a single-objective optimization, yet it is critically dependant on
the initial values of a large number of design variables. The primary phase makes the
optimization more efficient by providing proper intervals for the design variables from
where the initial values are selected. The overall satisfaction is an aggregation of satisfactions
for all design attributes. The satisfaction level depends on the designer’s attitude that is
modeled by fuzzy aggregation parameters. However, different designers may not have a
consensus of opinion on satisfaction. Therefore, the system performance must be checked
over a holistic supercriterion to capture the objective aspects of design considerations in
terms of physical performance. Designer’s attitude is adjusted through iterations over both
primary and secondary phases to achieve the enhanced system performance. Therefore, this
methodology incorporates features of both human subjectivity (i.e., designer’s intent) and
physical objectivity (i.e, performance characteristics) in multidisciplinary system
engineering.

Definition 1 - Satisfaction: A mapping p such that 4 :¥ — [0,1] for each member of Y is

called satisfaction, where Y is a set of available design variables or design attributes based
on the design requirements. The grade one corresponds to the ideal case or the most
satisfactory situation. On the other hand, the grade zero means the worst case or the least
satisfactory design variable or attribute.

Satisfaction on a design attribute, a, = u,(X), indicates the achievement level of the

corresponding design requirement based on the designer’s preferences. The satisfaction for
a design variable, x, =, (X), reflects the availability of the design variable. In the

conceptual phase, design requirements are usually subjective concepts that imply the
costumer’s needs. These requirements are naturally divided into demands and desires. A
designer would use engineering specifications to relate design requirements to a proper set
of design attributes. Therefore, in LM the design attributes are divided into two subsets,
labeled must and wish design attributes.

Definition 2 - Must design attribute: A design attribute is called must if it refers to
costumer’s demand, i.e., the achievement of its associated design requirement is mandatory
with no room for compromise. These attributes form a set coined M.
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Definition 3 - Wish design attribute: A design attribute is called wish if it refers to
costumer’s desire, i.e., its associated design requirement permits room for compromise and
it should be achieved as much as possible. These attributes form a set coined W.

Therefore,

MW =g, MuUW =4. (14)

The satisfaction specified for wish attribute W, is w,(X) =, (X) (i=1,....Nw), and the

satisfaction specified for must attribute M, is m,(X) = u,, (X) (i=1,...,Nu). Therefore, for

each design attribute A; (corresponding to either M; or W), there is a predefined mapping to
the satisfaction a; (m; or wj), i.e., {(4,,a,):Vi=1,...,N}. Fuzzy set theory can be applied for
defining satisfactions through fuzzy membership functions and also for aggregating the
satisfactions using fuzzy-logic operators.

Remark: [F,(X))=F,(X,)] < [a,(X,)2a,(X,)] for monotonically non-decreasing
satisfaction. More specifically, if 0 <a,(e) <1 then [F(X,) > F,(X,)] © [a,(X)) > a,(X,)]
and if a,(e)=0orl then [F, (X)) F(X,)] <[q,(X,)=a,(X,)], where > denotes
loosely superior and > represents strictly superior. In other words, the better the
performance characteristic is the higher the satisfaction will be, up to a certain threshold.
Definition 4 - Overall satisfaction: For a specific set of design variables X, overall

satisfaction is the aggregation of all wish and must satisfactions, as a global measure of
design achievement.

A. Calculation of Overall Satisfaction
Must and wish design attributes have inherently-different characteristics. Hence, appropriate
aggregation strategies must be applied for aggregating the satisfactions of each subset.

1) Aggregation of Must Design Attributes
Axiom 1: Given must design attributes, {(M,,m,):Vi=1..,N, }, and considering

component availability, {(D,,x,):Vj=1,.,n}, the overall must satisfaction is the

aggregation of all must satisfactions using a class of ¢-norm operators.

Must attributes correspond to those design requirements that are to be satisfied with no
room of negotiation, and, linguistically, it means that all design requirements associated
with must attributes have to be fulfilled simultaneously. Therefore, for aggregating the
satisfactions of must attributes an AND logical connective is suitable. Considering
satisfactions as fuzzy membership degrees, the AND connective can be interpreted through
a family of t-norm operators. Thus, the overall must satisfaction is quantified using the p-
parameterized class of t-norm operators, i.e.,

,uMm(X) =T (m,m,,....m, ,X,,%,,....x,). (p>0) (15)

SHEN, >

The parametric t-norm operator T®) is defined based on (9) and (10).
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Parameter p can be adjusted to control the fashion of aggregation. Changing the value of p
makes it possible to obtain different tradeoff strategies. The larger the p, the more
pessimistic (conservative) designer’s attitude to a design will be, and vice versa.

2) Aggregation of Wish Design Attributes

Definition 5 - Cooperative wish attributes: A subset of wish design attributes is called
cooperative if the satisfactions corresponding to the attributes all vary in the same direction
when the design variables are changed.

Therefore, wish attributes can be divided into two cooperative subsets:

a) Positive-differential wish attributes (W *): In this subset the total differential of the
satisfactions for the wish attributes (with respect to design variables) are non-negative.

W= {0 w): W, W, dw(X)20}. (16)

This subset includes all attributes that tend to reach a higher satisfaction when all design
variables have an infinitesimal increment.

b) Negative-differential wish attributes (W ~): In this subset the total differential of the
satisfactions for the wish attributes (with respect to design variables) are negative.

W= ={WW,w): W eW, dw(X)<0}. (17)

This subset includes all attributes that tend to reach a lower satisfaction when all design
variables have an infinitesimal increment.

W nW =¢, W UW =W . (18)

Since in each subset all wish attributes are cooperative, their corresponding design
requirements can all be fulfilled simultaneously in a linguistic sense. Hence, according to
Axiom 1, similar to must satisfactions, a g-parameterized class of t-norm operators is suitable
for aggregating satisfactions in either subsets of wish attributes.

#WL<Q)(X) - T(‘”(wl,Wzs-n»WNW, ) (¢>0); (19)

where N . are the number of positive-/negative-differential wish attributes.

Axiom 2: Given the satisfactions corresponding to positive- and negative-differential wish
attributes, u,. “(X) and 7. “(X), the overall wish satisfaction can be calculated using an

a-parameterized generalized mean operator.
The two subsets of wish attributes cannot be satisfied simultaneously as their design
requirements compete with each other. Therefore, some compromise is necessary for
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aggregating their satisfactions, and the class of generalized mean operators in (11) reflects the
averaging and compensatory nature of their aggregation.

Va
0= 3, 00+, 0 || 20

This class of generalized mean operators is monotonically increasing with respect to a between
Min and Max operators; therefore, offers a variety of aggregation strategies from
conservative to aggressive, respectively. The overall wish satisfaction is governed by two
parameters g and a, representing subjective tradeoff strategies. They can be adjusted
appropriately to control the fashion of aggregation. The larger the a or the smaller the g, the
more optimistic (aggressive) one’s attitude to a design will be, and vice versa.

3) Aggregation of Overall Wish and Must Satisfactions
Axiom 3: The overall satisfaction is quantified by aggregating the overall must and wish
(g.@)

satisfactions, ,”’(X) , and g,'"*'(X), with the p-parameterized class of t-norm

operators, i.e.,
P (X) =T (a1, " (X, pty ™ (X)) (p>0). 1)

The aggregation of all wish satisfactions can be considered as one must attribute, i.e., it has to
be fulfilled to some extent with other must attributes with no compromise. Otherwise, the
overall wish satisfaction can become zero and it means none of the wish attributes is satisfied,
which is unacceptable in design. Therefore, the same aggregation parameter, p, that was
used for must attributes should be used for aggregating the overall wish and must
satisfactions. In (21), three parameters, i.e., p, ¢ and a, called attitude parameters, govern the
overall satisfaction.

B. Primary Phase of LM

Once the overall satisfaction is calculated, in order to obtain the most satisfactory design,
this index should be maximized. The optimization schemes are critically dependent on the
initial values and their search spaces. Therefore, to enhance the optimization performance,
suitable ranges of design variables are first found in the primary phase of LM. In linguistic
term, primary phase of LM methodology provides an imprecise sketch of the final product
and illustrates the decision-making environment by defining some ranges of possible
solutions. For this purpose, the mechatronic system is represented by a fuzzy-logic model
based on (1). This model consists of a set of fuzzy IF-THEN rules that relates the ranges of
design variables as fuzzy sets to the overall satisfaction; i.e.,

IF X; is Big AND...AND X, is By, THEN p is Dy

ALSO

(22)
ALSO

IF X;is B, AND...AND X, is B, THEN p is D;
where y is the overall satisfaction and Bjj and D; (j=1,...,n and I=1,...,r) are fuzzy sets on X;
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and y, respectively, which can be associated with linguistic labels.

The fuzzy rule-base is generated from the available data obtained from simulations,
experimental prototypes, existing designs or etc., using fuzzy-logic modeling algorithm as
detailed in the previous section. The achieved consequent fuzzy sets, D/’s, can be further
defuzzified by (23) to crisply express the level of overall satisfaction corresponding to each
rule.

D T I i i
ﬂ,zﬁzy, =F2(bm+b“)(l +o+b X)) (23)
i=1 i=1

where g’/ (1=1,2,...r, i=1,2,...,N) is the overall satisfaction corresponding to the i** data
point in [ rule, N is the number of data points in the existing database, by (j=1,2,...,n) is the
TSK consequent coefficient corresponding to the jt design variable in the [t rule, X is the
jt design variable in the if* data point and £ corresponds to the overall satlsfactlon of rule
1. The rule with the maximum g, is selected, and the set of its antecedents represents the
appropriate intervals for the design variables. The set of these suitable intervals is denoted as
C={C,:Vj=1,..,n} and the corresponding fuzzy membership functions are labeled as
c,(X,)(j=1,..,n). Finally, these fuzzy sets are defuzzified using Centre of Area (CoA)
defuzzification method (Yager & Filev, 1994) to introduce the set of initial values

={X,,:Vj=1,...,n} for design variables in the secondary phase of optimization process.

j X e,(X,)dX,
(j=L..,n) (24)

/O

j ¢,(X,)dX,

C. Secondary Phase of LM

In the secondary phase, LM employs regular optimization methods to perform a single-
objective unconstrained maximization of the overall satisfaction. The point-by-point search
is done within the suitable intervals of design variables obtained from the primary phase.
Therefore, the locally unique solution X; is obtained through:

#(p.q,a) (Xs) — IE(IEQEXT(M (#M(m (X)’yw(q,a) (X)) (25)

It can be shown that the pareto-optimality of the solution is a result of how the satisfactions
are defined: Assume that X; is not locally pareto-optimal. Then 3X, € C such that

F(X)-F(X,), Vi=L.,N (26)
particularly, there exists an iy that:
F(X,)> F,(X)). @)

Thus, according to the Remark,



222 Robot Manipulators, New Achievements

a,(X,)>a, (X)), (282)
or

a,(X)=a,(X,)=1. (28b)

Hence, if F] corresponds to a must attribute, due to the monotonicity of t-norm operator in
(15),

() X )> (p) X 29

Mo (X)) 2 1y, (X)) 29

And if F, corresponds to a wish attribute, due to the monotonicity of both t-norm and

generalized mean operators in (20),

A OET G OF (30)
Finally, the monotonicity of t-norm in (21) lead to:
HIOX,) 2 (X, &)

Obviously, (31) contradicts the fact that X is a locally optimal solution. Note that in (29),
(30) and (31) the equality holds when both satisfactions are 1. Thus, in order to avoid the
equality, the satisfactions can be defined monotonically increasing or decreasing on the set
of suitable intervals, C.

As indicated in (25), various attitude parameters, p, g and a, result in different optimum
design values for maximizing the overall satisfaction. Consequently, a set of satisfactory
design alternatives (Cs) is generated based on subjective considerations, including designer’s
attitude and preferences for design attributes.

D. Performance Supercriterion

From the set of optimally satisfactory solutions, Cs, the best design needs to be selected
based on a proper criterion. In the previous design stages, decision making was critically
biased by the designer’s preferences (satisfaction membership functions) and attitude
(aggregation parameters). Therefore, the outcomes must be checked against a supercriterion
that is defined based on physical system performance. Indeed, such a supercriterion is used
to adjust the designer’s attitude based on the reality of system performance. A suitable
supercriterion for multidisciplinary systems should take into account interconnections
between all subsystems and consider the system holistically, as the synergistic approach of
mechatronics necessitates.

Although mechatronic systems are multidisciplinary, the universal concept of energy and
energy exchange is common to all of their subsystems. Therefore, an energy-based model
can deem all subsystems together with their interconnections, and introduce generic notions
that are proper for mechatronics. A successful attempt in this direction is the conception of
bond graphs in the early 60’s (Paynter, 1961). Bond graphs are domain-independent graphical
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descriptions of dynamic behaviour of physical systems. In this modeling strategy all
components are recognized by the energy they supply or absorb, store or dissipate, and
reversibly or irreversibly transform. In (Breedveld, 2004; Borutzky, 2006) bond graphs are
utilized to model mechatronic systems. This generic modeling approach provides an
efficient means to define holistic supercriteria for mechatronics based on the first and second
laws of thermodynamics (Chhabra & Emami, 2009).

1) Energy Criterion

Any mechatronic system is designed to perform a certain amount of work on its
environment while the input energy is supplied to it. Based on the first law of
thermodynamics, this supplied energy (S) does not completely convert into the effective work
(E) since portions of this energy are either stored or dissipated in the system by the system
elements or alter the global state of the system in the environment. This cost energy (f) should
be paid in any mechatronic system in order to transfer and/or convert the energy from the
suppliers to the effective work. Therefore, a supercriterion, coined energy criterion, can be
defined as minimizing f(X) for a known total requested effective work from the system.
Based on the principle of conservation of energy:

SX)=E+ f(X), (32)

which shows that minimizing the supplied energy is equivalent to the energy criterion.
Therefore, by minimizing the supplied energy or cost function, depending on the
application, with respect to the attitude parameters the best design can be achieved in the
set of optimally-satisfied solutions (Cs).

S(X")=minS(X,;p,q.a). (33)

In bond graphs the supplied energy is the energy that is added to the system at the source
elements, which are distinguishable by S, and §, with the bonds coming out of them.

Hence, by integrating the supplied power at all of the source elements during the simulation
S(X) can be calculated.

2) Entropy Criterion

Based on the second law of thermodynamics, after a change in supplied energy, a
mechatronic system reaches its equilibrium state once entropy generation approaches its
maximum. During this period the system loses its potential of performing effective work,
constantly. Therefore, if the loss work of the system is less, available work from the system
or, in other words, the aptitude of the system to perform effective work on the environment
is more. This is equivalent to minimizing the entropy generation or the irreversible heat
exchange at the dissipative elements of the bond graphs, i.e., 0, (¢;X), with respect to X
and accordingly it is called entropy criterion. Given a unit step change of supplied energy, the

equilibrium time, denoted by Z, (X)), is the time instant after which the rate of change of

dissipative heat remains below a small threshold, ¢,
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t,(X)=Inf{t,:Vt>t,Q, (,X)<s&}. (34)
Consequently, the best design is attained in the set of optimally satisfactory solutions,

0, (t, (X)) =minQ, (t,(X,); p.¢,2) . (35)

3) Agility Criterion

Alternatively, for systems where response time is a crucial factor the rate of energy
transmission through the system, or agility, can be used for defining the performance
supercriterion. Thus, the supercriterion would be to minimize the time that the system
needs to reach a steady state as the result of a unit step change of all input parameters at
time zero. A system reaches the steady state when the rate of its internal dynamic energy, K,
becomes zero. Internal dynamic energy is equivalent to the kinetic energy of masses in
mechanical systems or the energy stored in inductors in electrical systems. Masses and
inductors resist the change of velocity and current, respectively. In terms of bond graph
modeling, both velocity and current are considered as flow. Consequently, internal dynamic
energy is defined as the energy stored in the elements of system that inherently resist the
change of flow. Therefore, Given a unit step change of input variables, the response time,
denoted by T(X), is the time instant after which the rate of change of internal dynamic

energy, K , remains below a small threshold, 6.
T(X)=Inf{t,:Vt>t, K(t,X)<5}. (36)

As a design supercriterion, when the response time reaches its minimum value with respect
to attitude parameters the best design is attained in Cs.

T(X")=minT(X,:p.q.a). (37)
The complete flowchart of LM is presented in Fig. 1.

3. Robotic Hardware-in-the-loop Simulation Platform

The increasing importance of several factors has led to an increase in the use of HIL
simulation as a tool for system design, testing, and training. These factors are listed in
(Maclay, 1997) as: reducing development time, exhaustive testing requirements for safety
critical applications, unacceptably high cost of failure, and reduced costs of the hardware
necessary to run the simulation. By using physical hardware as part of a computer
simulation, it is possible to reduce the complexity of the simulation and incorporate factors
that would otherwise be difficult or impossible to model. Therefore, HIL simulations can
play an effective role in systems concurrent engineering. The HIL simulations have been
successfully applied in many areas, including aerospace (Leitner, 1996), automotive
(Hanselman, 1996), controls (Linjama et al., 2000), manufacturing (Stoeppler et al., 2005),
and naval and defense (Ballard et al., 2002). They have proven as a useful design tool that
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reduces development time and costs (Stoeppler et al; 2005, Hu, 2005). With the ever
improving performance of today’s computers it is possible to build HIL simulation without
specialized and costly hardware (Stoeppler et al., 2005).

In the field of robotics, HIL simulation is receiving growing interest from researchers, and
has been applied from a number of different perspectives. These approaches include: robot-
in-the-loop simulations, such as the platform used for the task verification of the special-
purpose dexterous manipulator at the Canadian Space Agency (Piedboeuf et al., 1999) or the
use of both real and simulated mobile robots interacting with a virtual environment (Hu,
2005); controller-in-the-loop simulations, where a real control system interacts with a
computer model of the robot (Cyril et al., 2000); and joint-in-the-loop simulations, which use a
computer model to compute the dynamic loads seen at each joint and then emulate those
loads on the real actuators (Temeltas et al., 2002). Each of these approaches applies the HIL
concept slightly differently, but all have produced positive results. In a recent work (Martin
& Emami, 2008), a modular and generic Robotic HIL Simulation (RHILS) platform was
designed and developed for the industrial manipulators, and its performance was verified
using the CRS-CataLyst-5 manipulator from Thermo Fisher Scientific Inc. (Thermo, 2007).
The RHILS platform was used in this work as the second constituent of robotic concurrent
engineering, next to Linguistic Mechatronics. The architecture of the RHILS platform is
illustrated in Fig. 2, and an overview of its modules is presented below:

3.1 RHILS Architecture

The RHILS platform architecture allows for simultaneous design and testing of both the
joint hardware and control system of a robot manipulator. The architecture is designed to be
adequately generic so that it can be applied to any serial-link robot manipulator system, and
focuses on modularity and extensibility in order to facilitate concurrent engineering of a
wide range of manipulators. This section presents a detailed breakdown of the main blocks
of the architecture.

The architecture is separated into four subsystems: (a) the User Interface, (b) the Computer
Simulation, (c) Hardware Emulation, and (d) the Control System, which are described below
with reference to Fig. 2. These subsystems are further partitioned into two major categories:
RHILS Platform components (indicated with a white background), and Test System
components (indicated with a grey background). The RHILS Platform components are
generic and should remain largely consistent over multiple applications, while the Test
System components are part of the system being designed and/or tested on the platform.
Depending on how much of the system is implemented in hardware versus how much is
simulated it is possible to tailor the setup to all phases of the design cycle, and the
architecture is designed to make adjusting this ratio as easy as possible.
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Fig. 2. RHILS Platform Architecture

A. User Interface Block

C1 Drive electronics for Test Motor

C2 Test Motor

C3 Differential rotary encoder

C4 Harmonic drive transmission

C5 Detachable coupling to allow test hardware to
be swapped in and out

C6 Load Motor

C7 Reaction torque transducer, for closed loop
control and data acquisition

C8 Drive electronics for Load Motor

D1 Trajectory planner

D2 Position controller
A gray background indicates that section

is part of the system being designed and tested
using the RHIL platform

This block contains the most overlap between the RHILS Platform and the Test System.
Because it is necessary to synchronize initial conditions before starting a simulation, this
block acts as an intermediary between the custom control system and the generic
simulation. On the RHILS Platform side robot configurations and parameters are chosen, as
well as specifying any external conditions, for example zero-gravity or end-effector
payloads, that will be used during a simulation. For the Test System side any configurable
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control parameters are set in the control system, such as the planned trajectories and
feedback loop gains. Finally, the duration of the simulation and the type of data logging to
be performed are selected.

B. Computer Simulation Block

The Computer Simulation performs three primary roles. Its first and most obvious task,
represented by the Load Simulation block, is to run the inverse dynamics computations based
on the instantaneous position, velocity, and acceleration of each joint, and solve for the
dynamic load applied to each joint actuator. Due to the recursive algorithm used for
computing the inverse dynamics (Li & Sankar, 1992) on the dedicated kernel, it is possible to
specify any reasonable number of joints in any configuration and still attain the
computational efficiency necessary to run the simulation in real-time. The second task is to
convert the hardware signals read in and sent out through a data acquisition board into the
standardized format used by the load simulation, which is shown by the Hardware Interface
blocks. These hardware interface blocks play a key role in the modularity of the architecture
since they allow different hardware to be used without significant changes to the
simulation. The third task of the Computer Simulation is to simulate any joints that do not
have a corresponding hardware module. In some situations it may be desirable to have one
or more joint actuators without a hardware component, for example when the hardware is
unavailable, too costly, or simply unnecessary. Then the computer simulation must model
the joint and interface directly with the control system, shown in the Actuator Simulation and
Control Interface blocks. This third task makes it possible to utilize the RHILS platform at
early stages of the design as well as making it more cost effective to set up tests if only one
section of the manipulator is under study.

C. Hardware Emulation Block

The Hardware Emulation system consists of separate modules for each joint, and each module
interfaces with both the Control System and the Computer Simulation. These modules are
further separated into two parts: a Test Module, the joint actuator that is being
designed/tested, and a Load Module, the load-emulating device that mimics the dynamic
loads that would be seen in a real system. The Test Module includes not only the real
actuator, but also the transmission system, position/speed sensors, and motor drive that
would be used in the real manipulator, all of which can lead to significant inaccuracies in a
pure computer-based simulation. The Test Module interfaces directly with the Control System,
which controls the motor as if it were part of a physical robot. The Load Module is coupled to
the output of the transmission system, ideally without the use of a secondary transmission
that may introduce unwanted uncertainty in the load emulation mechanism. For the range
required by most applications, it was found that torque motors can supply the necessary
torque directly and have other desirable features including consistent torque at low speeds,
low inertia, and proper heat dissipation characteristics. The Load Module is controlled
through a feedback loop that follows the torque calculated by the Computer Simulation block.
This torque represents the arm dynamics that must be reflected on each joint actuator to
have a genuine simulation of the real system. To emulate the dynamic torque accurately
closed-loop control is needed, which requires that the torque generated by the Load Module
be identified. This is done through a unique installation of the torque sensor as a cantilever
support for the torque motor (Martin & Emami, 2008).
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D. Control System Block

This block can range from running in software on a standard PC to running on dedicated
custom hardware depending on the nature and requirements of the application. It is
possible to use the real control system for the robot, since as far as the control system is
concerned it is connected to the real actuators in a physical robot. This has significant
benefits over running a simulated or modified version of the control system: in many
applications intense testing of the final control system is required, which can now begin
before the final hardware is complete without building expensive prototypes. On the other
hand, when the control system is not the focus of the design the flexibility of this
architecture allows any simple controller to be quickly implemented and used.

4. LM-RHILS Based Concurrent Engineering of Robot Manipulators

In this section, the LM methodology along with the RHILS platform are implemented for
building a framework to concurrently design kinematic, dynamic and control parameters of
robot manipulators. This framework includes various phases of LM, and the RHILS is used
to evaluate the design attributes and performance supercriterion.

4.1 Architecture

The architecture of the concurrent design framework consists of two parallel workstations,
namely Host and Target, and physical components of a robot manipulator, i.e., three physical
joint modules and a controller unit. For each joint module a load emulator is employed to
apply simulated dynamic loads during the real-time execution. The collection of load
emulators, joint modules and control system is called Hardware Emulation block. The entire
design architecture and the real physical joint modules are shown in Fig. 3. Although the
concurrent engineering framework discussed here is generic and can be applied to any robot
manipulator, the CRS CataLyst-5 manipulator is used in the following implementations for
further illustration.

A. Host Workstation

The Host computer is the link between the system and the engineer(s). All design
preferences and options are set in this block, where the main code that governs the design
process is executed. The preferences are reflected in the satisfactions defined on the design
attributes, and the simulation options include initial configuration, the predefined end-
effector trajectories, gravity, payload, and the simulation time. This block communicates
with the controller to load control gains through an FTP connection, and sends the
command signals to the trajectory planner using Python® software. It also loads the
kinematic and dynamic parameters and inverse dynamic model of a design candidate to the
Target workstation via a TCP/IP connection, and gathers position and torque data that are
saved on the Target PC using MATLAB® xPC Target® toolbox. The data are processed and
the design attributes are calculated by the Host computer, and considering the design
availabilities, the satisfactions are assigned to the design variables and attributes. According
to the LM methodology, the overall satisfaction of the design candidate is calculated and it is
maximized using the MATLAB® optimization toolbox. The optimization of the performance
supercriterion is also carried out on the Host computer.
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B. Target Workstation

This block is a barebones PC running the xPC Target®real time kernel. On this workstation a
servo torque controller for the load emulators and an inverse dynamics model of the
manipulator, built in Simulink® and compiled through Real-Time Workshop®, are executed.
In the dynamics model, torque signals are calculated based on the kinematics and dynamics
of the candidate manipulator and the joints position, velocity and acceleration. The Target
computer contains several interface boards to communicate with the joint modules and load
emulators. Furthermore, to gather data from the hardware components a data acquisition
board and an RS232 port are utilized

A - Test Hardware C- Torque Sensor
B - Load Motor
Joint 3 Joint 2 Joint 1

@)
Fig. 4. (a) CRS CataLyst-5 robot, (b) RHILS platform
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C. Hardware Emulation

All physical pieces that remain unchanged in the design process form the Hardware
Emulation block. Industrial manipulators often have 5 or 6 degrees of freedom (d.o.f.). The
first three joints are often used to position the end-effector and the last joints help the wrist
change its orientation. Since the first three links are more massive, more force or torque is
applied on the corresponding joints, and they play a crucial role in the serial link
manipulator performance. Hence, in the design architecture, the first three joint modules of
CRS CataLyst-5 are physically included as a part of the RHILS platform, and the rest of the
joints are virtually modeled on the Target computer. The corresponding load emulators are
also coupled to the joints and the CRS DM Master Controller unit is used to control the joint
positions. Each joint module consists of a stepper motor, an encoder mounted on the motor
shaft, a harmonic drive as a transmission mechanism, and the driver unit. The module
interfaces with both the controller and Target workstation in order to receive control signals
via motor driver and send joint position to the Target workstation.

The load emulators are coupled directly to the joint shafts to apply the computed loads.
These torque signals represent the arm’s dynamics and weight and payload effects that
must be reflected on each joint actuator to have a genuine simulation of the real system.
Since the applied torque should be followed accurately, a servo torque controller is designed
and calibrated for each load emulator module. A reaction torque sensor is also installed
between the load emulator case (stator) and its mounting fixture to measure the feedback
signal. Thus, the load emulator module sends and receives the command and feedback
torque signals to and from the Target PC where the torque controller is located (Martin &
Emami, 2008).

The controller unit includes a trajectory planner and a typical feedback/feedforward
controller for each physical joint module. The trajectory planner generates instantaneous
desired position signals with a frequency of 1 KHz based on the input of the controller. Joint
trajectories are divided into three sections: first, accelerating to the maximum speed with the
nominal acceleration of the joint module, second, constant speed motion and finally,
decelerating to the final position with the nominal acceleration.

4.2 Manipulator Concurrent Design Process

In this section, the design architecture is employed to concurrently redesign kinematic,
dynamic and control parameters of CRS-CataLyst-5. This industrial manipulator consists of 5
rotary joints, three of which are included in the RHILS platform. Fig. 4 shows the CRS-
CataLyst-5 manipulator next to its RHILS platform.

In general, the LM design framework can be divided into five steps: a) decision about design
variables and attributes, b) assignment of satisfactions, ¢) the primary phase, d) the
secondary phase, and e) the performance supercriterion. However, in this case study, since
the existing design is modified and the process can be safely started from the current
configuration, the primary phase is not required.

A. Design Variables and Attributes

The kinematic characteristics of a manipulator can be represented by the standard Denavit-
Hartenberg convention. Therefore, length (I;), offset (d;)) and twist (a;) are considered as
kinematic design variables of the i link. In order to take into account dynamic parameters
of the robot, each link is considered as an L-shaped circular cylinder along the link length
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and offset. The radius of such cylinder (r;), as a design variable, specifies dynamic
parameters of the i link knowing the link density. The CRS DM Master Controller unit
generates control signals for each joint consisting of proportional (P;) and integral (I;) gains
along with gains for feedback velocity (Kv, ) and acceleration (Ka,,) and also
feedforward velocity (Kv ) and acceleration (Ka ). Consequently, the design problem
deals with 10xndof design variables, where ndof is the number of degrees of freedom, to
identify the most desirable kinematic, dynamic, and control configuration of the
manipulator. In the case of CRS CataLyst-5, since the last two joints are small at the tip of the
manipulator with much less moments of inertia than that of the other joints, their control
gains are not considered in the design. Consequently, the design problem deals with thirty-
eight design variables in total.

In LM, design attributes are divided into must and wish attributes. The following must
design attributes are considered:

Design availabilities: Each design variable has an acceptable range of values, considering its
physical nature and manufacturing constraints. They are taken into account by the
following inequality expression.

X"M<X, <X™ (j=l.,n); (38)

J

where X ™ and X ™ are the minimum and maximum values for X, respectively.

Joint constraint: Since real joint modules are used in the design process, the motor constraints
are considered automatically; however, the joints displacements are restricted due to the
shape and location of links. This constraint is checked at k working point for the i joint
angle (H[k ) by means of an inequality.

Torque constraint: Each joint module can handle a maximum amount of torque (z,"),

usually corresponding to the stall torque of the it" joint motor. Therefore,

max

o] <e™  (i=l..ndof sk =1,..,N); (39)

where

r,.|/c is the i joint maximum absolute value of the torque between ki and (k-1)

working points.

Maximum reachability: The farthest point that the manipulator can reach is the maximum
reachability of the robot (R) and because of environmental constraints it should not exceed a
certain number (Rma).

The main mission of a robot is reflected in the wish attributes. In this research, the following
wish attributes are deemed as the design objectives.

End-effector error: The typical ultimate task for a robot manipulator is to follow predefined
trajectories. Therefore, the measured error at the working points is an appropriate wish
attribute to minimize. If A, and J, are the maximum permitted errors for the end-effector

position and orientation, respectively, at the k# working point of the t trajectory, then the
end-effector error can be defined as:
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where Ax, , Ay, and Az, are the position errors in x, y and z directions, &, , v, and &,
are the orientation errors about x, y and z axes at the k" working point of the t# trajectory,
and T is the number of trajectories. Note that orientation errors are assumed to be
sufficiently small so that the overall orientation error can be considered as a vector. Also, for
the 5 d.of. CataLyst-5 manipulator only yaw and roll angles of the end-effector were
considered. A maximum of 1mm for the translational error and 6° for the orientation error
are assigned for this design.

Manipulability: The manipulability index is used for checking the manipulator singularity at
the working points. This measure can be expressed as (Bi et al., 1997):

M :LZcond(JkO); (41)
N k=1

where cond(J ko) is the condition number of Jacobian matrix with respect to the base frame
at ki working point. At the singular points the manipulability index approaches infinity and
its minimum value is one. Therefore, this wish attribute is satisfied when manipulability
index is close enough to one.

Structural length index: A desirable manipulator is the one with a smaller Structural length
index,

0, =(§U, +d,.>j/w ; @)

where V is the workspace volume that can be numerically calculated based on a method
detailed in (Ceccarelli et al., 2006).

Total required torque: The total required torque at the k working point, expressed in (43), can
be considered as another wish attribute that should be minimized.

d
- ndof .
T, =) |t

i

; 43)

i=1
where Tl.k is the torque of joint i at the k» working point.

B. Satisfactions Assignment

Satisfactions are defined as fuzzy membership functions over the range of values that design
variables and attributes can obtain. The availability constraints and must attributes often
satisfy inequalities, while wish attributes should be as satisfactory as possible. Since LM
methodology employs fuzzy set theory, by redefining the notions of inequality and
optimization, their restricted binary behaviour can be turned into a flexible and fuzzy one.
This brings subjective aspects of design into the scope; in addition, simplifies the design
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process. One of the popular fuzzy membership functions is the trapezoidal membership
function. This function possesses four parameters, i.e., four corners of the trapezoid that the
designer should decide about to specify the range in which the satisfaction is one and the
slopes of the sides. This decision is made considering the design requirements and the
designer’s preferences. In other words, the trapezoidal parameters reflect how conservative
or aggressive the designer is in interpreting the design attributes. The trapezoids, which are
used in this case study, are depicted in Fig. 5. The first and last points of a must satisfaction
mapping are the minimum and maximum values of the corresponding inequality,
respectively. The middle points are picked in a manner that the definition of the inequality
is neither too fuzzy nor too crisp, and it obeys the design requirements. For a wish
satisfaction mapping, the last point is the maximum allowed value of the attribute (for an
attribute approaching a minimum), and as it decreases the corresponding satisfaction
approaches to one. The middle point is selected based on designer’s consensus of the notion
of minimum. All minimum and maximum values of design variables and attributes are
listed in Table I. Note that since this design problem starts with an existing manipulator
configuration and the simulation platform is sufficiently accurate, strict parameters are
chosen for defining wish satisfactions. This indicates smaller middle ranges and, hence, less
steep trapezoid sides.
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C. Secondary Phase

To calculate the overall satisfaction, design attributes are determined utilizing the RHILS
platform that simulates the candidate configuration while it follows a predefined pick-and-
place trajectory. In this procedure, first the Denavit-Hartenberg table and dynamic
parameters of the design candidate are determined based on the kinematic parameters and
the links radii. They are loaded onto the Target workstation as the parameters of the inverse
dynamic model of the manipulator. The control gains are also loaded on the controller. On
the Host computer an inverse kinematic code is executed to transform the end-effector
trajectory to the joint trajectories. The corresponding command signals are sent to the
controller from the Host workstation using Python® software and simultaneously, while the
real joint modules are moving the joint torques calculated in the Target PC are applied on
them by means of the load emulators. Subsequently, the position and torque signals are
saved on the Target workstation for further computations. On the Host PC, the design
availability, maximum reachability, manipulability and structural length index attributes are
calculated using the kinematic parameters. And the joint restriction, torque restriction and
total torque required design attributes are determined based on the saved position and
torque signals. In addition, a forward kinematic code is executed to compute the actual end-
effector position at the working points in order to evaluate the end-effector error. Finally,
the corresponding satisfactions are identified and aggregated using the attitude parameters.
The secondary phase searches for the design variables that maximize the overall design
satisfaction. A function in the optimization toolbox of MATLABS®, called fminsearch, has been
employed to perform this single-objective maximization. This function uses a derivative-free
search algorithm based on the simplex method that is suitable for handling discontinuity,
sharp corners and noise in the objective function, which is the case in this problem. This
real-time process takes almost one minute for evaluating each configuration.

i 1 2 3 4 5
¥, (mm) [0,200] [0,200] [0,200] [0,200]  [0,200]
1 (mm) [0,500] [0,500] [0,500] [0,500]  [0,500]
d (mm) [0,500] [0,500] [0,500] [0,500]  [0,500]
a,(o) [-180,180] [-180,180] [-180,180] [-180,180] [-180,180]
6.(0) [-180,180]  [110,0]  [-90.6,35] [-110,110] [-180,180]
|t |(Vm) | [0138]  [0138]  [0138]  [0,48] [0,2.4]
R(m) [0,0.87]
E [0,2]
M [1,24]
0o, [0,1.6]
7, (N.m) [0,12.5]
Control Gains (=00, +00)

Table 1. - Design Variables and Attributes and their Range
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D. Performance Supercriterion
By altering the designer’s attitude parameters (p, ¢ and a) the secondary phase generates a
set of optimally satisfactory solutions for design. The physical performance of the system
should also be checked against an objective supercriterion, which is selected to be the total
energy consumption at the joints, in order to adjust the designer’s attitude.
ndof 0,
Energy(X,,p,q,a) = Z J‘|T‘.d9,.

i=1 0

; (44)

where Ql.k is the i" joint angle at the kf* working point and 7, is the torque at the it joint.
Ultimately, by minimizing this criterion over optimally satisfactory solutions set (Cs), the
best design (X") is achieved.

Energy(X") = min( Energy(X,p,q,@)) - (45)

X eCy

4.3 Some Results and Discussions

The CRS CataLyst-5 manipulator was redesigned according to the LM-RHILS based
concurrent methodology, and the results are shown in Table II. With respect to the
manipulator dynamic parameters, the mass of link 3 was reduced by 17.5% as a result of
decreasing the link radius and length by 10% and 0.7%, respectively. In addition, all other
kinematic and dynamic parameters have been modified slightly, which resulted in
enhancing the manipulator performance in terms of the error in the end-effector trajectory,
manipulator reachability, workspace and manipulability, and total energy consumption. For
example the radius of the first and second links has been changed by almost 0.1% and 0.7%,
respectively. The length of link 2 and the offset of link 1 have also been altered by 0.1% and
0.4%, respectively. On the other hand, twist angles have remained almost unchanged.
Therefore, in terms of dynamic and kinematic design, the third link has been modified
considerably.

In addition, since the controller of the existing manipulator was tuned prior to the redesign
process, the control gains have made only slight modifications by an average of 0.8%. Even
these small changes in the control parameters significantly affected the end-effector error, E,
which observed in the results. The error in the end-effector trajectory after the redesign
process is approximately 78 times less than its initial value. An increase in the level of
satisfaction for all other wish attributes can be observed from Table II, as well. Therefore,
based on the designer’s preferences, all the considered attributes have been enhanced. The
total must satisfaction has improved, which indicates that the new system is far from its
performance limits, and hence the new design is more reliable.

The design candidates obtained from the LM secondary phase were optimized against an
objective supercriterion, which is the total consumed energy, through altering attitude
parameters. Ultimately, the configuration with the minimum energy consumption was
picked as the final design. The energy consumption was improved by 10%. By looking at the
variation of designer’s attitude parameters during the design process, one realizes that the
initial designer’s attitude in aggregating must satisfactions was appropriate. That is, the
value of p did not change through the attitude adjustment. However, in aggregating wish
satisfactions the designer was originally too conservative. Therefore, § was decreased by
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50% and o was increased by 140%, approximately, through the attitude adjustment. This
implies that instead of focusing on the worst wish attribute, the designer should equally
stress all wish design attributes in order to improve the system energy consumption.
Overall, the results show that the original designers of the manipulator (prior to the
redesign process) could have been more aggressive (optimistic) in the design of CRS
CataLyst-5.

5. Conclusion

Concurrent engineering is a promising paradigm for the analysis and synthesis of complex,
multidisciplinary systems, such as robot manipulators. It brings synergy as a direct
consequence of utilizing design knowledge from all participating disciplines, while
interacting with each other, and offering equal opportunities to them to contribute to each
state of design simultaneously. The advantage, however, does not come at no cost; one must
deal with highly-complicated mechatronic system models, and handle optimizations with a
large set of multidisciplinary objective and constraint functions and a great number of
design variables. The compromise seems to be either to simplify the system model to reduce
dimensions of the design space, or to give up the transparency of the design process and
appeal to parallel computing algorithms. This chapter discussed an alternative methodology
that does not imply any of the above compromises. The new methodology makes the system
model computations efficient without compromising design transparency, because it uses
the physical system components in the simulation loop, next to the computational model of
those modules that need to be designed. The robotic hardware-in-the-loop simulation
platform enables the designer to take into account some complex phenomena that are
difficult to model, yet execute the entire simulation in real-time. Using hardware
components in concurrence with the computational model of the modules that are to be
designed results in an effective platform for rapid design alterations. Moreover, the new
methodology alleviates the optimization complexities of concurrent design, because it
employs Linguistic Mechatronics that not only transforms the multi-objective constrained
optimization problem into a single-objective unconstrained formulation, but also formalizes
subjective notions and brings the linguistic aspects of communication into the design
process.

ri(mm) Ii(mm)

i=1 i= =3 = i=5 =1 i=2 =3 i=4 i=5

Initial ~ 65.6 277 241 100 100 00 2540 2540 00 0.0

Final 657 28.0 218 100 100 00 2536 2559 0.0 0.0
di(mm) ai([])

i=1 i= =3 = i=5 i=1 i=2 =3 i=4 i=5

Initial ~ 254.0 0.0 0.0 0.0 00 900 0.0 00  -90.0 0.0

Final  255.0 0.0 0.0 0.0 00 908 0.0 00 907 0.0
Pi I,‘ Kvﬂ,,i

=1 =2 =3 | =1 =2 =3 i=1 i= i=3 p.aal

Initial ~ 18.32 20.00 12.00 0.073  0.050 0.100 40.7 40.0 20.0 [10,1.5,0.5]
Final  18.46 20.16 1210  0.074  0.050 0.101 41.0 40.3 202 [10,0.7,1.2]

Kﬂﬂ,y,‘ KUE; K{lﬁi
=1 =2 i= =1 = =3 =1 = =5 | Erergy ()
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Initial 434 100.0 80.0 59.0 40.0 30.0 3473.0 100.0 120.0 6.2549
Final 43.8 100.8 80.6 59.5 40.3 30.2 3483.6 100.8 120.9 5.6307

Wish Design Attributes
E M o 7" (N.m)
k=1 k=2 k=3 k=4 k=5 k=6
Initial 1.4787 20.7223 1.3091 9.3557 10.2754 9.3561 9.3561  10.2172 10.2172
Final 0.0189 19.4921 1.3025 8.3071 9.1391 83071 8.3071 9.1394 8.3071
Wish Satisfactions Overall
M. Satisfaction
My Hy ﬂQL r
k=1 k=2 k=3 k=4 k=5 k=6 U

Initial ~ 0.000 0.606 0.455 0.838  0.593 0.838 0.838  0.609 0.609 0.250
Final  1.000 0.620 0.626 1.000 0.896  1.000 1.000  0.896 1.000 0.607

Table 2. - Results of Concurrent Design

The new methodology of concurrent engineering was used to redesign the kinematic,
dynamic, and control parameters of an industrial manipulator, namely CRS CataLyst-5,
whose joint modules had been installed in the RHILS platform. Despite the fact that the
existing manipulator design had been well developed, the new design enhanced the system
performance (end-effector trajectory error, manipulator reachability, workspace and
manipulability, and total energy consumption) by changing the current manipulator
configuration.
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1. Introduction

In manufacturing process of small lens molds, 3D CAD/CAM systems and high precision
NC (numerically controlled) machining centers are used generally, and these advanced
systems have drastically rationalized the design and manufacturing process. For example,
recently, an ultra precision multi-axis control machining system has been developed for
spherical micro-lens array molds. As a result, the mold with a spherical micro lens array has
been effectively shaped with high accuracy (Oba et al., 2008).

In case of an LED lens mold as shown in Fig. 1, however, the finishing process after the
machining process has been hardly automated yet, because the LED lens mold has plural
small concave areas to be finished, in which each diameter is 4 mm.

Fig. 1. Example of a target LED lens mold. Each diameter of concaved area is 4 mm.
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That means the target mold is not axis-symmetric, so that it is difficult for conventional
effective polishing systems (e.g., Kuriyagawa et al., 2003; Suzuki et al., 2006), which are
good at dealing with axis-symmetric workpieces, to be applied to the LED lens mold well.
Accordingly, such axis-asymmetric LED lens molds are finished by skilled workers in
almost cases. The skilled workers usually finish a mold by using a small wood stick tool
with diamond lapping paste, while qualitatively checking the concave surface through a
microscope.

In this paper, a new desktop Cartesian-type robot, which has abilities of compliant motion
and stick-slip motion, is first presented for finishing small metallic molds with curved
surface. The Cartesian-type robot is also called the orthogonal-type robot. The robot consists
of three single-axis robots with a high position resolution of 1 #m. A thin wood stick tool is
attached to the tip of the z-axis. The tool tip has a small ball-end shape. The control system is
composed of a force feedback loop, position feedback loop and position feedforward loop.
The force feedback loop controls the polishing force consisting of tool’s contact force and
kinetic friction forces. The position feedback loop controls the position in spiral direction, i.e.,
z-direction. The position feedforward loop leads the tool tip along a desired trajectory called
cutter location data (CL data). The CL data are generated from the main-processor of a CAM
system. The proposed Cartesian-type robot has realized a compliant motion required for the
surface following control along a spiral path.

In order to improve the finishing performance, a small stick-slip motion control strategy is
further added to the control system. The small stick-slip motion is orthogonally generated to
the direction of the tool moving direction. Generally, the stick-slip motion is an undesirable
phenomenon and should be eliminated in precision machineries (Bilkay & Anlagan, 2004;
Mei et al.,, 2004). However, the proposed Cartesian-type robot employs a small stick-slip
motion to improve the finishing quality. The effectiveness of the robot was examined
through an actual finishing test of an LED lens mold with a diameter of 4 mm. It was
observed that the undesirable small cusps could be removed uniformly. Further, it was
confirmed from the result that the proposed Cartesian-type robot with the abilities of
compliant motion and stick-slip motion has a superior performance to achieve a higher
quality surface like a mirror finishing.

Fig. 2. Developed desktop Cartesian-type robot with abilities of compliant motion and stick-
slip motion.
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2. Desktop Cartesian-Type Robot

Figure 2 shows the developed desktop Cartesian-type robot consisting of three single-axis
robots with position resolution of 1 pm. The size of the robot is 850X 645 %700 mm. The
single-axis robot is a position control device ISPA with high-precision resolution provided
by IAI Corp., which is comprised of a base, linear guide, ball-screw, AC servo motor. The
effective strokes in x-, y- and z-directions are 400, 300 and 100 mm, respectively. The tool
axis is designed to be parallel to the z-axis of the robot. A thin wood stick tool is fixed to the
tip through a compact force sensor with 3 degree-of-freedom. To regulate the rotation, a
servo spindle is located parallel to the tool axis. The hardware block diagram of the robot is
shown in Fig. 3. For example, if one pulse is given to x-, y- and z-axis robots, then each
single-axis robot can simultaneously move 1 um, respectively. Figure 4 shows an example of
the static relation between the position and contact force in case of using a wood stick tool,
in which B and @ show values in press and unpress motions, respectively.

Motor controller| o\ . <— Encoder signal
(C-v870) 209 = — :
* Driver AC servo motor + Single-axis robot (x-axis)
PC —>| Driver |—>| AC servo motor + Single-axis robot (y-axis) |—
OS: Windows XP
Sampling rate: 1msec ‘>| Driver |—>| AC servo motor + Single-axis robot (z-axis) |—
(Multimedia timer)
‘>| Driver |—>|AC servo spindle motor (rotation of tool axis)r-
Receiver board « Force signal Force sensor —|
(PCI-2184Q) |« 9

Fig. 3. Hardware block diagram of the proposed Cartesian-type robot composed of three
single-axis robots with position resolution of 1 ym.

35
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L]
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5 .
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0 -0.05 -0.1 -0.15 -0.2
Z-directional position mm
Fig. 4. An example of the static relation between position and contact force in case of using
a wood stick tool, in which squares and circles show press and unpress motions,
respectively.
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The quantity of the position is the z-directional component at the tip of the wood stick tool.
The quantity of force is yielded by contacting the tool tip with a workpiece and is measured
by the force sensor. The experiment was conducted while giving the relative position 0.01
mm in press motion and -0.01 mm in unpress motion. In the experiment, the tool tip
approached to an aluminum workpiece with a low speed, and after touching the workpiece,
i.e., after detecting a small contact force, the tool tip was pressed to the workpiece with
every 0.01 mm. The graph drawn with Bin Fig. 4 shows the relation the position and contact
force. The force is about 32 N when the position of the tool tip is —0.18 mm, so that the
effective stiffness within the range can be estimated about 178 N/mm. After the press
motion, the tool tip was away from the workpiece once, and returned to the position again
where 32 N had been obtained. After that, the tool tip was unpressed every 0.01 mm. The
graph drawn with @ in Fig. 4 shows the relation of the position and contact force of this case.
It is observed that the undesirable backlash is largely decreased compared with an
articulated-type industrial robot (Nagata et al, 2008). It is expected that the force resolution
about 0.178 N can be performed due to the position resolution of 1 xm.

3. Compliant Motion of Wood Stick Abrasive Tool

3.1 Position/Force Control with Weak Coupling

The basic finishing strategy is conducted along a continuous spiral path while performing
stable polishing force control. In this section, the control system incorporated in the
Cartesian-type robot is explained. The tool tip is controlled by the translational velocity

Yv(k) = [va (k) "v, (k) "v.(k )]T , which is composed of three velocities as given by
"v(k)="v (k) +" v, (k)+" v, (k) ©)

where k denotes the discrete time; superscript " denotes the work coordinate system. Note
that the control system realizes 1 msec sampling time by using the Windows multimedia
timer. It is assumed that the polishing force is the resultant force of the contact force and
kinetic friction forces. The kinetic friction forces are generated by Coulomb friction and
viscous friction. The polishing force can be obtained as the resultant force of x-, y- and z-
directional force sensor measurements. Figure 5 shows the proposed CAD/CAM-based
position/force controller with weak coupling (Nagata et al, 2007). First of all, " v, (k) is the
manipulated variable generated from the feedforward control law based on cutter location
data called the CL data. The CL data consist of sequential position and orientation

components. " v,(k) is the tangent velocity and written by

"i(k)

o) &)

vt (k) Vian gent (k) ||

where Vingen (k) is a velocity norm. " #(k) is the tangent vector calculated by using the

position compenents of two adjacent steps in the CL data. Also, " v, (k) is the manipulated
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variable generated from the force feedback control law. "' v, (k) is the normal velocity and

written by

an (k) = Vawormal (k) Wod (k) (3)

where " 0,4(k) is the normalized normal direction vector calculated by using the orientation

compenents in CL data. The scalar V,oma (k ) representing the normal velocity is the output

of the impedance model following force control law (Nagata et al, 2007) given by

_Bd _bBd K ’
Viormal (k) = Vuormal (k - 1) e Md tle Md _1 B_Ef (k) (4)

d

where K, is the force feedback gain, and impedance parameters M, and B, are the
desired mass and damping coefficients, respectively. At is the sampling time. Also, E, (k)
is the error between the desired polishing force F; and the norm of force vector

SF (k) € R’ measure by the force sensor, which is given by
E;(k)=F, | F(k)| 5)

where superscript ° represents the sensor coordinate system. Further, v, (k) is the

manipulated variable yielded by a position feedback control law based on a simple PI action,
which is given by

va(k):Sp(KpEp(k)"'KiiEp(n)j (6)

where the switch matrix §, =diag (S, S,y,S,.) makes the weak coupling control to the
force control active or inactive in each direction; E,(k)="x,(k)-"x(k) is the position
error. The desired position " x, (k) is calculated by using the position components in CL
data. "x(k) is the current position measured by the encoders of servo motor.
K, = diag (K, K ,y,K,.) and K, = diag (Kx,K,,,K:) are proportional and integral
gains for the position feedback control. Due to the weak coupling control, it is

simultaneously realized that stable polishing force control and profiling control along a fine
spiral path.
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!
Fa Force
Feedback
W
04 (k Control
(k)| Contr W, (k)

Fa: Desired polishing force

" (k)

SF (k)
Position Feedforward Wy, k) +
Control Law 2)_/’ Cartesian-Based ||,| Orthogonal-
Using CL Data and + Servo Controller type Robot
Fuzzy Reasoning +

W
Position "y (k) x (k)
Feedback Ky
)4

Wxa(k Control
a(k) Law

:
Fig. 5. CAD/CAM-based position/force controller with weak coupling.

"xi (k) : Desired position
704 (k) : Desired direction

3.2 Tuning of Desired Damping

Next, a tuning method of the desired damping is proposed by using the effective stiffness of
the Cartesian-type robot. When the polishing force is controlled, the characteristics of force
control system can be varied according to the combination of impedance parameters such as
desired mass M, and damping B, . In order to increase the force control stability the
desired damping, which has much influence on force control stability, should be tuned
suitably. In this section, a tuning method of the desired damping is proposed based on the
critical damping condition with the effective stiffness of the Cartesian-type robot. Eq. (4) is
derived from the following impedance model.

M, (&%) + Bi(i—x,)= K, (F ~F,) )

where X, X and F are the acceleration, velocity and force scalars in the direction of force
control, respectively. Xs, X4 and F, are the desired acceleration, velocity and force
scalars, respectively. When the force control is active, X; and X, are set to zero. It is

assumed that F' is the external force given by the environment and is modelled as
F=-B,i—K,x ®)

where B, and K, are the viscosity and stiffness coefficients of the environmnet,
respectively. Egs. (7) and (8) lead to the following second order lag system.

. Bi+K:B, . KK,
X+ T8y XL =0 )
M, M,

The characteristics equation of Eq. (9) is written by
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g Bt KB KRa (10)
Md Md

In this case, the damping coefficient { and natural frequency @, are given by

- Bi+K/By - |KK, )
2 MdKme Md

Further, solving Eq. (10) for B, using the critical damping condition, the following simple
condition is obtained.

Bd 221[MdKme —Kme (12)

In profiling control experiment, the base value for the desired damping is calculated with Eq.
(12). The desired damping should be fine-tuned around the base value according to the
actual system.

3.3 Finishing Experiment without Stick-Slip Motion Control

In this subsection, the proposed Cartesian-type robot is applied to a finishing experiment of
an LED lens mold. Figure 6 shows the model of an LED lens mold designed by the 3D
CAD/CAM Pro/ENGINEER. The model is designed based on an edge of the mold profile.
First of all, an inner edge is drawn in 2D. Then, z-axis is defined as shown in Fig. 6. The z-
axis is called the spiral direction. After that, an inner surface can be created by revolving the
edge around the z-axis. Figure 7 shows the image of a spiral path generated from the main-
processor of the CAM, which is used in the finishing experiment. The spiral path has
sequential position and orientation components. The control parameters and finishing
conditions tuned for the experiment are tabulated in Table 1.

Z-axis ¥,

Fig. 6. 3D model of an LED lens mold 51gr1ed by 3D CAD/CAM Pro/Engineer.
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Conditions

Values

Desired trajectory along curved surface
Pitch of spiral path

Radius of ball-end abrasive tool R
Grain size of diamond lapping paste
Desired polishing force Fy

Tool revolution per minute

Tangent directional velocity ||Wwy||
Desired mass coefficient My

Desired damping coefficient By

Force feedback gain K¢

Diagonal elements of switch matrix S,
Position feedback gain Kpy, Kpy, Kp-
Integral control gain K., Ky, K;-
Sampling time At

Spiral path
0.01 mm
1 mm
4 pm
5N
400 rpm
0.1 mm/s
0.01 N-s2/mm
0.183 N-s/mm
0.01
0,0,1
0,0,0.001
0,0,0.00001
1 ms

Table 1. Control parameters and finishing conditions tuned for an experiment.

Fig. 7. Image of spiral path generated by using the main-processor of the CAM, which is
used for the desired trajectory of the wood stick tool.

1

Fig. 8. Dexterous finishing scene by using the wood stick tool and diamond lapping paste.

Figure 8 shows the finishing scene of the LED lens mold, where a special oil including the
diamond lapping paste is poured. The diameter of the concaved area is 4 mm. In this case, a
small ball-end tool lathed from a wood stick is used, whose tip diameter is 1 mm. Actually,
the tool tip moves along an inner path compared to the CL data used as a desired trajectory.
The reason is that the position of the tool tip is corrected by the force feedback loop
according to the diameter of the tool tip.
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Before finishing After finishing

Fig. 9. Finished surfaces before and after the finishing experiment.

Figure 9 shows the surfaces before and after the finishing process. It is observed that the
concaved surface area has a good quality like a mirror surface reflecting the room lights.
Although small oily spots are observed, they can be cleaned easily.

4, Stick-Slip Motion of Wood Stick Abrasive Tool

4.1 Stick-Slip Motion Control

In this section, the effectiveness of the tool's stick-slip motion is evaluated to improve the
surface quality. Generally, the stick-slip motion is an undesirable phenomenon and should
be eliminated in various precise machine tools. However, the proposed Cartesian-type robot
employs a small stick-slip motion not only to partially improve the finishing quality but also
to skillfully emphasize the polishing energy. Figure 10 shows the images of stick-slip motion
seen like small vibrations along a straight path and a curved path. The stick-slip motion is
given along curved surface and also to orthogonal directions to tool’s tangent velocity

"v,(k) . Here, how to generate small stick-slip motion vectors is explained in detail by

using Fig. 11. In Fig. 11, point O is the origin in work coordinate system, where the tool tip
initially contacts to the workpiece. Point P is the current contact point.

Normal motion Stick-slip motion
Curved path
T,
Straight path

Fig. 10. Image of the small stick-slip motion seen like small vibrations for an abrasive tool.
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(o}

Front view

Fig. 11. Theoretical idea to calculate the stick-slip motion vector "v,(k) , where the
directions of "'v,(k) and "v,(k) are the same ones of "#(k) and” 0, (k) , respectively

" x(k) is the position vector given by " x(k) = [Wx(k) "y(k) Wz(k)]T viewed from point
O; "04(k) is the normalized normal vector at the point P written by
Vo.(k)= [Wodx (k) "ou (k) "0, (k)]T and is calculated with the orientation components
in CL data; "#(k) = [th (k) "t, (k) "t. (k)]T is the tangent vector at the point P. Here, it is
assumed that "v,(k)= [Wva (k) ", (k) "v..(k )]T is a small stick-slip vector to be

considered in this section.

In this example, the tool approaches to the workpiece with a low speed and follow the spiral
path after contacting the point O. Because ", (k) is perpendicular to "0,(k) , the

following relation is obtained.
Vo (k) " 04 (k) +" v (k) 7 04y (k) +" v, (k) ¥ 04 (k)= 0 (13)

Also, v, (k) and " t(k) are orthogonal each other, so that
"V (k) "t (k)+" vy (B) "t (k) + v (k) (k)= 0 (14)

Further, " v, (k) is located in a plane which includes both” 0, (k) and " x(k), so that the
components of " v, (k) are represented by
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"V (k)=1" 04 (k)+ j " x(k) (15)
"V (K)=1"04 (k)+ " y(k) (16)
"V (k)=i" 0, (k)+ j " 2(k) (17)

where i and j are real numbers. By solving Eqs. (13), (14), (15), (16) and (17), " v..(k),
"y (k)and " v,.(k) can be obtained. Here, however, a simpler calculation is used. First of
all, substituting Eqs. (15), (16) and (17) into Eq. (13) leads to

(700 + (" 00 (0)) + (" 0u (K)) )
+ (" 0u (k) " x(k )+ 04 () "y (k) +" 042 () "2(K)) = 0 8
| 04 (k)|=1 further leads to
i = ("0u () "Xk 0, () "y (W) 0u () "2()) (19

Accordingly, by giving Eq. (19) into Egs. (15), (16) and (17), the following equations are
obtained.

"V (k)= (" x (k) = [ 0 (k) " x (k) + 04y (k) Ty (k)4 00 (k) " 2(K) ] 0w (K))  (20)

" ()= ("0 =" 04 () "x () +" 04 (K) "y (R)+" 00: () "2(K)] " 0 (K))  (21)

F ! Fu: Desired polishing force
4yl Force "x4 (k) : Desired position
W Feedback : p
04 (k) CE“'[W' Y04 (k) : Desired direction
aw
s
E Position v oW F (k)
o 'E;?fggmzw v (k) Cartesian-Based N Cartesian-
d troll
Wxq (k)| Using CL Data and + Servo Controller Type Robot
Fuzzy Reasoning
— x (k)
osition W
Feedback v, (k)
»  Control
Law
Stick-Slip
Motion Control
Law

Fig. 12. Proposed CAD/CAM-based position/force controller with stick-slip motion.
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"y (k)= (" 20k) =" 04 (k) " x(k)+" 04, (k) "y (k) +" 00 (k) "2(K) )" 0 (k) (22)

Because both "0,(k) and " x(k) are known, "v,(k) can be normalized as
"y, (k) / "va (k)” . Further, by using a scalar K, and a sign SIGN(k), the stick-slip
motion vector is finally obtained as
v, (k)

"%, (k) =SIGN(k) K, ———= 23
v, (k) (k) va(k)” (23)

where SIGN(k) is given by

1 if k£ = odd number
SIGN(k) = . (24)
—1 otherwise

"9, (k) is a velocity vector to yield another polishing energy, and which is given to the tool

tip alternately changing the direction every sampling period. Figure 12 shows the block
diagram of the controller with the stick-slip motion control method. As can be seen from Egs.

(2) and (3), the directions of "' v,(k) and” v,(k) are the same ones of "#(k) and "0, (k) ,
respectively. Also, "' v, (k) is generated in the direction of z-axis called the spiral direction

as shown in Fig. 6.

4.2 Experiment of Stick-Slip Motion Control

Next, the effectiveness of the stick-slip motion control is examined through an actual
finishing test. In the conventional finishing method shown in Fig. 5, the proposed stick-slip
motion was not applied. Although the concaved area after finishing shown in Fig. 9 may be
seen as a high quality surface, uneven lines are observed as shown in Fig. 13, in which small
cusps still remain.

Fig. 13. Large scale photo of the LED lens mold, where undesirable small cusps still remain
on the surface.
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Fig. 14. Large scale photo of the LED lens mold after the finishing process by partially using
the proposed stick-slip motion control.

Figure 14 shows the large scale photo of the LED lens mold after the finishing process by
partially using the proposed stick-slip motion control. It is observed that the undesirable
cusps can be removed uniformly. It has been confirmed from the result that the proposed
finishing strategy by using the stick-slip motion control has a promising effectiveness to
achieve a higher quality surface.

5. Conclusions and Future Works

The final goal of this study is the development of a novel Cartesian-type robot with
compliance controllability that can be applied to from the cusp mark removing process to
the finishing process for mirror-like surface of LED lens molds. In this chapter, a desktop
Cartesian-type robot with 3 degree-of-freedom was first designed by combining three
single-axis robots with a high position resolution of 1 pm. The position resolution and force
resolution, and effective stiffness were examined through a simple contact experiment, so
that the force resolution of 0.178 N was obtained due to the position resolution of 1 zm. Next,
a hybrid position/force controller with compliance controllability was proposed for the
finishing task of LED lens molds, in which position control, force control or their weak
coupling control can be selected according to each finishing strategy. A systematic tuning
method of the desired damping was also considered. The desired damping was calculated
from the critically damped condition using the static relation between the position and force.
Further, a stick-slip motion control for a wood stick tool was developed to finely improve
the finishing quality. The proposed desktop Cartesian-type robot using these peripheral
techniques was applied to a finishing experiment of an LED lens mold, so that the high
performance and promise were successfully confirmed. In future work, we plan to consider
other potential applications using the Cartesian-type robot.
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Kinematic calibration of articulated arm
coordinate measuring machines and robot arms
using passive and active self-centering probes
and multipose optimization algorithm based in
point and length constrains
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1. Introduction

The kinematic modeling of articulated arm coordinate measuring machines (AACMM) has
inherited both the previous developments in the field of robot arms and manipulators, and
their calibration and parameter identification techniques, given the similarity of their
mechanical characteristics. Traditional approaches to the problem of kinematic parameters
identification in both cases use an objective function in terms of quadratic sum of errors of
measurement or positioning, formulated as the euclidean distance between the points
materialised by a gauge or measuring instrument, and the points obtained through the
kinematic model. By capturing data at various positions in the workspace, those approaches
follow a resolution scheme that involves indirect optimization, such as the Moore-Penrose
pseudoinverse or other methods for solving systems of linear equations to obtain the set of
kinematic model parameters which minimize the error in the positions considered.

This chapter first presents a review of developments and state of the art concerning the
kinematic modeling of robot manipulators and AACMM, as well as aspects to consider
regarding the influence of the model chosen on the subsequent parameters identification
procedure. Secondly an optimization algorithm based on an objective function that
considers terms related to the accuracy and repeatability is shown. This algorithm follows a
pure optimization scheme from data obtained through probing several spheres of a ball-bar
gauge placed at several positions in the working range for both systems. In addition to the
distance errors from the nominal coordinates of the gauge, it is possible to optimize the
repeatability from the captured pose values for the same sphere in several arm orientations.
To capture data, a passive self-centering probe and an active self-centering probe are used to
directly probe the center of each sphere for a large number of arm orientations, and also to
analyze the effect of probing force in the identification process and the generalization of the
error results for any arm position and orientation. Experimental results of the capture and
identification technique are presented with both probes linked to a Faro AACMM, as well as
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the comparison of these results with those obtained applying traditional identification
techniques. Finally a description of the technique for a Kuka robot with the active self-
centering probe is shown, and also the integration of both mathematical models to obtain
the sphere center coordinates in the robot global reference frame from readings expressed
on the reference system of the self-cetering probe.

2. Evolution of kinematic modelling for robot calibration

Since the development of the well-known model proposed by Denavit and Hartenberg (D-
H) (Denavit & Hartenberg, 1955), multiple variants of kinematic models based on
homogenous transformations have been considered. These later approaches solve problems
of indetermination derived from the use of D-H model in robot calibration procedures. In
(Roth et al., 1987), three levels of calibration for robots are established: joint level, kinematic
model level and dynamic model level. The work presented in this chapter is focused on the
second level of calibration. Thereby, the possible influences in the final measurement error
of an AACMM will be studied to determine the mathematical model parameters. Those
influences can be both geometrical -due to the kinematic model- and non-geometrical -due
to other factors as assembly, damage in joints or transmission errors-. The approach of
models which try to separate geometrical and non-geometrical errors has been a constant in
literature on robot arms, without any apparent success from the point of view of a
generalizable model regarding both robots and AACMMSs. Based on the mathematical
separation of both influences through the consideration of additional parameters in the
model, the determination of a set of parameters related to each type of modeled error is
carried out following optimization techniques without maintaining a direct relation between
the real physical parameters and those obtained by optimization. Thus, these parameters
cannot be considered more than an adjustment to the captured data which minimizes the
positioning error in the case of robots but which do not have any numerical restriction to
maintain the relation between results and real physical parameters, not being justifiable in
many cases additional parameters that cause redundancy and complicate unnecessarily the
mathematical model. In (Goswami & Bosnik, 1993) the relationship between the
mathematical results and the physical reality, along with the influence of the redundancy in
model parameters on a calibration method, are studied. The d