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Preface

Robot manipulators are developing as industrial robots instead of human workers. Recently, 
the application fields of robot manipulators are increasing such as Da Vinci as a medical robot, 
ASIMO as a humanoid robot and so on. There are many research topics with respect to robot 
manipulators, e.g. motion planning, cooperation with a human, and fusion with external 
sensors like vision, haptic and force, etc. Moreover, these include both technical problems in 
the industry and theoretical problems in the academic fields. In this book we have collected 
the latest research issues from around the world. Thus, we believe that this book is useful and 
joyful for readers. We would like to thank all authors for their interesting contributions and 
the reviewers for their devoted works.

Editors:

Aleksandar Lazinica and Hiroyuki Kawai
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1. Introduction 
 

A machining manipulator is subject to mechanical interaction with the object being 
processed. The robot performs the task in constrained work space. In constrained tasks, one 
is concerned with not only the position of the robot end-point, but also the contact forces, 
which are desired to be accommodated rather than resisted. Therefore, interaction force 
needs to be considered in designing and controlling deburring tools.  
Many researchers have proposed automated systems for grinding dies, deburring casting, 
removing weld beans, etc [Bopp, 1983; Gustaffson, 1983]. Usually, a deburring tool is 
mounted on a NC machining center or a robot manipulator. Several control laws have been 
developed for simultaneous control of both motion and force [Whitney, 1987; Hogan, 1984] 
of robotic manipulators. Despite the diversity of approaches, it is possible to classify most of 
the control methods into two major approaches: impedance control [Wang & Cheah, 1996; 
Carelli & Kelly, 1991] and hybrid position/force control [Raibert & Craig, 1981; Yoshikawa 
et al., 1988].  However, these methods require an accurate model of force interaction 
between the manipulator and the environment and are difficult to implement on typical 
industrial manipulators that are designed for position control.  
An active feedback control scheme was developed in order to supply compliance for robotic 
deburring as a means to accommodate the interaction force due to contact motion. Kuntze 
[Kuntze, 1984] suggested an active control scheme, in which the actuators are commanded 
to increase torques in the opposite direction of the deflections. Paul [Paul et al., 1982] 
applied an active isolator to a chipping robot, where the isolator attached to the arm tip 
reduces the vibration seen by the robot. Sharon and Hardt [Sharon and Hardt, 1984] 
developed a multi-axis local actuator, which compensates for positioning errors at the end 
point, in a limited range.  
Asada [Asada & Sawada, 1984] developed passive tool support mechanisms, which couple 
the arm tip to the workpiece surface and bear large vibratory loads.  These mechanisms 
allow the robot to compensate for the excessive deflection when the robot contacts the 
workpiece. These methods reduce dynamic deflection in a certain frequency range. 
However, it is difficult for these control schemes, which are employed for a robot with a 

1
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passive tool, to perform well over a wide frequency band because they must drive the entire, 
massive robot arm. In addition, unknown compliance from a passive tool makes it difficult 
to control the deburring robot.  
In this paper, a robotic deburring method is developed based on an integrated pneumatic 
actuation system (IPAS), which considers the interaction among the tool, the manipulator, 
and the workpiece and couples the tool dynamics and a control design that explicitly 
considers deburring process information. A new active tool is developed based on two 
pneumatic actuators, which utilizes double cutting action – initial cut followed by fine cut. 
Then, a coordination based control method is developed for the robotic deburring system 
based on the active pneumatic deburring tool. The developed control method employs a 
hierarchical control structure based on a coordination scheme. Robust feedback linearization 
is utilized to minimize the restrained elements of the precision deburring such as static and 
Coulomb friction and nonlinear compliance of the pneumatic cylinder stemming from the 
compressibility of air. 

 
2. Modeling of the Deburring Robot 
 

In this section, a dynamic model of a robotic arm with the new deburring tool or IPAS is 
developed as a robotic deburring system as shown in Fig. 2. Fig. 1 shows the integrated 
cylinder, which is comprised of three chambers and actuated by a single valve connected to 
Chamber 3. Note that the IPAS is a single input system with two pistons. The pistons are not 
directly connected to the inner pistons, 3tM  and 4tM , which create a unique configuration 
of three chambers connected in series. This configuration allows the chambers adjacent to 
the active chamber to act as vibration isolators. This feature enables the IPAS to damp out 
the chatter caused by external loads and air compressibility. Therefore, a double cutting 
action and chattering reduction can be achieved simultaneously. 
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Fig. 1. Integrated double cylinder system 

The dynamics of the chambers can be written as [Sorli et al., 1999] 
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where the subscript j  indicates the initial conditions and n  is the air transformation ratio. 
Now, 3V   is derived as 
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where 3A  denotes the area of Piston 3, and tiX  ( i =4,3) is the position of Piston i . L  
denotes the length of Chamber 3 as shown in Fig. 3. By combining Eqs. (2) and (3) and their 
time derivatives in Eq. (1), the following expression is be obtained: 
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The dynamic equations are written as  
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where K and C are the stiffness and damping coefficients of the system, respectively, tiX  

and tiX  represent the velocity and the acceleration of each piston ( )4,3,2,1i . fiF  denotes 
the viscous friction force of the piston rod ( )4,3,2,1i , eiF  is the external force )2,1( i , iP  
and iA  )3,2,1( i  denote the air pressure and the area of the piston, respectively, and 1tM  
and 2tM  are the masses of each position rod. 

 
2.3 Robotic Deburring System 
Fig. 2 illustrates a multi-link rigid robot with the pneumatic deburring tool described earlier. 
Using the well-known Lagrangian equations, the following equations of motion of the 
deburring robot can be obtained:   



Modeling and Control of a New Robotic Deburring System 3
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where K and C are the stiffness and damping coefficients of the system, respectively, tiX  

and tiX  represent the velocity and the acceleration of each piston ( )4,3,2,1i . fiF  denotes 
the viscous friction force of the piston rod ( )4,3,2,1i , eiF  is the external force )2,1( i , iP  
and iA  )3,2,1( i  denote the air pressure and the area of the piston, respectively, and 1tM  
and 2tM  are the masses of each position rod. 

 
2.3 Robotic Deburring System 
Fig. 2 illustrates a multi-link rigid robot with the pneumatic deburring tool described earlier. 
Using the well-known Lagrangian equations, the following equations of motion of the 
deburring robot can be obtained:   
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Fig. 2. Deburring robot with pneumatic tool 
 
where qqq  ,,  are the joint angle, the joint angular velocity, and the joint angular acceleration, 
respectively, )(qm  is the 33 symmetric positive-definite inertia matrix, qqqc ),(  is the 31 
vector of Coriolis and centrifugal torques, )(qg  is the 31 gravitational torques, and  is 
the 31 vector of the joint torques.  
The mass of the links and pneumatic cylinder are considered as if they were rigidly attached. 
The relationship between the joint and the tip velocities can be written as 
 

             qqJx  )(                                                                         (8) 
where )(qJ  is the geometric Jacobian of the manipulator. By differentiating Eq. (8), the 
Cartesian acceleration term can be found as  
 

        qJqqJx   )(                                                                   (9) 
Then, the equations of motion of the robot are obtained as following:  
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where 1)(  TJf  is input expressed in task space and )(xm  is the inertia matrix, ),( xxc  is  
Coriolis and centrifugal forces, and )(xg  is gravitational forces. 
    Let the dynamic equation of the robot manipulator in the constraint coordinates be 
represented as 
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where f  denotes the input force and rff  is the resultant force of the normal force nf  and 
the tangential force tf  exerted on the tool tip. The tangential force [18] can be represented as 
 

t
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t V
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where tV  is the spindle speed of deburring tool; b  is the tool width; d is the depth of cut; 

tv  is the feed rate (or the traveling speed of the end effector along the surface of the 
workpiece); me  is the material-stiffness of the workpiece. The normal force nf  is assumed to 
be proportional to the tangential force tf . Besides, the force angle of the deburring tool 
affects the tangential force. Although the value of the angle may vary substantially 
depending on the nature of the material flow at the tool-chip interface, as approximation 0.3 
was used in these calculations [Raibert & Craig, 1981]. Therefore, the normal force nf  is 
considered to be smaller than the tangential force tf  in Eq. (12), where the ratio is 

3.0/ tn ff  [Deccusse & Moog, 1985]. 

 
3.  Control Design 
 

The IPAS based deburring robot can be treated as a system that consists of two primary 
subsystems; the arm and the IPAS. The two subsystems differ substantially in their task 
assignments, dynamic characteristics and controller requirements. This physical 
interpretation provides an efficient approach to the control of the robotic deburring system. 
The control strategy for the deburring robot is illustrated in Fig. 3. The arm is commanded 
to follow the desired trajectory in task space, which is modified based on the position of the 
second piston due to varying length of the tool. In other words, the primary cutter at the 
front side cuts the burr first and the second cutter then attempts to eliminate the remaining 
burr. In case that the burr is not removed completely, the uncut depth is incorporated into 
the desired trajectory for compensation. 
The developed control design is a decentralized control [Deccusse & Moog, 1985; Isidori, 
1985], which consists of two independent controllers interacting based on the coordination 
scheme aforementioned for the manipulator and the IPAS, respectively. Constraint 
equations are derived in terms of position variables and are differentiated twice to lead to a 
relationship in terms accelerations, which integrate the separate controllers for stability 
proof. Feedback linearization is employed to design a coordination based controller. In what 
follows, it is shown that use of a nonlinear dynamic feedback achieves exact linearization 
and input-output decoupling for the robotic deburring system. However, pneumatic 
actuators typically have a limited bandwidth restricting the high gains which can be applied. 
Combined with their limited damping and low stiffness properties, which arise from the 
compressibility of air, the accuracy and repeatability of the performance can be limited 
under variable payload and supply pressure. Therefore, robust feedback linearization is 
employed to reduce the undesirable effect of nonlinear compliance of the pneumatic 
cylinder. The coordination control method is developed first and then its efficiency will be 
compared with the hybrid control method through simulation study.  
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actuators typically have a limited bandwidth restricting the high gains which can be applied. 
Combined with their limited damping and low stiffness properties, which arise from the 
compressibility of air, the accuracy and repeatability of the performance can be limited 
under variable payload and supply pressure. Therefore, robust feedback linearization is 
employed to reduce the undesirable effect of nonlinear compliance of the pneumatic 
cylinder. The coordination control method is developed first and then its efficiency will be 
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the varying length of the tool. Additionally, d
t

d
t XX , , and d

tX denote the desired trajectories 
for the IPAS. Feedback linearization [Isidori, 1985] is employed to design a coordination 
based controller. In what follows, it is shown that the use of a nonlinear dynamic feedback 
achieves exact linearization and input-output decoupling for the robotic deburring system.  
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Fig. 3. Block diagram for coordinated control for robotic deburring 
 
We assume that the robot has n links. The equations of motion of the arm are rewritten in a 
decentralized form as 

trrrrrrrrr XxRfxxcxxm  )(),()(                                           (13) 
where rr xx ,  and rx  denote the displacement, velocity and acceleration matrix of the tip of 

the manipulator 1n , rm  is the inertia mass matrix nn , rc  is the matrix nn , which 
consists of Coriolis, centripetal, and gravity forces, rf  is the input force matrix acting on the 
tip of the manipulator 1n , rR is the inertia matrix which reflects the dynamic effect of the 

deburring tool on the manipulator nn , and tX  is the acceleration of IPAS 1n  . 
Likewise, the equations of motion for deburring tool are written as 
 

rrtteucttttttt xxRPAFFXXXDXCXM  )(),(),),sgn(,),(,(            (14) 
 
where tX  and tX  denote the acceleration and velocity matrix 1n  of the tool , tM  is the 
mass matrix nn  of the piston, tC  is a polynomial function of the nonlinear term 1n , c  
is Coulomb term, u  is viscous coefficient [11], )( tXD is a polynomial function of the 
nonlinear spring caused by air compression in Eq. (14), tF  is the forces matrix 1n  acting 

on the piston, tR  is the inertia matrix nn  which represents the end effect of the 
manipulator on the tool, eF  is the external force matrix 1n of the IPAS.  

Let mRp denote the position vector of the tip of the robot in the fixed workspace 
coordinate system. The robotic deburring system is assumed to have the constraint surface 
defined in algebraic terms by  

          0
)(

)(
)(

1

1



















 p

p
p

n


                                                         (15) 

 
where p is comprised of rx and tX . Now, the constraint Eq. (15) is differentiated once as 
following: 

0)()(  qqJp c                                                           (16) 
where cJ denotes the geometric Jacobian matrix nn . The initial Lagrange coordinate 0q  

satisfies the holonomic constraint 0)( 0 p , where 0p  is the initial position of the robot. 

Then, Eq. (16) is differentiated once to produce 0 , into which the subsystems, Eqs. (13) 
and (14) are incorporated. Then, feedback linearization can be applied to cancel the coupling 
terms and to design linear controllers as the outer feedback loop.  Since the manipulator 
velocity is always in the null space of )(p , it is possible to define a vector of generalized 
velocities )(t , which is the 1n  dimensional  matrix as following: 
 

  )()( txx rr  = 

















































)(

)(

)(0

0)( 11111

nnrnn

r

rn

r

t

t

x

x

x

x



















                        (17) 

where the columns of )( rx  are in the nn  dimensional null space of )(p . Differentiating 
Eq. (15), substituting the resulting expression for rx into Eq. (13), and premultiplying Eq. 

(13) by T , we obtain 
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T

r
T

rrr
T XRfcmm    )( .                                        (18) 

Note that 0TT . Similarly substituting rx into Eq. (14), we have 
 

 
tttettt RRFFCXM  .                                             (19) 

Using the state vector  TT
t
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T
r XXx    and the block partition of the state vector 
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Fig. 3. Block diagram for coordinated control for robotic deburring 
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where the columns of )( rx  are in the nn  dimensional null space of )(p . Differentiating 
Eq. (15), substituting the resulting expression for rx into Eq. (13), and premultiplying Eq. 
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the following expression is obtained:  
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The system is input-output linearizable by using the following nonlinear feedback: 
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which results in simpler state equations as following: 
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To derive the decoupling matrix, each component of the output equations is differentiated 
until the input appears explicitly in the derivative. In this case, the output equation is 
differentiated twice as following: 
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where )( is the decoupling matrix of the system given by 
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Applying the following nonlinear state feedback 
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the input-output relationship is decoupled because each component of the auxiliary input, 
 , controls one and only one component of the output, y . It is noted that the existence of 
the nonlinear feedback require the inverse of the decoupling matrix )( . To complete the 
controller design, it is necessary to stabilize each of the above subsystem with constant state 
feedback. Then, the stability of the system is guaranteed by selecting appropriate constant 
feedback gains for the linearized system. 
Now, robust feedback linearization is employed to minimize the undesirable effect of 
external disturbances such as static and Coulomb friction and nonlinear compliance of the 



Modeling and Control of a New Robotic Deburring System 9

                      

















3

2

1





 , with 







































































tn

t

n

t
tn

t

t

rn

r

r

X

XX
x

x
X

x

x
x









1

1

3

1

2

1

1 ,,





             (20) 

the following expression is obtained:  
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The system is input-output linearizable by using the following nonlinear feedback: 
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which results in simpler state equations as following: 
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To derive the decoupling matrix, each component of the output equations is differentiated 
until the input appears explicitly in the derivative. In this case, the output equation is 
differentiated twice as following: 
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where )( is the decoupling matrix of the system given by 
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Applying the following nonlinear state feedback 
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the input-output relationship is decoupled because each component of the auxiliary input, 
 , controls one and only one component of the output, y . It is noted that the existence of 
the nonlinear feedback require the inverse of the decoupling matrix )( . To complete the 
controller design, it is necessary to stabilize each of the above subsystem with constant state 
feedback. Then, the stability of the system is guaranteed by selecting appropriate constant 
feedback gains for the linearized system. 
Now, robust feedback linearization is employed to minimize the undesirable effect of 
external disturbances such as static and Coulomb friction and nonlinear compliance of the 
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pneumatic cylinder stemming from the compressibility of air as appeared in Eq. (14). Let the 
tracking error be defined d

ttt XXe  . From Eq. (14) the following expression can be 
obtained: one obtains 
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Then, the following error dynamics is employed:   
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Now, the feedback linearizing control flP is chosen to be   
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where d
t

d
t

d
t XXX  ,,  are the desired position, velocity, and acceleration and 1  and 2 are the 

control gains. In addition,Eq. (31) is uncertainty in the system, an auxiliary control input w  
can be injected as follows 

w
A
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Using flP Eq. (32) yields the error dynamics 
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where )(  is lumped uncertainty originating from the bounded uncertainties in the plant. 
Here, a layer of sliding manifold and a switching law on the reduced order manifold are 
defined so as to compensate for the bounded lumped uncertainty stemming from the 
difference between the actual and the nominal plant parameters [Acarman et al., 2001]. 
Therefore the layer of sliding manifold can be defined as   
 

twtw eCeS                                                                 (34) 

where te and te  denotes d
tt XX    and d

tt XX  , respectively. It is noted that 0wC . Now, 
let 
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where )(~ N . Then,  wS  is expressed as  
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Therefore, 0 ww SS  is achieved.  In summary, the deburring system of interest is 
considered to have two subsystems as described. The interactive dynamics of the 
subsystems are decoupled in feedback sense by feedback linearization or Eq. (28) and 
suitable controllers are designed for the subsystems based on the motion coordination 
scheme as described. Then, a robust controller is designed for the tool subsystem to 
minimize the harmful effect of static and Coulomb frictions and nonlinear compliance of the 

pneumatic cylinder due to air compressibility. Therefore, the stability of the overall system 
can be achieved by properly selecting the feedback gains of each subsystem together with 
proper gains of the robust feedback for the tool as shown in Eqs. (33) – (36).  

 
4. Simulation 
 

Simulation study was performed to investigate the performance of the controllers developed 
for the robotic deburring systems with different tools: (1) the hybrid controller  [12, 13, 20, 21, 
22, 23, 24, 28, 39] for the rigid tool based system (2) the coordination controller for the single 
active pneumatic cylinder tool (3) the coordination controller for the double active 
pneumatic tool based system. Note that the mathematical models for the rigid and the single 
active pneumatic cylinder tools are not shown due to their nature of being a subset of the 
IPAS. 
Fig. 4 shows the simulation results for the hybrid control system. The following parameters 
were used in simulation: 

1m =16kg, 2m =12kg, 1l =0.5m, and 2l =0.7m 

where 1m  and  2m  are the masses of each link of the 2 DOF manipulator, 1l  and  2l  are 
the lengths of each link. The feedback gains of the controller were chosen as following: 

Nfd 20 , 1pk diag[150, 150, 150], 1dk diag[70, 70, 70], 2pk diag [750, 750, 750], and 
2dk diag[230, 230, 230]  where df is the desired force, and pik and dik ( 2,1i ) are the 

control PD gains. 
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Fig. 4. Rigid tool (a) tracking (b) position error 
 
Fig. 4 (a) and (b) show the performance of the hybrid controller designed for the deburring 
robot with a rigid tool. In the simulation, the stiffness of the material was set to 500000 N/m 
and the desired cut depth was chosen to be 0.0002 m.  The results show large deburring 
error, which remains oscillatory after large overshoot in the transient period due to 
chattering caused by the air compressibility and the contact motion between the robot and 
the workpiece. The following parameters were used for the tangential force as: 
 

b =16 mm , tv =0.08 sm / , and tV =30,000 RPM . 
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pneumatic cylinder stemming from the compressibility of air as appeared in Eq. (14). Let the 
tracking error be defined d

ttt XXe  . From Eq. (14) the following expression can be 
obtained: one obtains 
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Then, the following error dynamics is employed:   
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where )(  is lumped uncertainty originating from the bounded uncertainties in the plant. 
Here, a layer of sliding manifold and a switching law on the reduced order manifold are 
defined so as to compensate for the bounded lumped uncertainty stemming from the 
difference between the actual and the nominal plant parameters [Acarman et al., 2001]. 
Therefore the layer of sliding manifold can be defined as   
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where )(~ N . Then,  wS  is expressed as  
 

)sgn(~)( wtwtw SeCeS                                                      (36) 
 
Therefore, 0 ww SS  is achieved.  In summary, the deburring system of interest is 
considered to have two subsystems as described. The interactive dynamics of the 
subsystems are decoupled in feedback sense by feedback linearization or Eq. (28) and 
suitable controllers are designed for the subsystems based on the motion coordination 
scheme as described. Then, a robust controller is designed for the tool subsystem to 
minimize the harmful effect of static and Coulomb frictions and nonlinear compliance of the 

pneumatic cylinder due to air compressibility. Therefore, the stability of the overall system 
can be achieved by properly selecting the feedback gains of each subsystem together with 
proper gains of the robust feedback for the tool as shown in Eqs. (33) – (36).  

 
4. Simulation 
 

Simulation study was performed to investigate the performance of the controllers developed 
for the robotic deburring systems with different tools: (1) the hybrid controller  [12, 13, 20, 21, 
22, 23, 24, 28, 39] for the rigid tool based system (2) the coordination controller for the single 
active pneumatic cylinder tool (3) the coordination controller for the double active 
pneumatic tool based system. Note that the mathematical models for the rigid and the single 
active pneumatic cylinder tools are not shown due to their nature of being a subset of the 
IPAS. 
Fig. 4 shows the simulation results for the hybrid control system. The following parameters 
were used in simulation: 

1m =16kg, 2m =12kg, 1l =0.5m, and 2l =0.7m 

where 1m  and  2m  are the masses of each link of the 2 DOF manipulator, 1l  and  2l  are 
the lengths of each link. The feedback gains of the controller were chosen as following: 

Nfd 20 , 1pk diag[150, 150, 150], 1dk diag[70, 70, 70], 2pk diag [750, 750, 750], and 
2dk diag[230, 230, 230]  where df is the desired force, and pik and dik ( 2,1i ) are the 

control PD gains. 
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Fig. 4. Rigid tool (a) tracking (b) position error 
 
Fig. 4 (a) and (b) show the performance of the hybrid controller designed for the deburring 
robot with a rigid tool. In the simulation, the stiffness of the material was set to 500000 N/m 
and the desired cut depth was chosen to be 0.0002 m.  The results show large deburring 
error, which remains oscillatory after large overshoot in the transient period due to 
chattering caused by the air compressibility and the contact motion between the robot and 
the workpiece. The following parameters were used for the tangential force as: 
 

b =16 mm , tv =0.08 sm / , and tV =30,000 RPM . 
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Fig. 5 depicts the deburring performance of the coordination controller designed for the 
robot with a single active pneumatic cylinder tool. The following parameters were used for 
simulation:  
 Chamber pressures sP1 = sP2 = Pa5101  

 Piston areas 1sA = 1sA = 2000256.0 m , 
 Piston mass tsM = 0.01kg 

 Chamber temperatures inin TT 21   = K293 . 
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Fig. 5. Single pneumatic tool (a) tracking (b) position error 
 
As shown in Fig. 5 (a) and (b), the transient performance is improved significantly with the 
single active pneumatic tool with the coordination controller in comparison to the previous 
case. However, the steady-state performance still remains unsatisfactory due to the chatter 
that appears in the response, which is caused by the compressibility of the air in the 
pneumatic cylinder and therefore requires repetitive deburring. Nevertheless, the 
simulation results demonstrate the potential of a pneumatic actuator as an efficient tool 
which can significantly enhance the performance of a deburring robot if the chattering effect 
can be eliminated or minimized by an improved design of the tool and/or an efficient 
control.  
Fig. 6 demonstrates the deburring performance of the robot with the IPAS as shown in Fig. 1. 
The developed coordination control method by using feedback linearization was utilized for 
the IPAS based deburring system. It is noted that the initial position of tiX ( i =1, 2, 3, 4) is 
set to zero. The following is the additional parameters used for the integrated cylinder:  
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43 00055.0 mAA  , n=0.8, NFf 102,1  , NFf 154,3  , 

1tM = 2tM =0.01kg, 3tM = 4tM =0.015kg, and KT j
2933  . 
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Fig. 6.  Integrated double pneumatic cylinder (Coordinated control without robust control) 
(a) Position error (b) Enlarged position error 
 
It is evident as shown in Fig. 6 (a) that the deburring performance of the system is greatly 
improved with the IPAS and the coordination controller. The simulation results show quick 
and smooth transient response and nearly zero steady-state error. The integrated system 
particularly improves the transient behavior in comparison to the single cylinder system. 
However, Fig. 6 (b) shows the chatter of position error of the IPAS when Fig. 6 (a) is 
enlarged. The chatter is from the compressibility and flexibility of the air. Such fluctuating 
position error can occur in harm of the system. Also, Combined with their limited damping 
and low stiffness properties, which arise from the compressibility of air, the accuracy and 
repeatability of the performance can be limited under variable payload and supply pressure. 
To eliminated and/or reduce the undesirable effect of nonlinearity, in next simulation, 
robust feedback linearization is employed.  
Fig. 7 depicts the deburring performance of the coordination controller based on robust 
feedback linearization. The following parameters were used for simulation:  
 

PaP j
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3 101 , 2
21 000256.0 mAA  , 2

43 00055.0 mAA  , n=0.8, NFf 102,1  , NFf 154,3  , 

1tM = 2tM =0.01kg, 3tM = 4tM =0.015kg, KT j
2933  , 251  , 72  , 7wC , 1~ N , and 

)( =0.5, 
 

Fig. 7 (b) shows the reduction of position error caused by the, which is caused by the 
compressibility of the air in the pneumatic cylinder. In this simulation, the oscillatory 
position errors are almost eliminated in difference with the previous results by using the 
robust feedback linearization. Through the robust feedback as shown in Fig. 3, the 
additional robust controller could soften the chatter by the air compressibility in pneumatic 
tool. The simulation results demonstrate the efficacy of the developed coordination control 
based on robust feedback linearization for the new deburring tool. 
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Fig. 5 depicts the deburring performance of the coordination controller designed for the 
robot with a single active pneumatic cylinder tool. The following parameters were used for 
simulation:  
 Chamber pressures sP1 = sP2 = Pa5101  

 Piston areas 1sA = 1sA = 2000256.0 m , 
 Piston mass tsM = 0.01kg 

 Chamber temperatures inin TT 21   = K293 . 
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Fig. 5. Single pneumatic tool (a) tracking (b) position error 
 
As shown in Fig. 5 (a) and (b), the transient performance is improved significantly with the 
single active pneumatic tool with the coordination controller in comparison to the previous 
case. However, the steady-state performance still remains unsatisfactory due to the chatter 
that appears in the response, which is caused by the compressibility of the air in the 
pneumatic cylinder and therefore requires repetitive deburring. Nevertheless, the 
simulation results demonstrate the potential of a pneumatic actuator as an efficient tool 
which can significantly enhance the performance of a deburring robot if the chattering effect 
can be eliminated or minimized by an improved design of the tool and/or an efficient 
control.  
Fig. 6 demonstrates the deburring performance of the robot with the IPAS as shown in Fig. 1. 
The developed coordination control method by using feedback linearization was utilized for 
the IPAS based deburring system. It is noted that the initial position of tiX ( i =1, 2, 3, 4) is 
set to zero. The following is the additional parameters used for the integrated cylinder:  
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Fig. 6.  Integrated double pneumatic cylinder (Coordinated control without robust control) 
(a) Position error (b) Enlarged position error 
 
It is evident as shown in Fig. 6 (a) that the deburring performance of the system is greatly 
improved with the IPAS and the coordination controller. The simulation results show quick 
and smooth transient response and nearly zero steady-state error. The integrated system 
particularly improves the transient behavior in comparison to the single cylinder system. 
However, Fig. 6 (b) shows the chatter of position error of the IPAS when Fig. 6 (a) is 
enlarged. The chatter is from the compressibility and flexibility of the air. Such fluctuating 
position error can occur in harm of the system. Also, Combined with their limited damping 
and low stiffness properties, which arise from the compressibility of air, the accuracy and 
repeatability of the performance can be limited under variable payload and supply pressure. 
To eliminated and/or reduce the undesirable effect of nonlinearity, in next simulation, 
robust feedback linearization is employed.  
Fig. 7 depicts the deburring performance of the coordination controller based on robust 
feedback linearization. The following parameters were used for simulation:  
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1tM = 2tM =0.01kg, 3tM = 4tM =0.015kg, KT j
2933  , 251  , 72  , 7wC , 1~ N , and 

)( =0.5, 
 

Fig. 7 (b) shows the reduction of position error caused by the, which is caused by the 
compressibility of the air in the pneumatic cylinder. In this simulation, the oscillatory 
position errors are almost eliminated in difference with the previous results by using the 
robust feedback linearization. Through the robust feedback as shown in Fig. 3, the 
additional robust controller could soften the chatter by the air compressibility in pneumatic 
tool. The simulation results demonstrate the efficacy of the developed coordination control 
based on robust feedback linearization for the new deburring tool. 
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Fig. 7. Integrated double pneumatic cylinder (a) tracking (b) position error (Robust Feedback 
linearization) 

 
5. Conclusion 
 

High-quality robotic deburring requires efficient control of the deburring path and contact 
forces, as well as optimal selection of a suitable feed-rate and tool design. In this paper, an 
efficient robotic deburring method was developed based on a new active pneumatic tool, 
which considers the interaction among the tool, the manipulator, and the workpiece and 
couples the tool dynamics and a control design that explicitly considers deburring process 
information. A new active pneumatic tool was developed by physically integrating two 
pneumatic actuators, which implements double cutting action – initial cut followed by fine 
cut. Then, a control method was developed for the robotic deburring system based on the 
active pneumatic tool, which utilizes coordinated control based on a feedback linearization 
for the manipulator and a robust feedback linearization for the deburring tool using a 
pneumatic cylinder. From the simulation results, robust feedback linearization achieved the 
smooth transient response and nearly zero steady-state error in spite of the undesirable 
effect of external disturbances. The developed control system employs the two-level 
hierarchical control structure based on a simple coordination scheme. Simulation results 
showed that the developed system significantly reduces the chattering of the deburring 
robot and improves the deburring accuracy. Implementation of the developed method is 
intended for experimental verification in the future.  
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5. Conclusion 
 

High-quality robotic deburring requires efficient control of the deburring path and contact 
forces, as well as optimal selection of a suitable feed-rate and tool design. In this paper, an 
efficient robotic deburring method was developed based on a new active pneumatic tool, 
which considers the interaction among the tool, the manipulator, and the workpiece and 
couples the tool dynamics and a control design that explicitly considers deburring process 
information. A new active pneumatic tool was developed by physically integrating two 
pneumatic actuators, which implements double cutting action – initial cut followed by fine 
cut. Then, a control method was developed for the robotic deburring system based on the 
active pneumatic tool, which utilizes coordinated control based on a feedback linearization 
for the manipulator and a robust feedback linearization for the deburring tool using a 
pneumatic cylinder. From the simulation results, robust feedback linearization achieved the 
smooth transient response and nearly zero steady-state error in spite of the undesirable 
effect of external disturbances. The developed control system employs the two-level 
hierarchical control structure based on a simple coordination scheme. Simulation results 
showed that the developed system significantly reduces the chattering of the deburring 
robot and improves the deburring accuracy. Implementation of the developed method is 
intended for experimental verification in the future.  
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1. Introduction 

 

During the last decade the class of rigid robot systems has been the subject of intensive 
research in the field of systems and control theory, particularly owing to the inherent 
nonlinear nature of rigid robots. For the same reason, these systems have widely been used 
to exemplify general concepts in nonlinear control theory. As a result of this excessive 
research activity a large variety of control methods for rigid robot systems have been 
proposed, such as, proportional-integral-derivative (PID) control (Kelly, 1995), computed 
torque control (Luh et al., 1980), which achieve the trajectory tracking objective by feedback 
linearization of the nonlinear robot dynamics, adaptive control (Ortega & Spong, 1989), 
variable structure control (Slotine & Sastry, 1983), fuzzy control (Chang & Chen, 2000), 
passivity based control (Ryu et al, 2004; Bouakrif et al., 2010) and iterative learning control 
(Bouakrif et al., 2007; Tayebi, 2007). 
Many of these previous controllers require the complete state measurements, that is position 
and velocity, is available for feedback. Unfortunately, in practice this assumption can only 
partially be fulfilled for two reasons. First, although robot systems generally are equipped 
with high precision sensors for position measurements, velocity measurements are often 
contaminated with a considerable amount of noise. This circumstance may reduce the 
dynamic performance of the manipulator, since in practice, the values of the controller gain 
matrices are limited by the noise present in the velocity measurements (Khosla & Kanade, 
1988). Second, in robotic applications today velocity sensors are frequently omitted owing to 
the considerable savings in cost, volume and weight that can be obtained this way. A good 
solution of this problem is the use of the velocity observers to reconstruct the missing 
velocity signal starting from the available position measurements. Due to the nonlinear and 
coupled structure of the robot dynamical model, the problem of designing observers for 
robots is a very complex one. Recently, exploiting the structural properties of the robot 
dynamics, a number of conceptually different methods for both regulation and tracking 
control of robots equipped with only position sensors have been developed (Canudas dewit 
et al., 1992; Paden & Panja, 1988). (Berghuis & Nijmeijer, 1993) presented a controller-
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observer scheme for the global regulation of robots using only position feedback. The PD 
control with high-gain observer was developed (Yu & Li, 2006), the authors propose to 
reconstruct the velocity signal via a high-gain observer, but a quite noisy movement of the 
manipulator, which may be undesirable for greater robots employed for industrial 
applications. 
In this chapter, we want to solve the trajectory tracking problem of rigid robot manipulators 
which are not equipped with the tachometers (velocity sensors) to avoid the disadvantage 
mentioned in the previous paragraph. For this purpose, two velocity observers are 
presented to estimate the missing velocity. Using the first observer, an estimate region of 
attraction is given. It is important to observe that this region can be made arbitrarily large by 
increasing the observer gain. This kind of stability is called semi-global. The second is 
globally asymptotically stable. Thus, there is more freedom to choose the initial states. This 
presents an advantage of the second observer. Thereafter, these observers are integrated 
with a nonlinear controller by replacing the velocity in the control law with its estimation 
yielded by these observers, independently. Furthermore, the semi-global and global 
asymptotic stability conditions are established of the composite controller consisting of 
robot manipulator, nonlinear controller and the first and second velocity observer, 
respectively. This proof is based on Lyapunov theory and using saturation technique for the 
second observer. Finally, simulation results on two-link manipulator are provided to 
illustrate the effectiveness of the global velocity observer based trajectory tracking control. 

 
2. Dynamic equation for robot manipulators 
 

We consider a robot manipulator that is composed of serially connected rigid links. The 
motion of the manipulator with n-links is described by the following dynamic equation: 
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centripetal-Coriolis matrix, 1))((  nRtqG represents the gravity effects, and 1)(  nRt  

represents the torque input vector. 
In the sequel, n

ddd Rtqtqtq )(),(),(   denote the desired link position, velocity, and 
acceleration vectors, respectively. 
The dynamic equation (1) has the following properties (Berghuis, 1993; Ortega & Spong, 
1989) that will be used in the controller development and analysis. 
P 1:   The inertia matrix ))(( tqM is symmetric, positive definite and bounded as 
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In this paper, the following lemmas are used. 
Lemma 1 (Shim et al., 2001): Consider a 1C  function RRRyxf qp :),(  which is 

continuous and well defined on qRX   where  pixRxX ii
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where )(yL  is the maximum of ),( yz
x
f

  with respect to z  over the compact range of 

saturation function. Then the claim (8) follows from the fact that xxxx ~)~()(  . 
Lemma 2 “Barbalat’s lemma” (Slotine & Li, 1991): If H  is a continuous function, and it is  

bounded  when t , and if H  is uniformly continuous in time, then  0H . 
In (2), (3), (4) and in the sequel the norm of a vector X  is defined as 
 

XXX T                                                                    (11) 

 
and the norm of a matrix A  as 
 

)(max AAA T                                                               (12) 

 
with (.)max  denotes the maximum eigenvalue of A .  
The following assumption is imposed. 
Assumption: The robot velocity is bounded by a known constant mV  such that 
 

mVtq )(      Rt .                                                            (13) 
 

Remark 1. This assumption is definitively realistic. In fact, it is reasonable to expect that the 
joint velocities of a robot will not exceed certain a priori bounds that come from the 
mechanic limitations of the robot and/or from the way the robot operates. Moreover, this 
assumption is recurrent in the literature on control for robotic manipulators, for example 
(Berghuis & Nijmeijer, 1993; Nicosia & Tomei, 1990; Xian et al., 2004).   

 
3. Controller-observers design  
 

In this section we present the main results of this chapter, formulated in a lemma and two 
theorems and their proofs. Indeed, we want to solve the trajectory tracking problem of robot 
manipulators without using the velocity signal. This signal is reconstructed, firstly by a 
semi-globally stable velocity observer and secondly by a globally stable velocity observer. 

 
3.1 Semi-globally asymptotically stable observer 
Consider the following velocity observer 
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From (19) and (22), we obtain 
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Then, we have a semi-global asymptotic stability. 
Remark 2. It is important to observe that the region of attraction can be made arbitrarily 
large by increasing the observer gain L . As this region can be increased systematically by 
the gain L , we have semi-global asymptotic stability.    
Now, we integrate this observer with a nonlinear controller and the semi-global asymptotic 
stability condition of the closed loop system is given in the following theorem. 
 
Theorem 1 
Given the robot dynamics (1), and let assumption (13) be satisfied. Under the following 
control law 
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Where vK  and pK  are symmetric, positive definite matrices. )()()( tqtqtE d  , 

)()()( tqtqtE d   . 



 TTTT qEEy  ~ ,  )(,),( qMKqMdiagQ p ,  pmmm KMQq ,min)(min  , 

 pMMM KMQq ,max)(max   , ppM KK   and vvM KK  . mL , pmK  and vmK  denote the 

minimum eigenvalue of L , pK  and vK , respectively. 
 

Proof 
The analysis of asymptotic stability is in two parts. In the first part, we demonstrate that the 
closed-loop system is stable. In the second part, we demonstrate that it is semi-globally 
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From (19) and (22), we obtain 
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the gain L , we have semi-global asymptotic stability.    
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stability condition of the closed loop system is given in the following theorem. 
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Where vK  and pK  are symmetric, positive definite matrices. )()()( tqtqtE d  , 
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vmK  in (46) is chosen as follows 
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Since the assumption (13) is verified, we have  
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If we choose 12  mmmm MVCL  (it is verified by (48)), then H  is a negative semi-definite 
function, this result is not sufficient to demonstrate the asymptotic stability, and we can 
conclude only the stability of the system. Nevertheless, it is straightforward to verify that 

the equilibrium )0,0,0()~,,( qEE   is the largest invariant set within the set 0H . Hence, 
using La Salle’s invariance principle the asymptotic stability of the equilibrium can be 
proved. Therefore, one must insure that 
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if     0~q      then  0E  and 0E .                                          (50) 
 
Part 2                                            
When 0H , it is necessary that 0~ q , in addition 0~ q , therefore (38) will be 
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Using the property 4, the time-derivative of (52) is 
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W  is a negative semi-definite function, this result is not sufficient to demonstrate that 

0E . Therefore, the Barbalat’s lemma is required to complete the proof of asymptotic 
stability.  
We note that, it is sufficient to show that  W  is bounded to conclude that W  is uniformly 
continuous. Indeed, the time-derivative of (53) is 
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From (48) and (49), we demonstrated the stability of the system ( E and E  are bounded). In 
addition, from (51), we can conclude that E  is bounded. Then W and  W  are bounded. 
This result implies that W  is uniformly continuous. Therefore, the Barbalat’s lemma 
permits us to conclude that 0W , then 0E , 0E , and from (51) we find that 0E . 
Finally, we demonstrated that (50) is verified. Hence, the La Salle’s invariance principle is 

applied, consequently, the equilibrium )0,0,0()~,,( qEE   is the largest invariant set within 

the set 0H . And the asymptotic stability of the equilibrium is proved.  
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Then, the closed-loop system is semi-globally asymptotically stable. This completes the 
proof.    
 
3.2 Globally asymptotically stable observer based controller  
Now, a second observer is presented to reconstruct the velocity signal in the control law. 
Hence, the global asymptotic stability of the whole control system (robot plus controller plus 
observer) is guaranteed. This proof is based on Lyapunov theory and using saturation 
technique. This result is given in theorem 2.  
 
Theorem 2 
Given the robot dynamics (1), and let assumption (13) be satisfied. Under the following 
control law 
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Then, the closed-loop system is globally asymptotically stable. Hence 
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Then, the closed-loop system is semi-globally asymptotically stable. This completes the 
proof.    
 
3.2 Globally asymptotically stable observer based controller  
Now, a second observer is presented to reconstruct the velocity signal in the control law. 
Hence, the global asymptotic stability of the whole control system (robot plus controller plus 
observer) is guaranteed. This proof is based on Lyapunov theory and using saturation 
technique. This result is given in theorem 2.  
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Where sat(V) represents the saturation for a vector V, this function is to be defined. 

vvM KK  . mL  and vmK  denote the minimum eigenvalue of L  and vK respectively.   is 

positive scalar constant such that   
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Proof 
Since assumption (13) holds, in the rest of the proof regard 
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as the given dynamic equation instead of (1).  

Where the saturation for a vector   nT
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If we choose  12  mvMm MKL , (it is verified by (81)), then H is a negative semi-definite 
function, this result is not sufficient to demonstrate the asymptotic stability, and we can 
conclude only the stability of the system. Therefore, the lemma 2 is required to complete the 
proof of asymptotic stability.  

In our case, H  and H  are given by (69) and (70) respectively. To conclude that H  is 

uniformly continuous, it is sufficient to show that  H  is bounded.  
The time-derivative of (70) is 
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From (79), (80), (81) and (82), we demonstrated the stability of the system ( E , E  and q
~

 are 
bounded). Therefore, from (69) H  is bounded. In addition, from (67) and (68) we can 

conclude that E  and q
~

 are bounded, then H  is bounded. This result implies that H  is 

uniformly continuous. Hence, the Barbalat’s lemma permits us to conclude that 0H . 

Thus, from (82), we have 0~,0  qE  , and necessary 0~,0  qE  . Finally from (67) and (68) 
we find that 0E . 
Then, the closed-loop system is globally asymptotically stable. This completes the proof. 

 
4. Simulation results 
 

In order to illustrate by simulation the efficiency of our design, we apply in this section the 
observer-controller laws (55-60) on two-link robot manipulator. The objective of our 
simulation work is to show that the tracking objective is achieved when an estimated 
velocity vector is used in the tracking control law.  

Consider a two-link manipulator with masses 1m , 2m , lengths 1l , 2l , and angles 1q , 2q  ; 
then the model equations can be written as (1). )(qM , ),( qqC   and )(qG  are given by 
(Bouakrif et al., 2008): 
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2221211 )sin( qqllmC  , 2221212 )sin( qqllmC  , 1221221 )sin( qqllmC  , 022 C . 

)cos()()cos( 112121221 qglmmqqglmG  , )cos( 21222 qqglmG  . 
The desired trajectories are chosen as: 

)3/2(sin)3/4(cos2)(1 tttq d   (rad), with 0  t  5. 

)3/2(sin)3/4(cos21)(2 tttqd   (rad),  with  0  t  5. 
Simulation parameters: 

     550,550,15,15,5000,5000  LKK vp , 
][5.1],[1],[7.0],[5.0 2121 mlmlkgmkgm  . 

Therefore, we find that  ]/[10 sradVm  ,  ][1 2kgmMm  .  
The simulation results of the proposed scheme on two-link robot manipulator along a 
trajectory are shown below.  Figure 1 show the observer result, where we can see the 
convergence of the observed velocity to real velocity, of each joint, in a minimum time. 
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If we choose  12  mvMm MKL , (it is verified by (81)), then H is a negative semi-definite 
function, this result is not sufficient to demonstrate the asymptotic stability, and we can 
conclude only the stability of the system. Therefore, the lemma 2 is required to complete the 
proof of asymptotic stability.  
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From (79), (80), (81) and (82), we demonstrated the stability of the system ( E , E  and q
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trajectory are shown below.  Figure 1 show the observer result, where we can see the 
convergence of the observed velocity to real velocity, of each joint, in a minimum time. 
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Figure 2 show the simulation results for real and desired position trajectories, of each joint, 
when the velocity given by the observer (59) and (60) is used in the control law (58). We can 
see that the real trajectory follows the desired trajectory without error through time axis. 
Therefore, it is clear that the control algorithm works well.   
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Fig.1. Real and observed velocities of two-link manipulator. 
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Fig.2. Real and desired position trajectories of two-link manipulator. 

 
5. Conclusion 
 

This chapter has presented two motion control schemes to solve the trajectory tracking 
problem of rigid-link robot manipulators, when the manipulator’s joint velocities cannot be 
measured by the control system. The necessity of velocity measurements in the controllers 
can be removed by replacing the actual velocity signal by an estimate obtained from two 
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observer systems. The whole control system consisting of robot manipulator, controller and 
the first observer is semi-globally asymptotically stable and a region of attraction is also 
given. Using the second observer, the global asymptotic stability of the closed loop system is 
guaranteed. Hence, there is more freedom to choose the initial states. These proofs are based 
on Lyapunov theory. Finally, simulation results on two-link manipulator are provided to 
illustrate the effectiveness of the global velocity observer based trajectory tracking control. 
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Figure 2 show the simulation results for real and desired position trajectories, of each joint, 
when the velocity given by the observer (59) and (60) is used in the control law (58). We can 
see that the real trajectory follows the desired trajectory without error through time axis. 
Therefore, it is clear that the control algorithm works well.   
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Fig.1. Real and observed velocities of two-link manipulator. 
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observer systems. The whole control system consisting of robot manipulator, controller and 
the first observer is semi-globally asymptotically stable and a region of attraction is also 
given. Using the second observer, the global asymptotic stability of the closed loop system is 
guaranteed. Hence, there is more freedom to choose the initial states. These proofs are based 
on Lyapunov theory. Finally, simulation results on two-link manipulator are provided to 
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1. Introduction 
 

Cleaning and pre-machining operations are major activities and represent a high cost 
burden for casting producers. Robotics based flexible automation is considered as an ideal 
solution for its programmability, adaptivity, flexibility and relatively low cost, especially for 
the fact that industrial robot is already applied to tend foundry machines and transport 
parts in the process. Nevertheless, the foundry industry has not seen many success stories 
for such applications and installations due to the several major difficulties involved in 
robotic machining process with a conventional industrial robot. (Pan, 2006) 
The first difficulty is the generation of robot motion for a complex workpiece. Secondly, the 
lower stiffness of articulated robot manipulator presents a unique disadvantage for 
machining of casting parts with complex geometry, which has non-uniform cutting depth 
and width. As a result, the machining force will vary dramatically, which induces uneven 
robot deformation. The third difficulty is the deformation caused by the interaction force 
between the tool and the workpiece, especially for milling process, which generates large 
cutting forces. The stiffness for a typical articulated robot is usually less than 1 N/m, while 
a standard CNC machine very often has stiffness greater than 50 N/m. As a result, force 
induced deformation is the major source of the inaccuracy of finished surface. The fourth 
difficulty is chatter/vibration occurred during the machining process.   
Most of the existing literature on machining process, such as process force modelling (Kim, 
Landers & Ulsoy, 2003), accuracy improvement (Yang, 1996) and vibration suppression 
(Budak, & Altintas, 1998) are based on the CNC machine. Research in the field of robotic 
machining is still focused on accurate off-line programming and calibration. As the chatter 
analysis was discussed in a separate paper (Pan & Zhang et, al, 2006), our focus here is to 
address the first three major issues in robotic machining process.  
This chapter is organized in six sections. Following this introduction section, section two 
presents an active force control platform, which is the foundation of various control 
strategies for solving difficulties in robotic machining processes. Section three addresses the 
programming issues for a part with complex contour. With two force control strategies, 
lead-through and path-learning, robot programming is made easy and efficient. Section four 
and five present two real-time process control techniques. The Controlled Material Removal 
Rate (CMRR) greatly reduces the process cycle time of the robotic machining operation, 

3
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while the real-time deformation compensation improves the quality and accuracy. The focus 
of these two sections will be the implementation of advanced control strategies and further 
analysis of robot stiffness modelling, as the preliminary research outcomes for CMRR and 
deformation compensation have been already introduced in (Wang, Zhang, & Pan, 2007). 
Experimental results are presented at the end of these sections. A summary and discussion 
is provided in section six. 

 
2. Force Control Platform 
 

The active force control platform is the foundation of the strategies adopted to address 
various difficulties in robotic machining processes. It is implemented on the most recent 
ABB IRC5 industrial robot controller which is a general controller for a series of ABB robots. 
The IRC5 controller includes a flexible teach pedant with a colourful graphic interface and 
touch screen which allows user to create customized Human Machine Interface (HMI) very 
easily. It only takes several minutes for a robot operator to learn the interface for a specific 
manufacturing task and it is programming free. An ATI 6 DOF force/torque sensor is 
equipped on the wrist of the robot to close the outer force loop and realize implicit hybrid 
position/force control scheme. The system setup for robotic machining with force control is 
shown in Fig. 1. 

 
Fig. 1. System setup for robotic machining with force control 
 
The force controller provides two major functions to make the entire programming process 
collision free and automatic. First function is lead-through, in which robot is compliant in 
selected force control directions and stiff in the rest of the position control directions. To 
change the position or orientation of the robot, the robot operator could simply push or drag 
the robot with one hand. The second function is called path-learning, in which robot is 

 

compliant in normal to the path direction to make the tool constantly contact with the 
workpiece. Thus, an accurate path could be generated automatically.  
During the machining process, the force controller provides two more functions to achieve 
deformation compensation and CMRR. In both case, robot is still under position control, 
that is, stiff at all directions. Deformation compensation is achieved by update the target 
position of position loop based on the measured process force and robot stiffness model, 
while robot feed speed is adjusted to maintain constant spindle power consumption for 
CMRR. These two strategies are complementary to each other since CMRR adjusts robot 
speed at feed direction and deformation compensation adjusts the reference target at the rest 
of the directions. The detailed control strategies for process control of robotic machining will 
be explained in section four and five respectively. 

 
3. Rapid Robot Programming 
 

Although extensive research efforts have been carried out on the methodologies for 
programming industry robots, still only two methods are realistic in practical industrial 
application, which are, on-line programming (jog-and-teach method) and off-line 
programming (Basanez & Rosell, 2005)(Pires, et al., 2004).  On-line programming relies on 
the experience of robot operators to teach robot motions by jogging the robot to the desired 
positions using teaching device (usually teach pendent) in real setup. Off-line programming 
generates the robot path from a CAD model of the workpiece in a computer simulated 
setup. The idea of programming by demonstration (PbD) has been proposed long time ago, 
while requirement of additional hardware devices and complicated calibration process 
make it unattractive in practical applications. The major advantage of the PbD method 
proposed here is that no additional devices and calibration procedures are required. The 
only sensor implemented for force feedback is an ATI 6 DOF force/torque sensor. This 
simple configuration will minimize the cost and simplify the complexity of the 
programming process greatly.   

 
3.1 Lead-Through  
Lead-though is the only step requires human intervention through the entire PbD process. 
The purpose of lead-through is to generate a few gross guiding points, which will be used to 
calculate the path frame in path-learning as shown in Fig. 2. The position accuracy of these 
guiding points is not critical because these guiding points are not the actual points/targets 
in the final program and they will be updated in automatic path-learning. However the 
orientation of these points should be carefully taught since it will determine the path frame 
and will be kept in the final program.  
Theatrically all six DOFs could be released under force control and the user can adjust both 
position and orientation of the robot tool at the same time. In practice, we found it is almost 
impossible to adjust the tool orientation accurately by push/pull with a single hand. Thus, a 
force control jogging mode is created, under which the operator could push/pull the robot 
tool to any position easily and change the robot tool orientation using the joystick on the 
teach pendent. Since this jogging is under force control, collision is avoided even when the 
tool is in contact with the workpiece. As the instant position and orientation of the robot tool 
is displayed on the teach pendant, the operator could make very accurate adjustment on 
each independent rotation axis.  
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Robot Manipulators, New Achievements38

 

 
Fig. 2. Lead-through and path learning 

 
3.2 Automatic Path-Learning 
A robot program based on gross guiding points taught in lead-through is then generated. 
This program path, consisted of a group of linear movements from one guiding point to the 
next, is far different from the actual workpiece contour. The tool fixture would either move 
into the part or too far away from it.  
During the automatic path-learning, the robot controller is engaged in a compliant motion 
mode, such that only in direction Yp, (Fig. 2.) which is perpendicular to path direction Xp, 
robot motion is under force control, while all other directions and orientations are still under 
position control. Further, it can be specified in the controller that a constant contact force in 
Yp direction (e.g., 20 N) is maintained. Because of this constrain, if the program path is into 
in the actual workpiece contour, the tool tip will yield along the Y axis until it reaches the 
equilibrium of 20N, resulting a new point which is physically on the workpiece contour. On 
the other hand, if the program path is away from the workpiece, the controller would bring 
the tool tip closer to the workpiece until the equilibrium is reached of 20N.  
While the robot holding the tool fixture is moving along the workpiece contour, the actual 
robot position and orientation are recorded continuously. As described above, the tool tip 
would always be in continuous contact with the workpiece, resulting a recorded spatial 
relationship that is the exact replicate between the tool fixture and the workpiece. A robot 
program generated based on recorded path can be directly used to carry out the actual 
process.  

 
3.3 Post Processing 
After tracking the workpiece contour, the data from logging the robot position have to be 
filtered and reduced to generate a robot program. The measurements around sharp corners 
are often influenced by noise due to high dynamic forces, which has influence on the contact 
force. By using a threshold for the maximum and minimum acceptable contact force, the 
measurements influenced by this type of noise are removed. This is called force threshold 
filtering.  

 

The amount of the targets from automatic path-learning are disproportionately large since 
the robot controller can recorded the points as fast as every 4 ms. An approach, namely 
deviation height method, is used to approximating the contour by straight-line segments. 
As shown in Fig. 3, a straight line is made from a certain starting point on the contour to the 
current point. The deviation height is calculated between the line and each of the 
intermediate points. The deviation height is the length of the normal vector between the 
point and the line. The current point is displaced along the contour until the deviation 
height exceeds a certain limit. The previous point is then used as starting point for the next 
line segment. This continues until the whole contour is approximated with straight-line 
segments. From the reduced data, a robot program is generated in a standard format. The 
user could specify tool definitions, desired path velocity and orientation of the tool. 

 
Fig. 3. Deviation height method 

 
3.4 Experimental Results for PbD 
With force control integrated in IRC5 controller, PbD method is available for a group of ABB 
industrial manipulators. An automatic deburring system using IRB 4400 manipulator is 
designed to clean the groove of a water pump to guarantee a seamless interface between 
two pump surfaces, as shown in Fig. 4.  
A 2 mm cutting tool, driven by ultra high speed (~18,000rpm) air spindle is adopted to 
achieve this task. Since the groove is only about 5 mm wide and has contoured 2D shape, 
manually teaching a high quality program to clean the complete groove is almost 
impossible. Due to the process requirement, the cutting tool is always perpendicular to the 
surface of water pump. During path-learning, a contact force normal to the edge of 10 N is 
used, while the robot path learning velocity is set at 5mm/s. As shown in Fig. 5, the 
curvature of recorded targets changes dramatically along the path. The blue points 
represent the targets in the final cutting program, while the read points represent the offset 
targets in the test program. The average robot feed speed during the cutting process is about 
10 mm/s, while the exact feed speed is determined by the local curvature, which is slower at 
sharp corner, to ensure a smooth motion throughout the path. The point reduction 
technique is performed on the filtered measurements. A deviation height of 0.2mm reduced 
the thousands of points recorded by the robot controller every 4 ms to about 300 points.  
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current point. The deviation height is calculated between the line and each of the 
intermediate points. The deviation height is the length of the normal vector between the 
point and the line. The current point is displaced along the contour until the deviation 
height exceeds a certain limit. The previous point is then used as starting point for the next 
line segment. This continues until the whole contour is approximated with straight-line 
segments. From the reduced data, a robot program is generated in a standard format. The 
user could specify tool definitions, desired path velocity and orientation of the tool. 

 
Fig. 3. Deviation height method 

 
3.4 Experimental Results for PbD 
With force control integrated in IRC5 controller, PbD method is available for a group of ABB 
industrial manipulators. An automatic deburring system using IRB 4400 manipulator is 
designed to clean the groove of a water pump to guarantee a seamless interface between 
two pump surfaces, as shown in Fig. 4.  
A 2 mm cutting tool, driven by ultra high speed (~18,000rpm) air spindle is adopted to 
achieve this task. Since the groove is only about 5 mm wide and has contoured 2D shape, 
manually teaching a high quality program to clean the complete groove is almost 
impossible. Due to the process requirement, the cutting tool is always perpendicular to the 
surface of water pump. During path-learning, a contact force normal to the edge of 10 N is 
used, while the robot path learning velocity is set at 5mm/s. As shown in Fig. 5, the 
curvature of recorded targets changes dramatically along the path. The blue points 
represent the targets in the final cutting program, while the read points represent the offset 
targets in the test program. The average robot feed speed during the cutting process is about 
10 mm/s, while the exact feed speed is determined by the local curvature, which is slower at 
sharp corner, to ensure a smooth motion throughout the path. The point reduction 
technique is performed on the filtered measurements. A deviation height of 0.2mm reduced 
the thousands of points recorded by the robot controller every 4 ms to about 300 points.  
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Fig. 4. Experimental setup for PbD 
 

 
Fig. 5. Results from path-learning  
 
With this programming strategy, generating a program for a water pump with complex 
contour, including more than three hundred robot target points, could be completed within 
one hour instead of several weeks by an experienced robot programmer. During this 
programming procedure, the operator is only involved with the first step of teaching the 
gross movement of the robot, while the bulk of the procedure is automated by the robot 
controller. 
 

 

4. Controlled Material Removal Rate 
 

The MRR in machining process is usually controlled by adjusting the tool feedrate. In 
robotic machining process, this means regulating robot feed speed to maintain a constant 
MRR. Machining force and spindle power are two variables proportional to MRR, which 
could be used to control robot feed speed. With 6-DOF force sensor fixed on robot wrist, the 
cutting force is available on real-time.  Most spindles have an analog output whose value is 
proportional to the spindle current. With force feed back or spindle current feed back, MRR 
could be regulated to avoid tool damage and spindle stall.  
In most cases, the relationship between process force and tool feedrate is nonlinear, and the 
process parameters, which describe the nonlinear relationship, are constantly changing due 
to the variations of the cutting conditions, such as, depth-of-cut , width-of-cut, spindle 
motor speed, and tool wearing condition, etc. Most of the time, conservative gains have to 
be chosen in order to maintain the stability of the close-loop system, while trading off the 
control performances.  
Three different control strategies, PI control, adaptive control and fuzzy control, are 
designed to satisfy various process requirements. PI control is easy to tune and is very 
reliable. Adaptive control provides a more stable solution for machining process. Fuzzy 
control, which provides a much faster response by sacrificing control accuracy, is the best 
method for applications require fast robot feed speed 
 

 
Fig. 6. Robotic end milling process setup 

 
4.1 Robot Dynamic Model 
A robotic milling process using industrial robot is shown in Fig. 6. The cutting force of this 
milling process is regulated by adjusting the tool feedrate. Since the tool is mounted on the 
robot end-effector, the tool feedrate is controlled by commanding robot end-effector speed. 
Thus, the robot dynamic model for this machining process is the dynamics from the 
command speed to the actual end-effector speed. The end-effector speed is controlled by the 
robot position controller. A model is identified via experiments for this position controlled 
close-loop system, which represents the dynamics from command speed to actual end-
effector speed.  
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The dynamic model identified is given as 
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Where f(s) is the actual end-effector speed, fc(s) is the commanded end-effector speed. 

The dynamic model Eq. (1) is a stable non-minimum phase system, and its root locus is 
shown in Fig. 7. 

 
Fig. 7.Root locus of robot dynamic model 

 
4.2 Process Force Model 
MRR is a measurement of how fast material is removed from a workpiece; it can be 
calculated by multiplying the cross-sectional area (width of cut times depth of cut) by the 
linear feed speed of the tool: 

fdwMRR                                                              (2) 

Where w  is width-of-cut (mm), d  is depth-of-cut (mm), f  is feed speed (mm/s). 
Since it is difficult to measure the value of MRR directly, MRR is controlled by regulating 
the cutting force, which is readily available in real-time from a 6-DOF force sensor fixed on 
the robot wrist. The relationship between the machining process force and the tool feed 
speed is nonlinear and time-varying, as shown in the following dynamic model (Landers & 
Ulsoy, 2000) 
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Where CK  is the gain of the cutting process;  ,   and  are coefficients, and their values 

are usually between 0 and 1. m  is the machining process time constant. Since one spindle 
revolution is required to develop a full chip load, m  is 63% of the time required for a 

spindle revolution. (Daneshmend & Pak, 1986) Since m  is much smaller than the time 
constant of robot system, it is ignored here in the MRR controller design. Let, 

wKK C                                                                (4) 

K is considered as a varied process gain. Then, the force model is rewritten as a static model: 
 fKdF                                                                (5) 

The depth-of-cut, d , depends on the geometry of the workpiece surface. It usually changes 
during the machining process, and is difficult to be measured on-line accurately. The cutting 
depth is the major contributor that causes the process parameter change during the 
machining process. K ,  and   depend on those cutting conditions, such as, spindle 
speed, tool and workpiece material, and tool wearing condition, etc, which are pretty stable 
during the cutting process. If the tool and/or the workpiece are changed, these parameters 
could change dramatically. But they are not changing as quickly as the depth-of-cut d  does 
during the machining process as explained above. A force model, which is only valid for the 
specific tool and workpiece setup in ABB robotics lab is identified from experiments as 

5.09.023 fdF                                                             (6) 

Eq. (6) models the process force very well from milling experimental data. The tool feedrate 
f  is chosen as the control variable, i.e., to control the process force by adjusting the feed 

speed.  

 
4.3 MRR Control Strategy 
In roughing cycles, maximum material removal rates are even more critical than precision 
and surface finish. Conventionally, feed speed is kept constant in spite of variation of depth-
of-cut during the pre-machining process of foundry part. This will introduce a dramatic 
change of MRR, which induces a very conservative selection of machining parameters to 
avoid tool breakage and spindle stall. The idea of MRR control is to adjust the feed speed to 
keep MRR constant during the whole machining process. As a result, a much faster feed 
speed, instead of conservative feed speed based on maximal depth-of-cut position, could be 
adopted. Fig. 8 illustrates the idea of MRR control while depth-of-cut changes during 
milling operation. (Pan, 2006) 
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Fig. 8. Controlled material removal rate 
 

 
Fig. 9. The force control loop for CMRR 

 
4.3.1 Force Control Sturcture 
The block diagram of CMRR is shown in Fig. 9. The cutting force is controlled by varying 
the robot end-effecter speed in tool feed direction. The difference between the reference 
force and the measured cutting force is input to the MRR controller. In actual 
implementation, the robot motion is planned in advance based on a pre-selected command 
speed. The output of MRR controller is a term called speed_ratio, which is a ratio (e.g. from 
0 to 1) of the actual robot feed speed to interpolate the reference trajectory in order to adjust 
the tool feedrate. Thus the command speed is the greatest speed robot can move. If the 
measured cutting force is larger than reference force, robot will slow down; otherwise robot 
will speed up until it reaches command speed. The CMRR function may implement several 
control approaches under the indirect force control framework. Three different control 
strategies, classical control (PI), adaptive control, and fuzzy logic control, will be introduced 
bellow. 

 

 

4.3.2 PI Control 
The cutting force model is nonlinear as described in Eq. (5), for controller design, it can be 
rewritten as 

 fKfKdF f                                                  (7) 

Where KdK f  . The effects of parameters K , d , and   to the process force are 

lumped into one parameter, force process gain fK .  

Define 
1)(FF                                                           (8) 

Together with Eq. (7), we get 

kffKFF f   11 )()(                                         (9) 

Where 1)( fKk   is time-varying. Instead of controlling cutting forceF , we control F   
to follow the new command force, i.e., 1)( rr FF  , which is equivalent as controlling F  

to follow the original reference force rF . By using Eq. (9), the nonlinear system is exactly 
linearized, and the linear system design technique can be applied to design a controller for 
the nonlinear system. PI type control is selected to achieve null steady-state error. The 
derivative term is not desirable due to the large noise associated with force readings.  

The PI control in is given as 
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We put the zero of PI controller at –66.5 to cancel the slow stable pole of the robotic dynamic 
model. Since the zero of the PI controller is fixed, the proportional and integral gains will be 
given as 

015.0pK , iK                                              (11) 

Where   will be chosen to make the open loop gain of the whole system at the desired 
value. The magnitude of open loop gain, defined as pkK  determines the stability of the 

system. Conservative pK  and iK  are selected to ensure system still stable while the force 

process gain k takes the maximal value. The desired system response is that small overshot 
for command feed speed. 

 
4.3.3 Adaptive Control 
Since depth-of-cut and width-of-cut are likely to change dramatically due to the complex 
shape of workpiece and varied bur size, the force process gain k  will vary dramatically 
during the machining process. The fixed-gain PI control will surely have problems to 
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Where   will be chosen to make the open loop gain of the whole system at the desired 
value. The magnitude of open loop gain, defined as pkK  determines the stability of the 

system. Conservative pK  and iK  are selected to ensure system still stable while the force 

process gain k takes the maximal value. The desired system response is that small overshot 
for command feed speed. 

 
4.3.3 Adaptive Control 
Since depth-of-cut and width-of-cut are likely to change dramatically due to the complex 
shape of workpiece and varied bur size, the force process gain k  will vary dramatically 
during the machining process. The fixed-gain PI control will surely have problems to 
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maintain the stability and consistent system performance for wide range of cutting 
conditions. From Fig. 7, the close loop system becomes unstable when the open loop gain is 
greater than 1.89, which is consistent with our observations in machining experiments. So it 
is very important to adjust controller gains to compensate process parameter changes, in 
order to maintain close-loop system stability during the machining process. 
A self-tuning mechanism is proposed here to adaptively adjust the gain of PI controller to 
maintain a stable machining process. The self-tuning PI controller is shown in Fig. 10. There 
is low positive speed_ratio output limit (because negative or larger than 1 speed_ratio is 
meaningless) assigned for tool feedrate command to avoid “stop and go” situation. So 
saturation nonlinearity is introduced into the control system. The anti-windup scheme is 
also necessary for the PI control to avoid the integration windup.  
Let rV  be the maximum feed speed that the tool can be commanded. The saturation 
nonlinearity is defined as 
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Where 0  and rV  is the minimum feedrate command for the machining process.  

 
Fig. 10. Robotic machining system with self-tuning PI control 
 
Without considering the saturation nonlinearity in the system block shown in Fig. 10, we set 
the open loop gain at 28.84, and the close loop system will have a dominant conjugate pair 
of poles with a damping factor around 0.7. The close loop system will have a quick response 
and very small overshoot, with the above damping factor. From Eq. (1), (9), (10), and (11), 
the open loop gain of the system is calculated as 

84.28 kVr                                                      (13) 

Combine Eq. (11) and Eq. (13), the proportional and integral gains can be given as 
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Where k̂  is the on-line estimation of k  in Eq. (9). Eq. (14) is used as the self-tuning rules for 
the PI controller, which aims to maintain the open loop gain at 28.84.  
The following standard recursive linear least square (RLS) method is used to identify k  and 
  of Eq. (9) 
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Where )ˆ)(ˆln()(ˆ  tkt  ; )(ln)( tFty  ; Ttftx ))(ln1()(  ; ,...3,2,1t  is the 
sampling point;   is the forgetting factor, which is usually chosen between 0.95 and 0.99. 
The on-line identified k̂  and ̂  are used in Eq. (9) and Eq. (14) respectively as the adaptive 
rules. 

 
4.3.4 Fuzzy Logic Control 
Although PI control and adaptive control provide stable and zero static error solutions for 
MRR control, they are only feasible for applications with slow feed speed, such as end 
milling and grinding. Their response is limited by the open loop gain to maintain a stable 
performance. For deburring applications, where the cycle time is critical, faster feed speed 
up to 200 mm/s is usually required. Also, the variation of material to be removed (bur size) 
is more dramatic in deburring process. Even with the largest stable gain, the PI and adaptive 
controller could not response fast enough to prevent spindle stall or robot vibration. 
Derivative term (change of force) must be included in the controller to predict the force 
trend and achieve faster response. Since the force/spindle current signal is very noisy, it is 
not practical to expand the PI control to a complete PID controller. A more intuitive control 
method must be adopted here to address this problem since the change of force information 
is only critical at the moment when the cutting tool start to engage a large bur. 
Fuzzy control is a very popular approach for performing the task of controller design 
because it is able to transfer human skills to some linguistic rules. Therefore, fuzzy control is 
often applied to some ill-defined systems or systems without mathematical models. In this 
robotic machining situation we use a Mamdani type fuzzy PD control law to regulate the 
machining force. In Mamdani method, fuzzy logic controller (FLC) is viewed as directly 
translating external performance specifications and observations of plant behavior into a 
rule-based linguistic control strategy. 
A FLC is a control law described by a knowledge base (defined with simple IF . . . THEN 
type rules over variables vaguely defined -- fuzzy variables) and an inference mechanism to 
obtain the current output control value. The designed FLC has three inputs, force difference, 
filtered change of force difference, and previous output speed_ratio, and one output change 
of speed_ratio. The inputs are divided in levels in accordance with the observed sensor 
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Where k̂  is the on-line estimation of k  in Eq. (9). Eq. (14) is used as the self-tuning rules for 
the PI controller, which aims to maintain the open loop gain at 28.84.  
The following standard recursive linear least square (RLS) method is used to identify k  and 
  of Eq. (9) 
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Where )ˆ)(ˆln()(ˆ  tkt  ; )(ln)( tFty  ; Ttftx ))(ln1()(  ; ,...3,2,1t  is the 
sampling point;   is the forgetting factor, which is usually chosen between 0.95 and 0.99. 
The on-line identified k̂  and ̂  are used in Eq. (9) and Eq. (14) respectively as the adaptive 
rules. 

 
4.3.4 Fuzzy Logic Control 
Although PI control and adaptive control provide stable and zero static error solutions for 
MRR control, they are only feasible for applications with slow feed speed, such as end 
milling and grinding. Their response is limited by the open loop gain to maintain a stable 
performance. For deburring applications, where the cycle time is critical, faster feed speed 
up to 200 mm/s is usually required. Also, the variation of material to be removed (bur size) 
is more dramatic in deburring process. Even with the largest stable gain, the PI and adaptive 
controller could not response fast enough to prevent spindle stall or robot vibration. 
Derivative term (change of force) must be included in the controller to predict the force 
trend and achieve faster response. Since the force/spindle current signal is very noisy, it is 
not practical to expand the PI control to a complete PID controller. A more intuitive control 
method must be adopted here to address this problem since the change of force information 
is only critical at the moment when the cutting tool start to engage a large bur. 
Fuzzy control is a very popular approach for performing the task of controller design 
because it is able to transfer human skills to some linguistic rules. Therefore, fuzzy control is 
often applied to some ill-defined systems or systems without mathematical models. In this 
robotic machining situation we use a Mamdani type fuzzy PD control law to regulate the 
machining force. In Mamdani method, fuzzy logic controller (FLC) is viewed as directly 
translating external performance specifications and observations of plant behavior into a 
rule-based linguistic control strategy. 
A FLC is a control law described by a knowledge base (defined with simple IF . . . THEN 
type rules over variables vaguely defined -- fuzzy variables) and an inference mechanism to 
obtain the current output control value. The designed FLC has three inputs, force difference, 
filtered change of force difference, and previous output speed_ratio, and one output change 
of speed_ratio. The inputs are divided in levels in accordance with the observed sensor 
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characteristics and fuzzyfied using triangular membership functions.(Galichet & Foulloy, 
1995) The output is fuzzyfied in the same way. The rule base is constructed using a 
methodology similar to that in the work of (Li, & Gatland, 1996). The rule base consist three 
groups of rules:  

1) Force limit rule: Basic rules to speed up or slow down robot based on the 
difference of measured force and reference force. This group of rules perform 
similarly to classical control method. 

2) Force trend rule: This group of rules are specially implemented to detect the 
large burs by evaluate the trend of force difference. Proper set of force trend 
rule could reduce overshoot of cutting force and achieves fast response. 

3) System failure protection rule: Used for safety purpose. When speed_ratio is 
already on lowest stage and process force is still high, robot will stop to avoid 
motor overload and robot vibration. 

FLC generates change of speed_ratio through evaluating various rules. Instead of changing 
speed_ratio continuously as in classical PID control, speed_ratio is set to several stages. The 
reason behind this is that continuously adjusting feed speed is not desirable for machining 
process because it increase tool wear and deteriorate surface quality. Since a too slow feed 
speed will change the chip generation mechanism, that is, tool becomes rubbing instead of 
cutting the workpiece; the minimal feed speed is also set. Although ideally more stages 
means more control accuracy, five stages (0.2, 0.4, 0.6 0.8, 1.0) would be enough for most 
applications. A special case is two-stage switching control which has only low or full speed. 
Two-stage switching control, which sacrifices control accuracy to achieve faster response, is 
a very attractive control method for many deburring process. One such example will be 
presented in the next session. 

 
4.4 Experimental Results for CMRR 
Experimental studies are conducted for an end milling process to verify the stability and 
performance of the proposed PI control and adaptive control algorithm. The robot used in 
the milling process is the ABB IRB 6400, the same robot on which we have done the 
parameter identification. The setup of robotic end milling process is shown as Fig. 6. 
During the end milling experiment, a spindle was hold by the robot arm, and an aluminum 
block (AL2040) is fixed on a steel table. The cutting depth of the process was changed from 1 
mm to 3 mm with a step of 1 mm. Both fixed gain PI control algorithm and self-tuning PI 
control algorithm, proposed, were tested with the same experimental setup. The control 
system performance and stability are compared for these two controllers. The experiment 
results for fixed-gain PI controller and for self-tuning PI controller are shown in Fig. 11 and 
Fig. 12, respectively. 
The reference force was set at 250 N for the experiments. When the cutting depth is 1mm, 
both controllers are saturated with a full command speed at 30 mm/s. When the cutting 
depth changed to 2 mm, the fixed-gain PI controller started to vibrate, but still stable. When 
the cutting depth changed to 3 mm, the fixed-gain PI controller became unstable, just as 
predicted in the simulation results. On the other hand, the self-tuning adaptive controller 
maintained the stability and performance for all the cutting depths.  
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Fig. 11. Fixed-gain PI control experiment result 
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Fig. 12. Self-tuning PI control experiment result 
 
The FLC is tested in another setup for robotic deburring with a grinder. There two burs 
located in the middle of the cast steel workpiece. A single cut with straight path is supposed 
to remove the burs. The limit of this system is the spindle power, which is equivalent to 
about 300 N. Without the CMRR function, the spindle will stall at the bur location and the 
entire system setup will be damaged. Since the bur location and size are not predicable, 



Robotic Machining from Programming to Process Control 49
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performance of the proposed PI control and adaptive control algorithm. The robot used in 
the milling process is the ABB IRB 6400, the same robot on which we have done the 
parameter identification. The setup of robotic end milling process is shown as Fig. 6. 
During the end milling experiment, a spindle was hold by the robot arm, and an aluminum 
block (AL2040) is fixed on a steel table. The cutting depth of the process was changed from 1 
mm to 3 mm with a step of 1 mm. Both fixed gain PI control algorithm and self-tuning PI 
control algorithm, proposed, were tested with the same experimental setup. The control 
system performance and stability are compared for these two controllers. The experiment 
results for fixed-gain PI controller and for self-tuning PI controller are shown in Fig. 11 and 
Fig. 12, respectively. 
The reference force was set at 250 N for the experiments. When the cutting depth is 1mm, 
both controllers are saturated with a full command speed at 30 mm/s. When the cutting 
depth changed to 2 mm, the fixed-gain PI controller started to vibrate, but still stable. When 
the cutting depth changed to 3 mm, the fixed-gain PI controller became unstable, just as 
predicted in the simulation results. On the other hand, the self-tuning adaptive controller 
maintained the stability and performance for all the cutting depths.  
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Fig. 11. Fixed-gain PI control experiment result 
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Fig. 12. Self-tuning PI control experiment result 
 
The FLC is tested in another setup for robotic deburring with a grinder. There two burs 
located in the middle of the cast steel workpiece. A single cut with straight path is supposed 
to remove the burs. The limit of this system is the spindle power, which is equivalent to 
about 300 N. Without the CMRR function, the spindle will stall at the bur location and the 
entire system setup will be damaged. Since the bur location and size are not predicable, 
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normally the command feed speed is set to be a very conservative value, such as 30~40 
mm/s. With FLC MRR control, command feed speed is set to 100ms. Two-stage switch 
control (0.5, 1.0) is sufficient to keep the system under spindle limit. The motor current 
signal (blue) is also recorded for comparison purpose. It could be shown that after a linear 
conversion (a gain and an offset), spindle current is equivalent to machining force signal. 
Either signal could be used for feedback here. Note that the force measurements in the 
experiments were filtered with a low-pass filter before used. (Fig. 13) 

 
Fig. 13. FLC MRR control result 

 
5. Robot Deformation Compensation 
 

Among the many sources of errors of machine tools, thermal deformation and geometric 
errors are traditionally known as key contributors. For example, by studying a large amount 
of data, (Bryan, 1990) reported that thermal errors could contribute as much as 70% of 
workpiece errors in precision machining. RTEC techniques for geometric and thermal errors 
have successfully improved machine tool accuracy up to one order of magnitude (Donmez, 
1986) (Chen, 1993). 
After the geometric and thermal errors are compensated for, cutting force induced errors 
become the major source of machine tool errors. (Bajpai, 1972) and (Kops, et al., 1994) 
attempted to overcome the errors due to deflection using the relationship between 
workpiece deflection and the depth-of-cut applied at the final pass. However, most of the 
current error compensation research has not considered the cutting force induced errors. 
The following argument has been used to justify the neglect of the cutting force induced 
errors: in finish machining, the cutting force is small and the resulting deflection can be 
neglected. 
However, in robotic machining process, due to the low stiffness of the industrial robot, the 
force induced deformation of the robot structure is the single most dominant source of 
workpiece surface error. Offline calibration strategies are often used to improve accuracy 
while sacrificing operation cycle time. The workpiece is calibrated with a distance sensor, 

 

usually LVDT or laser sensor before and after the machining process. The surface error is 
measured and calculated to update the tool/workpiece data of the next cut. Although 
offline calibration could improve robot path error as well as force induced error, the process 
cycle time is increased, mostly doubled. With force sensor attached on the robot wrist, force 
information is ready on real time. If an accurate stiffness model could be established, the 
force induced error could be compensated online by updating the robot targets. 

 
5.1 Robot Stiffness Modeling 
A robot stiffness model, which relates the force applied on the robot tool end point to the 
deformation of the tool end point in Cartesian space, is crucial for robot deformation 
compensation, since the force measurement and control is fulfilled in Cartesian space while 
the robot position control is implemented in joint space. 
The proposed model must be accurate enough for a great improvement of the surface error, 
as well as simple enough for real-time implementation. Detailed modelling of all the 
mechanical components and connections will bring a too complicated model for real-time 
control; and difficulties for accurate parameter identification.  
The sources of the stiffness of a typical robot manipulator are the compliance of its joints, 
actuators and other transmission elements, geometric and material properties of the links, 
base, and the active stiffness provided by its position control system (Alici & Shirinzadeh, 
2005).. As commercial robotic systems are designed to achieve high positioning accuracy, 
elastic properties of the arms are insignificant. The dominant influence on a large deflection 
of the manipulator tip position is joint compliance, e.g., due to reducer elasticity (Pan et al., 
2006). 
The conventional formulation for the mapping of stiffness matrices between the joint and 
Cartesian spaces, was first derived by (Salisbury, 1980)  and generally has been accepted and 
applied. 
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Where qK  is a 6×6 diagonal joint stiffness matrix, which relates the motor torque load  on 

six joints to the 6×1 joint deformation vector Q ,   

QKq                                                            (17) 

)(QJ  is the Jacobian matrix of the robot;  

xK  is a 6×6 Cartesian stiffness matrix, which relates the 6 D.O.F. force vector in Cartesian 

space F  to the 6 D.O.F. deformation of robot in Cartesian space X  

XKF x                                                         (18) 

Eq. (16) can be derived from the definition of Jacobian matrix in Eq. (19) and the principle of 
virtual work in Eq. (20). 
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QXF TT                                                        (20) 

For articulated robot, xK  is not a diagonal matrix and it is configuration dependent. This 
means: first, the force and deformation in Cartesian space is coupled, the force applied in 
one direction will cause the deformation in all directions; second, at different positions, the 
stiffness matrix will take different values. 
 (Chen & Kao, 2000) introduced a more complex model using a new conservative 
congruence transformation as the generalized relationship between the joint and Cartesian 
stiffness matrices in order to preserve the fundamental properties of the stiffness matrices. 
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where gK  is a 6×6 matrix defining the changes in geometry via the differential Jacobian; F 

is external applied force. 
The second model is more difficult to implement as the differential Jacobian is not available 
in the robot controller. The difference between these two models is the additional gK  in the 

second model. gK  accounts for the change in geometry under the presence of external load. 

IRB6400, a typical large sized industrial robot has a payload of 150kg, which will cause 
about 3 mm deformation considering its stiffness is around 0.5N/μm. From our calculation, 

gK  is negligible compared to qK  as this is a relative small deformation compared to the 

scale of robot structure. 
Thus, the conventional formulation is selected in this research for stiffness modelling. In this 
model, robot stiffness is simplified to six rotational stiffness coefficients, that is, equivalent 
torsional spring with stiffness K as each joint is actuated directly with AC motor. Also from 
the control point of view, this model is the easiest to implement, since these are the 6 degree 
of freedom of the robot, which could be directly compensated by joint angles. Since the axis 
of force sensor is coincide with the axis of joint six, the stiffness of force sensor and its 
connection flange could be modelled into joint six.  

 
5.2 Parameter Identification of the Stiffness Model 
Experimental identification of the robot stiffness model parameters, joint stiffness of six 
joints, is critical in fulfilling real-time position compensation. In our model, the joint stiffness 
is an overall effect contributed by motor, joint link, and gear reduction units. It is not 
realistic and accurate to identify the stiffness parameter of each joint directly by dissembling 
the robot as the assembly process will affect the stiffness of the robot arm. The practical 
method is to measure it in Cartesian space.  

 

The setup of robot stiffness measurement is shown in Fig. 14. The cutting tool at the end-
effector is replaced by a sphere-tip. When robot is driven to a fixed position in the 
workspace, the joint angles of the robot are recorded. A weight is applied on the tool tip to 
generate a deformation. The position of the sphere-tip is measured by ROMOR CMM 
machine before and after the weight is applied to and the 3-DOF translational deformation 
is calculated. The applied force is measured by 6 DOF ATI force/torque sensor. A pulley is 
used to generate force on other directions than vertical down direction.  
 

 
Fig. 14. Methodology of robot stiffness measurement 
 
Given the kinematic parameters of the robot, the Jacobian matrix at any robot position could 
be calculated using robotics toolbox for MATLAB. Table 1 shows the IRB6400 kinematic 
model in Denavit-Hartenberg parameters. 
The same procedure is repeated at multiple positions in the robot workspace and with 
different loads. From the relationship of  

XQJKQJF q
T   1)()(                                          (23) 

qK could be solved by least square method, givenF , )(QJ  and X . Only the first three 

equations from Eq. (23) are used in calculation as the orientation and torque are hard to 
measure accurately in the setup. The calibration results show that the standard deviation of 
the stiffness data is small, which means constant model parameter is adequate to model the 
deformation of robot. The deviation in the entire work space is less than 0.04mm. 
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where gK  is a 6×6 matrix defining the changes in geometry via the differential Jacobian; F 

is external applied force. 
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Given the kinematic parameters of the robot, the Jacobian matrix at any robot position could 
be calculated using robotics toolbox for MATLAB. Table 1 shows the IRB6400 kinematic 
model in Denavit-Hartenberg parameters. 
The same procedure is repeated at multiple positions in the robot workspace and with 
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equations from Eq. (23) are used in calculation as the orientation and torque are hard to 
measure accurately in the setup. The calibration results show that the standard deviation of 
the stiffness data is small, which means constant model parameter is adequate to model the 
deformation of robot. The deviation in the entire work space is less than 0.04mm. 
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Table 1. DH model of IRB 6400 

 
5.3  Real-time robot deformation compensation 
The major sources of position error in robotic machining process can be classified into two 
classes, 1) machining force oriented error, and 2) motion error (kinematic, measurement and 
servo errors, etc.). The motion error is inherent from robot position controller and will 
appear even in non-contact movement. While the machining force in the milling process will 
typically over several hundreds of Newton, the force oriented error, which will easily go up 
to 0.5mm, is the dominant factor of surface error. Our objective here is to measure the 
deformation through a viable way and compensate it online to improve the overall 
machining accuracy. 
To our best knowledge, none of the existing research has addressed the topic of online 
compensation of process force oriented robot deformation due to the lack of real-time force 
information and limited access to the controller of industrial robot.  
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Fig. 15. Block diagram of real-time deformation compensation 
 
The block diagram of real time deformation compensation algorithm is shown in Fig. 15. 
After the force sensor noise is filtrated, gravity compensation must be conducted to remove 
the force reading from the weight of spindle and tool. Since the robot may not always 
maintain a wrist down position, a general gravity compensation algorithm is developed to 
remove the gravity effects for any robot configuration. The algorithm takes measurement of 
gravity force at 15 distinctive robot configurations and uses least square method to calculate 
the mass and center of mass coordinates. This information is then updated to the robot tool 
data and the robot will always offset the gravity from the force reading at any robot 
configurations. 
The force signal read from the sensor frame is then translated into the robot tool frame. 
Based on the stiffness model identified before, the deformation due to machining force is 
calculated online and the joint reference for robot controller is updated accordingly. 

 

5.4 Experimental Results 
The experimental tests on both standard aluminum block and real cylinder head workpiece 
have been conducted to verify the results of proposed real-time deformation compensation 
method.   

 
5.4.1 Aluminum block end milling test 
A 150mm×50mm 6063 aluminum alloy block is used for end milling test. Table 2 lists the 
detailed parameters for the experiment. 

Test End milling 
Spindle  SETCO,5HP, 8000RPM 
Tool type SECO Φ75mm,  

Square insert×6 
Cutting fluid - (Dry cutting) 
Feed rate 20 mm/s 
Spindle speed  3600 RPM 
DOC 3 mm 

Table 2. Parameters for end milling 
 

 
Fig. 16. Setup of aluminum end milling and surface scan 
 
A laser distance sensor is used to measure the finished surface of aluminum block as shown 
in Fig. 16. The surface error without deformation compensation demonstrates anti-intuitive 
results, on average extra 0.4mm material was removed from the aluminum block, which is 
not possible for a CNC machine since the cutting force normal to the workpiece surface will 
always push the cutter away from the surface and cause negative surface error (cut less).  
The coupling of robot stiffness model explains this phenomenon. When end milling using 
square inserts, the machining force in the robot feed direction and the cutting direction 
(around 300N each) are much larger than the force in the normal direction (around 50N). At 
this specific robot configuration, the force in feed and cutting direction will both push the 
cutter into the workpiece, which results in positive surface error (cut more). Since the feed 
force and cutting force are the major components in this setup, the overall effect is that the 
surface is removed 0.4 mm more than commanded depth. On the other hand, the result after 
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deformation compensation shows a less than 0.1 mm surface error, which is in the range of 
robot path accuracy. 
 

 
Fig. 17. A. Cylinder head part, surface error of end milling in position control; B. Cylinder 
head part, surface error of end milling in force control 

 
5.4.2 Cylinder Head End Milling Test 
A real cylinder head workpiece is also utilized here for deformation compensation test, 
using the same end milling parameters as listed in Table 2. To better visualize the surface 
error, the surface is covered by orange paint after the end milling. Then the tool is moved 
0.1mm closer to the workpiece surface each time, until all the paint on the surface are 
cleaned. As shown in Fig.17A, under position control, the tool touches the surface at -
0.3mm, and clean the surface at 0.6mm, the total surface error is 0.9mm. Under the force 
control, the tool touches the surface at -0.1mm, and clean the surface at 0.3mm, the total 
surface error reduced to 0.4mm, as shown in Fig. 17B. 

 
6. Conclusion 
 

This chapter has addressed the critical issues in robotic machining process from 
programming to process control. Three major contributions, including rapid robot 
programming, controlled material removal rate, and online deformation compensation have 
been introduced in detail. The complete solution is achieved with force control strategy 
based on ABB IRC5 robot controller.  
Rapid robot programming is characterized by two main modules: lead-through and 
automatic path-learning. Lead-through gives robot operator the freedom to adjust the 
spatial relationship between the robot tool fixture and the workpiece easily, while robot 
automatically follow the workpiece contour, record the targets and generate the process 
program in path-learning. Since the robot programming is generated at actual process setup, 
no additional calibration is required.  
Online deformation compensation is realized based on a robot structure model. Since force 
induced deformation is the major source of inaccuracy in robotic machining process, the 
surface quality is improved greatly adopting the proposed method. This function is 
especially important in milling applications, where cutting force could be as large as 1000 N.  

 

Regulating machining forces provides significant economic benefits by increasing operation 
productivity and improving part quality. CMRR control the machining force by realtime 
adjusting the robot feed speed. Various control strategy, including PID, adaptive control 
and fuzzy logic controller were implemented on different cutting situations 
Including the chatter and vibration analysis presented in (Pan & Zhang, et al, 2006), these 
complete set of solutions will greatly benefit the foundry industry with small to medium 
batch sizes.  Dramatic increase of successful setups of industrial robots in foundry cleaning 
and pre-machining applications will be seen in the very near future. 
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1. Introduction

This chapter deals with the design of a Fuzzy Logic Controller based Optimal Linear
Quadratic Regulator (FC-LQR) for the control of a robotic system. The main idea is to design
a supervisory fuzzy controller capable to adjust the controller parameters in order to obtain
the desired axes positions under variations of the robot parameters and payload variations.
In the advanced control of robotic manipulators, it is important for manipulators to track
trajectories in a wide range of work place. If speed and accuracy is required, the control
using conventional methods is difficult to realize because of the high nonlinearity of the robot
system.
In control design, it is often of interest to design a controller to fulfil, in an optimal form, cer-
tain performance criteria and constraints in addition to stability. The theme of optimal control
addresses this aspect of control system design. For linear systems, the problem of designing
optimal controllers reduces to solving algebraic Riccati equations , which are usually easy to
solve and detailed literature of their solutions can be found in many references . Neverthe-
less, for nonlinear systems, the optimization problem reduces to the so-called Hamilton-Jacobi
(HJ) equations, which are nonlinear partial differential equations. Different from their coun-
terparts for linear systems, HJ equations are usually difficult to solve both numerically and
analytically. Improvements have also been carried out on the numerical solution of the ap-
proximated solution of HJ equations. But few results so far can provide an effective way of
designing optimal controllers for general nonlinear systems.
In the past, the design of controllers based on a linearized model of real control systems.
In many cases a good response of complex and highly non-linear real process is difficult to
obtain by applying conventional control techniques which often employ linear mathematical
models of the process. One reason for this lack of a satisfactory performance is the fact that
linearization of a non-linear system might be valid only as an approximation to the real system
around a determined operating point.
However, fuzzy controllers are basically non-linear, and effective enough to provide the de-
sired non-linear control actions by carefully adjusting their parameters.
In this chapter, we propose an effective method to nonlinear optimal control based on fuzzy
control. The optimal fuzzy controller is designed by solving a minimization problem that
minimizes a given quadratic performance function.
Both the controlled system and the fuzzy controller are represented by the affine Takagi-
Sugeno (T-S) fuzzy model taking into consideration the effect of the constant term. Most of
the research works analyzed the T-S model assuming that the non-linear system is linearized
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with respect to the origin in each IF-THEN rule (Tanaka and Sano 1994), (Tanaka et al. 1996),
which means that the consequent part of each rule is a linear function with zero constant term.
This will in turn reduce the accuracy of approximating non-linear systems. Moreover, in lin-
ear control theory, the independent term does not affect the dynamics of the system rather the
input to it. In the case of fuzzy control, the fuzzy system is resulted from blending all the sub-
systems. The blending of the independent term of each rule will no longer be a constant but a
function of the variables of the system and thus affects the dynamics of the resultant system.
A necessary condition has been added to deal with the independent term. The final fuzzy
system can be obtained by blending of these affine models. The control is carried out based
on the fuzzy model via the so-called parallel distributed compensation scheme. The idea is
that for each local affine model, an affine linear feedback control is designed. The resulting
overall controller, which is also a non-linear one, is again a blending of each individual affine
linear controller.
LQR is used to determine best values for parameters in fuzzy control rules in which the ro-
bustness is inherent in the LQR thereby robustness in fuzzy control can be improved. With
the aid of LQR, it provides an effective design method of fuzzy control to ensure robustness.
In this chapter, we will show how the LQR, the structure of which is based on mathematical
analysis, can be made more appropriate for actual implementation by introduction of fuzzy
rules.
The motivation behind this scheme is to combine the best features of fuzzy control and LQR
to achieve rapid and accurate tracking control of a class of nonlinear systems.
The results obtained show a robust and stable behavior when the system is subjected to vari-
ous initial conditions, moment of inertia and to disturbances.
The content of this chapter is organized as follows. In section 2, an Overview of various control
techniques for robot manipulators are presented. Section 3 presents the modelling of the robot
manipulator. Section 4 demonstrates Takagi-Sugeno model for the robot manipulator under
study. In section 5 a detailed mathematical description of the proposed optimal controller is
presented. Section 6 entails the application of the proposed FC-LQR on a robot manipulator
to demonstrate the validity of the proposed approach. This example shows that the proposed
approach gives a stable and well damped response infront of various initial conditions, mo-
ment of inertia and a robust behaviour in the presence of disturbances. The conclusion of the
effectiveness and validity of the proposed apprach is explained in section 7.

2. Overview of Control Techniques for Robot Manipulators

It is well known that robotic manipulators are complicated, dynamically coupled, highly time-
varying, highly nonlinear systems that are extensively used in tasks such as welding, paint
spraying, accurate positioning systems and so on. In these tasks, end-effectors of robotic
manipulators are commended to move from one place to another, or to follow some given
trajectories as close as possible. Therefore, trajectory tracking problem is the most significant
and fundamental task in control of robotic manipulators.
Motivated by requirements such as a high degree of automation and fast speed operation
from industry, in the past decades, various control methods are introduced in the publi-
cations such as proportional, integration, derivative (PID) control (Luh 1983), feed-forward
compensation control (Khosla and Kanade 1988), adaptive control (Slotine and Li 1988), vari-
able structure control (Slotine et al. 1983), neural networks control (Purwar et al. 2005), fuzzy
control (Chen et al. 1998) and so on.

As a predominant method in industrial robotic manipulators, traditional PID control has sim-
ple structure and convenient implementation (Luh 1983). However, some strong assumptions
are required to be made, which involve that each joint of robotic manipulators is decoupled
from others and the system has to be in the status of slow motion. Control performance de-
grades quickly as operating speed increases. Therefore, a robotic manipulator controlled in
this way is only appropriate for relatively slow motion.
Robotic manipulator systems are inevitably subject to structured and unstructured uncer-
tainty. Structured uncertainty is characterized by a correct dynamical model with parame-
ters variations, which results from difference in weights, sizes and mass distributions of pay-
loads manipulated by robotic manipulators, difference in links properties of robotic manip-
ulators, difference in inaccuracies on torque constants of actuators and so on. Unstructured
uncertainty is characterized by unmodeled dynamics, which is due to the presence of exter-
nal disturbances, high-frequency modes ofrobotic manipulators, neglected time-delays and
nonlinear frictions and so on.
Structured uncertainty can result in imprecision of dynamical models of robotic manipula-
tors, and controllers designed for nominal parameters may not properly work for all changes
in parameters. Adaptive control techniques (Slotine and Li 1988), can be used in this case.
However, adaptive control law is unable to handle unstructured uncertainty. To overcome
this difficulty, variable structure control (Slotine et al. 1983) that can simultaneously attenuate
influences ofboth structured and unstructured uncertainty is employed. Unfortunately, un-
desirable chattering on sliding surface due to high frequent switching can deteriorate system
performances, which cannot be eliminated completely.
For practical and complex control problem of robotic manipulators, traditional
and effective schemes also cannot be ignored. Computed Torque Control (CTC)
(Middleton and Goodwin 1988) is worth noting, because CTC is easily understood and
of good performances. Briefly speaking, CTC is a linear control method to linearize and de-
couple robotic dynamics by using perfect dynamical models of robotic manipulator systems
in order that motion ofeach joint can be individually controlled using other well-developed
linear control strategies.
However, CTC method for robotic manipulators suffers from two difficulties. First, CTC re-
quires exact dynamical knowledge of robotic manipulators, which is apparently impossible in
practical situations. Second, CTC is not robust to structured uncertainty and/or unstructured
uncertainty, which may result in performance devaluation.
One of successful fuzzy systems’ (FS) applications is to model complex nonlinear systems by
a set of fuzzy rules. One important property of fuzzy modeling approaches is that FS is a
universal approximator (Wang and mendel 1992). In other words, FS can approximate virtu-
ally any nonlinear functions to arbitrary accuracy provided that enough rules are given. FS
for control, i.e. Fuzzy Controller (FC) can integrate expertise of skilled personnel into control
procedure and mathematical model is not required. Over the last few years, FC for complex
nonlinear systems have been developed extensively (Hua et al. 2004), (Kim and Lewis 1999).
Recently, much attention has been devoted to FC for robotic manipulators. The latest sur-
vey on FC for robotic manipulators can be found in (Purwar et al. 2005) and references cited
therein. Sun (Luh 1983) combined FC and variable structure control to construct a controller,
where FS was greatly simplified by using system representative point and its derivative as
inputs. Control laws designed by Hsu (Sun et al. 1999) consisted of a regular fuzzy con-
troller and a supervisory control term, which ensured stability of closed-loop systems. In
(Labiod et al. 2005), two FC schemes for a class of uncertain continuous-time multi-input
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manipulators are commended to move from one place to another, or to follow some given
trajectories as close as possible. Therefore, trajectory tracking problem is the most significant
and fundamental task in control of robotic manipulators.
Motivated by requirements such as a high degree of automation and fast speed operation
from industry, in the past decades, various control methods are introduced in the publi-
cations such as proportional, integration, derivative (PID) control (Luh 1983), feed-forward
compensation control (Khosla and Kanade 1988), adaptive control (Slotine and Li 1988), vari-
able structure control (Slotine et al. 1983), neural networks control (Purwar et al. 2005), fuzzy
control (Chen et al. 1998) and so on.

As a predominant method in industrial robotic manipulators, traditional PID control has sim-
ple structure and convenient implementation (Luh 1983). However, some strong assumptions
are required to be made, which involve that each joint of robotic manipulators is decoupled
from others and the system has to be in the status of slow motion. Control performance de-
grades quickly as operating speed increases. Therefore, a robotic manipulator controlled in
this way is only appropriate for relatively slow motion.
Robotic manipulator systems are inevitably subject to structured and unstructured uncer-
tainty. Structured uncertainty is characterized by a correct dynamical model with parame-
ters variations, which results from difference in weights, sizes and mass distributions of pay-
loads manipulated by robotic manipulators, difference in links properties of robotic manip-
ulators, difference in inaccuracies on torque constants of actuators and so on. Unstructured
uncertainty is characterized by unmodeled dynamics, which is due to the presence of exter-
nal disturbances, high-frequency modes ofrobotic manipulators, neglected time-delays and
nonlinear frictions and so on.
Structured uncertainty can result in imprecision of dynamical models of robotic manipula-
tors, and controllers designed for nominal parameters may not properly work for all changes
in parameters. Adaptive control techniques (Slotine and Li 1988), can be used in this case.
However, adaptive control law is unable to handle unstructured uncertainty. To overcome
this difficulty, variable structure control (Slotine et al. 1983) that can simultaneously attenuate
influences ofboth structured and unstructured uncertainty is employed. Unfortunately, un-
desirable chattering on sliding surface due to high frequent switching can deteriorate system
performances, which cannot be eliminated completely.
For practical and complex control problem of robotic manipulators, traditional
and effective schemes also cannot be ignored. Computed Torque Control (CTC)
(Middleton and Goodwin 1988) is worth noting, because CTC is easily understood and
of good performances. Briefly speaking, CTC is a linear control method to linearize and de-
couple robotic dynamics by using perfect dynamical models of robotic manipulator systems
in order that motion ofeach joint can be individually controlled using other well-developed
linear control strategies.
However, CTC method for robotic manipulators suffers from two difficulties. First, CTC re-
quires exact dynamical knowledge of robotic manipulators, which is apparently impossible in
practical situations. Second, CTC is not robust to structured uncertainty and/or unstructured
uncertainty, which may result in performance devaluation.
One of successful fuzzy systems’ (FS) applications is to model complex nonlinear systems by
a set of fuzzy rules. One important property of fuzzy modeling approaches is that FS is a
universal approximator (Wang and mendel 1992). In other words, FS can approximate virtu-
ally any nonlinear functions to arbitrary accuracy provided that enough rules are given. FS
for control, i.e. Fuzzy Controller (FC) can integrate expertise of skilled personnel into control
procedure and mathematical model is not required. Over the last few years, FC for complex
nonlinear systems have been developed extensively (Hua et al. 2004), (Kim and Lewis 1999).
Recently, much attention has been devoted to FC for robotic manipulators. The latest sur-
vey on FC for robotic manipulators can be found in (Purwar et al. 2005) and references cited
therein. Sun (Luh 1983) combined FC and variable structure control to construct a controller,
where FS was greatly simplified by using system representative point and its derivative as
inputs. Control laws designed by Hsu (Sun et al. 1999) consisted of a regular fuzzy con-
troller and a supervisory control term, which ensured stability of closed-loop systems. In
(Labiod et al. 2005), two FC schemes for a class of uncertain continuous-time multi-input
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multi-output nonlinear dynamical systems were derived. Satisfactory performances were
achieved by applying them to robotic manipulators (Song et al. 2006).
In (Song et al. 2006), it is supposed that robotic manipulator systems with structured uncer-
tainty and/or unstructured uncertainty can be separated as two subsystems: nominal system
with precise dynamical knowledge and uncertain system with unknown knowledge. An ap-
proach of CTC plus FC compensator is proposed.
The nominal system is controlled using CTC and for uncertain system, a fuzzy controller is
designed. Here the fuzzy controller acts as compensator for CTC. Parameters updating laws
of the fuzzy controller are derived using Lyapunov stability theorem.
FS have also been extensively adopted in adaptive control of robot manipula-
tors (Berstecher et al. 2001), (Chuan-Kai Lin 2003), (Li et al. 2001), (Tzes et al. 1993),
(Tong et al. 2000), (Tsai et al. 2000), (Yi and Chung 1997), (Yoo and Ham 2000),
(Zhou et al. 1992), (Fukuda et al. 1992), (Meslin et al. 1992), (Sylvia et al. 2003).
In (Berstecher et al. 2001), Berstecher develops a linguistic heuristic-based adaptation algo-
rithm for a fuzzy sliding mode controller. The algorithm relies on the linguistic knowledge in
the form of fuzzy IF-THEN rules. Tsai et al. (Tsai et al. 2000) propose a robust multilayer fuzzy
controller for the model following control of robot manipulators with torque disturbance and
measurement noise.
Yi and Chung (Yi and Chung 1997) define a set of fuzzy rules based on the knowledge of error
and derivative of error for designing the controller. Yoo and Ham (Yoo and Ham 2000) exploit
the function approximation capabilities of FS to compensate for the parametric uncertainties of
the robot manipulator. Chuan-Kai Lin (Chuan-Kai Lin 2003) proposes reinforcement learning
systems combined with fuzzy control for robot arms. Here the reinforcement learning signal is
used to update the weights of a fuzzy logic system which is used to approximate an unknown
nonlinear function. This approximated function is then used for computing the control law. In
(Li et al. 2001) Li presents a hybrid control scheme for tracking control of a manipulator which
consists of a fuzzy logic proportional controller and a conventional integral and derivative
controller.
Moreover, this controller was compared to a conventional PID controller and the perfor-
mance of the fuzzy P+ID controller was found superior to conventional PID controller. In
(Sylvia et al. 2003) Sylvia Kohn-Rich and Henryk Flashner present tracking control problem
of mechanical systems based on Lyapunov stability theory and robust control of nonlinear
systems. The control law has a two-component structure conventional PD control and a
fuzzy component of robust control which is aimed at minimizing the chattering effect. Tong
Shaocheng et al. (Tong et al. 2000) develops a robust fuzzy adaptive controller for a class of
unknown nonlinear systems. In the control procedure, FS are implemented to estimate the
unknown functions and robust compensators are designed in H∞ sense for attenuating the
unmatched uncertainties. In (Zhang et al. 2000), Rainer palm develops a mamdani fuzzy con-
troller following the pattern of suboptimal control. The proposed controller in the paper is
compared and found to have higher tracking quality than a conventional PD controller. In
(Fuchun et al. 2003), Fuchun Sun et al. propose a nuero fuzzy adaptive control methodology
for trajectory tracking of robotic manipulators. Here the fuzzy dynamic model of the manip-
ulator is established using the Tagaki-Sugeno fuzzy framework. Based on the derived fuzzy
dynamics of the manipulator, the neuro fuzzy adaptive controller is developed to improve the
system performance by adaptively modifying the fuzzy model parameters. All these meth-
ods require both the position and velocity measurements, which can be problematic in practice
(Purwar et al. 2005).

Applications in tracking control problems of robot manipulators are also available
(Commuri et al. 1996), (Jagannathan et al. 1996), (Llama et al. 1998).
In (Commuri et al. 1996) an adaptive fuzzy logic controller is proposed. The structure of this
controller is based on the so-called SlotineŰ Li controller (a PD term plus a model-based non-
linear compensation term using Hltered tracking errors). A framework that can approximate
any nonlinear function with arbitrary accuracy is designed using a fuzzy logic system. By
using this technique an estimate of the nonlinear compensation term of the control law is
obtained. A learning algorithm that learns the membership function is developed, and the
stability of the closed-loop system is demonstrated. In (Jagannathan et al. 1996) a tracking
control system of a class of feedback linearizable unknown nonlinear dynamical systems, such
as robotic systems, using a discrete time fuzzy logic controller, is presented.
Unlike (Commuri et al. 1996), instead of using fuzzy adaptation of the nonlinear compensa-
tion terms, in this paper the potential of a gain scheduling fuzzy self-tuning scheme is used in
order to design a methodology for on-line parameter tuning of a robot motion controller. Par-
ticular attention is paid to provide a rigorous stability analysis including the robot nonlinear
dynamics.
A basic problem in controlling robots is the so-called motion control formulation where a
manipulator is requested to track a desired position trajectory. A number of such robot motion
controllers having rigorous stability proofs have been reported in the literature and robotics
textbooks (Lewis et al. 1994), (Sciavicco et al. 1996). Most of these stability results have been
obtained provided that the controller parameters are constant and they belong to well-defined
intervals (Llama et al. 2001).
In (Purwar et al. 2005), a stable fuzzy adaptive controller for trajectory tracking is developed
for robot manipulators without velocity measurements, taking into account the actuator con-
straints. The controller is based on structural knowledge of the dynamics of the robot and
measurements of link positions only. The gravity torque including system uncertainty like
payload variation, etc., is estimated by FS. The proposed controller ensures the local asymp-
totic stability and the convergence of the position error to zero. The proposed controller is
robust not only to structured uncertainty such as payload parameter variation, but also to
unstructured one such as disturbances. The validity of the control scheme is shown by simu-
lations on a two-link robot manipulator.
In (Llama et al. 2001) a motion control scheme based on a gain scheduling fuzzy self-tuning
structure for robot manipulators is presented. They demonstrate, by taking into account the
full non-linear and multivariable nature of the robot dynamics, that the overall closed-loop
system is uniformly asymptotically stable. Besides the theoretical result, the proposed control
scheme shows two practical characteristics. First, the actuators torque capabilities can be taken
into account to avoid torque saturation, and second, undesirable e8ects due to Coulomb fric-
tion in the robot joints can be attenuated. Experimental results on a two degrees-of-freedom
direct-drive arm show the usefulness of the proposed control approach.

3. Modelling of Robot Manipulators

The robot under study is characterized by having six rotational joints driven by hydraulic
actuators(motors for the first joint and the robot wrist, and cylinders for other axes).
The main problem in controlling such processes is the nonlinearity. This makes it very difficult
the use of conventional control techniques to implement the control job.
In this chapter, the robot which is a highly non-linear system is represented by affine T-S
model, where the consequent part of each rule represents an affine model of the original sys-
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multi-output nonlinear dynamical systems were derived. Satisfactory performances were
achieved by applying them to robotic manipulators (Song et al. 2006).
In (Song et al. 2006), it is supposed that robotic manipulator systems with structured uncer-
tainty and/or unstructured uncertainty can be separated as two subsystems: nominal system
with precise dynamical knowledge and uncertain system with unknown knowledge. An ap-
proach of CTC plus FC compensator is proposed.
The nominal system is controlled using CTC and for uncertain system, a fuzzy controller is
designed. Here the fuzzy controller acts as compensator for CTC. Parameters updating laws
of the fuzzy controller are derived using Lyapunov stability theorem.
FS have also been extensively adopted in adaptive control of robot manipula-
tors (Berstecher et al. 2001), (Chuan-Kai Lin 2003), (Li et al. 2001), (Tzes et al. 1993),
(Tong et al. 2000), (Tsai et al. 2000), (Yi and Chung 1997), (Yoo and Ham 2000),
(Zhou et al. 1992), (Fukuda et al. 1992), (Meslin et al. 1992), (Sylvia et al. 2003).
In (Berstecher et al. 2001), Berstecher develops a linguistic heuristic-based adaptation algo-
rithm for a fuzzy sliding mode controller. The algorithm relies on the linguistic knowledge in
the form of fuzzy IF-THEN rules. Tsai et al. (Tsai et al. 2000) propose a robust multilayer fuzzy
controller for the model following control of robot manipulators with torque disturbance and
measurement noise.
Yi and Chung (Yi and Chung 1997) define a set of fuzzy rules based on the knowledge of error
and derivative of error for designing the controller. Yoo and Ham (Yoo and Ham 2000) exploit
the function approximation capabilities of FS to compensate for the parametric uncertainties of
the robot manipulator. Chuan-Kai Lin (Chuan-Kai Lin 2003) proposes reinforcement learning
systems combined with fuzzy control for robot arms. Here the reinforcement learning signal is
used to update the weights of a fuzzy logic system which is used to approximate an unknown
nonlinear function. This approximated function is then used for computing the control law. In
(Li et al. 2001) Li presents a hybrid control scheme for tracking control of a manipulator which
consists of a fuzzy logic proportional controller and a conventional integral and derivative
controller.
Moreover, this controller was compared to a conventional PID controller and the perfor-
mance of the fuzzy P+ID controller was found superior to conventional PID controller. In
(Sylvia et al. 2003) Sylvia Kohn-Rich and Henryk Flashner present tracking control problem
of mechanical systems based on Lyapunov stability theory and robust control of nonlinear
systems. The control law has a two-component structure conventional PD control and a
fuzzy component of robust control which is aimed at minimizing the chattering effect. Tong
Shaocheng et al. (Tong et al. 2000) develops a robust fuzzy adaptive controller for a class of
unknown nonlinear systems. In the control procedure, FS are implemented to estimate the
unknown functions and robust compensators are designed in H∞ sense for attenuating the
unmatched uncertainties. In (Zhang et al. 2000), Rainer palm develops a mamdani fuzzy con-
troller following the pattern of suboptimal control. The proposed controller in the paper is
compared and found to have higher tracking quality than a conventional PD controller. In
(Fuchun et al. 2003), Fuchun Sun et al. propose a nuero fuzzy adaptive control methodology
for trajectory tracking of robotic manipulators. Here the fuzzy dynamic model of the manip-
ulator is established using the Tagaki-Sugeno fuzzy framework. Based on the derived fuzzy
dynamics of the manipulator, the neuro fuzzy adaptive controller is developed to improve the
system performance by adaptively modifying the fuzzy model parameters. All these meth-
ods require both the position and velocity measurements, which can be problematic in practice
(Purwar et al. 2005).

Applications in tracking control problems of robot manipulators are also available
(Commuri et al. 1996), (Jagannathan et al. 1996), (Llama et al. 1998).
In (Commuri et al. 1996) an adaptive fuzzy logic controller is proposed. The structure of this
controller is based on the so-called SlotineŰ Li controller (a PD term plus a model-based non-
linear compensation term using Hltered tracking errors). A framework that can approximate
any nonlinear function with arbitrary accuracy is designed using a fuzzy logic system. By
using this technique an estimate of the nonlinear compensation term of the control law is
obtained. A learning algorithm that learns the membership function is developed, and the
stability of the closed-loop system is demonstrated. In (Jagannathan et al. 1996) a tracking
control system of a class of feedback linearizable unknown nonlinear dynamical systems, such
as robotic systems, using a discrete time fuzzy logic controller, is presented.
Unlike (Commuri et al. 1996), instead of using fuzzy adaptation of the nonlinear compensa-
tion terms, in this paper the potential of a gain scheduling fuzzy self-tuning scheme is used in
order to design a methodology for on-line parameter tuning of a robot motion controller. Par-
ticular attention is paid to provide a rigorous stability analysis including the robot nonlinear
dynamics.
A basic problem in controlling robots is the so-called motion control formulation where a
manipulator is requested to track a desired position trajectory. A number of such robot motion
controllers having rigorous stability proofs have been reported in the literature and robotics
textbooks (Lewis et al. 1994), (Sciavicco et al. 1996). Most of these stability results have been
obtained provided that the controller parameters are constant and they belong to well-defined
intervals (Llama et al. 2001).
In (Purwar et al. 2005), a stable fuzzy adaptive controller for trajectory tracking is developed
for robot manipulators without velocity measurements, taking into account the actuator con-
straints. The controller is based on structural knowledge of the dynamics of the robot and
measurements of link positions only. The gravity torque including system uncertainty like
payload variation, etc., is estimated by FS. The proposed controller ensures the local asymp-
totic stability and the convergence of the position error to zero. The proposed controller is
robust not only to structured uncertainty such as payload parameter variation, but also to
unstructured one such as disturbances. The validity of the control scheme is shown by simu-
lations on a two-link robot manipulator.
In (Llama et al. 2001) a motion control scheme based on a gain scheduling fuzzy self-tuning
structure for robot manipulators is presented. They demonstrate, by taking into account the
full non-linear and multivariable nature of the robot dynamics, that the overall closed-loop
system is uniformly asymptotically stable. Besides the theoretical result, the proposed control
scheme shows two practical characteristics. First, the actuators torque capabilities can be taken
into account to avoid torque saturation, and second, undesirable e8ects due to Coulomb fric-
tion in the robot joints can be attenuated. Experimental results on a two degrees-of-freedom
direct-drive arm show the usefulness of the proposed control approach.

3. Modelling of Robot Manipulators

The robot under study is characterized by having six rotational joints driven by hydraulic
actuators(motors for the first joint and the robot wrist, and cylinders for other axes).
The main problem in controlling such processes is the nonlinearity. This makes it very difficult
the use of conventional control techniques to implement the control job.
In this chapter, the robot which is a highly non-linear system is represented by affine T-S
model, where the consequent part of each rule represents an affine model of the original sys-
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tem in a certain operating point. The final fuzzy system can be obtained by blending of these
affine models. The control is carried out based on the fuzzy model via the so-called parallel
distributed compensation scheme. The idea is that for each local affine model, an affine vari-
able structure controller is designed. the resulting overall controller, which is also a non-linear
one, is again a blending of each individual affine linear controller.
The behaviour of the robot depends upon the robot working conditions, in particular the
axes positions and the payload which are considered as the premise part of the fuzzy rule
(Purwar et al. 2005), (Song et al. 2006).
The suggested fuzzy control considers every axis as a system whose control variables has to be
tuned. It is necessary to establish differences between the first axis, which implies a rotation in
the horizontal plane, and the axes 2,3 and 4, which imply rotations in the vertical plane. In the
case of the latter two axes, which drive the robot wrist, it is not necessary to adjust the control
parameters in real time, and they are automatically adjusted when the robot payload changes.
For the latter two axes, due to the short length of the driven links and the robot kinematic
configuration, their angular position doesnot have a significant amount of influence on their
dynamic behaviour, which is mainly determined by the payload. All this means that these
two axes are considered independientes with repsect to their control and influence on the
adjustment of the other previous axes.
The variables that define the behaviour of each one of the axes are the angular values in each
joint and the extreme payload. We should mention that not all the robot joints will influence
the dynamic behaviour. The first axis position does not influence the others.
The angular values of the vertical joints that are placed behined the joint we are considering
along the robot kinematic chain, and which influence the dynamic behaviour, can be combined
in one fuzzy variable. Denoting the angular value for the joint j by θj, the effective angular
value θia to be considered as a fuzzy input variable for axes 2, 3 and 4 is:

θia =
i

∑
j=2

θj, i = 2, 3, 4

Similarly, considering one particular axis, the angular axis, the angular values of the vertical
joints that ar placed in front of it, as well as the robot payload, can be combined in the other
fuzzy input variable, namely the effective moment of inertia from the considered axis Ji. This
can be represented as:

Ji = f (θj>i, Mj>i, M)

Where

• Ji represents the effective moment of inertia from axis i

• θj>i represents the angular values of the axes after i

• Mj represents the mass of the link j including its actuator

• M represents the mass of payload.

Figure 1 shows the scheme for the fuzzy input variable for axes 2,3 and 4.

Fig. 1. scheme for the fuzzy input variable for axes 2,3 and 4

4. Takagi-Sugeno Model of Robot Manipulators

Consider the following system:

x́ = f (x, u)

where

x = (x1, x2, . . . , xn)
t

u = (u1, u2, . . . , um)
t

The local dynamics in various equilibrium states are represented by affine subsystems as fol-
lows:
Both the fuzzy system and the fuzzy controller are represented by the affine T-S fuzzy model.
Let the (i1 . . . in)th rule of the T-S model be represented as:

S(i1...in) : If x is Mi1
1 and x́ is Mi2

2 and . . .

and x(n−1) is Min
n then

x́ = a(i1...in)
0 + A(i1...in)x + b(i1...in)u (1)

where Mi1
1 (i1 = 1, 2, . . . , r1) are fuzzy sets for x, Mi2

2 (i2 = 1, 2, . . . , r2) are fuzzy sets for ẋ,
Min

n (in = 1, 2, . . . , rn) are fuzzy sets for x(n−1). Therefore the complete fuzzy system has
r1×r2× . . . rn rules.
We will adapt the affine T-S model to our robotic system. The premise part of each rule de-
pends on the effective angular value and the effective moment of inertia. Both of them are
linearized in three operating points. Table 1 shows the variables of each rule of the robotic
system represented by T-S model. The input fuzzy variable which represent the angular axis
position is linearized in three operating points. The moment of inertia is linearized in three
operating points (Ishikawa 1988). The results were obtained from several tens of experiments
of the real system (Gamboa 1996). The system has been approximated in each operating point
by a linearized mathematical model looking for a suitable model that coincides with the non-
linear system.
Figure 2 shows the following triangular fuzzy sets of the angular position of the second axis:

θ1
2a = {−∞, 0, 55}

θ2
2a = {0, 55, 115}

θ3
2a = {55, 115, ∞} (2)
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tem in a certain operating point. The final fuzzy system can be obtained by blending of these
affine models. The control is carried out based on the fuzzy model via the so-called parallel
distributed compensation scheme. The idea is that for each local affine model, an affine vari-
able structure controller is designed. the resulting overall controller, which is also a non-linear
one, is again a blending of each individual affine linear controller.
The behaviour of the robot depends upon the robot working conditions, in particular the
axes positions and the payload which are considered as the premise part of the fuzzy rule
(Purwar et al. 2005), (Song et al. 2006).
The suggested fuzzy control considers every axis as a system whose control variables has to be
tuned. It is necessary to establish differences between the first axis, which implies a rotation in
the horizontal plane, and the axes 2,3 and 4, which imply rotations in the vertical plane. In the
case of the latter two axes, which drive the robot wrist, it is not necessary to adjust the control
parameters in real time, and they are automatically adjusted when the robot payload changes.
For the latter two axes, due to the short length of the driven links and the robot kinematic
configuration, their angular position doesnot have a significant amount of influence on their
dynamic behaviour, which is mainly determined by the payload. All this means that these
two axes are considered independientes with repsect to their control and influence on the
adjustment of the other previous axes.
The variables that define the behaviour of each one of the axes are the angular values in each
joint and the extreme payload. We should mention that not all the robot joints will influence
the dynamic behaviour. The first axis position does not influence the others.
The angular values of the vertical joints that are placed behined the joint we are considering
along the robot kinematic chain, and which influence the dynamic behaviour, can be combined
in one fuzzy variable. Denoting the angular value for the joint j by θj, the effective angular
value θia to be considered as a fuzzy input variable for axes 2, 3 and 4 is:

θia =
i

∑
j=2

θj, i = 2, 3, 4

Similarly, considering one particular axis, the angular axis, the angular values of the vertical
joints that ar placed in front of it, as well as the robot payload, can be combined in the other
fuzzy input variable, namely the effective moment of inertia from the considered axis Ji. This
can be represented as:

Ji = f (θj>i, Mj>i, M)

Where

• Ji represents the effective moment of inertia from axis i

• θj>i represents the angular values of the axes after i

• Mj represents the mass of the link j including its actuator

• M represents the mass of payload.

Figure 1 shows the scheme for the fuzzy input variable for axes 2,3 and 4.

Fig. 1. scheme for the fuzzy input variable for axes 2,3 and 4
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Consider the following system:

x́ = f (x, u)

where

x = (x1, x2, . . . , xn)
t

u = (u1, u2, . . . , um)
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The local dynamics in various equilibrium states are represented by affine subsystems as fol-
lows:
Both the fuzzy system and the fuzzy controller are represented by the affine T-S fuzzy model.
Let the (i1 . . . in)th rule of the T-S model be represented as:

S(i1...in) : If x is Mi1
1 and x́ is Mi2

2 and . . .

and x(n−1) is Min
n then

x́ = a(i1...in)
0 + A(i1...in)x + b(i1...in)u (1)
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1 (i1 = 1, 2, . . . , r1) are fuzzy sets for x, Mi2

2 (i2 = 1, 2, . . . , r2) are fuzzy sets for ẋ,
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n (in = 1, 2, . . . , rn) are fuzzy sets for x(n−1). Therefore the complete fuzzy system has
r1×r2× . . . rn rules.
We will adapt the affine T-S model to our robotic system. The premise part of each rule de-
pends on the effective angular value and the effective moment of inertia. Both of them are
linearized in three operating points. Table 1 shows the variables of each rule of the robotic
system represented by T-S model. The input fuzzy variable which represent the angular axis
position is linearized in three operating points. The moment of inertia is linearized in three
operating points (Ishikawa 1988). The results were obtained from several tens of experiments
of the real system (Gamboa 1996). The system has been approximated in each operating point
by a linearized mathematical model looking for a suitable model that coincides with the non-
linear system.
Figure 2 shows the following triangular fuzzy sets of the angular position of the second axis:
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Variable Universe Label
θ2a [0◦, 115◦] {M1

θ2, M2
θ2, M3

θ2}
θ3a [−120◦, 90◦] {M1

θ3, M2
θ3, M3

θ3}
θ3a [−240◦, 90◦] {M1

θ4, M2
θ4, M3

θ4}
J2 [5000, 51540] {M1

J2, M2
J2, M3

J2}
J3 [1500, 18564] {M1

J3, M2
J3, M3

J3}
J4 [140, 5093] {M1

J4, M2
J4, M3

J4}
Table 1. Input fuzzy variables

1
2a = , 0, 55}
2
2a = {0, 55, 115}
3
2a = {55, 115,

Fig. 2. Fuzzy sets of angular position of the second axis

Figure 3 shows the following triangular fuzzy sets of the moment of inertia of the second axis:

J1
2a = {−∞, 5000, 25000}

J2
2a = {5000, 25000, 51540}

J3
2a = {25000, 51540, ∞} (3)

Fig. 3. Fuzzy sets of the moment of inertia of the second axis

Firstly, The model of the robotic model is linearized in three operation points for both the
angular postion and its moment of interita. The universe of discourse of the anglular position
is [0, 115] rad. and the one of the moment of inertia is [5000, 51540]. The resultant identified
fuzzy system is described as follows:

S11
2 : I f

(
θ2a is M1

θ2

)
and ( J2 is M1

J2 ) then

θ̈2a(t) = −77.4θ̇2a(t)− 3947.5θ2a(t) + 66150u(t)

S12
2 : I f

(
θ2a is M1

θ2

)
and ( J2 is M2

J2 ) then

θ̈2a(t) = −43.8θ̇2a(t)− 3276.4θ2a(t) + 48391u(t)

S13
2 : I f

(
θ2a is M1

θ2

)
and ( J2 is M3

J2 ) then

θ̈2a(t) = −49.2θ̇2a(t)− 1754.5θ2a(t) + 24964u(t)

S21
2 : I f

(
θ2a is M2

θ2

)
and ( J2 is M1

J2 ) then

θ̈2a(t) = −74.4θ̇2a(t)− 3452.4θ2a(t) + 59525u(t)

S22
2 : I f

(
θ2a is M2

θ2

)
and ( J2 is M2

J2 ) then

θ̈2a(t) = −41.7θ̇2a(t)− 3007.6θ2a(t) + 1.65 + 45907u(t)

S23
2 : I f

(
θ2a is M2

θ2

)
and ( J2 is M3

J2 ) then

θ̈2a(t) = −51.1θ̇2a(t)− 1832.8θ2a(t) + 3.3 + 26471u(t)

S31
2 : I f

(
θ2a is M3

θ2

)
and ( J2 is M1

J2 ) then

θ̈2a(t) = −74.1θ̇2a(t)− 3540.3θ2a(t) + 63995u(t)

S32
2 : I f

(
θ2a is M3

θ2

)
and ( J2 is M2

J2 ) then

θ̈2a(t) = −33.4θ̇2a(t)− 2379θ2a(t) + 11.74 + 39647u(t)

S33
2 : I f

(
θ2a is M3

θ2

)
and ( J2 is M3

J2 ) then

θ̈2a(t) = −50.7θ̇2a(t)− 1777.6θ2a(t) + 23.43 + 28130u(t)

(4)

5. Design of an Optimal Controller

In this section, a design of a fuzzy optimal controller based on linear quadratic regulator is
carried out for a robotic manipulator whose model can be described in the following form:

x(n) = f (x, x́, . . . , x(n−1), u)

The T-S model can be adjusted as follows:
The IF-THEN rules are as follows:

S(i1······in) : If x is Mi1
1 and x́ is Mi2

2 and . . . and x(n−1) is Min
n

then x(n) = a(i1...in)
o + a(i1...in)

1 x + a(i1...in)
2 x́ + . . . + a(i1...in)

n x(n−1) + b(i1...in)u

(5)

where Mi1
1 (i1 = 1, 2, . . . , r1) are fuzzy sets for x, Mi2

2 (i2 = 1, 2, . . . , r2) are fuzzy sets for x́ and
Min

n (in = 1, 2, . . . , rn) are fuzzy sets for x(n−1).
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Variable Universe Label
θ2a [0◦, 115◦] {M1

θ2, M2
θ2, M3

θ2}
θ3a [−120◦, 90◦] {M1

θ3, M2
θ3, M3

θ3}
θ3a [−240◦, 90◦] {M1

θ4, M2
θ4, M3

θ4}
J2 [5000, 51540] {M1

J2, M2
J2, M3

J2}
J3 [1500, 18564] {M1

J3, M2
J3, M3

J3}
J4 [140, 5093] {M1

J4, M2
J4, M3

J4}
Table 1. Input fuzzy variables

1
2a = , 0, 55}
2
2a = {0, 55, 115}
3
2a = {55, 115,

Fig. 2. Fuzzy sets of angular position of the second axis

Figure 3 shows the following triangular fuzzy sets of the moment of inertia of the second axis:

J1
2a = {−∞, 5000, 25000}

J2
2a = {5000, 25000, 51540}

J3
2a = {25000, 51540, ∞} (3)

Fig. 3. Fuzzy sets of the moment of inertia of the second axis

Firstly, The model of the robotic model is linearized in three operation points for both the
angular postion and its moment of interita. The universe of discourse of the anglular position
is [0, 115] rad. and the one of the moment of inertia is [5000, 51540]. The resultant identified
fuzzy system is described as follows:

S11
2 : I f

(
θ2a is M1

θ2

)
and ( J2 is M1

J2 ) then

θ̈2a(t) = −77.4θ̇2a(t)− 3947.5θ2a(t) + 66150u(t)

S12
2 : I f

(
θ2a is M1

θ2

)
and ( J2 is M2

J2 ) then

θ̈2a(t) = −43.8θ̇2a(t)− 3276.4θ2a(t) + 48391u(t)

S13
2 : I f

(
θ2a is M1

θ2

)
and ( J2 is M3

J2 ) then

θ̈2a(t) = −49.2θ̇2a(t)− 1754.5θ2a(t) + 24964u(t)

S21
2 : I f

(
θ2a is M2

θ2

)
and ( J2 is M1

J2 ) then

θ̈2a(t) = −74.4θ̇2a(t)− 3452.4θ2a(t) + 59525u(t)

S22
2 : I f

(
θ2a is M2

θ2

)
and ( J2 is M2

J2 ) then

θ̈2a(t) = −41.7θ̇2a(t)− 3007.6θ2a(t) + 1.65 + 45907u(t)

S23
2 : I f

(
θ2a is M2

θ2

)
and ( J2 is M3

J2 ) then

θ̈2a(t) = −51.1θ̇2a(t)− 1832.8θ2a(t) + 3.3 + 26471u(t)

S31
2 : I f

(
θ2a is M3

θ2

)
and ( J2 is M1

J2 ) then

θ̈2a(t) = −74.1θ̇2a(t)− 3540.3θ2a(t) + 63995u(t)

S32
2 : I f

(
θ2a is M3

θ2

)
and ( J2 is M2

J2 ) then

θ̈2a(t) = −33.4θ̇2a(t)− 2379θ2a(t) + 11.74 + 39647u(t)

S33
2 : I f

(
θ2a is M3

θ2

)
and ( J2 is M3

J2 ) then

θ̈2a(t) = −50.7θ̇2a(t)− 1777.6θ2a(t) + 23.43 + 28130u(t)

(4)

5. Design of an Optimal Controller

In this section, a design of a fuzzy optimal controller based on linear quadratic regulator is
carried out for a robotic manipulator whose model can be described in the following form:

x(n) = f (x, x́, . . . , x(n−1), u)

The T-S model can be adjusted as follows:
The IF-THEN rules are as follows:

S(i1······in) : If x is Mi1
1 and x́ is Mi2

2 and . . . and x(n−1) is Min
n

then x(n) = a(i1...in)
o + a(i1...in)

1 x + a(i1...in)
2 x́ + . . . + a(i1...in)

n x(n−1) + b(i1...in)u

(5)

where Mi1
1 (i1 = 1, 2, . . . , r1) are fuzzy sets for x, Mi2

2 (i2 = 1, 2, . . . , r2) are fuzzy sets for x́ and
Min

n (in = 1, 2, . . . , rn) are fuzzy sets for x(n−1).
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The fuzzy system is described as:

x(n) =
∑r1

i1=1 . . . ∑rn
in=1 w(i1...in)(x)

[
a(i1...in)

0 + a(i1...in)
1 x

]

∑r1
i1=1 . . . ∑rn

in=1 w(i1...in)(x)

+
∑r1

i1=1 . . . ∑rn
in=1 w(i1...in)(x)

[
a(i1...in)

2 x́ + a(i1...in)
n x(n−1) + b(i1...in)u

]

∑r1
i1=1 . . . ∑rn

in=1 w(i1...in)(x)

(6)

The controller fuzzy rule is represented in a similar form:

C(i1······in) : If x is Mi1
1 and x́ is Mi2

2 and . . . and x(n−1) is Min
n

then u = k(i1...in)
r r − (k(i1...in)

0 + k(i1...in)
1 x + k(i1...in)

2 x́ + . . . + k(i1...in)
n x(n−1))

(7)

The closed-loop system is obtained substituting (7) in (5) as follows:

SC(i1······in) : If x is Mi1
1 and x́ is Mi2

2 and . . . and x(n−1) is Min
n

then x(n) = a(i1...in)
o + a(i1...in)

1 x + · · ·+ a(i1...in)
n x(n−1)+

b(i1...in)[k(i1...in)
r r − (k(i1...in)

0 + k(i1...in)
1 x + k(i1...in)

2 x́ + k(i1...in)
n x(n−1))]

(8)

5.1 Calculation of the Affine Term
The proposed methodology of design is based on the possibility of formulate the feedback
system as shown previously in (8),
The affine term of the control action is used to eliminate the affine term of the system:

a(i1...in)
o + b(i1...in)k(i1...in)

0 = 0

k(i1...in)
0 =

−a(i1...in)
o

b(i1...in)

and the feedback system is rewritten as follows:

SC(i1······in) : If x is Mi1
1 and x́ is Mi2

2 and . . . and x(n−1) is Min
n

then x(n) = a(i1...in)
1 x + . . . + a(i1...in)

n x(n−1)+

b(i1...in)[k(i1...in)
r r − k(i1...in)

1 x + k(i1...in)
2 x́ + . . . + k(i1...in)

n x(n−1))]

(9)

5.2 State Space Feedback Control based Linear Quadratic Regulator
Any control methodology by state feedback design can be applied to calculate the rest of con-
trol coefficients as pole assignments for example. The well known Linear Quadratic Regulator
(LQR) method might be an appropriate choice. The system can be represented in state space
form:

x́ = Ax + Bu

x ∈ �n, u ∈ �m, A ∈ �n×n, B ∈ �n×m

The objective is to find the control action u(t) to transfer the system from any initial state x(t0)
to some final state x(∞) = 0 in an infinite time interval, minimizing a quadratic performance
index of the form:

J =
∫ ∞

t0

(xtQx + utRu)dt

where Q ∈ �n×n is a symmetric matrix, at least positive a semidefinite one and R ∈ �m×m is
also a symetric positive definite matrix and K is referred to as the state feedback gain matrix.
The optimal control law is then computed as follows:

u(t) = −Kx(t) = −R−1BtLx(t) (10)

where the matrix L ∈ �n×n is a solution of the Riccati equation:

0 = −Q + LBR−1BtL − LA − AtL

The objective can be generalized to find the control action u(t) to transfer the system from any
initial state x(t0) to any reference state x(∞) = xr in an infinite time interval, minimizing a
quadratic performance index of the form:

J =
∫ ∞

t0

((x − xr)
tQ(x − xr) + (u − ur)

tR(u − ur))dt

where ur is the necessary input required to keep the system stable in the equilibrium state xr,
which can be calculated as follows:

0 = Axr + Bur =⇒ ur = −B+Axr

where B+ is the pseudo inverse of B.
The solution in this case is:

u(t)− ur = −K(x(t)− xr) = −R−1BtL(x(t)− xr) (11)

u(t) = (K − B+A)xr − Kx(t) (12)

where L is the solution of the previously mentioned Riccati equation. Figure 4 shows a block
diagram of the proposed optimal controller.
The design algorithm includes firstly the cancelation of the affine term in each subsystem of
the form:

x(n) = a(i1...in)
0 + a(i1...in)

1 x + a(i1...in)
2 x́ + . . . + a(i1...in)

n x(n−1) + b(i1...in)u

(13)
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The fuzzy system is described as:

x(n) =
∑r1

i1=1 . . . ∑rn
in=1 w(i1...in)(x)

[
a(i1...in)

0 + a(i1...in)
1 x

]

∑r1
i1=1 . . . ∑rn

in=1 w(i1...in)(x)

+
∑r1

i1=1 . . . ∑rn
in=1 w(i1...in)(x)

[
a(i1...in)

2 x́ + a(i1...in)
n x(n−1) + b(i1...in)u

]

∑r1
i1=1 . . . ∑rn

in=1 w(i1...in)(x)

(6)

The controller fuzzy rule is represented in a similar form:

C(i1······in) : If x is Mi1
1 and x́ is Mi2

2 and . . . and x(n−1) is Min
n

then u = k(i1...in)
r r − (k(i1...in)

0 + k(i1...in)
1 x + k(i1...in)

2 x́ + . . . + k(i1...in)
n x(n−1))

(7)

The closed-loop system is obtained substituting (7) in (5) as follows:

SC(i1······in) : If x is Mi1
1 and x́ is Mi2

2 and . . . and x(n−1) is Min
n

then x(n) = a(i1...in)
o + a(i1...in)

1 x + · · ·+ a(i1...in)
n x(n−1)+

b(i1...in)[k(i1...in)
r r − (k(i1...in)

0 + k(i1...in)
1 x + k(i1...in)

2 x́ + k(i1...in)
n x(n−1))]

(8)

5.1 Calculation of the Affine Term
The proposed methodology of design is based on the possibility of formulate the feedback
system as shown previously in (8),
The affine term of the control action is used to eliminate the affine term of the system:

a(i1...in)
o + b(i1...in)k(i1...in)

0 = 0

k(i1...in)
0 =

−a(i1...in)
o

b(i1...in)

and the feedback system is rewritten as follows:

SC(i1······in) : If x is Mi1
1 and x́ is Mi2

2 and . . . and x(n−1) is Min
n

then x(n) = a(i1...in)
1 x + . . . + a(i1...in)

n x(n−1)+

b(i1...in)[k(i1...in)
r r − k(i1...in)

1 x + k(i1...in)
2 x́ + . . . + k(i1...in)

n x(n−1))]

(9)

5.2 State Space Feedback Control based Linear Quadratic Regulator
Any control methodology by state feedback design can be applied to calculate the rest of con-
trol coefficients as pole assignments for example. The well known Linear Quadratic Regulator
(LQR) method might be an appropriate choice. The system can be represented in state space
form:

x́ = Ax + Bu

x ∈ �n, u ∈ �m, A ∈ �n×n, B ∈ �n×m

The objective is to find the control action u(t) to transfer the system from any initial state x(t0)
to some final state x(∞) = 0 in an infinite time interval, minimizing a quadratic performance
index of the form:

J =
∫ ∞

t0

(xtQx + utRu)dt

where Q ∈ �n×n is a symmetric matrix, at least positive a semidefinite one and R ∈ �m×m is
also a symetric positive definite matrix and K is referred to as the state feedback gain matrix.
The optimal control law is then computed as follows:

u(t) = −Kx(t) = −R−1BtLx(t) (10)

where the matrix L ∈ �n×n is a solution of the Riccati equation:

0 = −Q + LBR−1BtL − LA − AtL

The objective can be generalized to find the control action u(t) to transfer the system from any
initial state x(t0) to any reference state x(∞) = xr in an infinite time interval, minimizing a
quadratic performance index of the form:

J =
∫ ∞

t0

((x − xr)
tQ(x − xr) + (u − ur)

tR(u − ur))dt

where ur is the necessary input required to keep the system stable in the equilibrium state xr,
which can be calculated as follows:

0 = Axr + Bur =⇒ ur = −B+Axr

where B+ is the pseudo inverse of B.
The solution in this case is:

u(t)− ur = −K(x(t)− xr) = −R−1BtL(x(t)− xr) (11)

u(t) = (K − B+A)xr − Kx(t) (12)

where L is the solution of the previously mentioned Riccati equation. Figure 4 shows a block
diagram of the proposed optimal controller.
The design algorithm includes firstly the cancelation of the affine term in each subsystem of
the form:

x(n) = a(i1...in)
0 + a(i1...in)

1 x + a(i1...in)
2 x́ + . . . + a(i1...in)

n x(n−1) + b(i1...in)u

(13)
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Fig. 4. A block diagram of the proposed optimal controller

The system is then represented in state space form as:

A(i1...in) ==




0 1 0 . . . 0

0 0 1
. . .

...
...

...
. . .

. . . 0
0 0 . . . 0 1

a(i1...in)
1 a(i1...in)

2 a(i1...in)
3 . . . a(i1...in)

n




, B(i1...in) =




0
...
0

b(i1...in)


 ,

x =
[

x x́ . . . xn−1 ]t

xr =
[

r 0 . . . 0
]t

Secondly, the LQR methodology is applied for each subsystem using a common state weight-
ing matrix Q and input matrix R for all the rules. Thus, Riccati equation is solved for each
subsystem as follows:

0 = −Q + L(i1...in)B(i1...in)R−1B(i1...in)t
L(i1...in) − L(i1...in)A(i1...in) − A(i1...in)t

L(i1...in)

Then the the state feedback gain vector can be obtained from (10):

K(i1...in) =
[

k(i1...in)
1 k(i1...in)

2 . . . k(i1...in)
n

]
= R−1B(i1...in)t

L(i1...in)

and finally,

u(t) = (K(i1...in) − B(i1...in)+ A(i1...in))xr − K(i1...in)x(t)

6. Application of the Proposed FC-LQR for Robotic Manipulator

A FC-LQR is designed which meets the requirements of small overshoot in the transient re-
sponse and a well damped oscilations with no steady state error.
For example, in the first rule of the robot model described in (4), we have:

S11
2 : I f

(
θ2a is M1

θ2

)
and ( J2 is M1

J2 ) then

θ̈2a(t) = −77.4θ̇2a(t)− 3947.5θ2a(t) + 66150u(t)

As the robot model in this rule has no affine term, there will be no affine term in the controller
rule, this means that,

k11
0 = 0

and the state space model for this subsystem is:

A(11) =

[
0 1

−3947.5 −77.4

]
, B(11) =

[
0

66150

]

x =
[

θ2a θ̇2a
]t

xr =
[

θr 0
]t

If the weighting state and input matrices are:

Q =

[
1 0
0 50

]
, R =

[
3.104 ]

the resultant state feedback gain vectors are:

K(11) =
[

0.2786.10−3 0.3967.10−2 ]

K(11) − B(11)+A =
[

0.0600 0.0408
]

Thus, the control action can be calculated as follows:

u(t) = 0.0600θr − 0.2786.10−3θ2a − 0.3967.10−2 θ̇2a

Following the same procedure, we can calculate the control action for the rest of the subsys-
tems.
The design parameters in this case are Q and R matrices whose values can be adjusted by trial
and error. The objective should be the adjustment of the system with sufficiently fast response
under admissible control action u(t). Taking into consideration that the range of possible
values for θ2a is 0 ÷ 115, while the range for the control action is ±3 V, it seems reasonable
weight the input signal more than the output. In fact, we found that the admissible results can
be obtained for the input action are:

q11 = 1 R = [103]

and better results can be obtained with:

q11 = 1 R = [104]

With respect to the weighting of the angular velocity, it has been found that with q22 = 1,
the response peaks approach 160◦/s which is superior than the admissible range and with
q22 = 20, the peaks are below 40◦/s which are within the admissible range. To get the optimal
response, we have chosen:

Q =

[
1 0
0 20

]
, R =

[
104 ]

and the control action for each subsystem is:
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Fig. 4. A block diagram of the proposed optimal controller

The system is then represented in state space form as:

A(i1...in) ==




0 1 0 . . . 0

0 0 1
. . .

...
...

...
. . .

. . . 0
0 0 . . . 0 1

a(i1...in)
1 a(i1...in)

2 a(i1...in)
3 . . . a(i1...in)

n




, B(i1...in) =




0
...
0

b(i1...in)


 ,

x =
[

x x́ . . . xn−1 ]t

xr =
[

r 0 . . . 0
]t

Secondly, the LQR methodology is applied for each subsystem using a common state weight-
ing matrix Q and input matrix R for all the rules. Thus, Riccati equation is solved for each
subsystem as follows:

0 = −Q + L(i1...in)B(i1...in)R−1B(i1...in)t
L(i1...in) − L(i1...in)A(i1...in) − A(i1...in)t

L(i1...in)

Then the the state feedback gain vector can be obtained from (10):

K(i1...in) =
[

k(i1...in)
1 k(i1...in)

2 . . . k(i1...in)
n

]
= R−1B(i1...in)t

L(i1...in)

and finally,

u(t) = (K(i1...in) − B(i1...in)+ A(i1...in))xr − K(i1...in)x(t)

6. Application of the Proposed FC-LQR for Robotic Manipulator

A FC-LQR is designed which meets the requirements of small overshoot in the transient re-
sponse and a well damped oscilations with no steady state error.
For example, in the first rule of the robot model described in (4), we have:

S11
2 : I f

(
θ2a is M1

θ2

)
and ( J2 is M1

J2 ) then

θ̈2a(t) = −77.4θ̇2a(t)− 3947.5θ2a(t) + 66150u(t)

As the robot model in this rule has no affine term, there will be no affine term in the controller
rule, this means that,

k11
0 = 0

and the state space model for this subsystem is:

A(11) =

[
0 1

−3947.5 −77.4

]
, B(11) =

[
0

66150

]

x =
[

θ2a θ̇2a
]t

xr =
[

θr 0
]t

If the weighting state and input matrices are:

Q =

[
1 0
0 50

]
, R =

[
3.104 ]

the resultant state feedback gain vectors are:

K(11) =
[

0.2786.10−3 0.3967.10−2 ]

K(11) − B(11)+A =
[

0.0600 0.0408
]

Thus, the control action can be calculated as follows:

u(t) = 0.0600θr − 0.2786.10−3θ2a − 0.3967.10−2 θ̇2a

Following the same procedure, we can calculate the control action for the rest of the subsys-
tems.
The design parameters in this case are Q and R matrices whose values can be adjusted by trial
and error. The objective should be the adjustment of the system with sufficiently fast response
under admissible control action u(t). Taking into consideration that the range of possible
values for θ2a is 0 ÷ 115, while the range for the control action is ±3 V, it seems reasonable
weight the input signal more than the output. In fact, we found that the admissible results can
be obtained for the input action are:

q11 = 1 R = [103]

and better results can be obtained with:

q11 = 1 R = [104]

With respect to the weighting of the angular velocity, it has been found that with q22 = 1,
the response peaks approach 160◦/s which is superior than the admissible range and with
q22 = 20, the peaks are below 40◦/s which are within the admissible range. To get the optimal
response, we have chosen:

Q =

[
1 0
0 20

]
, R =

[
104 ]

and the control action for each subsystem is:
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C11
2 : I f

(
θ2a is M1

θ2

)
and ( J2 is M1

J2 ) then

u(t) = 0.0605θr − 0.8321.10−3θ2a − 0.0436θ̇2a

C12
2 : I f

(
θ2a is M1

θ2

)
and ( J2 is M2

J2 ) then

u(t) = 0.0684θr − 0.7345.10−3θ2a − 0.0438θ̇2a

C13
2 : I f

(
θ2a is M1

θ2

)
and ( J2 is M3

J2 ) then

u(t) = 0.0710θr − 0.7079.10−3θ2a − 0.0428θ̇2a

C21
2 : I f

(
θ2a is M2

θ2

)
and ( J2 is M1

J2 ) then

u(t) = 0.0589θr − 0.8558.10−3θ2a − 0.0434θ̇2a

C22
2 : I f

(
θ2a is M2

θ2

)
and ( J2 is M2

J2 ) then

u(t) = 0.0663θr − 0.0359.10−3 − 0.7588.10−3θ2a − 0.0438θ̇2a

C23
2 : I f

(
θ2a is M2

θ2

)
and ( J2 is M3

J2 ) then

u(t) = 0.0700θr − 0.1247.10−3 − 0.7184.10−3θ2a − 0.0428θ̇2a

C31
2 : I f

(
θ2a is M3

θ2

)
and ( J2 is M1

J2 ) then

u(t) = 0.0562θr − 0.8276.10−3θ2a − 0.0436θ̇2a

C32
2 : I f

(
θ2a is M3

θ2

)
and ( J2 is M2

J2 ) then

u(t) = 0.0608θr − 0.2961.10−3 − 0.8276θ2a − 0.0439θ̇2a

C33
2 : I f

(
θ2a is M3

θ2

)
and ( J2 is M3

J2 ) then

u(t) = 0.0640θr − 0.8329 − 0.7863.10−3θ2a − 0.0430θ̇2a

Figure 5 shows the evolution of the angle θ2a from an initial condition of 25◦ and zero reference
signal It also shows the step response with reference input of 50◦ and a constant value of
moment of inertia igual to J2 = 25000. The step response has a settling time of 3 seconds.
Figure 6 shows the response with various initial conditions 10◦, . . . , 50◦ and zero reference
input signal. After five seconds, the system is excited with various step reference inputs
10◦, . . . , 50◦ with a constant moment of inertia J2 = 25000. It can be clearly observed that
well damped and fast response is obtained in all the range of possible values of the output.

Fig. 5. Transient response of the robotic system with initial condition of 25◦ and moment of
inertia J2 = 25000

Fig. 6. Transient response of the robotic system with various initial conditions and reference
input signals and constant moment of inertia of J2 = 25000
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C11
2 : I f

(
θ2a is M1

θ2

)
and ( J2 is M1

J2 ) then

u(t) = 0.0605θr − 0.8321.10−3θ2a − 0.0436θ̇2a

C12
2 : I f

(
θ2a is M1

θ2

)
and ( J2 is M2

J2 ) then

u(t) = 0.0684θr − 0.7345.10−3θ2a − 0.0438θ̇2a

C13
2 : I f

(
θ2a is M1

θ2

)
and ( J2 is M3

J2 ) then

u(t) = 0.0710θr − 0.7079.10−3θ2a − 0.0428θ̇2a

C21
2 : I f

(
θ2a is M2

θ2

)
and ( J2 is M1

J2 ) then

u(t) = 0.0589θr − 0.8558.10−3θ2a − 0.0434θ̇2a

C22
2 : I f

(
θ2a is M2

θ2

)
and ( J2 is M2

J2 ) then

u(t) = 0.0663θr − 0.0359.10−3 − 0.7588.10−3θ2a − 0.0438θ̇2a

C23
2 : I f

(
θ2a is M2

θ2

)
and ( J2 is M3

J2 ) then

u(t) = 0.0700θr − 0.1247.10−3 − 0.7184.10−3θ2a − 0.0428θ̇2a

C31
2 : I f

(
θ2a is M3

θ2

)
and ( J2 is M1

J2 ) then

u(t) = 0.0562θr − 0.8276.10−3θ2a − 0.0436θ̇2a

C32
2 : I f

(
θ2a is M3

θ2

)
and ( J2 is M2

J2 ) then

u(t) = 0.0608θr − 0.2961.10−3 − 0.8276θ2a − 0.0439θ̇2a

C33
2 : I f

(
θ2a is M3

θ2

)
and ( J2 is M3

J2 ) then

u(t) = 0.0640θr − 0.8329 − 0.7863.10−3θ2a − 0.0430θ̇2a

Figure 5 shows the evolution of the angle θ2a from an initial condition of 25◦ and zero reference
signal It also shows the step response with reference input of 50◦ and a constant value of
moment of inertia igual to J2 = 25000. The step response has a settling time of 3 seconds.
Figure 6 shows the response with various initial conditions 10◦, . . . , 50◦ and zero reference
input signal. After five seconds, the system is excited with various step reference inputs
10◦, . . . , 50◦ with a constant moment of inertia J2 = 25000. It can be clearly observed that
well damped and fast response is obtained in all the range of possible values of the output.

Fig. 5. Transient response of the robotic system with initial condition of 25◦ and moment of
inertia J2 = 25000

Fig. 6. Transient response of the robotic system with various initial conditions and reference
input signals and constant moment of inertia of J2 = 25000
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Nevertheless, figure 7 shows the response with an intial condition and reference input signal
of 25◦. The response is initiated with moment of inertia J2 = 25000 and after five seconds an
abrupt change is applied in the moment of inertia to J2 = 50000.

Fig. 7. Transient response of the robotic system with initial condition and reference input
signal of 25◦. An abrupt change is applied in moment of inertia from J2 = 25000 to J2 = 50000

Fig. 8. A block diagram of the proposed controller with a PI controller to eliminate the steady
state error

As can be seen in figure 7, the lack of precision in the model leads to a steady state error in
the transient response. We propose a solution to eliminate this error. A simple but effective
solution is realized by adding a feedback loop and including a PI controller as shown in figure
8.

e(t) = θr(t)− θ(t)

u = (K − B+A)11(e(t) + k0

∫ t

t0

e(τ)dτ) + Kx(t)

Using the design shown in figure 8 and repeating the same experiment explained before with
k0 = 1.5 initial condition and reference input signal of 25◦, keeping the moment of inertia
constant with J2 = 25000 and after five seconds an abrupt change is applied in the moment
of inertia to J2 = 50000. The result is shown in figure 9. It can be observed that a small
disturbance effect is occurred in the output angle but it is immediately corrected resulting
in a smooth response with zero steady state error. Figure 10 shows the response with an
intial condition and reference input signal of 25◦. The response is initiated with moment
of inertia J2 = 25000 and after five seconds an abrupt change is applied in the moment of
inertia to J2 = 50000. It can be easily noticed that the response has not been affected with
the modification made to the propsed controller shown in figure 8 and the response is exactly
similar to that shown in figure 6.

Fig. 9. Transient response of the robotic system by adding a PI controller to the proposed FC-
LQR with initial condition and reference input signal of 25◦. An abrupt change is applied in
moment of inertia from J2 = 25000 to J2 = 50000
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Fig. 8. A block diagram of the proposed controller with a PI controller to eliminate the steady
state error

As can be seen in figure 7, the lack of precision in the model leads to a steady state error in
the transient response. We propose a solution to eliminate this error. A simple but effective
solution is realized by adding a feedback loop and including a PI controller as shown in figure
8.

e(t) = θr(t)− θ(t)

u = (K − B+A)11(e(t) + k0

∫ t

t0

e(τ)dτ) + Kx(t)

Using the design shown in figure 8 and repeating the same experiment explained before with
k0 = 1.5 initial condition and reference input signal of 25◦, keeping the moment of inertia
constant with J2 = 25000 and after five seconds an abrupt change is applied in the moment
of inertia to J2 = 50000. The result is shown in figure 9. It can be observed that a small
disturbance effect is occurred in the output angle but it is immediately corrected resulting
in a smooth response with zero steady state error. Figure 10 shows the response with an
intial condition and reference input signal of 25◦. The response is initiated with moment
of inertia J2 = 25000 and after five seconds an abrupt change is applied in the moment of
inertia to J2 = 50000. It can be easily noticed that the response has not been affected with
the modification made to the propsed controller shown in figure 8 and the response is exactly
similar to that shown in figure 6.

Fig. 9. Transient response of the robotic system by adding a PI controller to the proposed FC-
LQR with initial condition and reference input signal of 25◦. An abrupt change is applied in
moment of inertia from J2 = 25000 to J2 = 50000



Robot Manipulators, New Achievements76

Fig. 10. Transient response of the robotic system by adding a PI controller to the proposed
FC-LQR with various initial conditions and reference input signals and constant moment of
inertia of J2 = 25000

7. Conclusion

A robust FC-LQR for the control of a robotic system has been designed. The main idea is
to design a supervisory fuzzy controller capable to adjust the controller parameters in order
to obtain the desired axes positions under variations of the robot parameters and payload
variations. The motivation behind this scheme is to combine the best features of fuzzy control
and that of the optimal LQR.
Both the controlled system and the fuzzy controller are represented by the affine T-S fuzzy
model taking into consideration the effect of the constant term. In the case of fuzzy control, the
fuzzy system is resulted from blending all the sub-systems. The blending of the independent
term of each rule will no longer be a constant but a function of the variables of the system and
thus affects the dynamics of the resultant system. A necessary condition has been added to
deal with the independent term.
In this chapter, we have demonstrated that the LQR, can be made more appropriate for actual
implementation by introduction of fuzzy rules. The results obtained show a robust and stable
behavior when the system is subjected to various initial conditions, moment of inertia and to
disturbances.
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Fig. 10. Transient response of the robotic system by adding a PI controller to the proposed
FC-LQR with various initial conditions and reference input signals and constant moment of
inertia of J2 = 25000
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A robust FC-LQR for the control of a robotic system has been designed. The main idea is
to design a supervisory fuzzy controller capable to adjust the controller parameters in order
to obtain the desired axes positions under variations of the robot parameters and payload
variations. The motivation behind this scheme is to combine the best features of fuzzy control
and that of the optimal LQR.
Both the controlled system and the fuzzy controller are represented by the affine T-S fuzzy
model taking into consideration the effect of the constant term. In the case of fuzzy control, the
fuzzy system is resulted from blending all the sub-systems. The blending of the independent
term of each rule will no longer be a constant but a function of the variables of the system and
thus affects the dynamics of the resultant system. A necessary condition has been added to
deal with the independent term.
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[Commuri et al. 1996] S. Commuri, F.L. Lewis, Adaptive-fuzzy logic control of robots manip-
ulators, Proc. IEEE Internat. Conf. on Robotics and Automation, Mineapolis, MI, 1996, pp.
2604Ű2609.
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18Ű28.

[Kim and Lewis 2000] Y.H. Kim, F.L. Lewis, Intelligent optimal control of robotic manipula-
tors using neural networks, Automatica 36 (2000) 1355Ű1364.

[Kim and Lewis 1999] Y.H. Kim, F.L. Lewis, Neural network output feedback control of robot
manipulators, IEEE Trans. Robot. Automat 15 (1999) 301Ű309.
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[Song et al. 2006] Song, Z., Yi J., Zhao D., Li X. A computed torque controller for uncertain
robotic manipulator systems: Fuzzy approach. In Fuzzy Sets ans Systems, volume 154,
pages 208 Ű226, 2006.
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[Wijesoma and Richards 1990] S.W. Wijesoma, R.J. Richards, Robust trajectory following of
robots using computed torque structure with VSS, Int. J. Control 52 (1990) 935Ű962.
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1. Introduction      
 

For any newly developed mechanism the most challenging task is the controller. The 
controller is an algorithm that organizes the mechanism input energy to perform a specified 
task. Robot control usually requires the directing of signals or fluid paths of power elements 
to indicate robot end-effector dynamic behaviour. Furthermore, robot control can be divided 
into two main areas: kinematic control (the coordination of the links of the kinematic chain 
to produce desired motions of the robot) and dynamic control (driving the actuators of the 
mechanism to follow the commanded position velocities). These control strategies are 
widely used in most robots involving position coordination in Cartesian space by a direct 
kinematic method (Karlik and Aydin, 2000). 
In this chapter, an artificial neural network (ANN) adaptive learning algorithm has been 
implemented for dynamic behaviour control of a new two-degree- of-freedom (2DOF) serial 
ball-and-socket actuator. The ANN provides computer simulation of human brain activity 
that gives computers the ability to learn and predict a decision for a specific task. The ANN 
requires a specific network design followed by a training process. A variety of modifications 
could be carried out for the network design during the training process. 
For a robot control scheme there are many uncertainties in the parameters of both the 
actuators (hydraulic, pneumatic, and electric drivers) and the mechanical parts of the 
manipulators (Cheah et al., 2003, Tso & Law, 1993, Mills, 1994, Yang & Chu, 1993, Tsao & 
Tomizuka, 1994, Park & Cho, 1992, Ambrosino et al., 1998). Therefore, to cover the overall 
complexity of the robot control problem and the quest for a truly autonomous robot system, 
the application of an ANN to the robot control scheme has been considered (Ananthraman, 
1991, Cruse & Bruwer, 1990, Kuperstein & Wang, 1990, Miller et al., 1990, Hasan et al., 2007, 
Abdelhameed, 1999, Sharkey & Noel, 1997, Brun-Picard et al., 1999).  In addition, the 
proposed hydraulic power system is one with highly non-linear behaviour. Variations in 
parameters affect the hydraulic system operation and performance, e.g. the laminar and 
turbulent flows, channel geometry, friction results in the system equation, the relation 
between flow velocity and pressure, and oil viscosity (Knohl & Unbehauen, 2000). Hence, to 
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cope with situations of this kind, the hydraulic system required a non-linear controller such 
situation such as an ANN, which has been the focus of work by various researchers (Mills et 
al., 1994, Chen & Billings, 1992).  
In robotics, the revolute joint has one-degree-of-freedom and, because of its simplicity, is by 
far the most used joint. In order to imitate the shoulder or hip joint, two revolute actuators 
are required to provide the necessary 2DOF motion. In the biomedical literature, the 
representation of the human arm as three rigid segments connected by frictionless joints 
with a total of seven degrees of freedom is the generally accepted model (Desmurget & 
Prablanc, 1997, Lemay & Cragi, 1996, Raikova, 1992). In the 7DOF arm models the shoulder 
joint is usually considered as a ball-and-socket joint and the axes in the elbow and wrist 
joints are assumed to be orthogonal and intersecting (Perokopenko et al., 2001).  
Consequently, a new 2DOF serial ball-and-socket actuator has been fabricated to replace the 
two revolute actuators in the serial robot manipulator. The fabricating process has been 
done by combining actuator elements such as the actuator mechanism, the electrohydraulic 
powering system, the communication interface board, and the adaptive learning algorithm. 
The ball-and-socket joint, used in engineering as a mechanical connection between parts that 
must be allowed some relative angular motion in nearly all directions, represents 
articulation with two rotational degrees of freedom. Ball-and-socket joints are successfully 
used for parallel robots and simulators powered by pneumatic or hydraulic cylinders. The 
available basic methods to transmit the power are electrical, mechanical, and fluid drivers. 
Most applications are a combination of these three methods. Each of these methods has 
advantages and disadvantages, so the use of a particular method depends on the application 
and environment (McKerrow, 1991). Among the power transmission systems, the hydraulic 
system will be recommended for use in the developed actuator on account of its ability to 
store energy when no power supply is offered by keeping the pressurized fluid inside the 
cylinder. This is a necessary step to stabilize the ball-and-socket actuator. Therefore, two 
electrohydraulic cylinders have been developed; each will perform one degree of freedom 
with the other supporting, and vice versa.  
An ANN model has been developed and trained to build control knowledge that covers all 
the control parameters for the ball-and-socket actuator. This control knowledge will 
function from digital signals, extracted by computer, to the target end-effector dynamic 
behaviour, without any involvement of actuator mechanism behaviour, with the flexibility 
to cover any modification without changing the control scheme. The ANN model has been 
simulated using C++ programming language. The completed system has been run and 
tested successfully in the laboratory. The remainder of this chapter will demonstrate the 
basic elements of the ball-and-socket actuator, and will examine the control approach and 
the process of development and training of the ANN model. 

 
2. Actuator Design Specifications 
 

The proposed ball-and-socket actuator comprised an actuator mechanism, a power system, 
and a communication interface board. The actuator mechanism represents the mechanical 
elements and comprises the base, ball-and-socket joints, two double-acting electrohydraulic 
cylinders, and the end-effector rod. A diagram of the ball-and-socket actuator is shown in 
Fig. 1, while Fig. 2 shows the fabricated actuator mechanism built to represent the 
developed ball-and-socket actuator.  

 

Fig. 1. Positioning of the support cylinder for the actuator 
 

 

Fig. 2. Fabricated Ball and socket actuator 
 
The power transmission system is complicated by the characteristics of the joints which 
must be free to rotate in all directions and need a dual-tasking power system. Therefore, an 
electrohydraulic cylinder powered by a 1 hp pump was used. The system consists of two 
double-acting electrohydraulic cylinders that are capable of maintaining their position when 
the pressurized fluid is kept inside them. This is a very necessary step to ensure sufficient 
actuator stability for the other cylinder when operating to the desired direction and is an 
advantage of the ball-and-socket actuator. The double-acting electrohydraulic cylinders 
have a two-direction movement scheme that provides an inward and outward motion for 
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function from digital signals, extracted by computer, to the target end-effector dynamic 
behaviour, without any involvement of actuator mechanism behaviour, with the flexibility 
to cover any modification without changing the control scheme. The ANN model has been 
simulated using C++ programming language. The completed system has been run and 
tested successfully in the laboratory. The remainder of this chapter will demonstrate the 
basic elements of the ball-and-socket actuator, and will examine the control approach and 
the process of development and training of the ANN model. 

 
2. Actuator Design Specifications 
 

The proposed ball-and-socket actuator comprised an actuator mechanism, a power system, 
and a communication interface board. The actuator mechanism represents the mechanical 
elements and comprises the base, ball-and-socket joints, two double-acting electrohydraulic 
cylinders, and the end-effector rod. A diagram of the ball-and-socket actuator is shown in 
Fig. 1, while Fig. 2 shows the fabricated actuator mechanism built to represent the 
developed ball-and-socket actuator.  

 

Fig. 1. Positioning of the support cylinder for the actuator 
 

 

Fig. 2. Fabricated Ball and socket actuator 
 
The power transmission system is complicated by the characteristics of the joints which 
must be free to rotate in all directions and need a dual-tasking power system. Therefore, an 
electrohydraulic cylinder powered by a 1 hp pump was used. The system consists of two 
double-acting electrohydraulic cylinders that are capable of maintaining their position when 
the pressurized fluid is kept inside them. This is a very necessary step to ensure sufficient 
actuator stability for the other cylinder when operating to the desired direction and is an 
advantage of the ball-and-socket actuator. The double-acting electrohydraulic cylinders 
have a two-direction movement scheme that provides an inward and outward motion for 
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the end-effector rod. Moreover, the deployment of double-acting electrohydraulic cylinders 
reduces the number of supporting points that are necessary to run and stabilize the actuator 
mechanism to 2 instead of 4 as in the case of single-acting cylinders.  
A communication interface board has been designed and fabricated to establish the 
necessary signals to operate the actuator. Basically it is a transistor relay driver circuit 
converting a 5 V digital signal from the computer mother board operating the learning 
algorithm (ANN) to the necessary 24 d.c. signals required to operate the electrohydraulic 
cylinders. 

 
3. Actuator Controlling Approach 
 

To plan a controller it is necessary to understand the system behaviour and characteristics. 
The equations 

   (x)     333222111 cossincossincossin2  rrr   (1) 
(y) 333222111 sinsinsinsinsinsin2  rrr   (2) 

                        (z)            332211 coscoscos2  rrr   (3) 
illustrate the relationship between angles 1 and 1 , representing the angular displacement 
of the end effector, and ,,,,, 23232 r and 3r  for kinematic analysis on the x, y, and z axes, 

where 3232 ,,,    are the angular displacements of cylinders 1 and 2, and 2r and 3r are the 
lengths of cylinders 1 and 2 respectively.  
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represent the solutions for finding the angles 1 and 1  from equations (1) to (3).  
 
Finding the solution for 1 and 1  as illustrated in the above equations will depend on 

)(sin 1 and )(cos 1  which are not single-value functions. Furthermore, equations (4), (6), and 
(8) can be used to find 1  values that are not unique. 
In this chapter, an ANN adaptive learning algorithm has been proposed for controlling a 
2DOF serial actuator. In this approach, the adaptive learning algorithm finds an alternative 

solution of the kinematic relation for the ball-and-socket actuator. Therefore, all parameters 
operating the actuator will be considered as target learning input data for the ANN model, 
while the output target data will be the angular displacement, angular velocity, and angular 
acceleration of the actuator end-effector. 
The shape of the actuator mechanism, as shown in Fig. 1, can be controlled by varying the 
length of the electrohydraulic cylinders. The hydraulic cylinders operate as a result of 
allowing pressurized fluid to run them. All the parameters affecting this operation, such as 
the valve order, time, flow-rate, pump pressure, and the fluid head losses, will have been 
incorporated as inputs for the ANN model. After running the cylinder length, the output for 
the ANN will be the dynamic behaviour of the actuator end-effector.   
The workspace, the region that can be reached by the end-effector, is considered to be an 
important performance indicator. Therefore, the control approach is to drive the actuator to 
reach a point from any point within the desired workspace area. Experimental operation 
shows a square workspace for the fabricated actuator mechanism, as illustrated in Fig. 3. As 
can be seen from Fig. 3, the workspace is divided into nine points within the x–y plane. 
Therefore, experimental operation has been carried out to estimate and collect the control 
parameters that drive the actuator from one specific point to another individual point. These 
collected control data have been arranged as datasets. Each set represents input control data 
to drive the actuator mechanism and outputs as angular displacement, angular velocity, and 
angular acceleration of the end-effector. All the datasets were used as target learning data by 
the ANN to build the control knowledge required to operate the ball-and-socket actuator. 
 

 

Fig. 3. Motion analyses of the ball-and-socket actuator 

 
4. Adaptive Learning Algorithm  
 

ANN adaptive learning algorithm computer software was proposed to learn and adopt the 
control parameters to provide the necessary digital signal from the computer main board to 
operate the actuator mechanism. These digital signals could be extracted through various 
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the end-effector rod. Moreover, the deployment of double-acting electrohydraulic cylinders 
reduces the number of supporting points that are necessary to run and stabilize the actuator 
mechanism to 2 instead of 4 as in the case of single-acting cylinders.  
A communication interface board has been designed and fabricated to establish the 
necessary signals to operate the actuator. Basically it is a transistor relay driver circuit 
converting a 5 V digital signal from the computer mother board operating the learning 
algorithm (ANN) to the necessary 24 d.c. signals required to operate the electrohydraulic 
cylinders. 

 
3. Actuator Controlling Approach 
 

To plan a controller it is necessary to understand the system behaviour and characteristics. 
The equations 
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illustrate the relationship between angles 1 and 1 , representing the angular displacement 
of the end effector, and ,,,,, 23232 r and 3r  for kinematic analysis on the x, y, and z axes, 
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represent the solutions for finding the angles 1 and 1  from equations (1) to (3).  
 
Finding the solution for 1 and 1  as illustrated in the above equations will depend on 
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(8) can be used to find 1  values that are not unique. 
In this chapter, an ANN adaptive learning algorithm has been proposed for controlling a 
2DOF serial actuator. In this approach, the adaptive learning algorithm finds an alternative 

solution of the kinematic relation for the ball-and-socket actuator. Therefore, all parameters 
operating the actuator will be considered as target learning input data for the ANN model, 
while the output target data will be the angular displacement, angular velocity, and angular 
acceleration of the actuator end-effector. 
The shape of the actuator mechanism, as shown in Fig. 1, can be controlled by varying the 
length of the electrohydraulic cylinders. The hydraulic cylinders operate as a result of 
allowing pressurized fluid to run them. All the parameters affecting this operation, such as 
the valve order, time, flow-rate, pump pressure, and the fluid head losses, will have been 
incorporated as inputs for the ANN model. After running the cylinder length, the output for 
the ANN will be the dynamic behaviour of the actuator end-effector.   
The workspace, the region that can be reached by the end-effector, is considered to be an 
important performance indicator. Therefore, the control approach is to drive the actuator to 
reach a point from any point within the desired workspace area. Experimental operation 
shows a square workspace for the fabricated actuator mechanism, as illustrated in Fig. 3. As 
can be seen from Fig. 3, the workspace is divided into nine points within the x–y plane. 
Therefore, experimental operation has been carried out to estimate and collect the control 
parameters that drive the actuator from one specific point to another individual point. These 
collected control data have been arranged as datasets. Each set represents input control data 
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Fig. 3. Motion analyses of the ball-and-socket actuator 

 
4. Adaptive Learning Algorithm  
 

ANN adaptive learning algorithm computer software was proposed to learn and adopt the 
control parameters to provide the necessary digital signal from the computer main board to 
operate the actuator mechanism. These digital signals could be extracted through various 
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computer outputs such as serial, parallel, and USB ports. In this chapter, the parallel port 
(printer port) has been chosen to extract +5 V digital signals from the computer. 
Although the ANN method is being implemented to learn a set of information, a specific 
network design is required to cover each individual dataset and application. Consequently, 
a special network has been designed to adopt the control parameters for the ball-and-socket 
actuator that consists of an input layer (valve order, time, pump power, flow-rate, output 
pressure, and head losses for the system), one hidden layer, and an output layer (angular 
displacement 1, angular displacement 2, angular velocity 1, angular velocity 2, angular 
acceleration 1, and angular acceleration 2), as shown in Fig. 4.  
 

 

Fig. 4. ANN for controlling the ball-and-socket actuator 
 
After designing the network, a training process had to be accomplished to build control 
knowledge, which is considered to be the most important step in designing ANN 
algorithms. A neural network was trained by presenting several target data that the network 
had to learn according to a learning rule. The training rule indicated transfer of a function 
such as the binary sigmoid transfer function (equation (9)), forward learning for the input 
layer  (equation (10)), forward learning for the hidden layer (equation (11)), backward 
learning for the output layer (equation (12)), and backward learning for the hidden layer 
(equation (13)) 
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The training process also indicates weight adjustments for each node of the network with 
adjustment of the hidden neuron numbers and learning factor. In this chapter, ten hidden 
neurons were assigned. This type of training process formally was known as the back-
propagation learning algorithm or delta learning rule. The back-propagation for the output 
layer is represented by the equation 
 

hμδ(t)Wi)(tW 2
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and for the hidden layer by the equation 
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In addition, a learning factor μ  of 0.7 was assigned to adjust the training process. The 
effectiveness and convergence of the error back-propagation learning algorithm depends 
significantly on the value of the learning factor. In general, the optimum value of μ  
depends on the problem being solved, and there is no signal learning factor value suitable 
for different training cases. This leads to the conclusion that μ  should indeed be chosen 
experimentally for each problem (Zurda, 1992). The training process will be continued until 
the network is able to learn all the target data. The accuracy of the learning process depends 
on the type of data to be learned and the application of the network. 

 
5. Results and Discussion  
 

The ANN was trained with predefined target control datasets. C++ programming language 
was developed to simulate the ANN control algorithm with the necessary arrangement of 
output signals operating the electrohydraulic power system. All control datasets values had 
been scaled individually so that the overall difference in the dataset was maximized; this 
was due to the sigmoid transfer function employed with a learning range from 0 to 1. 
Training sets were taken by manually driving the actuator to follow a desired path. 
The training control data were broken up into 64 input–output sets, which covered the 
entire motion range of the ball-and-socket actuator. Each set represented the valve order 
with the time needed to move the actuator from a desired point to another with the 
incorporated parameters. These control data were used to drive the actuator to follow a 
desired path and to move the actuator through all intermediate points. The neural network 
was trained repeatedly for 300 000 iterations with the predefined datasets. To validate the 
design of the network, predicted output sets for angular displacement 1, angular 
displacement 2, angular velocity 1, angular velocity 2, angular acceleration 1, and angular 
acceleration 2 were compared with values from experimental data collected.  
The average absolute errors are summarized in Table 1. Figure 5 illustrates the deviation 
between predicted outputs and the data obtained from the ANN. The results show that the 
design network is capable of learning and predicting the control parameters as shwon in 
Figures 6, 7,and  8. 
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computer outputs such as serial, parallel, and USB ports. In this chapter, the parallel port 
(printer port) has been chosen to extract +5 V digital signals from the computer. 
Although the ANN method is being implemented to learn a set of information, a specific 
network design is required to cover each individual dataset and application. Consequently, 
a special network has been designed to adopt the control parameters for the ball-and-socket 
actuator that consists of an input layer (valve order, time, pump power, flow-rate, output 
pressure, and head losses for the system), one hidden layer, and an output layer (angular 
displacement 1, angular displacement 2, angular velocity 1, angular velocity 2, angular 
acceleration 1, and angular acceleration 2), as shown in Fig. 4.  
 

 

Fig. 4. ANN for controlling the ball-and-socket actuator 
 
After designing the network, a training process had to be accomplished to build control 
knowledge, which is considered to be the most important step in designing ANN 
algorithms. A neural network was trained by presenting several target data that the network 
had to learn according to a learning rule. The training rule indicated transfer of a function 
such as the binary sigmoid transfer function (equation (9)), forward learning for the input 
layer  (equation (10)), forward learning for the hidden layer (equation (11)), backward 
learning for the output layer (equation (12)), and backward learning for the hidden layer 
(equation (13)) 
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The training process also indicates weight adjustments for each node of the network with 
adjustment of the hidden neuron numbers and learning factor. In this chapter, ten hidden 
neurons were assigned. This type of training process formally was known as the back-
propagation learning algorithm or delta learning rule. The back-propagation for the output 
layer is represented by the equation 
 

hμδ(t)Wi)(tW 2
(2)(2)   (14) 

 
and for the hidden layer by the equation 
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In addition, a learning factor μ  of 0.7 was assigned to adjust the training process. The 
effectiveness and convergence of the error back-propagation learning algorithm depends 
significantly on the value of the learning factor. In general, the optimum value of μ  
depends on the problem being solved, and there is no signal learning factor value suitable 
for different training cases. This leads to the conclusion that μ  should indeed be chosen 
experimentally for each problem (Zurda, 1992). The training process will be continued until 
the network is able to learn all the target data. The accuracy of the learning process depends 
on the type of data to be learned and the application of the network. 

 
5. Results and Discussion  
 

The ANN was trained with predefined target control datasets. C++ programming language 
was developed to simulate the ANN control algorithm with the necessary arrangement of 
output signals operating the electrohydraulic power system. All control datasets values had 
been scaled individually so that the overall difference in the dataset was maximized; this 
was due to the sigmoid transfer function employed with a learning range from 0 to 1. 
Training sets were taken by manually driving the actuator to follow a desired path. 
The training control data were broken up into 64 input–output sets, which covered the 
entire motion range of the ball-and-socket actuator. Each set represented the valve order 
with the time needed to move the actuator from a desired point to another with the 
incorporated parameters. These control data were used to drive the actuator to follow a 
desired path and to move the actuator through all intermediate points. The neural network 
was trained repeatedly for 300 000 iterations with the predefined datasets. To validate the 
design of the network, predicted output sets for angular displacement 1, angular 
displacement 2, angular velocity 1, angular velocity 2, angular acceleration 1, and angular 
acceleration 2 were compared with values from experimental data collected.  
The average absolute errors are summarized in Table 1. Figure 5 illustrates the deviation 
between predicted outputs and the data obtained from the ANN. The results show that the 
design network is capable of learning and predicting the control parameters as shwon in 
Figures 6, 7,and  8. 
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Parametrs  Percenatge of Error  
Angular Disp_1 3.86 
Angular Disp_2 5.23 
Angular Velocity_1 6.35 
Angular Velocity _2 4.36 
Angular Accel_1  3.98 
Angular Accel_2 2.77 

Table 1. Mean absolute percentage error 
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Fig. 5. Process of building knowledge for the learning Algorithm 
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Fig. 6. Predicted angular displacements 
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Fig. 7. Predicted angular velocities  
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Fig. 8. Predicted angular acceleration 

 
6. Conclusion 
 

The ANN adaptive learning algorithm developed has been implemented successfully on a 
new 2DOF ball-and-socket actuator. The algorithm has the capability of getting round the 
drawback of some control schemes that depend on modelling the system being controlled. 
An actuator has been fabricated to replace the two revolute actuators in serial robot 
manipulators. The trained ANN showed the ability to operate the ball-and-socket actuator 
properly in real time by achieving angular displacement, angular network velocity, and 
angular acceleration. 
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Fig. 7. Predicted angular velocities  
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Fig. 8. Predicted angular acceleration 

 
6. Conclusion 
 

The ANN adaptive learning algorithm developed has been implemented successfully on a 
new 2DOF ball-and-socket actuator. The algorithm has the capability of getting round the 
drawback of some control schemes that depend on modelling the system being controlled. 
An actuator has been fabricated to replace the two revolute actuators in serial robot 
manipulators. The trained ANN showed the ability to operate the ball-and-socket actuator 
properly in real time by achieving angular displacement, angular network velocity, and 
angular acceleration. 
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1. Introduction 
 

Due to different reasons such as manufacturing and assembly errors, the real geometry of a 
robot manipulator usually deviates from that defined by the kinematic model which is used 
for robot control. As a consequence, the absolute accuracy of the robot is limited and offline 
generated robot programs cannot be executed with sufficient accuracy. With the help of 
robot calibration, these shortcomings can be overcome. The underlying concept is to 
estimate the parameters of the kinematic model based on redundant measurements. This 
data can be used to alter the kinematic model so that it matches the reality as closely as 
possible. This is ultimately used to correct the parameters in the controller model which thus 
improves the obtainable absolute accuracy. 
This article covers a new and innovative approach for robot calibration which can be 
applied to parallel robots. In comparison to all known calibration techniques, this novel 
scheme has the advantage in that it does not rely on any additional calibration hardware. In 
addition to being cost effective, this method is simple to use as it can be completely 
automated.  
The main aspect of the work at hand is an approach which allows the acquisition of 
redundant measurement-data required for calibration. Under consideration of special 
knowledge of the robot-structure’s behaviour in certain configurations, so-called 
singularities of the second type, measurement information is gathered using the robot’s 
actuator measurement systems only. The presented approach is thus denoted as singularity 
based calibration. In conjunction with qualified modelling and identification methods, the 
proposed measurement  approach sets up a completely new robot calibration scheme. With 
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the exception of special cases, the proposed technique is principally applicable to all parallel 
kinematic structures. 
The technique is first explained by means of a simple and comprehensible example. 
Subsequently successful implementation of the singularity-based calibration technique is 
exemplarily shown by practical experiments which are conducted on a parallel-robot with 
three degrees of freedom (dof), the so-called TRIGLIDE-robot system. The final results show 
that singularity based calibration is an adequate means to significantly improve a robot’s 
absolute accuracy.  

 
2. Kinematic Robot Calibration – Fundamental approach
 

The essential point in any robot calibration technique that follows the idea to replace the 
model parameters in the controller-model is to set up a residual of the form 
  

 (1) 
 
with  some redundantly measurement information,  a vector with corresponding 
information provided by the kinematic model and  the parameter vector which is 
supposed to be identified. If such a residual can be obtained at  different measurement 
configurations then it is possible to stack all the information in a residual vector 

. Once this vector is available it is the goal to estimate the parameters 
in a way such that  

 (2) 
 
Due to measurement noise and model simplifications this goal is, however, of theoretical 
nature and will never be exactly reached in reality. Instead one aims to minimize a cost 
function  

  (3) 
 
which if   would be fulfilled equals zero as well and is otherwise bigger than zero. 
The minimization of  can be attained by any optimization method in principle. Usually, 
due to the special so-called least squares form of the function , least-square algorithms 
such as the Levenberg-Marquardt approach (Scales, 1985) are applied. Minimization of  
finally yields a parameter vector  which is then used to replace the original parameters 
that were used before calibration within the robot-controller. 
Considering the aforementioned remarks, four essential steps can be identified which are 
existent in each model-based calibration approach. These are (Mooring et al., 1991): 
 

1. modelling 
In the modelling phase a kinematic model is set up which includes a number of 
geometric parameters that are supposed to be identified by calibration 

2. measurement 
The measurement step provides the redundant information required for calibration 
 

 
 

 

3. parameter identification 
By means of feasible mathematical methods the model parameters are identified in 
a way so that model and measurements correspond to each other in a best possible 
manner 

4. parameter correction 
Within the parameter correction step the identified parameters are transferred to 
the robot controller 

 
3. Classification of Calibration techniques
 

A huge number of calibration methods already exist which follow the general scheme 
described in the preceding section. Differences between these techniques can be found in 
various aspects at different stages. The most obvious and most important differences, 
however, exist in the measurement phase. Based on this appraisal a general classification 
can be defined for the different calibration strategies which includes the two seperation 
criteria: First the degree of automation and second the data-aquisition method, both briefly 
explained in what follows. 
 

• degree of automation 
In regard to the degree of automation autonomous and non-autonomous 
calibration techniques are distinguished. A calibration method is understood to 
work autonomously only if all steps of the overall procedure can be completely 
automated and absolutely no user interaction is required during calibration. If any 
effort is needed for preparation, for accomplishment or data-transfer during 
calibration then the corresponding technique is defined to be non-autonomous. 
It should be noted that the non-autonomous methods, although combined in one 
group, may drastically vary in the amount of required manual support. 

 
• data-aquisition method 

Two fundamental data-aquisition methods may be used for robot calibration. The 
first one uses additional sensors (internal or external) which are not required for 
operating the robot but just in order to provide redundant information. The second 
method relies on kinematic constraints that are introduced in the system without 
raising the number of sensors. In this case due to constraints the actuator 
measurement systems which are already part of the robot system deliver enough 
information for robot calibration. 

 
In combination of all possible classification attributes there are four principle types of 
calibration techniques, namely type A, type B, type C and type D (see Fig. 1). Whereas 
calibration methods of type A to type C are well established and intensively described in the 
literature (see Table 1), no methods of type D have been reported so far up to the authors 
knowledge. This gap is closed by the singularity based calibration strategy presented in this 
paper and in preliminary work (Last & Hesselbach, 2006; Last et al., 2006, Last et al., 2007a, 
Last et al., 2007b; O`Brien et al., 2007). 
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in a way such that  

 (2) 
 
Due to measurement noise and model simplifications this goal is, however, of theoretical 
nature and will never be exactly reached in reality. Instead one aims to minimize a cost 
function  

  (3) 
 
which if   would be fulfilled equals zero as well and is otherwise bigger than zero. 
The minimization of  can be attained by any optimization method in principle. Usually, 
due to the special so-called least squares form of the function , least-square algorithms 
such as the Levenberg-Marquardt approach (Scales, 1985) are applied. Minimization of  
finally yields a parameter vector  which is then used to replace the original parameters 
that were used before calibration within the robot-controller. 
Considering the aforementioned remarks, four essential steps can be identified which are 
existent in each model-based calibration approach. These are (Mooring et al., 1991): 
 

1. modelling 
In the modelling phase a kinematic model is set up which includes a number of 
geometric parameters that are supposed to be identified by calibration 

2. measurement 
The measurement step provides the redundant information required for calibration 
 

 
 

 

3. parameter identification 
By means of feasible mathematical methods the model parameters are identified in 
a way so that model and measurements correspond to each other in a best possible 
manner 

4. parameter correction 
Within the parameter correction step the identified parameters are transferred to 
the robot controller 

 
3. Classification of Calibration techniques
 

A huge number of calibration methods already exist which follow the general scheme 
described in the preceding section. Differences between these techniques can be found in 
various aspects at different stages. The most obvious and most important differences, 
however, exist in the measurement phase. Based on this appraisal a general classification 
can be defined for the different calibration strategies which includes the two seperation 
criteria: First the degree of automation and second the data-aquisition method, both briefly 
explained in what follows. 
 

• degree of automation 
In regard to the degree of automation autonomous and non-autonomous 
calibration techniques are distinguished. A calibration method is understood to 
work autonomously only if all steps of the overall procedure can be completely 
automated and absolutely no user interaction is required during calibration. If any 
effort is needed for preparation, for accomplishment or data-transfer during 
calibration then the corresponding technique is defined to be non-autonomous. 
It should be noted that the non-autonomous methods, although combined in one 
group, may drastically vary in the amount of required manual support. 

 
• data-aquisition method 

Two fundamental data-aquisition methods may be used for robot calibration. The 
first one uses additional sensors (internal or external) which are not required for 
operating the robot but just in order to provide redundant information. The second 
method relies on kinematic constraints that are introduced in the system without 
raising the number of sensors. In this case due to constraints the actuator 
measurement systems which are already part of the robot system deliver enough 
information for robot calibration. 

 
In combination of all possible classification attributes there are four principle types of 
calibration techniques, namely type A, type B, type C and type D (see Fig. 1). Whereas 
calibration methods of type A to type C are well established and intensively described in the 
literature (see Table 1), no methods of type D have been reported so far up to the authors 
knowledge. This gap is closed by the singularity based calibration strategy presented in this 
paper and in preliminary work (Last & Hesselbach, 2006; Last et al., 2006, Last et al., 2007a, 
Last et al., 2007b; O`Brien et al., 2007). 
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Fig. 1. Classification of robot calibration techniques 
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4. Singularity Based Calibration
 

The new calibration approach contributed here relies on passing singularities of type 2. 
Because these constitute structure configurations where several solutions of the direct 
kinematic problem (DKP) coincide, they are also called direct kinematic singularities. It is 
well known that a robot-structure is uncontrollable in this kind of configurations 
(Hesselbach et al., 2005b) and hence particular strategies need to be applied to savely guide 
a manipulator through singularities of type 2. Such a technique is described in section 4.1. 
Within the same section it is also shown how some specific measurement information is 
obtained during that process. Subsequently in section 4.2 it will be shown how to compute 
corresponding information from the kinematic model. 

 
4.1 Passing singularities of type 2 as the basis of singularity based calibration
With the intention of workspace enlargement Helm has been the first who presented a 
technique to pass singularities of type 2 (Helm, 2003). It was experimentally proven at a 
planar robot-structure. Later the approach has been extended to spatial parallel structures in 
(Budde et al., 2005). Both methods rely on the basic idea which consists in temporarily 
underactuation of the robot system during passing the singular configuration and to use an 
additional driving force to guide the structure through the direct kinematic singularity. By 
means of the planar RRRRR-structure the approach is exemplarily summarized in Fig 2. In a 
pose near the singular configuration (a) the structure is underactuated by releasing one 
actuator (b). While the second actuator is kept at a constant motor-position the endeffector-
point C passes the singularity (c) driven by gravity influence until it reaches a non-singular 
configuration (d) in which the released actuator can be activated again. Instead of exploiting 
gravity as the driving force which has been also done in (Budde et al., 2005), structure 
inertia may be used to pass the singularity as described in (Helm, 2003). 
Performing the singularity passing while holding the motor that is not released, at a 
constant position it turns out that the released actuator changes its direction of movement 
(see dashed line) exactly in the point of the singularity that is reached if both rod elements of 
the robot manipulator build a common line. Consequently by observing the movement of 
the released actuator by its own motor-encoder it is possible to identify and save the 
actuator coordinate  of the released motor that corresponds to a singular 
configuration. Furthermore, since particular geometric conditions need to be fulfilled at a 
singular configuration of type 2, it is possible to compute the corresponding actuator 
coordinate  from the kinematic model including the kinematic parameters . 
Comparing both information leads to a residual 
 

 (4) 
 
corresponding to that in equation (1) which is the basis for singularity based calibration. 
Once such a residual can be conducted at a sufficiently high number of differing robot 
configurations the singularity based calibration procedure proceeds as described in 
section 2. 
What is important to mention at this point is that the method is general for parallel robots 
and does not only apply to the RRRRR-structure. Independent on the robot structure a 
change of direction of the released actuator can be observed if a type 2 singularity is passed 
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kinematic problem (DKP) coincide, they are also called direct kinematic singularities. It is 
well known that a robot-structure is uncontrollable in this kind of configurations 
(Hesselbach et al., 2005b) and hence particular strategies need to be applied to savely guide 
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obtained during that process. Subsequently in section 4.2 it will be shown how to compute 
corresponding information from the kinematic model. 
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planar robot-structure. Later the approach has been extended to spatial parallel structures in 
(Budde et al., 2005). Both methods rely on the basic idea which consists in temporarily 
underactuation of the robot system during passing the singular configuration and to use an 
additional driving force to guide the structure through the direct kinematic singularity. By 
means of the planar RRRRR-structure the approach is exemplarily summarized in Fig 2. In a 
pose near the singular configuration (a) the structure is underactuated by releasing one 
actuator (b). While the second actuator is kept at a constant motor-position the endeffector-
point C passes the singularity (c) driven by gravity influence until it reaches a non-singular 
configuration (d) in which the released actuator can be activated again. Instead of exploiting 
gravity as the driving force which has been also done in (Budde et al., 2005), structure 
inertia may be used to pass the singularity as described in (Helm, 2003). 
Performing the singularity passing while holding the motor that is not released, at a 
constant position it turns out that the released actuator changes its direction of movement 
(see dashed line) exactly in the point of the singularity that is reached if both rod elements of 
the robot manipulator build a common line. Consequently by observing the movement of 
the released actuator by its own motor-encoder it is possible to identify and save the 
actuator coordinate  of the released motor that corresponds to a singular 
configuration. Furthermore, since particular geometric conditions need to be fulfilled at a 
singular configuration of type 2, it is possible to compute the corresponding actuator 
coordinate  from the kinematic model including the kinematic parameters . 
Comparing both information leads to a residual 
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corresponding to that in equation (1) which is the basis for singularity based calibration. 
Once such a residual can be conducted at a sufficiently high number of differing robot 
configurations the singularity based calibration procedure proceeds as described in 
section 2. 
What is important to mention at this point is that the method is general for parallel robots 
and does not only apply to the RRRRR-structure. Independent on the robot structure a 
change of direction of the released actuator can be observed if a type 2 singularity is passed 
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while keeping all other actuators of the manipulator to be calibrated at a constant position 
during that approach. An application to serial robots is impossible because type 2 
singularities only occur for parallel robots. 

 
Fig. 2. Passing a singularity of type 2 

 
4.2 Singular kinematic problem
In the preceding section it was assumed that the actuator coordinate  which 
ideally corresponds to the measured value  can be computed from the kinematic 
model. Indeed this computation which is denoted as singular kinematic problem (SKP) is 
straightforward for the RRRRR-manipulator because due the simple kinematic structure an 
analytic solution exists. However, a closed form SKP-solution is not the general case. For 
more complex structures iterative numerical solutions need to be applied. Thus, in order to 
allow for a wide application of the singularity based calibration approach a general SKP-
solution strategy is presented in this section.  
A requirement for the application of the general SKP-solution-technique consists in a valid 
solution for the DKP that does not cause any numerical problems in or near singularities. 
Techniques which provide such a solution are presented in (Wang & Chen, 1991) and in 
(Last et al. 2007). Both methods follow an iterative numeric procedure and both methods 
return a loop closure error  with a clear geometrical meaning (see Fig. 3 (left)) that is 
zero if a valid DKP-solution exists and bigger than zero if no DKP-solution can be found.  
The proposed SKP-solution exploits the fact that type 2 singularities define the boundary of 
the actuator space for parallel manipulators. This means that, when varying the released 
actuator coordinate  away from the singular value , DKP solutions are 
found when moving  in one direction while no DKP solutions are found when 
moving  in the opposite direction. Without loss of generality this behaviour is 
illustrated in Fig. 3 for the the RRRRR manipulator. Fig. 3 (left)  shows the manipulator in 
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three different situations. Situation B constitutes a “normal” configuration within the 
manipulator’s actuator. In situation A, it is not possible to connect the loops of the 
mechanism, causing the DKP-solution to converge to an error . Hence the actuator 
position is not valid. Finally, a singular configuration is shown as situation S. A 
corresponding plot showing the loop-closure-error  vs. the released actuator value 

 is illustrated in Fig. 3 (right). Obviously, for situation A, the DKP error  is 
greater than zero, while it holds that  for situation B. The singular situation 
corresponds to the value  for which  starts deviating from zero. Based on the 
aforementioned observations, a simple bisection search can be applied to find 

. Its basic idea is to successively reduce an interval from which it is known that it 
includes . The method can be summarized as follows: 
 

1) Provide an actuator value  outside the workspace and a second actuator 
value inside the actuator space, both definig the initial search interval. 
Specify a termination threshold  close to but bigger than zero, which defines 
the size of the search interval at which the algorithm terminates. 

2) Compute an actuator coordinate  located in the middle of and 
 

3) Solve the direct kinematics for , thereby obtaining a loop 
closure error . 

4) If  (to account for numerical deviations a value very close to 
but bigger than zero can be chosen instead of zero), then , 
otherwise . 

5) If the difference  > , repeat from step 3, otherwise 
terminate with . 

 
 
 

 

 
Fig. 3. Singularity as the boundary of the actuator space 
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three different situations. Situation B constitutes a “normal” configuration within the 
manipulator’s actuator. In situation A, it is not possible to connect the loops of the 
mechanism, causing the DKP-solution to converge to an error . Hence the actuator 
position is not valid. Finally, a singular configuration is shown as situation S. A 
corresponding plot showing the loop-closure-error  vs. the released actuator value 
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Specify a termination threshold  close to but bigger than zero, which defines 
the size of the search interval at which the algorithm terminates. 
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3) Solve the direct kinematics for , thereby obtaining a loop 
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4.3 Summary and review
The ideas presented in section 4.1 and in section 4.2 define the fundamental basis of the 
singularity based calibration.  In conjunction with a suited modelling approach and an 
adequate parameter identification procedure (both described in the wide spread literature 
on robot calibration) the proposed methods build a general means to improve the absolute 
accuracy of parallel robot systems. In comparison to alternative techniques for robot 
calibration (type C – type singularity based calibration does neither rely on additional 
sensors (external or internal) nor requires the use of special hardware to constrain the robot 
motion. Due to the abandonment of particular calibration equipment singularity based 
calibration features the advantages of being cost effective and at the same time fully 
automatable. According to (Hidalgo & Brunn, 1998) these are aspects which are crucial for 
success of a calibration approach. 

 
5. Application to the TRIGLIDE robot system 
 

In order to validate the singularity based calibration method it is tested on a certain robot, 
the so-called TRIGLIDE structure (see Fig. 4) designed for high-speed handling and assembly 
tasks (Budde, 2007). Three equally designed kinematic chains connect the endeffector-
platform of this robot with the base platform. Each chain is actuated by a linear drive. Due 
to the use of two parallel rods in the build-up of the three chains, the endeffector-platform is 
always kept at constant orientation. This fully parallel structure has three degrees of 
freedom allowing for free positioning of the endeffector in space. By attaching a serial 
rotational axis to the platform, an additional rotation around the z-axis can be accomplished, 
thus enabling the robot to perform Scara-type movements. Since the rotational axis is 
irrelevant to the calibration approach discussed here, it is neglected in the following.  
 

 
Fig. 4. TRIGLIDE robot system (left) and corresponding workspaces (right) 

 

5.1. Passing Singularities
As stated above, singularity based calibration requires passing singularities of type 2. The 
proposed technique to realize such a passing (see section 4.1) has been successfully 
implemented on the TRIGLIDE structure – again with the original intention to enlarge its 
workspace. As can be seen in Fig. 4 (right) it allows to combine two symmetrical workspaces  
to an overall workspace which is almost twice as big as the single workspaces. Both of these 
workspaces are not diminished by direct kinematic singularities within them, allowing for 
their complete utilization. However, the transition between these two workspaces requires, 
that several singularities have to be passed and several other workspaces have to be crossed. 
Each of the workspaces corresponds to a specific working mode, also called IKP-
configuration, where an IKP-configuration is characterized as follows: For a given position 
of the platform there are two possible positions of the carriage in each of the three kinematic 
chains  which will be described as . They correspond to different 
solutions of the inverse kinematic problem. With this definition a complete IKP-
configuration can be uniquely described using the vector . The two 
workspaces, the robot is going to be used in (Fig. 4) are based on the IKP-configurations 

] and   and are called the two working configurations. To switch 
between them several transition workspaces have to be passed. Due to the multitude of 
transition configurations there are several possibilities finding a way from one working 
configuration to the other one, of which one path is shown in Fig. 5 (a)-(d). In addition to the 
configurations to be passed, corresponding workspace sections parallel to the y-z-plane are 
shown in the figures. 
 

 
Fig. 5. Changing the working configuration 
 
The total approach to switch between the two working configurations is explained in 
(Budde et al., 2008) and in (Budde, 2009) in more detail. For the calibration approach it is 
most essential to pass the singularity of type 2. Hence we focus on Fig. 5 (c) which shows the 
crossing of a type two singularity in position C. Similarly to the procedure described in 
section 4.1 the approach is as follows. First the endeffector is placed above the singularity 
(position 5) depicted by the black line within the workspace. At this point the robot system 
is underactuated by releasing the upper actuator. Forcing the other two actuators to remain 
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at a constant position, the endeffector driven by gravity starts moving on a circular path. It 
passes the type 2 singularity in position C and finally reaches a non singular position 6 in 
which the released actuator can be activated again. Due to the temporary underactuation of 
the system, the risk of damage is avoided and the endeffector can reliably travel through the 
singularity. As for the simple manipulator shown above it becomes apparent that the 
released actuator changes its direction of movement exactly in the point of the singularity, 
thus allowing for experimental singularity detection. In the description of the proposed 
approach a particular IKP-configuration was chosen for passing direct kinematic 
singularities in the workspace of the TRIGLIDE robot and the upper actuator was released. In 
the same manner also one of the other actuators could have been released with the two 
remaining motors locked at the same time. Moreover, the singularity of type 2 not 
necessarily needs to be passed in the depicted position. Indeed, because the singularity 
builds a continuous surface in space (figure 3), it is possible to cross it at different positions 
even in other IKP-configurations and to collect enough information in order to allow for a 
complete calibration of the TRIGLIDE robot.  

 
5.2 Experimental results
With the working configuration change procedure available as a robot command, 
singularity based calibration has been implemented on the TRIGLIDE robot system in a way 
so that calibration can be completely automatically performed. This means that once a 
special robot program is executed the whole calibration process is started and runs without 
a need for user interaction. First tests prove the principal functionality of the technique, 
however, it turns out that the absolute accuracy reached by the method is not sufficiently 
good. A critical review makes us believe that this is mainly due to elastic structure 
deformations occurring during singularity passing which finally result in disturbed 
measurement data. As a remedy the implementation is changed in a way that the singularity 
passing process is manually supported. By this means dynamics during singularity passing  
is significantly reduced thereby decreasing elastic deformation influence. Indeed, by this 
means the results can be drastically improved. 
A typical calibration result is depicted in Fig. 6. It shows the position error, which is the 
difference between a computed and a measured target position at 125 equally distributed 
control configuration in each of the two working configurations [+1 +1 +1] and [-1 -1 -1] of 
the robot. The real position is measured by means of a Leica-lasertracker system while the 
computation of a corresponding value is accomplished by the DKP-solution as a function of 
the measured motor coordinates. As can be seen by the results, the initial accuracy of the 
robot is already quite good with maximum positioning deviations of approx. 0.6 mm. 
However the accuracy can be significantly improved by the proposed singularity based 
calibration method so that the remaining absolute positioning error after calibration is 
approx. 0.36 mm in maximum. Mean value as well as the standard deviation of the 
positioning error over the 250 control configurations also take better values after calibration 
compared to the uncalibrated case. 
 

 

 
Fig. 6. positioning error at each control position of the validation routine. 

 
6. Conclusion
 

For the first time a robot calibration approach has been presented that does exclusively rely 
on the information delivered by the robot-system itself. Hence, as neither additional sensors 
nor special constraint devices are required in order to apply parameter identification 
methods, the proposed technique is very economical and easy to use. It is thus especially 
convenient to be used in small and medium sized companies which do neither own special 
robot calibration equipment nor have professional skilled robot calibration experts. The 
basic idea of the new calibration scheme has been explained from a theoretical point of view 
by means of a simple example structure and subsequently validated through experiments by 
means of a more complex spatial parallel structure. The obtained results emphasize the 
promising potential of the approach.  
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1. Introduction      
 

In the development of modern robot manipulators, it is required that the robot controller 
has the capability to overcome unmodeled dynamics, variable payloads, friction torques, 
torque disturbances, parameter variations, measurement noises which can be often 
presented in the practical environment.  
The objective of this chapter is to provide the reader with an overview on advanced 
nonlinear control techniques of a rigid robot manipulator. In nonlinear control field, a 
common strategy is called model based control, which can be derived from the 
mathematical model of the system. However, in case of robot manipulator, it is weakened 
by inaccuracies present in the robot model, where the performance of the control algorithm 
is not guaranteed. As mentioned above, these inaccuracies can be defined as parametric 
uncertainties, unmodeled dynamics, and unknown external disturbances. To overcome the 
uncertainties’ drawback, robust nonlinear control can be a solution. The goal of robust 
control is to maintain performance in terms of stability, tracking error, or other 
specifications despite inaccuracies present in the system. 
In this chapter we present two nonlinear model based control strategies: the feedback 
linearization control and a nonlinear model predictive control for rigid robot manipulator. 
We first consider the dynamic of the robot manipulator driven by the Euler-Lagrange 
equations. Based on this general representation, we are able to derive equations of the 
nonlinear controller for both strategies. Then, a robustness study is carried out through 
compensation of the system inaccuracies. Two methods are used; the first one is based on 
the theory of guaranteed stability of uncertain systems, while the second is figured out 
using the nonlinear control law. 
The computation of the nonlinear model based control assumes that all state variables are 
available. In case of robot manipulators, it implies the presence of additional sensors in each 
joint such as velocity measurements. They are often obtained by means of tachometers, 
which are perturbed by noise, or moreover, velocity measuring equipment is frequently 
omitted due to the savings in cost, volume, and weight. Model-based observers are 
considered very well adapted for state estimation and allow, in most cases, a stability proof 
and a methodology to tune the observer gains, which guarantee a stable closed loop system. 
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In this chapter, nonlinear observer is discussed for state variables estimation. It is a 
powerful tool to handle nonlinear and uncertain systems, which is the case of the robot 
manipulator. 
Finally, the coupling between the nonlinear model based control and the state observer is 
discussed and the global stability of the closed loop system is proven theoretically via 
Lyapunov stability theory. 

 
2. Robot modeling  
 

In this chapter, the nonlinear control laws will be developed for rigid robot manipulators. 
Therefore, the design and control of such robots require mathematical model of the process. 
The dynamic of n-link rigid robot manipulator is driven by the Euler-Lagrange equations as 
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where q(t)n is the vector of the angular joint positions, which are the generalized 
coordinates and assumed available by measurement. u(t)n is the vector of the driving 
torques, which are the control inputs. D(q)n×n, D(q) = D(q)T > 0 is the link inertia matrix. 
C(q, q  ) q n is the vector of the Coriolis and centripetal torques. G(q)n is the vector of 
gravitational torques. The outputs to be controlled are the joint angles in the robot. For more 
detail about robot modeling, the reader can refer to (Spong et al., 2006; Kozłowski, 2004). 
The practical implementation of the control law for robot manipulators requires 
consideration of various sources of uncertainties such as modeling errors, unknown loads, 
and computation errors. In order to get the real values of the system elements, the 
uncertainties of the system, error or mismatch represented by Δ(.), are added to the 
computed or nominal values represented by (.)0. Therefore, the matrices are rewritten as 
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Moreover, the frictions Fr(t)n, considered as unmodeled quantities, and the external 
disturbances b(t)n are added to the robot model (1), which becomes 
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Then, after simplification, the model dynamic of the robot is given by  
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η is called uncertainty, which is defined by 
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It includes unmodeled quantities, parametric uncertainties, and external disturbances. 
In a state space form, the nonlinear system of the robot model (4) can be written as 
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The output vector of angular positions to be controlled is  
 

                                               y = h(x) = C x                                                             (8) 
 
where C = [In×n  0n×n ], and I: identity matrix. The functions f(x), g(x) and h(x): n→n are 
assumed to be continuously differentiable a sufficient number of time.  
First, the development of the control laws will be carried out for the undisturbed system 
where the uncertainties are not included in the analysis. Then, a robust control is studied 
through a compensation of the uncertainties by estimation.  

 
3. Nonlinear model based control of robot manipulators 
 

3.1 Feedback linearization control 
Feedback linearization is one of the most important strategies for nonlinear control design. 
There are two general types of linearization: input-state linearization and input-output 
linearization. Necessary and sufficient conditions have been established for each type of 
linearization. For a given nonlinear system, these conditions can be checked to determine if 
the system is linearizable (Corriou, 2004; Nijmeijer & Van der Schaft, 1990; Isidori, 1985; 
Isidori & Ruberti, 1984). 
In this chapter, we will study the feedback linearization, based on input-output 
linearization, of a rigid robot manipulator.  The idea is to differentiate the output y, using 
Lie derivatives, to obtain an expression where the input u appears explicitly. The number of 
times of differentiation is called relative degree.  
Definition 1: The Lie derivative of function hj(x) along a vector field f(x) = ( f1(x)... fn(x)) is 
given by 

                                                               
 




n

i
i

i

j
j f

x
h

hL
1

)() x (xf
                                                       (9) 

Iteratively, we have 

                                                                   









 )( 1

0

j
i

fj
i

jj

hLLhL

hhL

ff

f

 

                                                       (10) 

 



Advanced Nonlinear Control of Robot Manipulators 109

 

In this chapter, nonlinear observer is discussed for state variables estimation. It is a 
powerful tool to handle nonlinear and uncertain systems, which is the case of the robot 
manipulator. 
Finally, the coupling between the nonlinear model based control and the state observer is 
discussed and the global stability of the closed loop system is proven theoretically via 
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where C = [In×n  0n×n ], and I: identity matrix. The functions f(x), g(x) and h(x): n→n are 
assumed to be continuously differentiable a sufficient number of time.  
First, the development of the control laws will be carried out for the undisturbed system 
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through a compensation of the uncertainties by estimation.  
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In this chapter, we will study the feedback linearization, based on input-output 
linearization, of a rigid robot manipulator.  The idea is to differentiate the output y, using 
Lie derivatives, to obtain an expression where the input u appears explicitly. The number of 
times of differentiation is called relative degree.  
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and, along another vector field g(x) = ( g1(x) ... gn(x)),  
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Definition 2: The system is said to have a relative degree r if 
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Then, r is the number of differentiation times to appear the input u in the expression of y. 
Differentiating the output, using Lie derivatives and the nominal robot state model (6) 
(without uncertainties), we have 
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where, y = x1 = q, and the relative degree for input u is r = 2.  
The principle of linearization control law is to get a linear system, where the output is 
influenced by an external input v only through a chain of two integrators as  
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Then, the control law is carried out as 
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It is possible to realize a pole-placement by imposing v as 
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where, K1 = diag(k1i),  K2 = diag(k2i),  i = 1, …, n 
Applying the control law (15) with the external input (16), the tracking error ey(t) = y − yr 
satisfies the second linear equation 
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and, hence, the error dynamics are determined by the choice of K2 and K1, so that the 
characteristic equation is Hurwitz. 
 
 
 
 

 

3.2 Nonlinear model based predictive control 
Model based predictive control (MPC) is considered an effective control method handling 
with constraints, nonlinear processes and disturbances. This control strategy requires an 
optimization method to solve for the control trajectory over a future time horizon based on a 
dynamic model of the process (Bordon & Camacho, 1998; Hedjar & Boucher, 2005; Hedjar, 
et al., 2002; Klančar & Škrjanc, 2007; Vivas & Mosquera, 2005).  
The objective of the nonlinear model based predictive controller is to carry out a control law 
u(t) in order to track the desired output trajectory yr at the next time (t+τ) through 
minimization of a general form of the cost function defined as 
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where ey(t+τ) is a predicted error, y(t+τ) is a τ-step ahead prediction of the output (angular 
positions) and  τ > 0 is a prediction horizon . 
In order to minimize the cost function (18), it is needed to define a prediction model for the 
behavior of the output in the moving time frame. As the robot model (6) is known, a 
mathematical tool based on Taylor series expansion can be used to develop the prediction 
model.  
By definition, the Taylor series expansion is carried out using Lie derivatives and given by 
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where ri is the relative degree. 
Based on this expansion, the prediction model for robot model is expressed by 
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Using the output differentiations (13), we have 
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Then, the prediction model (20) is rewritten as 
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Then, r is the number of differentiation times to appear the input u in the expression of y. 
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where, y = x1 = q, and the relative degree for input u is r = 2.  
The principle of linearization control law is to get a linear system, where the output is 
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Model based predictive control (MPC) is considered an effective control method handling 
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optimization method to solve for the control trajectory over a future time horizon based on a 
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minimization of a general form of the cost function defined as 
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where ri is the relative degree. 
Based on this expansion, the prediction model for robot model is expressed by 
 

                                                )(
!2

)()()(
2

tttt yy yy                                                   (20) 

 
Using the output differentiations (13), we have 
 

         

  

























































 )()(
0
0

)(),()()(
)(
)(

)(
1

10

1

1

102210
1

10

2

1

tt
t
t

t n

n

uxDxGxxxCxD
x
x

y
y
y

Y

              (21) 

 
Then, the prediction model (20) is rewritten as 
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A similar analysis can be used to carry out the predicted reference trajectory yr  
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where,  
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It is assumed that the information about the derivatives of the reference yr is available. 
The predicted error is given by 
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The optimal control law can be carried out through minimization of a cost function with 
respect to the control input. In this work, two approaches to define the cost function will be 
studied:   

1. A cost function based only on the tracking error. The goals are to show that the use 
of this cost function type allows realizing a pole-placement similar to feedback 
linearization, and designing an uncertainty estimator (section 5. 2) based on the 
control law derived from this specific cost function. 

2. A general form of cost function where the tracking error and the control signal are 
defined over a future horizon.  

 
3.2.1 Cost function based on the tracking error 
The cost function is defined as a quadratic form of the tracking error over a future horizon  
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The control weighting term is not included in the cost function. However, the control effort 
can be achieved by adjusting τr (Chan et al., 1999; Merabet & Gu, 2008). 
Using the prediction model of error (24), the cost function (25) can be simplified as 
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where 
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The necessary and sufficient condition for cost function minimization is 
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Using equations (21) and (26), the condition (27) can be rewritten as 
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Therefore, the optimal control is 
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Finally, the control law (29) becomes 
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with,    K1 = (10/(3τr2))* In×n ,  
            K2 = (5/(2τr))* In×n 
 
From the form of the control law (30) and compared with the linearizing control law (15), it 
can be noticed that they are similar and allow realizing a pole-placement to have a linear 
dynamic of the tracking error of the closed loop system. 

 
3.2.2 General form of the cost function  
The cost function is defined as quadratic forms of the tracking error and weighting control 
over a future horizon 
 

                               
ur

dttdtt TT



00

)()(
2
1)()(

2
1 u ue e yy RQ                                (31) 



Advanced Nonlinear Control of Robot Manipulators 113

 

A similar analysis can be used to carry out the predicted reference trajectory yr  
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The optimal control law can be carried out through minimization of a cost function with 
respect to the control input. In this work, two approaches to define the cost function will be 
studied:   

1. A cost function based only on the tracking error. The goals are to show that the use 
of this cost function type allows realizing a pole-placement similar to feedback 
linearization, and designing an uncertainty estimator (section 5. 2) based on the 
control law derived from this specific cost function. 

2. A general form of cost function where the tracking error and the control signal are 
defined over a future horizon.  

 
3.2.1 Cost function based on the tracking error 
The cost function is defined as a quadratic form of the tracking error over a future horizon  
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The control weighting term is not included in the cost function. However, the control effort 
can be achieved by adjusting τr (Chan et al., 1999; Merabet & Gu, 2008). 
Using the prediction model of error (24), the cost function (25) can be simplified as 
 

                                  
     

   )()()()(
2
1

)()()()()()(
2
1

)()(
2
1

0

0

tttt

dtttt

dtt

T

T

T

r

r

rr

rr

yy

YYΠYY   

 YYΤYYΤ    

 ee


















                             (26) 

where 
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The necessary and sufficient condition for cost function minimization is 
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Using equations (21) and (26), the condition (27) can be rewritten as 
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Therefore, the optimal control is 
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Finally, the control law (29) becomes 
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with,    K1 = (10/(3τr2))* In×n ,  
            K2 = (5/(2τr))* In×n 
 
From the form of the control law (30) and compared with the linearizing control law (15), it 
can be noticed that they are similar and allow realizing a pole-placement to have a linear 
dynamic of the tracking error of the closed loop system. 

 
3.2.2 General form of the cost function  
The cost function is defined as quadratic forms of the tracking error and weighting control 
over a future horizon 
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where, Qn×n is a positive semi-definite matrix and Rn×n is a positive definite matrix, τr 
and τu are respectively the observation horizon of the tracking error and the control horizon. 
We assume that the control signal is constant over the control horizon (u(t+τ) = u(t)). 
Using the same analysis, as in section 3.2.1, the cost function (31) can be rewritten as 
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where the new matrix Π is defined by 
 

                                     








 

32

21

ΠΠ
ΠΠ

 ΤΤΠ T
T d

r




0

)()( Q  

 
The necessary and sufficient condition (27) becomes 
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Then, the optimal control law is given by 
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4. Robust control based on uncertainties compensation 
 

Robust control is considered among the high qualified methods in motion control. The goal 
of robust control is to maintain performance in terms of stability, tracking error, or other 
specifications despite inaccuracies present in the system. The robust motion control problem 
can be solved by designing an estimator to compensate the system uncertainties such as 
unknown external disturbances, unmodeled quantities and mismatched model (Spong et al., 
2006; Kozłowski, 2004; Corriou, 2004; Feuer & Goodwin, 1989; Chen et al., 2000; Curk & 
Jezernik, 2001; Merabet & Gu, 2008; Curk & Jezernik, 2001). 
The uncertainties compensation analysis will be developed for the linearizing control laws 
(15) and (30).  
Using the Lie derivative analysis in (13) about the uncertainties, it can be verified that the 
relative degree for η is r = 2. Then, the control law becomes 
 

            )()(),()()()()()( 1221
1

102110 tKKt  
rrr yxGxxxCxDyyyyxDu            (35) 

 

 

Usually the uncertainties η are unknown. Therefore, estimation is required to compute the 
control law and compensate their effects, and the robust control law is given by 
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There are several approaches to treat the robust control problem. In this chapter two 
methods will be discussed to design the uncertainties estimator; the first one is based on the 
theory of guaranteed stability of uncertain systems, while the second one is based on the 
model control law. 

 
4.1 Estimator based on the theory of guaranteed stability of uncertain systems 
In this section we will detail the so-called theory of guaranteed stability of uncertain 
systems, which is based on Lyapunov’s second method (Spong et al., 2006). 
Substituting the control input (36) in the robot model differentiation (13) plus uncertainties 
η, the tracking error dynamic of the closed loop system is given by 
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where, eη(t) = η(t) – ηest(t) 
In terms of tracking error, the state space model of the dynamic system (37) is given by 
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Since {K1, K2}>0, the matrix A1 is Hurwitz. Thus, for any symmetric positive define matrix Q, 
there exists a symmetric positive defined matrix P satisfying the Lyapunov equation 
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Let define the Lyapunov function candidate 
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where Γ is a positive definite symmetric matrix. 
Using equations (38) and (39), the time derivative of V is given by 
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where, Qn×n is a positive semi-definite matrix and Rn×n is a positive definite matrix, τr 
and τu are respectively the observation horizon of the tracking error and the control horizon. 
We assume that the control signal is constant over the control horizon (u(t+τ) = u(t)). 
Using the same analysis, as in section 3.2.1, the cost function (31) can be rewritten as 
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The necessary and sufficient condition (27) becomes 
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Then, the optimal control law is given by 
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4. Robust control based on uncertainties compensation 
 

Robust control is considered among the high qualified methods in motion control. The goal 
of robust control is to maintain performance in terms of stability, tracking error, or other 
specifications despite inaccuracies present in the system. The robust motion control problem 
can be solved by designing an estimator to compensate the system uncertainties such as 
unknown external disturbances, unmodeled quantities and mismatched model (Spong et al., 
2006; Kozłowski, 2004; Corriou, 2004; Feuer & Goodwin, 1989; Chen et al., 2000; Curk & 
Jezernik, 2001; Merabet & Gu, 2008; Curk & Jezernik, 2001). 
The uncertainties compensation analysis will be developed for the linearizing control laws 
(15) and (30).  
Using the Lie derivative analysis in (13) about the uncertainties, it can be verified that the 
relative degree for η is r = 2. Then, the control law becomes 
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Usually the uncertainties η are unknown. Therefore, estimation is required to compute the 
control law and compensate their effects, and the robust control law is given by 
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There are several approaches to treat the robust control problem. In this chapter two 
methods will be discussed to design the uncertainties estimator; the first one is based on the 
theory of guaranteed stability of uncertain systems, while the second one is based on the 
model control law. 

 
4.1 Estimator based on the theory of guaranteed stability of uncertain systems 
In this section we will detail the so-called theory of guaranteed stability of uncertain 
systems, which is based on Lyapunov’s second method (Spong et al., 2006). 
Substituting the control input (36) in the robot model differentiation (13) plus uncertainties 
η, the tracking error dynamic of the closed loop system is given by 
 

                                          )()()()()( 1
1

012 ttKtKt exDeee yyy
                                          (37) 

 
where, eη(t) = η(t) – ηest(t) 
In terms of tracking error, the state space model of the dynamic system (37) is given by 
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Since {K1, K2}>0, the matrix A1 is Hurwitz. Thus, for any symmetric positive define matrix Q, 
there exists a symmetric positive defined matrix P satisfying the Lyapunov equation 
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Let define the Lyapunov function candidate 
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where Γ is a positive definite symmetric matrix. 
Using equations (38) and (39), the time derivative of V is given by 
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Since there is no information about uncertainties variations, it can be assumed that  (t) = 0 
(Chan et al., 1999). This assumption does not necessarily mean a constant variable, but that 
the changing rate in every sampling interval should be slow.  
From (42), the dynamics of the uncertainties estimation is given by 
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Using the definition (42), it follows that the Lyapunov function V satisfies 0V  along 
solution trajectories of equation (6) because 
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This guarantees that e (t) and eη(t), and therefore ηest(t), are bounded. 
The uncertainties estimation equation (42) can also be written as 
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4.2 Estimator based on the model control law 
From the model dynamic of the robot (4), an estimator for uncertainties can be defined as 
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where, L = ℓ*I 

n×n n×n is a matrix gain, and ℓ is a positive constant (Chen et al., 2000; Chen 
et al., 1999; Feng et al., 2002). 
From the equation (40) and with the assumption  (t) = 0, the dynamic of the uncertainty 
estimator is given by 
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Since L> 0 and D0>0, it can be easily verified that the tracking error of the estimation 
converge to zero. 
Substituting the control law (30) in the observer equation (46), the dynamic of the 
uncertainties estimation is given by 
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Integrating the equation (48), the uncertainties estimation is defined by 
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The advantage of the uncertainties estimator (49) compared to (45) is that it contains an 
integral action, which allows achieving zero steady state error for constant reference inputs 
and disturbances (Corriou, 2004; Cavallo et al., 1999; Feuer, & Goodwin 1989).  

 
5. Nonlinear observer based state estimation 
 

The computation of a model control law, such as linearization control and model predictive 
control, requires angular position and velocity measurements. In the practical robotic 
systems all the generalized coordinates can be precisely measured by the encoder for each 
joint, but the velocity measurements obtained through the tachometers are easily perturbed 
by noises. To overcome these physical constraints, a nonlinear observer can be used for state 
estimation (Kozłowski, 2004; Rodriguez-Angeles & Nijmeijer, 2004; Heredia & Yu, 2000).  
The state space model of rigid robot (6), (7) can be reorganized as 
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where, x1 = q; qx 2 , y is the measurable position vector. 
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The nonlinear state observer based on high gain for the system (50) can be designed, to 
estimate angular positions and velocities, as 
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where, ix̂  (i = 1, 2) are the estimated states; est̂ is the estimated uncertainty carried out from 
(49) with estimated states. 
The estimated nonlinear functions f(.) and g(.) are given by: 
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From (50) and (52), the observer error dynamic is given, in matrix form, by 
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Since there is no information about uncertainties variations, it can be assumed that  (t) = 0 
(Chan et al., 1999). This assumption does not necessarily mean a constant variable, but that 
the changing rate in every sampling interval should be slow.  
From (42), the dynamics of the uncertainties estimation is given by 
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Using the definition (42), it follows that the Lyapunov function V satisfies 0V  along 
solution trajectories of equation (6) because 
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where, L = ℓ*I 

n×n n×n is a matrix gain, and ℓ is a positive constant (Chen et al., 2000; Chen 
et al., 1999; Feng et al., 2002). 
From the equation (40) and with the assumption  (t) = 0, the dynamic of the uncertainty 
estimator is given by 
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Since L> 0 and D0>0, it can be easily verified that the tracking error of the estimation 
converge to zero. 
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where, x1 = q; qx 2 , y is the measurable position vector. 
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The nonlinear state observer based on high gain for the system (50) can be designed, to 
estimate angular positions and velocities, as 
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where, ix̂  (i = 1, 2) are the estimated states; est̂ is the estimated uncertainty carried out from 
(49) with estimated states. 
The estimated nonlinear functions f(.) and g(.) are given by: 
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From (50) and (52), the observer error dynamic is given, in matrix form, by 
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            H1 = h1* In×n , H2 = h2* In×n, and h1, h2 are positive constants. 
 

δ(.) is the disturbance term in the state observer. It is given by 
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The observer gain H is chosen to be a Hurwitz matrix in order to guarantee the convergence. 
In the presence of δ, the observer gains are adjusted as 
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where, 0< ε <<1, and γ1, γ2 are positive constants.  
This adjustment allows making the transfer function from δ to the error small so that the 
estimation error is not sensitive to the modeling error (Wang & Gao, 2003; Khalil, 1999; 
Heredia & Yu, 2000).   
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Integrating the state observer in the control loop, the control law is carried out with the state 
estimation (Rodriguez-Angeles & Nijmeijer, 2004). Based on state observer (52), the model 
control law (36) becomes 
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where, ry yye  ˆˆ  
The disturbance estimator (49) is carried out with the state estimation, which is expressed by 
 

                                       dttKtKtLtest  eee yyy  )(ˆ)(ˆ)(ˆ)(ˆ 12
                                        (58) 

 
Substituting the control law (57) in the equation (13) with estimated states from (52), we 
have the dynamic of the tracking error as 
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Using the state space form, the tracking error system (59) can be written as 
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Using the estimated states of the robot model (52), the uncertainty estimator (46) can be re-
designed as   
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where, est̂ is the uncertainty estimation based on estimated states. 
So, the new error dynamic of the uncertainty estimator, based on estimation state model 
(52), is given by  
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where, 

est ˆˆ e is uncertainty error 

From (62), it can be noticed that the convergence of the uncertainty estimator is related to 
the convergence of the state observer.    
Under the state space form, the tracking error of the global system (robot + state observer + 
controller) can be carried out using error models (54) and (60)  
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Integrating the state observer in the control loop, the control law is carried out with the state 
estimation (Rodriguez-Angeles & Nijmeijer, 2004). Based on state observer (52), the model 
control law (36) becomes 
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Using the estimated states of the robot model (52), the uncertainty estimator (46) can be re-
designed as   
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By an appropriate choice of control parameters Ki (i=1,…,n) and state observer gain H, it can 
be ensured that the matrix A is Hurwitz. Therefore, for any symmetric positive define 
matrix Q, there exists a symmetric positive defined matrix P satisfying the Lyapunov 
equation 

                                                        QPAPA T                                                          (64) 
  
Let define the Lyapunov function candidate 
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Its derivative is given by 
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where min(Q), max(Q) denote the minimum and the maximum eigenvalues, respectively, of 
the matrix Q. 
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Using the last propriety of boundedness, we have 
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The condition, V is definite negative, is held when
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  . Therefore, by LaSalle’s 

invariance theorem, the origin is asymptotically stable. The global asymptotic stability of the 
estimated closed loop system with uncertainties is guaranteed. 

  
7. Simulation results and discussion 
 

We consider the two-link rigid robot manipulator to illustrate the performances of the 
nonlinear model predictive controller (36) with uncertainties compensation expressed by the 
observers (45) and (49) respectively (Merabet & Gu, 2008). The structure of the robot system 
driven by nonlinear model based control law is shown in figure 1.  
 

 

 
 
 
 
 
 
 
 
 
 
 
Fig. 1. Nonlinear model based control for two link rigid robot manipulator 
 
The elements of the two-link robot model are given by  
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For i = 1, 2, qi denotes the joint angle; mi denotes the mass of link i; li denotes the length of 
link i; lci denotes the distance from the previous joint to the center of mass of link i; and Ii 
denotes the moment of inertia of link i (Spong et al., 2006). 
The nominal values of robot parameters are:  
 
Link 1: m1 = 10 kg, l1 = 1 m, lc1 = 0.5 m, I1 = 10/12 kg-m2. 
Link 2: m2 = 5 kg, l2 = 1 m, lc2 = 0.5 m, I2 = 5/12 kg-m2. 
 
The model is simulated with a sample time of 10-4s and the initial values of angular 
positions and velocities are x̂  = [0.1 rad  0 rad/s]T for the state observer, and for the robot 
model x (0) = [0 rad  0 rad/s]T. The parameters of the controller, uncertainties observers and 
state observer are chosen by trial and error in order to achieve accurate performances. 
First, the tracking performance of robot system, driven by the nonlinear model predictive 
control law (36), is tested without the uncertainties observer. The robot system is affected by 
external disturbance b, which has the value 10 in the time interval [0.5s 4s]. The disturbance 
term is included in the robot model and the information about it is not taken into account 
when carrying out the control law. The value of prediction time is τr = 10-3s. The state 
observer gain is taken as H1=H2= [104 0; 0 108]. Figure 2 shows the result for angular 
positions and tracking errors. It can be seen that small tracking errors, for both joints, are 
successfully achieved. However, steady errors occur in the system responses. The present 
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By an appropriate choice of control parameters Ki (i=1,…,n) and state observer gain H, it can 
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For i = 1, 2, qi denotes the joint angle; mi denotes the mass of link i; li denotes the length of 
link i; lci denotes the distance from the previous joint to the center of mass of link i; and Ii 
denotes the moment of inertia of link i (Spong et al., 2006). 
The nominal values of robot parameters are:  
 
Link 1: m1 = 10 kg, l1 = 1 m, lc1 = 0.5 m, I1 = 10/12 kg-m2. 
Link 2: m2 = 5 kg, l2 = 1 m, lc2 = 0.5 m, I2 = 5/12 kg-m2. 
 
The model is simulated with a sample time of 10-4s and the initial values of angular 
positions and velocities are x̂  = [0.1 rad  0 rad/s]T for the state observer, and for the robot 
model x (0) = [0 rad  0 rad/s]T. The parameters of the controller, uncertainties observers and 
state observer are chosen by trial and error in order to achieve accurate performances. 
First, the tracking performance of robot system, driven by the nonlinear model predictive 
control law (36), is tested without the uncertainties observer. The robot system is affected by 
external disturbance b, which has the value 10 in the time interval [0.5s 4s]. The disturbance 
term is included in the robot model and the information about it is not taken into account 
when carrying out the control law. The value of prediction time is τr = 10-3s. The state 
observer gain is taken as H1=H2= [104 0; 0 108]. Figure 2 shows the result for angular 
positions and tracking errors. It can be seen that small tracking errors, for both joints, are 
successfully achieved. However, steady errors occur in the system responses. The present 
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situation can be explained by the fact that the control law has no information about the 
external disturbances in order to compensate their effects. Figure 3 illustrates the induced 
control torque applied to robot manipulator. Note that the control torque lie inside the 
saturation limits. From figure 4, we can observe that the estimation errors are good although 
the presence of steady errors in the responses. As shown in the equation of state observer 
(52), the information about uncertainties is needed to have an accurate performance. 
 

 
Fig. 2. Angular positions and tracking errors of distributed system without uncertainties 
compensator.  ……. reference,              estimate 
 

 
Fig. 3. Induced torque control produced from the nonlinear model predictive controller 

 

 
Fig. 4. Error estimation of the nonlinear state observer (controller without compensation) 
 
Then, the uncertainties observers (45) and (49) are applied to the control law (36) 
respectively. The matrix P has the value [106 0; 0 106] and Γ= In×n for the observer (45), and 
L=[102 0; 0 102] for the observer (49). Figure 5 illustrates the angular positions and tracking 
errors of the system with uncertainties compensators. The steady error is vanished 
completely with the compensator (49), which means that the disturbance is well rejected. 
However, with the compensator (45), the steady error is only reduced compared with the 
results in figure (2).The elimination of steady errors by the compensator (49) can be 
explained by the presence of the integral action. It is known in control theory that an 
integral action achieves zero steady state error for constant reference inputs and 
disturbances. The same observation can be noticed in the result of state estimation errors 
shown in figure 6, where the uncertainties, carried out by the compensator (49), are included 
in state observer. 

 
Fig. 5. Angular positions and tracking errors of distributed system with uncertainties 
compensator.   ….. reference,             estimate with compensator (45) ,           estimate with 
compensator (49) ….. tracking error with compensator (45),            tracking error with 
compensator (49) 
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Fig. 6. Error estimation of the nonlinear state observer (controller with compensation) 
 
In case of mismatched model, an unknown load carried by the robot is regarded as part of 
the second link, then the parameters m2, lc2, I2 will change, m2+Δm2, lc2+Δlc2, I2+ΔI2, 
respectively. The variations values are Δm2 = 1.5, Δlc2 = 0.125, ΔI2 = 1/12. Also, the friction 
(Coulomb and viscous friction) given by Fr(x2)=Fc sign(x2)+Fvx2, with values Fc=Fv =diag(5, 5), 
are added to the robot model. The same parameters values of the controller, disturbance 
observer (45) and state observer are used as declared above. However, the gain of 
compensator (49) is decreased L = [70  0; 0  70]. As shown in figure 7, in case of the 
compensator (49), the errors occur in transient response, for this raison the gain is decreased, 
then reach zero. In case of the compensator (45), the errors in transient response are smaller 
than in the first case, but they do not reach zero like the other observer.  
 

 
Fig. 7. Angular positions and tracking errors of mismatched model with uncertainties 
compensator. ….. reference,                estimate with compensator (45) ,            estimate with 
compensator (49). ….. tracking error with compensator (45),            tracking error with 
compensator (49) 

 

The results show that the tracking performance is successfully achieved and the effect of 
external disturbance is well rejected with the compensator (49). Concerning the unmodeled 
quantities and parametric uncertainties, the nonlinear model predictive controller, 
combined with uncertainties observer, deals well with their variations. It can be mentioned 
also that the state estimation, given by the nonlinear observer, is accurate for the tracking 
performance. The accuracy of the estimated nonlinear model predictive control combined 
with the compensator (49) is justified by the presence of the integral action, which eliminates 
steady state error. 

 
8. Conclusions and future work 
 

This chapter has presented some methods of advanced nonlinear control for robot systems. 
However, to cover all issues related to nonlinear control in detail will demand more than a 
chapter. The study has focused on model based control where a model dynamic of the 
process is needed to carry out the control law. 
Two nonlinear control approaches have been detailed in this work. A feedback linearization 
control based on input-output linearization has been developed using differential-geometric 
methods for nonlinear systems. Then, a model based predictive control has been discussed 
for a nonlinear control design to robot manipulators. The predictive control law minimizes a 
cost function for the control trajectory over a future time horizon. The control solution has 
been analytically derived, with no need of an online optimization, which enables fast real-
time implementation.  
Because of the uncertainties present in the system, a robustness strategy has been studied to 
enhance the tracking response of the system. Two methods have been investigated to deal 
with system uncertainties. One method is based on the theory of guaranteed stability of 
uncertain systems, which results to an observer taking information from the system tracking 
errors. The other one is an observer derived from the nonlinear model control law. It 
contains an integral action on system tracking errors. This type of control strategy is robust 
with respect to modeling errors, very effective in disturbance rejection, and gives no steady 
error caused by either parameters uncertainties or external disturbances.  
The development of these control strategies is related to the dynamic model of the process. 
In case of missing information about the system states, a version of control law based on 
state has been carried out with the quantities, angular positions and velocities, issued from a 
nonlinear state estimator. It has been shown that the tracking performance is achieved 
successfully when the uncertainties are well compensated. 
The issue of global stability of the closed loop system has been proved analytically via 
Lyapunov stability theory.  
The nonlinear control laws developed in this chapter are based on a dynamic model of the 
process. However, it is well known that mathematical representation of a dynamic model 
does not refer accurately to the reality. This is why it is very important to add to the control 
strategy a robustness analysis in order to compensate the uncertainties present in the 
dynamic model. As an alternative of this approach, intelligent control based on the process 
behavior can be considered as a solution for tracking motion of robot manipulators. 
Intelligent control achieves automation via the emulation of behavioral intelligence such as 
biological intelligence (e.g., the use of neural networks and genetics for control); the use of 
human’s knowledge to design a smart control methodology (fuzzy control). This research 
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area is very wide and the issues of modeling, mathematical stability, convergence and 
robustness analysis for learning systems must be investigated to design an accurate 
controller. 
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1. Introduction 
 

The modern hard disk drive (HDD) head positioning systems may be regarded as excellent 
example of mechatronics systems consisting of different components – subsystems: electrical 
(driving motors – actuators, flexible printed circuits, writing and reading heads etc.), 
mechanical (bearings, air bearings, swing arm, suspensions etc.) and electronics (power 
amplifiers, control system etc.). In this chapter we will focus only on the mechanical system 
of head positioning system, which usually consist of following components: main swing 
arm (so-called E-block) fixed with moving coil of the VCM (voice coil motor) motor, 
suspensions of the sliders, sliders with writing and reading heads. All of these elementary 
components (assumed to be stiff and rigid enough) are connected to each other and these 
connections may be treated as rotary or prismatic joints. Modern head positioning systems, 
beside fundamental VCM motor (which plays the role of fundamental source of driving 
torque), are equipped with additional micro-actuators for better track tracing or rejection of 
the internal and external disturbances. Usually the head positioning systems equipped with 
auxiliary micro-actuators are called as dual-stage (DS) positioning system. The dual-stage 
positioning systems may be classified according to kinds of auxiliary micro-actuators and 
place where the macro-actuators are attached to kinematic chain of head positioning system. 
For auxiliary micro-actuators very often the PZT (piezoelectric) micro-actuators or 
electrostatic MEMS (micro-electro-mechanical systems) micro-actuators are used. PZT 
micro-actuators are often placed between and tip of E-block and the beginning of slider and 
head suspension (Rotunno et al., 2006) and actuate the suspension or play the role of the 
sensor for vibration sensing (Huang et al., 2005), or they are placed between suspension and 
slider and drive slider directly (Hong et al., 2006). The MEMS micro-actuator in HDD head 
positioning systems, for the sake of relatively small dimensions and small generated forces 
(torque), are put between suspension and slider (drive slider directly) or they are placed 
between slider and heads (drive the heads directly). Some different and very interesting 
ideas for direct drives of HDD heads is presented in (Schultz, 2007), where thermal 
expansion of head pole tip is used for approaching the head to disk surface during write 
process. All presented mathematical models of head positioning systems are prepared for 
analysis of its cooperation only with one side of data disk. Some of proposed mathematical 

8
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models take into account mutual interactions between auxiliary micro-actuator and main 
VCM motor, but they do not take into account this mutual interactions when positioning 
system is equipped with more then one micro-actuator. In this chapter mathematical model 
of head positioning system cooperating with more then one side of data disk will be 
derived. Firstly the real kinematic structure of HDD positioning system will be decomposed 
into elementary joints and links, that allows writing them in terms of open kinematics chain 
of small robot manipulators. Next the kinematic chains will be extended to multilayer 
kinematics chains. Secondly for multilayer kinematic chains of positioning system (using 
commonly known mathematical methods used in robot dynamics) mathematical model will 
be formulated and written in terms of Lagrange equations. During the mathematical model 
formulation the block matrix will be used for inverting the dynamics matrix of head 
positioning system. Finally the general method for dynamic matrix inversion for more 
complicated kinematic chains of positioning system will be given and carefully discussed. 

 
2. Kinematic structure of HDD positioning system 
 

2.1 Exemplary modern head positioning systems 
The mechanical construction of head positioning system is strongly related with data areal 
density. Data areal density denotes the amounts of data which may be stored on unit area of 
data disk, and it is expressed in gigabits per square inch (Gb/in2). Nowadays the data areal 
density in HDD reaches values up to several hundreds of  Gb/in2 (Trawiński & 
Kluszczyński 2008). For small areal densities (less then few tens of Gb/in2) and resulting 
relatively width data track, the commonly used structures of HDD positioning systems were 
equipped with only one driving motor – VCM motor. Such a system forms one degree of 
freedom (1 DoF) mechanical system, usually equipped with massive E-block. Basic structure 
of positioning head system is presented in Fig.1; this positioning system operates with data 
areal densities reaching 15 Gb/in2.  
 

 
Fig. 1. Head positioning system for low data areal densities 
 
In the Fig. 1 the numbers in the circles denote: (1) – E-block, (2) – sliders and heads 
suspensions, (3) – flexible printed circuit, (4) – VCM motor armature coil, (5) – pivot. This 
positioning system cooperated with spindle system consisting of set of three data discs. 
Another example of head positioning system which cooperates with data areal densities 
reaching 50 Gb/in2 is presented in Fig. 2. Number in circles denotes this same part of 
positioning system like this presented in Fig. 1. 

 

 
Fig. 2. Head positioning system for medium data areal densities 
 
 It is easy to spot that system presented in Fig. 2 is ready to cooperate only with one side of 
data disc. Basing on this two discussed positioning system it is very difficult to eliminate or 
suppress all internal disturbances such like: suspension air induced vibration, pivot 
nonlinearities, structural resonances of E-block, repeatable run-out (RRO) and non-
repeatable run-out (NRRO) of data track due to rotation of spindle system (Wang & 
Krishnamurthy, 2006). This problem may be solved for example by utilising auxiliary 
macro-actuators or improvements in control system. (Chen & Horowitz, 2001) for this 
reason were proposed the silicon actuated suspension over PZT and achieved range of head 
motion (generated by PZT micro-actuator) about ±1.3 m at ±30 V supply. In Fig. 3 
exemplary and simplified view of PZT micro-actuator for suspension actuation (which is 
placed between end tip of E-block and beginning of suspension) is presented (Jiang et al., 
2007), (Rotunno et al., 2006). 
 

 
Fig. 3. Exemplary PZT micro-actuator for suspension actuation 
 
In Fig. 3 the numbers in the circles denote: (1) and (2) – PZT stripes acting (extends) in 
opposite directions under voltage supply, (3) – end tip of E-block, (4) – flexible part - 
gimbals, (5) – place for suspension attaching. 
Another example of PZT actuated suspension is presented in (Koganezawa & Hara, 2001) 
but this time the sheer-mode PZT where used to generate head motion. They achieved the 
motion of head in range of ± 0.5 m at ± 30 V supply.  
Placing the PZT micro-actuator between suspension and end tip of E-block may result 
(during PZT operation) in structural resonance excitation in suspension, thus certain 
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of positioning head system is presented in Fig.1; this positioning system operates with data 
areal densities reaching 15 Gb/in2.  
 

 
Fig. 1. Head positioning system for low data areal densities 
 
In the Fig. 1 the numbers in the circles denote: (1) – E-block, (2) – sliders and heads 
suspensions, (3) – flexible printed circuit, (4) – VCM motor armature coil, (5) – pivot. This 
positioning system cooperated with spindle system consisting of set of three data discs. 
Another example of head positioning system which cooperates with data areal densities 
reaching 50 Gb/in2 is presented in Fig. 2. Number in circles denotes this same part of 
positioning system like this presented in Fig. 1. 

 

 
Fig. 2. Head positioning system for medium data areal densities 
 
 It is easy to spot that system presented in Fig. 2 is ready to cooperate only with one side of 
data disc. Basing on this two discussed positioning system it is very difficult to eliminate or 
suppress all internal disturbances such like: suspension air induced vibration, pivot 
nonlinearities, structural resonances of E-block, repeatable run-out (RRO) and non-
repeatable run-out (NRRO) of data track due to rotation of spindle system (Wang & 
Krishnamurthy, 2006). This problem may be solved for example by utilising auxiliary 
macro-actuators or improvements in control system. (Chen & Horowitz, 2001) for this 
reason were proposed the silicon actuated suspension over PZT and achieved range of head 
motion (generated by PZT micro-actuator) about ±1.3 m at ±30 V supply. In Fig. 3 
exemplary and simplified view of PZT micro-actuator for suspension actuation (which is 
placed between end tip of E-block and beginning of suspension) is presented (Jiang et al., 
2007), (Rotunno et al., 2006). 
 

 
Fig. 3. Exemplary PZT micro-actuator for suspension actuation 
 
In Fig. 3 the numbers in the circles denote: (1) and (2) – PZT stripes acting (extends) in 
opposite directions under voltage supply, (3) – end tip of E-block, (4) – flexible part - 
gimbals, (5) – place for suspension attaching. 
Another example of PZT actuated suspension is presented in (Koganezawa & Hara, 2001) 
but this time the sheer-mode PZT where used to generate head motion. They achieved the 
motion of head in range of ± 0.5 m at ± 30 V supply.  
Placing the PZT micro-actuator between suspension and end tip of E-block may result 
(during PZT operation) in structural resonance excitation in suspension, thus certain 
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proposition in (Hong et al. 2006) was given for direct drive of the slider. Exemplary view of 
PZT actuated slider is presented in Fig. 4. 
 

 
Fig. 4. Exemplary PZT actuated slider 
 
In Fig. 4 the numbers in the circles denote: (1) and (2) – PZT stripes which are bending under 
voltage supply, (3) – flexible part – gimbals, (4) – slider, (5) – place for suspension attaching.  
Using higher rate of sampling frequencies in servo system, reducing NRRO and RRO, 
reducing air induced vibration due to spoiler (attached over spinning disk) is possible to 
push the border of areal density when the auxiliary actuation will be inevitable (Sugaya, 
2006).  

 
2.2 Decomposition of head positioning system into joints and links 
The mechanical subsystem of head positioning system, as it was mentioned before, may be 
represented as a set of stiff links connected by rotary or prismatic joints with one degrees of 
freedom. In chosen joint may act torque (or forces) generated by main motor and auxiliary 
micro-actuators. Such a set of links and joints is very similar to kinematic chain of small 
robot manipulators. But the fundamental difference is in range of motions arising in every 
joints. In the robot manipulators joints the ranges of motion are usually high and almost 
equal to each other. In case of head positioning systems the angular rages of joint motions 
differ very much. Motion of the main joint usually covers the angle between 30 to 40 degrees 
for 3.5 inch disk drives, for smaller drives equipped with 2 inch disk (or smaller in diameter) 
the range of angular motion may by smaller then 30 degrees. For another joints the values 
for angular motion are small (usually few degrees or fraction of degree or micro-degree, 
except (Sarajlic et al., 2009)) and depending on kind of auxiliary micro-actuator and its place 
in kinematic chain (Sarajlic et al., 2009). For these reasons we may assume forgoing 
correlation between real parts of head positioning system and hypothetical robot 
manipulator kinematic chain: 
- the fundamental kinematic pairs consist of HDD frame and housing, E-block and VCM 

armature coil which are connected by rotating joint (pivot). On this joint act torque 
generated by VCM motor and torque (force) generated by flexible printed circuit (this 
effects will be further omitted for simplicity). The first rotary joint will be treated as 
perfect rotary joint (with one degrees of freedom) without any nonlinearities (this is 
very serious simplify assumptions). Problem of pivot nonlinearities is discussed in 

 

(Ohno & Horowitz, 2005). The fundamental link (HDD frame and housing) will be 
called as “base” and second link (E-block, VCM coil)  will be called as “bough”. 

- The second kinematic pair consists of E-block and suspension connected with rotary 
joint. On this joint may acts torque (force) generated by PZT micro-actuator or 
alternatively spring torque (force), because connection between E-block and suspension 
is flexible in predominant cases.  

- The third kinematic pair consists of suspension and slider which are connected by 
gimbals, but this kind of connections may be alternatively regarded as rotary or 
prismatic. Slider forms the fourth link. 

- The fourth kinematic pair consists of slider and heads (reading head – magneto-
resistive and writing heads – electromagnetic) connected to each other by means of 
prismatic joint. The set of heads forms the fifth link. 

All links from third to fifth constitute the “branch” links. Number of links belonging to 
branch may vary and it depends on simplification made on kinematic chain of head 
positioning system. In illustrative way, the correlations between parts of real head 
positioning system and its robot manipulator kinematic chain equivalent representation is 
shown in Fig. 5. 
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Fig. 5. Positioning system represented as  manipulator 
 
On the right side in Fig. 5 the simplified kinematic chain diagram is presented. The signs “x” 
denote joints which may be either rotating or prismatic. The first joint (in Fig.5) is rotating 
with rotating axis lie in the plain of drawings (and it is perpendicular to the bough). Basing 
on this schematic representation same kinematic chains of head positioning system 
presented in (Huang & Horowitz, 2005) may be represented in forthcoming figures. The 
head positioning system presented in (Huang & Horowitz, 2005) uses two sources of torque 
(force), one generated by VCM motor and the second (force) is generated by MEMS micro-
generator (which drives directly the slider), so the simplified schematic representation of 
this manipulator is presented in Fig.6 and consists of two rotary joints (with rotating axis 
perpendicular to each other) and one prismatic joint (represented MEMS actuated slider). 
The second joint with rotating axis perpendicular to the plain of page is, in Fig.6, denoted by 
circle. The square with cross inside denotes, in Fig. 6, the prismatic joint. 
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On the right side in Fig. 5 the simplified kinematic chain diagram is presented. The signs “x” 
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Fig. 6. Manipulator with 3 degrees of freedom 
 
In Fig.6 in first joint acts VCM motor but second joint is not actuated – this is passive joint 
(Trawiński, 2007). The schematic representation of manipulator of positioning system which 
may be constructed basing on (Sarajlic et al., 2009) is presented in Fig. 7.  
 

Bough Branch

Base

First 
joint

Second 
joint

Third 
joint

Slider

Bough Branch

Base

First 
joint

Second 
joint

Third 
joint

Slider
 

Fig. 7. Manipulator with 3 degrees of freedom 
 
Kinematic chain of above mentioned manipulator consists of three rotating joints. The last 
rotating joint is driven by electrostatic MEMS 3-phase stepper motor (Sarajlic et al., 2009). 
This solution allows to compensate skew of reading and writing heads (Sarajlic et al., 2009). 
The second joint, as it was in previous case, is not actuated.  

 
2.3 Multilayer head positioning system 
Most of presented and known mathematical models of head positioning system assume its 
cooperation only with one side of data disk. It allows for analysis of internal dynamic 
interaction between parts of positioning systems, but does not take into consideration 
mutual interactions between multiple sets of suspensions and heads which cooperate with 
other sides of data disk. These mutual interactions may be shown only when the kinematics 
chain will be extended by another suspensions, sliders and heads which cooperate with the 
other sides of data disk. In our simplified schematic representation, presented in Figs. 6 & 7, 
for preparing them to cooperate with two sides of data disk, we have to add another branch. 
If it is done the schematic representation of kinematic chains look like these presented in 
Fig.8.  
 

disk 1 disk 1
Bough

Branch

Base Base

Bough

Branch

Branch

Branch

a) b)

disk 1disk 1disk 1 disk 1disk 1disk 1
Bough

Branch

Base Base

Bough

Branch

Branch

Branch

a) b)

 
Fig. 8. Schematic view of positioning system  manipulators capable of cooperation with two 
sides of data disk 

 

When the head positioning system cooperates with set of two disk, and each side of disks is 
in use for data storing, then simplified kinematics chain will consist of four branches.  
Similarly for more additional disk the number of branches increases gradually for two 
branches for each disk. The positioning system now consists of multiple layer, one layer 
include single branch and one disk side.  Such positioning system with multiple number of 
layers included branches, disk sides and bough will be further called as multilayer head 
positioning system. The individual branches, which belong to different layers, will be 
denoted by small letters  starting from “a”, every link of chosen branch will be assigned by 
number (starting form “2” upwards) and letter coincide with branch sign. The joints 
belonging to chosen branch will be denoted by letter coincide with the sign of branch and 
number (starting from “2” upwards). Bough link will be denoted by “1” and first joint by 
“(1)”. The simplified schema of exemplary multilayer head positioning system, with 
symbols of branches etc., is presented in Fig. 9.  
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Fig. 9. Simplified schema of multilayer manipulator 
 
For further consideration the multilayer kinematics chain presented in Figs. 8a) & 9 will be 
chosen, on its background the mathematical model will be formulated. The analysis of 
kinematics chains presented in Figs. 7 & 8.b) is discussed in (Trawiński & Kluszczyński, 
2008).  

 
3. Mathematical model of multilayer head positioning system 
 

3.1 Dynamics matrix formulation 
In matrix notation the Lagrange equations are given by: 
 

   Dq Cq G τ  (1) 
 
here and subsequently D – denotes dynamic matrix, C – centrifugal and Coriolis force 
matrix, G – gravitational forces and torque,  – driving torque vector, q – vector of 
generalized displacements. 
The Lagrange equation is a set of second order differential equation, and for convenient 
calculation should be rewritten into normal form: 
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Kinematic chain of above mentioned manipulator consists of three rotating joints. The last 
rotating joint is driven by electrostatic MEMS 3-phase stepper motor (Sarajlic et al., 2009). 
This solution allows to compensate skew of reading and writing heads (Sarajlic et al., 2009). 
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For further consideration the multilayer kinematics chain presented in Figs. 8a) & 9 will be 
chosen, on its background the mathematical model will be formulated. The analysis of 
kinematics chains presented in Figs. 7 & 8.b) is discussed in (Trawiński & Kluszczyński, 
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matrix, G – gravitational forces and torque,  – driving torque vector, q – vector of 
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
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

1( )ω D τ Cω G
q ω
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which consist of the set of two first order differential equations (second set is related with 
generalized speeds). In equations (1) and (2) is present the dynamic matrix, which can be 
derived from kinetic energy of whole multilayer head positioning system. The kinetic 
energy of this system may be expressed in quadratic form which include the dynamic 
matrix, as follows: 
 

  1
2

TT q Dq  (3) 

   
When motion analysis of “j” – link will be carried out according to its centre of masses, then 
kinetic energy may be expressed in sun of two terms – translational and rotational terms of 
kinetic energy, therefore whole kinetic energy is equal to: 
 

    1 1
2 2

T T
L R cj cj cj cj cj cj

j j
T T T m v v ω I ω  (4) 

 
where TL, TR – denote translational and rotational terms of kinetic energy respectively;  mcj – 
mass of the link concentrated in his mass centre; vcj – vector of linear speed; cj – vector of 
angular speed of mass centre; Icj – mass moment of inertia of link at mass centre.  
The vector of linear speed occurring in equation (3) may be expressed in terms of the 
jacobian matrices, which describes the relation between joint generalised velocities and 
velocities of centre of masses expressed in coordinate system fixed with the base, thus: 
 

 cj vcjv J q  (5) 
  
where Jvcj – jacobian matrix of linear speed, 
and for angular rotating speed, we have: 
  

 T
cj cj cjω R J q  (6) 

 
where Jwcj – jacobian matrix of angular speed; Rcj – matrix of rotation (part of homogenous 
transformation matrices) of chosen link mass centre.  
For jacobian matrices calculation and homogenous transformation matrices related with 
head positioning system refer to (Trawiński, 2007). Substituting (5) and (6) into equation (4),  
for “j” links of total “m” number of links (their centre of masses) of multilayer head 
positioning system, one may write:  
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The above derived equation may be expressed in terms of bough kinetic energy component 
and branches kinetic energy components: 
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where mc1, mcj – masses of bough and “j” links of branches; Jvc1, Jvcj – (3×n) dimensional 
jacobian matrices of linear speed;  Jwc1, Jwcj – (3×n) dimensional jacobian matrices of rotary 
speed; Ic1, Icgs – (3×3) dimensional mass moment of inertia matrices of bough and branches 
“j” links mass centres respectively; g – subscript denotes branch sign; q0 – vector of 
generalised displacement of first joint – only one quotients q1 is not equal zero; qg – vector of 
generalised displacement of all branches joints (in this vector q1 also is present); n – sum of 
number of degrees of freedom of bough and single branch respectively.  
Now the expressions in curly bracket in equation (8) allow us to write the dynamic matrices 
in form: 
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 Above presented matrix is a block – symmetric matrix, which consist of sub – matrices k, a, 
b, … and ak, bk, …. The physical interpretation of this sub – matrices is as follows: 
 k – self inertial components of bough, it is (1×1) dimensional matrix, which k11 elements 

is expressed in form: 
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(10) 

 
 where: Jvc1_i1, Jwc1_i1, Jvcgs_i1, Jwgs_i1 – elements of jacobian matrices: linear and  rotating 

speed of bough, linear and rotating speeds of branches respectively; rc1_i 3, rcgs_i 3 – (i,3) 
elements of rotation matrix of homogenous transformation related to appropriate mass  
centre. 

 a, b, … – square matrices in which internal diagonal quotients representing the self 
inertial components of branches. The quotients which lie above diagonal represent 
mutual inertial couplings between joints of chosen branch. This matrix components are 
given by: 

o diagonal components for c  2 (c – denotes columns of block matrix (9)): 
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TT q Dq  (3) 

   
When motion analysis of “j” – link will be carried out according to its centre of masses, then 
kinetic energy may be expressed in sun of two terms – translational and rotational terms of 
kinetic energy, therefore whole kinetic energy is equal to: 
 

    1 1
2 2

T T
L R cj cj cj cj cj cj

j j
T T T m v v ω I ω  (4) 

 
where TL, TR – denote translational and rotational terms of kinetic energy respectively;  mcj – 
mass of the link concentrated in his mass centre; vcj – vector of linear speed; cj – vector of 
angular speed of mass centre; Icj – mass moment of inertia of link at mass centre.  
The vector of linear speed occurring in equation (3) may be expressed in terms of the 
jacobian matrices, which describes the relation between joint generalised velocities and 
velocities of centre of masses expressed in coordinate system fixed with the base, thus: 
 

 cj vcjv J q  (5) 
  
where Jvcj – jacobian matrix of linear speed, 
and for angular rotating speed, we have: 
  

 T
cj cj cjω R J q  (6) 

 
where Jwcj – jacobian matrix of angular speed; Rcj – matrix of rotation (part of homogenous 
transformation matrices) of chosen link mass centre.  
For jacobian matrices calculation and homogenous transformation matrices related with 
head positioning system refer to (Trawiński, 2007). Substituting (5) and (6) into equation (4),  
for “j” links of total “m” number of links (their centre of masses) of multilayer head 
positioning system, one may write:  
 

 


  
1

1 ( )
2

m
T T T T

cj vcj vcj cj cj cj cj cj
j

T mq J J J R I R J q  (7) 

  

 

The above derived equation may be expressed in terms of bough kinetic energy component 
and branches kinetic energy components: 
 

   

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2
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n
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c vc vc c c c c c g cj vcgs vcgs cgs cgs cgs cgs cgs g
g j

T m mq J J J R I R J q q J J J R I R J q  (8) 

 
where mc1, mcj – masses of bough and “j” links of branches; Jvc1, Jvcj – (3×n) dimensional 
jacobian matrices of linear speed;  Jwc1, Jwcj – (3×n) dimensional jacobian matrices of rotary 
speed; Ic1, Icgs – (3×3) dimensional mass moment of inertia matrices of bough and branches 
“j” links mass centres respectively; g – subscript denotes branch sign; q0 – vector of 
generalised displacement of first joint – only one quotients q1 is not equal zero; qg – vector of 
generalised displacement of all branches joints (in this vector q1 also is present); n – sum of 
number of degrees of freedom of bough and single branch respectively.  
Now the expressions in curly bracket in equation (8) allow us to write the dynamic matrices 
in form: 
 

 
 
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 
  




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k k
T
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k a b
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D b 0 b  (9) 

 
 Above presented matrix is a block – symmetric matrix, which consist of sub – matrices k, a, 
b, … and ak, bk, …. The physical interpretation of this sub – matrices is as follows: 
 k – self inertial components of bough, it is (1×1) dimensional matrix, which k11 elements 

is expressed in form: 
 

 
     
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( ) ( )

n n

c vc i zc c i c i cgs vcgs i zgs cgs i cgs i
i i g s i g s i

k m J I J r m J I J r

 
(10) 

 
 where: Jvc1_i1, Jwc1_i1, Jvcgs_i1, Jwgs_i1 – elements of jacobian matrices: linear and  rotating 

speed of bough, linear and rotating speeds of branches respectively; rc1_i 3, rcgs_i 3 – (i,3) 
elements of rotation matrix of homogenous transformation related to appropriate mass  
centre. 

 a, b, … – square matrices in which internal diagonal quotients representing the self 
inertial components of branches. The quotients which lie above diagonal represent 
mutual inertial couplings between joints of chosen branch. This matrix components are 
given by: 

o diagonal components for c  2 (c – denotes columns of block matrix (9)): 
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o above diagonal components for r  c and r  2 and c > 2 (r – denotes rows of  
block matrix (9)): 


   

 
   

 
   

3 3

( , ) _ _ _ 3
2 1 1{ , } { , }

n

r c cgs vcgs ij zgs cgs ij cgs i
s i ij r c j r c

g m J I J r  (12) 

 
 ak, bk, … – row ((1×(n-1)) dimensional) matrices representing inertial mutual couplings 

between joints of branch and bough (the branch-bough inertial couplings). The 
components of this matrices are, for r = 1 and c  2, as follows: 
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n
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g m J I J r  (13) 

 
In the case of multilayer head positioning system, presented in Fig.9 (where it was assumed 
that it cooperates with set of two data disk), the dynamic block matrix is expressed by: 
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What is worth to underlining, there exists mutual inertial couplings between each joint of 
branches and bough – because the elements of row matrices are different from zero. 
However there is not inertial coupling between branches joints – this is a consequence that 
rotating axis of second joints (of every branch) is parallel to translation axes of third joints 
(of every branch). The self inertial components of bough, for multilayer kinematics chain at 
the point, is given by: 
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g a b c d g a c
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m a a c a s d
 (15) 

 
where a1, ac1, ag2, acg2, dg3 – denotes adequately: length of bough link, position of mass centre 
of bough, length of seconds and position of mass centre of thirds links and elongation of 
prismatic joints of adequate “g” branches; mcg2,  mcg3 – denotes masses of adequate branches 
links;  sg2, cg2  - denotes the abbreviated  notation of cosine and sine functions of second 

 

joints angles of appropriate branches. The self inertial components of g matrices (for “a”, 
“b”, “c” and “d” branches) is expressed by: 
 

     
 

2 2 2
11 2 2 2 3 2 3 3

22 3

( )cg cg zg cg g cg zg

cg

g m a I m a a I
g m

 (16) 

 
where Izg2, Izg3 – denotes adequately mass moment of inertia of appropriate branches links. 
The branch-bough inertial couplings matrices components are as follows: 
 for “a” and “c” branches: 
 

  
    

11 3 3 3 2 2 2
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( )
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 (17) 

 
 for “b” and “d” branches: 
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 (18) 

 
Components of matrices for “a”, “c” and “b”, “d” branches differs, because the first two 
cooperate with top part of data disk, but the other two with bottom part of data disk.  

 
3.2 Dynamics matrix inversion using block matrices  
For dynamics block matrix inversion, one advantages may be taken of hers block structure 
which allows for her inversion with the help of block matrices. According to the definition 
of inverse matrix, we have: 
  

 1D D 1  (19) 
where 1 – denotes unity matrix, or: 


det

r
r

r

adjD D 1
D

 (20) 

 
Multiplying then both sides of equation (20) by determinant of dynamic matrix we get 
following matrix equation expressed in terms of elementary sub-matrices (corresponding 
with bough and branches): 
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o above diagonal components for r  c and r  2 and c > 2 (r – denotes rows of  
block matrix (9)): 
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 ak, bk, … – row ((1×(n-1)) dimensional) matrices representing inertial mutual couplings 

between joints of branch and bough (the branch-bough inertial couplings). The 
components of this matrices are, for r = 1 and c  2, as follows: 
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In the case of multilayer head positioning system, presented in Fig.9 (where it was assumed 
that it cooperates with set of two data disk), the dynamic block matrix is expressed by: 
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What is worth to underlining, there exists mutual inertial couplings between each joint of 
branches and bough – because the elements of row matrices are different from zero. 
However there is not inertial coupling between branches joints – this is a consequence that 
rotating axis of second joints (of every branch) is parallel to translation axes of third joints 
(of every branch). The self inertial components of bough, for multilayer kinematics chain at 
the point, is given by: 
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where a1, ac1, ag2, acg2, dg3 – denotes adequately: length of bough link, position of mass centre 
of bough, length of seconds and position of mass centre of thirds links and elongation of 
prismatic joints of adequate “g” branches; mcg2,  mcg3 – denotes masses of adequate branches 
links;  sg2, cg2  - denotes the abbreviated  notation of cosine and sine functions of second 

 

joints angles of appropriate branches. The self inertial components of g matrices (for “a”, 
“b”, “c” and “d” branches) is expressed by: 
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where Izg2, Izg3 – denotes adequately mass moment of inertia of appropriate branches links. 
The branch-bough inertial couplings matrices components are as follows: 
 for “a” and “c” branches: 
 

  
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 for “b” and “d” branches: 
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12 3 1 2 2 3 2

( )
( )

k cg g cg g g g

k cg g g cg g

g m d a c a s
g m a a c a s

 (18) 

 
Components of matrices for “a”, “c” and “b”, “d” branches differs, because the first two 
cooperate with top part of data disk, but the other two with bottom part of data disk.  

 
3.2 Dynamics matrix inversion using block matrices  
For dynamics block matrix inversion, one advantages may be taken of hers block structure 
which allows for her inversion with the help of block matrices. According to the definition 
of inverse matrix, we have: 
  

 1D D 1  (19) 
where 1 – denotes unity matrix, or: 
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Multiplying then both sides of equation (20) by determinant of dynamic matrix we get 
following matrix equation expressed in terms of elementary sub-matrices (corresponding 
with bough and branches): 
 

  
  
  
   
  
  
  

   

11 12 13 14 15

21 22 23 24 25

31 32 33 34 35

41 42 43 44 45

51 52 53 54 55

det

k k k k
T
k
T
k
T
k
T
k

A A A A A k a b c d
A A A A A a a 0 0 0
A A A A A b 0 b 0 0 1 D
A A A A A c 0 0 c 0
A A A A A d 0 0 0 d

 (21) 

 



Robot Manipulators, New Achievements140

 

This equation, after multiplication give us a five sets of five matrix equations, with unknown 
sub-matrices Aij of adjunction matrix. This sets of equation should be solved according to 
unknown Aij sub-matrices. The exemplary set of five matrix equation – related with the first 
row of adjunction matrix and first column of dynamics matrix is presented below: 
 

11 12 13 14 15

11 12

11 13

11 14

11 15

detT T T T
k k k k

k

k

k

k

     
  

 
  
  

A k A a A b A c A d 1 D
A a A a 0
A b A b 0
A c A c 0
A d A d 0

 (22) 

 
After solving of this matrix equation (22) and the rest similar, we get (here is only the one of 
five sets of solution presented): 
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The obtained results should be divided by determinant of dynamic matrix. It is easy to spot 
that in the set of solutions appears common quotients, which since then will be called as 
heading matrix (element) k1: 
   

        1 1 1 1 1
1 ( )T T T T

k k k k k k k kk k a a a b b b c c c d d d  (24) 
 
The heading matrix is present also in diagonal elements of calculated adjunction matrix: 
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After division the equation (25) by determinant of dynamic matrix, the diagonal elements of 
inverted block matrix are as follows: 
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When all results will be collected together and written in matrix form, it forms the inverted 
block matrix of multilayer head positioning system consisted of four branches (which is 
presented in Fig. 9): 
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 (27) 

 
If head positioning system, in point, will be equipped with three branches the block matrix 
presented by equation (27) shrinks to the first four block rows and block columns. Similarly 
when head positioning system will consist only with two branches, then inverted block 
matrix will decreased to three block rows and block columns. The relation between numbers 
of branches of multilayer head positioning system and construction of inversed dynamic 
block matrix in illustrative way is presented in Fig. 10. 
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And also the heading matrix change when number of branches will change. When 
multilayer head positioning system is equipped with three branches from equation (24) 
disappears the last term, but when he is equipped with two branches - disappears two last 
terms, etc. The relation between numbers of branches of multilayer head positioning system 
and construction of heading matrix (elements) is presented in Fig.11.  
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This equation, after multiplication give us a five sets of five matrix equations, with unknown 
sub-matrices Aij of adjunction matrix. This sets of equation should be solved according to 
unknown Aij sub-matrices. The exemplary set of five matrix equation – related with the first 
row of adjunction matrix and first column of dynamics matrix is presented below: 
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After solving of this matrix equation (22) and the rest similar, we get (here is only the one of 
five sets of solution presented): 
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The obtained results should be divided by determinant of dynamic matrix. It is easy to spot 
that in the set of solutions appears common quotients, which since then will be called as 
heading matrix (element) k1: 
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The heading matrix is present also in diagonal elements of calculated adjunction matrix: 
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After division the equation (25) by determinant of dynamic matrix, the diagonal elements of 
inverted block matrix are as follows: 
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When all results will be collected together and written in matrix form, it forms the inverted 
block matrix of multilayer head positioning system consisted of four branches (which is 
presented in Fig. 9): 
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If head positioning system, in point, will be equipped with three branches the block matrix 
presented by equation (27) shrinks to the first four block rows and block columns. Similarly 
when head positioning system will consist only with two branches, then inverted block 
matrix will decreased to three block rows and block columns. The relation between numbers 
of branches of multilayer head positioning system and construction of inversed dynamic 
block matrix in illustrative way is presented in Fig. 10. 
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And also the heading matrix change when number of branches will change. When 
multilayer head positioning system is equipped with three branches from equation (24) 
disappears the last term, but when he is equipped with two branches - disappears two last 
terms, etc. The relation between numbers of branches of multilayer head positioning system 
and construction of heading matrix (elements) is presented in Fig.11.  
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The dimension of  heading matrix not changing versus increase of number of branches, her 
size is defined when dynamics block matrix is formulated and always is (1×1). Only 
numbers of components in equation (24) changes upon branch numbers change.  
As my be observed in equation (27) and Fig.10 the rest elements of inversed dynamic matrix 
my by easily derived. The heading matrix in every block columns (except the first one) of 
inversed dynamic block matrix is right hand multiplied by product of two matrices - 
inversed self inertial components matrix of the branch (given by general equation (11) and 
(12)) and transposed branch-bough inertial couplings matrix (given by general equation 
(13)), which actually lie in desired column before dynamics matrix inversion.  
Every block rows (except the first one) of inverted dynamic block matrix should be left hand 
multiplied by product of two matrices - inversed self inertial matrix of branch and 
transposed branch-bough inertial couplings matrix, which actually lie in desired column 
before dynamics matrix inversion. In illustrative way the deriving the rest components of 
inversed dynamics block matrix of multilayer head positioning system is presented in 
Fig.12. 
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Fig. 12. Graphical method for deriving the components of inversed dynamics block matrix 

 
4. Conclusion 
  

The formulated dynamics block matrix of multilayer head positioning system consist of sub-
matrixes which are related directly with structure of his kinematic chain. The dynamic block 
matrix consists of: bough self inertial matrix, self inertial matrix of branches, branch-bough 
inertial coupling matrix. The bough self inertial matrix is always one by one dimensional. 
But this matrix is very sensitive for increase of numbers of branches, adding one new branch 
into kinematic chains it result in two new components in equation (10). The self inertial 
matrices of branches are square, symmetrical matrices which may be very often diagonal 
matrices (Trawiński, 2007), (Trawiński, 2008). The dimension of these matrices always 
equals the branches number degrees of freedom. The branch-bough inertial couplings 
matrices are row matrices with numbers of elements equalling the numbers of degrees of 
freedom of chosen branches. The presented block matrices of multilayer head positioning 
system may be easily inverted by methods presented in chapter 3.2. In inverted form of 
dynamic block matrix the common heading matrix is present and the rest of inverted matrix 
element may be expressed in terms of them. Assumed and presented division of dynamics 
matrix into block matrix is natural and strictly related with structure of kinematic chain. In 

 

some special cases of multilayer head positioning system it is possible to divide dynamics 
matrix into very small block matrices – one by one dimensional. It usually happens when 
the number of degrees of freedom equals two. For highest numbers of branch degrees of 
freedom the division of dynamics matrix, which assure smallest possible dimensions of sub-
matrices, is that presented in this chapter. One should be stressed that sizes of sub-matrices 
of dynamics block matrices influence on numbers of algebraic operations which have to be 
made during inversion process. This problem is discussed in (Trawiński, 2009). 
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The dimension of  heading matrix not changing versus increase of number of branches, her 
size is defined when dynamics block matrix is formulated and always is (1×1). Only 
numbers of components in equation (24) changes upon branch numbers change.  
As my be observed in equation (27) and Fig.10 the rest elements of inversed dynamic matrix 
my by easily derived. The heading matrix in every block columns (except the first one) of 
inversed dynamic block matrix is right hand multiplied by product of two matrices - 
inversed self inertial components matrix of the branch (given by general equation (11) and 
(12)) and transposed branch-bough inertial couplings matrix (given by general equation 
(13)), which actually lie in desired column before dynamics matrix inversion.  
Every block rows (except the first one) of inverted dynamic block matrix should be left hand 
multiplied by product of two matrices - inversed self inertial matrix of branch and 
transposed branch-bough inertial couplings matrix, which actually lie in desired column 
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1. Introduction 
 

Classically, manipulators consist of several links connected together by joints. The main 
purpose in using these robots is to manumit the human from tedious, arduous and 
repetitive tasks. Nevertheless, the limited dimensions of the links and the morphology of the 
fixed-base manipulators, create, therefore, limited accessible workspaces. 
To support the development and the new application fields of manipulators, the locomotion 
had to be combined to the manipulation creating, thus, mobile manipulators. This kind of 
robots consists of coupling manipulation (represented by a manipulator) and locomotion 
(represented by a mobile base). The conventional structure of this type of robots is a 
manipulator mounted upon a mobile base. The mobility extends the workspace of the 
manipulator and increments its operational capability and flexibility(Sugar & Kumar, 1998). 
Mobile manipulators allow the most usual missions of robotics that require both abilities of 
locomotion and manipulation. They have applications in many areas such as grasping and 
transporting objects, mining, manufacturing, forestry, construction, etc. Recently, target 
environment for for activity of such robots has been shifting from factory environment to 
human environment (Nagatani et al., 2002) (offices, hospitals, homes, assistant for disabled 
and elderly persons, etc.) because they are particularly well suited for human-like tasks 
(Alfaro et al., 2004). 
However, the motion study of these robots is different and more difficult than that of 
manipulators. Firstly, combining a mobile base and a manipulator creates redundancy. 
Secondly, the mobile base has a slower dynamic response than the manipulator. Thirdly, the 
mobile base is often subject to non-holonomic constraints while the manipulator is usually 
unconstrained. Finally, the task to be carried out by the robot must be decomposed into tiny 
movements to be executed by the manipulator and large movements to be carried out by the 
mobile base (Chen et al., 2006). 

9
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In recent years, there are a number of researchers studying mobile manipulators control. 
These studies led to different approaches. 
One of the general approaches is to consider the locomotion as extra joints of the 
manipulator (Nagatani et al., 2002). In this case, the mobile manipulator is regarded as a 
redundant robot where the redundancy is introduced by the motion of the mobile base 
(Sasaki et al., 2001). Erden and colleagues (Erden et al., 2004) describe a multi-agent control 
system to a service mobile manipulator that interacts with human during an object delivery 
and hand-over task in two dimensions. The identified agents of the system are controlled 
using fuzzy control. The membership functions of the fuzzy controller are tuned by using 
genetic algorithms. The authors in (Chen et al., 2006) propose a three-level neural network-
based hierarchical controller. The bottom-level controls each joint motor independently. The 
middle-level consists of a neural network and two sub-controllers. The high-level is a task-
planning unit that defines the desired motion trajectories of each degree of freedom (dof). 
Colle et al. (Colle et al., 2006) propose a multi-agent system for controlling their mobile 
manipulator ARPH. For each articulation is affected a reactive agent that realize in parallel a 
local task without a priori knowledge on the actions of the other agents. Each agent 
computes the current position of the end-effector and attempts by tiny local movements to 
match that position with the desired one. 
The other type of approaches controls separately the mobile base and the manipulator 
neglecting the dynamic interaction between the two sub-systems. Such strategies are 
appropriate when the coupled dynamics is not significant (ex. when the robot moves at low 
speed) (Chen et al., 2006). The authors in (Waarsing et al., 2003) implement a behaviour-
based controller over a mobile manipulator to make it able to open a door. The locomotion 
control system, the manipulator control system and the sensor systems cooperate in order to 
realize such a behaviour. Petersson et al. (Petersson et al., 1999) propose an architecture that 
enables the integration of the manipulator into a behaviour-based control structure of the 
mobile base. This architecture combines existing techniques for navigation and mobility 
with a flexible control system for the manipulator. 
The robot, as human, must have the ability to obtain information about its environment in 
order to achieve each step of the manipulation task. The most important sensor which 
provides rich and varied information on the environment is the vision sensor (the camera) 
(Trabelsi et al., 2005). Based on hand-eye relation, visual servo system has two types of 
camera configuration (i) Eye-in-hand configuration and (ii) Eye-to-hand configuration 
(Flandin et al., 2000). The manipulator behaves as a hand and the camera as its eye. The 
camera is said as Eye-in-hand when rigidly mounted on the end-effecter. Here, there exists a 
known, often constant relationship between the position of the camera and that of the end-
effecter. The camera is said as Eye-to-hand when it observes both of the robot and the (Muis 
& Ohnishi, 2005). Visionbased servoing schemes are flexible and effective methods to 
control robot motion from camera observations (Hutchinson et al., 1996). Many applications 
in vision-based robotics, such as mobile robot localization (Blaer & Allen, 2002), object 
grasping (Muis & Ohnishi, 2005) (Janabi-Sharifi & Wilson, 1998) and manipulation (Trabelsi 
et al., 2005), handling and transporting objects from one place to another (Trabelsi et al., 
2005), navigation (Winter et al., 2000), etc. 
This chapter highlights several issues around mobile manipulation in indoor environments. 
The first aspect consists of planning a coordinated trajectory for the non-holonomic mobile 
base and the manipulator so that the end-effector of the robot can be as near as possible, 

from a predefined operational trajectory. The second aspect deals with a position-based 
servoing control of mobile manipulators by using an eye-in-hand camera and a LMS sensor. 
These applications are developed within the framework of control architecture of such 
robots while taking into account the constraints and difficulties mentioned above. The 
architecture consists of a multi-agent system where each agent models a principal function 
and manages a different sub-system of the robot. The unified models of the mobile 
manipulator are derived from the sub-models describing the manipulator and the mobile 
base. These applications are considered in the case of the RobuTER/ULM mobile manipulator 
of the Division of Computer-Integrated Manufacturing and Robotics of the Advanced Technologies 
Development Centre. 
The second section of the chapter describes the hardware and the software architecture of 
the experimental robotic system. Section three explains the multi-agent architecture 
proposed to control mobile manipulators. Section four describes the implementation of the 
control architecture. The agents are implemented as a set of concurrent threads 
communicating by TCP/IP sockets. In addition, the threads of each agent communicate by 
shared variables protected by semaphores. The autonomy of decision-making and the 
cooperation between the agents are presented in section five through two problems. The 
first one focuses on trajectory planning and control for mobile manipulators. The end-
effector of the robot has to follow a predefined operational trajectory (given by a set of 
Cartesian coordinates (x, y, z)) while the mobile base avoids obstacles present in the 
environment. The second part of the experiments, in order to give the robot the ability to 
manipulate in an indoor environment, deals with position-based servoing control of mobile 
manipulators using a single camera mounted at its end-effector (eye-in-hand camera) and a 
LMS sensor. Conclusions and future works are presented at the end of the chapter. 

 
2. Architecture of the experimental 
 

The experimental robotic system, given by Fig. 1, consists of a Local (Operator) site and a 
Remote site, connected by wireless communication systems: 
 Local site: it includes an off-board PC running under Windows XP, a wireless TCP/IP 

communication media, a wireless video reception system and input devices. 
 Remote site: it includes the RobuTER/ULM mobile manipulator, a wireless TCP/IP 

communication media and a wireless video transmission system. 

 
2.1 Architecture of the RobuTER/ULM mobile manipulator 
RobuTER/ULM is composed of a rectangular differentially-driven mobile base on which is 
mounted a manipulator. The robot is controlled by an on-board MMX industrial PC and by 
four MPC555 microcontroller cards communicating via a CAN bus. The on-board PC is 
running under Linux 6.2 with RTAI layer 1.3. This layer interfaces C/C++ application with 
that developed under SynDEx (http://www.syndex.org). The first MPC555 card controls 
the mobile base. The second and the third control the first three and the last three joints of 
the manipulator. The last MPC555 controls the effort sensor. 
The mobile base has two driven wheels ensuring its mobility and two free wheels to 
maintain its stability. The mobile base is equipped with a belt of 24 ultrasonic sensors, a 
laser measurement system at the front and an odometer sensor on each driven wheel. 
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servoing control of mobile manipulators by using an eye-in-hand camera and a LMS sensor. 
These applications are developed within the framework of control architecture of such 
robots while taking into account the constraints and difficulties mentioned above. The 
architecture consists of a multi-agent system where each agent models a principal function 
and manages a different sub-system of the robot. The unified models of the mobile 
manipulator are derived from the sub-models describing the manipulator and the mobile 
base. These applications are considered in the case of the RobuTER/ULM mobile manipulator 
of the Division of Computer-Integrated Manufacturing and Robotics of the Advanced Technologies 
Development Centre. 
The second section of the chapter describes the hardware and the software architecture of 
the experimental robotic system. Section three explains the multi-agent architecture 
proposed to control mobile manipulators. Section four describes the implementation of the 
control architecture. The agents are implemented as a set of concurrent threads 
communicating by TCP/IP sockets. In addition, the threads of each agent communicate by 
shared variables protected by semaphores. The autonomy of decision-making and the 
cooperation between the agents are presented in section five through two problems. The 
first one focuses on trajectory planning and control for mobile manipulators. The end-
effector of the robot has to follow a predefined operational trajectory (given by a set of 
Cartesian coordinates (x, y, z)) while the mobile base avoids obstacles present in the 
environment. The second part of the experiments, in order to give the robot the ability to 
manipulate in an indoor environment, deals with position-based servoing control of mobile 
manipulators using a single camera mounted at its end-effector (eye-in-hand camera) and a 
LMS sensor. Conclusions and future works are presented at the end of the chapter. 
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The manipulator is a six-dof ultra-light manipulator (ULM) with two-finger electrical 
gripper. All of the joints are rotatable. The manipulator is equipped with incremental 
position sensor for each articulation and with a six-dof effort sensor integrated on the 
gripper. 
The robot is also equipped with a monochrome CCD camera placed on the gripper (eye-in-
hand camera) with an acquisition card. The resolution of the camera is 352*240 pixels. 
Images are directly transmitted to the off-board PC via the wireless video transmission 
system. The camera is maneuverable enough to explore the environment of the robot due to 
the six dof of the manipulator. 
 

 
Fig. 1. Architecture of the experimental robotic system 

 
2.2 Kinematic analysis of RobuTER/ULM 
2.2.1 Main reference frames 
The kinematic analysis of the robot needs to focus on the following main reference frames 
and transformation matrices (Fig. 2) (Hentout et al., 2009a): 
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Fig. 2. Reference frames of the RobuTER/ULM and the transformation matrices 
 
 �� � ���� ��������� �������� �������: The absolute reference frame. 
 �� � ���� ��������� �������� ��������: The mobile base reference frame. 
 �� � ���� ���������� ��������� ��������: The manipulator reference frame. 
 �� � ���� ��������� �������� ��������: The end-effector reference frame. 
 �� � ���� ��������� �������� �������: The camera reference frame. 
 �� � ���� �������� �������: The image reference frame. 
 MTE: The transformation matrix defining RE in RM. It corresponds to the Kinematic Model 

of the manipulator(see 2.3.2). 
 BTM: This matrix defines RM in RB(see 2.3.4). 
 ATB: This matrix defines RB in RA(see 2.3.4). 
 ATE: is the matrix defining RE in RA(see 2.3.4). 
 ITC: The camera intrinsic parameters matrix (see 4.3.1). 
 CTA: The camera extrinsic parameters matrix (see 4.3.1). 
 ITA:  The camera projection matrix (see 4.3.1). 
 ETC: The Camera/Gripper transformation matrix (see 4.3.2). 
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The position coordinates and orientation angles of the end-effector are calculated in RM by 
(1) following the Modified Denavit-Hartenberg (MDH) representation (Khalil & Kleinfinger, 
1986) where MT2 defines R2 in RM, k-1Tk (k=3… 6) defines Rk in Rk-1 and 6TEdefinesRE in R6. 
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The manipulator is a six-dof ultra-light manipulator (ULM) with two-finger electrical 
gripper. All of the joints are rotatable. The manipulator is equipped with incremental 
position sensor for each articulation and with a six-dof effort sensor integrated on the 
gripper. 
The robot is also equipped with a monochrome CCD camera placed on the gripper (eye-in-
hand camera) with an acquisition card. The resolution of the camera is 352*240 pixels. 
Images are directly transmitted to the off-board PC via the wireless video transmission 
system. The camera is maneuverable enough to explore the environment of the robot due to 
the six dof of the manipulator. 
 

 
Fig. 1. Architecture of the experimental robotic system 
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Fig. 2. Reference frames of the RobuTER/ULM and the transformation matrices 
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 �� � ���� �������� �������: The image reference frame. 
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 BTM: This matrix defines RM in RB(see 2.3.4). 
 ATB: This matrix defines RB in RA(see 2.3.4). 
 ATE: is the matrix defining RE in RA(see 2.3.4). 
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 CTA: The camera extrinsic parameters matrix (see 4.3.1). 
 ITA:  The camera projection matrix (see 4.3.1). 
 ETC: The Camera/Gripper transformation matrix (see 4.3.2). 
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The different MDH parameters k, dk, θk, ak and the joints limits of the ULM manipulator are 
given in Table 1 (Hentout et al., 2009a). 
 

k αk (rad) dk (mm) θk ak(mm) QMin(°) QMax(°) 
1 0 d1=290 θ1 0 -95 96 
2 π/2 d2=108.49 θ2 0 -24 88 
3 -π/2 d3=113 0 a3=402 – – 
4 π/2 0 θ3 0 -2 160 
5 π/2 d4=389 θ4 0 -50 107 
6 -π/2 0 θ5 0 -73 40 
7 π/2 deff=220 θ6 0 -91 91 

Table 1. The MDH parameters and the joints limits of the ULM manipulator 

 
2.2.3 Kinematic analysis of the mobile base 
Assuming that the robot moves on the plane, the kinematic model of the non-holonomic 
mobile base can be decided, in RA, by three parameters: XB, YB and θB the Cartesian 
coordinates and the orientation angle. During its motion, the mobile base calculates, by 
odometry, its position coordinates and orientation angle in real time as shown in (Hentout 
et al., 2009a). 

 
2.2.4 Kinematic analysis of the mobile manipulator 
It involves the interaction between the mobile base and the manipulator. The location of the 
end-effector is given in RA by: 
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ATB and BTM are given by (4) and (5) respectively. (XB, YB, ZB) are the Cartesian coordinates 
of OB in RA and (XM, YM, ZM) are the Cartesian coordinates of OM in RB. 
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For RobuTER/ULM, as shown in Fig. 3, ZB=120mm, XM=30mm, YM=0mm and ZM=520mm 
(Hentout et al., 2009a). 
 

   
Fig. 3. Kinematics parameters of RobuTER/ULM 

 
3. Multi-agent control architecture of mobile manipulators 
 

Fig. 4 shows the proposed multiagent control architecture of mobile manipulators as 
proposed in (Hentout et al., 2008).The architecture consists of six agents: Supervisory Agent 
(SA), Local Mobile Robot Agent (LMRA), Local Manipulator Robot Agent (LARA), Remote Mobile 
Robot Agent (RMRA) and Remote Manipulator Robot Agent (RARA). Each agent models a 
principal function of the mobile manipulator and manages a different sub-system. In 
addition, for each agent corresponds a mechanism connecting the four capacities 
Supervision, Perception, Decision and Action explained in more details in (Hentout et al., 2008). 
The Supervision capacity is a virtual entity that select modules which result in the necessary 
behaviour facing a given situation. 
The following are the basic functions of the architecture agents (Hentout et al., 2009b): 
 SA, Supervisory Agent: SA receives the mission to be executed, decides on its feasibility 

according to the status and the availability (Perception + Decision) of the required 
equipments and resources of the robot (sensors, mobile base, manipulator, camera, etc.). 
If the mission is accepted, SA distributes it on on the corresponding agents for 
execution (Action). 

 LMRA, Local Mobile Robot Agent/LARA, Local Manipulator Robot Agent: It receives the 
remote environment information of the mobile base/manipulator in order to build an 
up-to-date image on the environment where the robot evolves and, obtains feedback 
(reports) from RMRA/RARA on the execution of operations (Perception). In addition, the 
agent cooperates with the other agents (LARA/LMRA, VSA) in order to make a decision 
(Decision) according to the received information (sensors information, reports, etc.) and 
the status of the other agents of the architecture. At the end, it sends requests to 
RMRA/RARA for execution (Action). 

 VSA, Vision System Agent: This agent observes the environment of the robot (Perception) 
by the vision system (the camera installed on the robot) and extracts useful and 
required information for the execution of the mission (Decision + Action) from captured 
images (images processing, localization and recognition of objects, etc.). 

 RMRA, Remote Mobile Robot Agent/RARA, Remote Manipulator Robot Agent: This agent 
scans the various proprioceptif and exteroceptif sensors equipping the mobile 
base/manipulator (Perception) and sends the useful information to LMRA/LARA in 
order to maintain a correct representation of the environment. In addition, this agent 
ensures the local control of the mobile base/manipulator by sending instructions to its 
actuators and executing the multiple control strategies (navigation of the mobile 
base/motion of the manipulator) offered by LMRA/LARA (Decision + Action). 
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The different MDH parameters k, dk, θk, ak and the joints limits of the ULM manipulator are 
given in Table 1 (Hentout et al., 2009a). 
 

k αk (rad) dk (mm) θk ak(mm) QMin(°) QMax(°) 
1 0 d1=290 θ1 0 -95 96 
2 π/2 d2=108.49 θ2 0 -24 88 
3 -π/2 d3=113 0 a3=402 – – 
4 π/2 0 θ3 0 -2 160 
5 π/2 d4=389 θ4 0 -50 107 
6 -π/2 0 θ5 0 -73 40 
7 π/2 deff=220 θ6 0 -91 91 

Table 1. The MDH parameters and the joints limits of the ULM manipulator 

 
2.2.3 Kinematic analysis of the mobile base 
Assuming that the robot moves on the plane, the kinematic model of the non-holonomic 
mobile base can be decided, in RA, by three parameters: XB, YB and θB the Cartesian 
coordinates and the orientation angle. During its motion, the mobile base calculates, by 
odometry, its position coordinates and orientation angle in real time as shown in (Hentout 
et al., 2009a). 

 
2.2.4 Kinematic analysis of the mobile manipulator 
It involves the interaction between the mobile base and the manipulator. The location of the 
end-effector is given in RA by: 
 
 ��� � ��� � ��� � �EM  (3) 
 
ATB and BTM are given by (4) and (5) respectively. (XB, YB, ZB) are the Cartesian coordinates 
of OB in RA and (XM, YM, ZM) are the Cartesian coordinates of OM in RB. 
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For RobuTER/ULM, as shown in Fig. 3, ZB=120mm, XM=30mm, YM=0mm and ZM=520mm 
(Hentout et al., 2009a). 
 

   
Fig. 3. Kinematics parameters of RobuTER/ULM 

 
3. Multi-agent control architecture of mobile manipulators 
 

Fig. 4 shows the proposed multiagent control architecture of mobile manipulators as 
proposed in (Hentout et al., 2008).The architecture consists of six agents: Supervisory Agent 
(SA), Local Mobile Robot Agent (LMRA), Local Manipulator Robot Agent (LARA), Remote Mobile 
Robot Agent (RMRA) and Remote Manipulator Robot Agent (RARA). Each agent models a 
principal function of the mobile manipulator and manages a different sub-system. In 
addition, for each agent corresponds a mechanism connecting the four capacities 
Supervision, Perception, Decision and Action explained in more details in (Hentout et al., 2008). 
The Supervision capacity is a virtual entity that select modules which result in the necessary 
behaviour facing a given situation. 
The following are the basic functions of the architecture agents (Hentout et al., 2009b): 
 SA, Supervisory Agent: SA receives the mission to be executed, decides on its feasibility 

according to the status and the availability (Perception + Decision) of the required 
equipments and resources of the robot (sensors, mobile base, manipulator, camera, etc.). 
If the mission is accepted, SA distributes it on on the corresponding agents for 
execution (Action). 

 LMRA, Local Mobile Robot Agent/LARA, Local Manipulator Robot Agent: It receives the 
remote environment information of the mobile base/manipulator in order to build an 
up-to-date image on the environment where the robot evolves and, obtains feedback 
(reports) from RMRA/RARA on the execution of operations (Perception). In addition, the 
agent cooperates with the other agents (LARA/LMRA, VSA) in order to make a decision 
(Decision) according to the received information (sensors information, reports, etc.) and 
the status of the other agents of the architecture. At the end, it sends requests to 
RMRA/RARA for execution (Action). 

 VSA, Vision System Agent: This agent observes the environment of the robot (Perception) 
by the vision system (the camera installed on the robot) and extracts useful and 
required information for the execution of the mission (Decision + Action) from captured 
images (images processing, localization and recognition of objects, etc.). 

 RMRA, Remote Mobile Robot Agent/RARA, Remote Manipulator Robot Agent: This agent 
scans the various proprioceptif and exteroceptif sensors equipping the mobile 
base/manipulator (Perception) and sends the useful information to LMRA/LARA in 
order to maintain a correct representation of the environment. In addition, this agent 
ensures the local control of the mobile base/manipulator by sending instructions to its 
actuators and executing the multiple control strategies (navigation of the mobile 
base/motion of the manipulator) offered by LMRA/LARA (Decision + Action). 
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Fig. 4. Multi-agent control architecture 

 
4. Implementation of the control architecture 
 

The agents must be able to respond to asynchronous and external events, and to deal with 
requests, as soon as possible, according to the dynamics of the robot. Consequently, each 
agent is implemented as a set of concurrent communicating entities (a set of threads) 
executing autonomously and in parallel. 
The agents communicate by sockets using TCP/IP protocol. Furthermore, semaphores are 
used to protect the access to the shared variables between the threads of the agent. 
P(Variable) to lock and V(Variable) to unlock the access to these variables. In addition, each 
agent has a Knowledge Base that describes its configuration. More details on the 
implementation of the multi-agent control architecture can be found in (Hentout et al., 
2009c) (see Fig. 5 for the legend of the next figures of this section). 
LMRA, LARA, VSA and SA agents are developed in Visual studio C# 2008 and installed on 
the off-board PC. RMRA and RARA agents are installed on the off-board PC. They are 
developed in C/C++ and SynDEx. 
 

 
Fig. 5. Legend of the different components of the agents 
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4.1 Supervisory Agent 
The Supervisory Agent (Fig. 6) consists of the following threads: 
 Configuration: This thread allows the operator to configure the agent (ID, port, 

competences, etc.) and to introduce all the information on the knowledge of the agent, 
and the partial knowledge about its acquaintances and its environment. 

 Communication: it interfaces the agent with its acquaintances. It contains traditional 
communication functions as Connect, Disconnect, Send and Receive. 

 Supervision: Its role is to activate threads that result in the necessary behavior (facing a 
given situation) and deactivate the others. 

 Human/Robot Interface: it displays data of odometer, LMS, US, effort and joints positions 
sensors, the state of the gripper, CCD camera images, etc. In addition, it allows the 
operator to introduce the mission to be executed by the robot and to dialog with the 
control architecture. 

 Mission Decision: This thread decides either the mission to be carried out by the robot is 
accepted or not. For this aim, it checks the availability and status of all the required 
resources. If the mission is accepted, it is sent to the other agents for execution. 
Otherwise, this thread informs the operator of its incapacity to accomplish this mission. 

 

 
Fig. 6. Multithreading architecture of SA 

 
4.2 Local Mobile/Manipulator Robot Agent 
The Local Mobile/Manipulator Robot Agent (Fig. 7) consists of six threads: 
 Communication High-level: communication with the other local agents. 
 Communication Low-Level: it allows communicating with RMRA/RARA agent. 
 Configuration. 
 Supervision. 
 Sensors Processing: it receives information on the environment of the remote robot. LMS, 

US and Odometer sensors for the mobile base; Positions sensors, Effort sensors and the 
State of the gripper for the manipulator. 

 Position Calculation: for the Mobile Robot agent, this thread calculates the position of the 
mobile base on a plan relatively to any frame (RB or RA). 
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4.1 Supervisory Agent 
The Supervisory Agent (Fig. 6) consists of the following threads: 
 Configuration: This thread allows the operator to configure the agent (ID, port, 

competences, etc.) and to introduce all the information on the knowledge of the agent, 
and the partial knowledge about its acquaintances and its environment. 

 Communication: it interfaces the agent with its acquaintances. It contains traditional 
communication functions as Connect, Disconnect, Send and Receive. 

 Supervision: Its role is to activate threads that result in the necessary behavior (facing a 
given situation) and deactivate the others. 

 Human/Robot Interface: it displays data of odometer, LMS, US, effort and joints positions 
sensors, the state of the gripper, CCD camera images, etc. In addition, it allows the 
operator to introduce the mission to be executed by the robot and to dialog with the 
control architecture. 

 Mission Decision: This thread decides either the mission to be carried out by the robot is 
accepted or not. For this aim, it checks the availability and status of all the required 
resources. If the mission is accepted, it is sent to the other agents for execution. 
Otherwise, this thread informs the operator of its incapacity to accomplish this mission. 
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 Communication Low-Level: it allows communicating with RMRA/RARA agent. 
 Configuration. 
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For the Manipulator Robot agent, this thread tests either a given Cartesian position 
belongs of the current workspace of the manipulator or not. In addition, this thread 
calculates the Direct Kinematic Model (DKM) and the Inverse Kinematic Model (IKM) of the 
manipulator. 
 

 
Fig. 7. Multithreading architecture of LMRA/LARA 

 
4.3 Vision System Agent 
The images captured by the CCD camera of the robot must undergo several operations to 
extract useful information and to calculate the coordinates of the objects of the scene. The 
Vision System Agent (Fig. 8) is composed of the following threads: 
 Communication. 
 Supervision. 
 Image Capturing: The CCD camera of the robot delivers continuous video images of the 

scene. Images are stocked in Image. 
 Configuration: the configuration of this agent consists of the Camera calibration (see 4.3.1) 

and Camera/Gripper calibration (see 4.3.2). These parameters are stored in the knowledge 
base of the VSA agent. 

 Image Processing: Firstly, the Median filter is applied to remove the noise. It consists of 
replacing the value of a pixel by the median value of its neighbor pixels. Secondly, the 
resulting image is binarised. The binarisation consists of transforming the image into 
another format with two colors only: black for the objects and white for the background. 
Thirdly, objects contours are detected. The contours consist of finding pixels in the image 
that correspond to changes of the luminance intensity. The algorithm of Canny (Canny, 
1986) has been used. Finally, the forms recognition (characterization) consists of identifying 
the forms and classifying them in the corresponding category (triangles, rectangles, 
circles, etc.). To this aim, the Hough transformation (Duda & Hart, 1972) has been used.The 
result is saved in ProcessedImage. 

 2D Extraction: this thread calculates the 2D coordinates of the gravity center (ui, vi) of all 
the objects. The results are stocked in UV array of n elements. 
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 3D Extraction: The aim of this thread is to compute the 3D real coordinates (x, y, z) of the 
objects of the scene using the calibration parameters of the CCD camera.With a single 
camera, it is possible to estimate only two coordinates (y, z). Thus, to get the other one 
(x), another measurement system is needed. The used approach is that developed in 
(Bouzouia & Rahiche, 2009). It is as follows: 
 From the captured and processed image, the (y, z) coordinates of the selected object 

are calculated by using the camera model obtained by the calibration process. 
 The measure representing the other component (x) is obtained from the LMS sensor. 

 

 
Fig. 8. Multithreading architecture of VSA 
 
The acquisition, Filtering, Segmentation and Characterization steps are illustrated in Fig. 9 
(Bouzouia &Rahiche, 2009). 

 
Fig. 9. Result of the image processing process 

 

Image 
Capturing

Other Local Agents

ClientServer

Knowledge 
Base

2D Extraction

Communication
X, Y, Z

Image

Processed Image

UV(n)

D Extraction Supervision

Configuration 
Parameters 

Image 
Processing

Configuration

 

Captured image 

Filtering+Countours 
detection+Binarisation 

Segmentation

Characterization



Mobile Manipulation: A Case Study 155

For the Manipulator Robot agent, this thread tests either a given Cartesian position 
belongs of the current workspace of the manipulator or not. In addition, this thread 
calculates the Direct Kinematic Model (DKM) and the Inverse Kinematic Model (IKM) of the 
manipulator. 
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 3D Extraction: The aim of this thread is to compute the 3D real coordinates (x, y, z) of the 
objects of the scene using the calibration parameters of the CCD camera.With a single 
camera, it is possible to estimate only two coordinates (y, z). Thus, to get the other one 
(x), another measurement system is needed. The used approach is that developed in 
(Bouzouia & Rahiche, 2009). It is as follows: 
 From the captured and processed image, the (y, z) coordinates of the selected object 

are calculated by using the camera model obtained by the calibration process. 
 The measure representing the other component (x) is obtained from the LMS sensor. 
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The acquisition, Filtering, Segmentation and Characterization steps are illustrated in Fig. 9 
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4.3.1 Camera calibration 
Camera calibration consists in determining the 3×4 transformation matrix ITA that maps a 

3D coordinates of a point in the space � �
�
�
�
� expressed inRA using a calibration grid, onto its 

2D image projection whose coordinates � ���� are expressed in pixel in RI (Telle et al., 2003). 
The relation between P and m is given by (6) where s is an arbitrary scale factor (Muis & 
Ohnishi, 2005): 

 �
��
��
�
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�
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1
� (6)

 
 
For the camera calibration, the method proposed in (Bénallal, 2002) is adopted. It consists of 
solving (7) with n6 (Hartley & Zisserman, 2001) and m11, m12 ... m33 are the elements of the 
matrix ITA. 
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The obtained matrix M is given by (8) (Hentout et al., 2009d): 
 

 � � �
�0.205� 0.�110 �0.0�� 6�.����
0.6��� 0.1155 �0.��� 1��.����
0.0005 0.0002 0.0006 1

� (8) 

 
4.3.2 Camera/Gripper Calibration 
Camera/Gripper calibration consists of finding the matrixETCdefining RC in RE. 
Let CTA1and CTA2 be the transformation matrices defining a first and a secondposition of the 
camera in RA. Let MTE1 and MTE2 be the transformation matrices defining the two positionsof 
the end-effector in RM corresponding to the first and the second position of the camera. 
To find the Camera/Gripper calibration matrix ETC, the method developed in (Tsai & Lenz, 
1989) is chosen. It is based on the Least squares method and consists of solving (9) where: 
 A=(CTA2)*(CTA1)-1: The measurable transformation matrix of the camera from its first to 

its second location (relative camera motion). 
 B=(MTE2)-1*(CTE1): The measurable transformation matrix of the gripper from its first to 

its second location (relative robot gripper motion). 
 

 � � �� � � �� � � � (9) 
 
The obtained matrix ETC is given by (10) (Hentout et al., 2009e): 
 

 �� � � �
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0 0 0 1
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4.4 Remote Mobile Robot Agent 
The Remote Mobile Robot Agent, given by Fig. 10, consists of seven threads: 
 Configuration. 
 Communication. 
 Supervision. 
 Reading LMS Sensors: it scans continuously the serial port of the LMS sensors and stores 

data in ValuesLMS of 181 items. 
 Reading US Sensors: This thread, in its turn, reads constantly the US sensors and stores US 

data in ValuesUS of 24 items. 
 Odometry: This thread reads the values of the incremental encoders (E_R, E_L), installed 

on the driven wheels of the mobile base, and calculates its current position and 
orientation angle (New_X, New_Y, New_θ) as shown in (Hentout et al., 2009a). 

 Navigation: it consists of the main role of this agent. It uses data of all the other threads. 
Navigation calculates velocities (Spd_R, Spd_L) to be sent to the actuators of the mobile 
base in order to move to a Target position given by (XTarget, YTarget, θTarget) while avoiding 
possible obstacles. 
 

 
Fig. 10. Multithreading architecture of RMRA 
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4.3.1 Camera calibration 
Camera calibration consists in determining the 3×4 transformation matrix ITA that maps a 

3D coordinates of a point in the space � �
�
�
�
� expressed inRA using a calibration grid, onto its 

2D image projection whose coordinates � ���� are expressed in pixel in RI (Telle et al., 2003). 
The relation between P and m is given by (6) where s is an arbitrary scale factor (Muis & 
Ohnishi, 2005): 
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The obtained matrix M is given by (8) (Hentout et al., 2009d): 
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 A=(CTA2)*(CTA1)-1: The measurable transformation matrix of the camera from its first to 

its second location (relative camera motion). 
 B=(MTE2)-1*(CTE1): The measurable transformation matrix of the gripper from its first to 
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4.4 Remote Mobile Robot Agent 
The Remote Mobile Robot Agent, given by Fig. 10, consists of seven threads: 
 Configuration. 
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 Supervision. 
 Reading LMS Sensors: it scans continuously the serial port of the LMS sensors and stores 

data in ValuesLMS of 181 items. 
 Reading US Sensors: This thread, in its turn, reads constantly the US sensors and stores US 

data in ValuesUS of 24 items. 
 Odometry: This thread reads the values of the incremental encoders (E_R, E_L), installed 

on the driven wheels of the mobile base, and calculates its current position and 
orientation angle (New_X, New_Y, New_θ) as shown in (Hentout et al., 2009a). 

 Navigation: it consists of the main role of this agent. It uses data of all the other threads. 
Navigation calculates velocities (Spd_R, Spd_L) to be sent to the actuators of the mobile 
base in order to move to a Target position given by (XTarget, YTarget, θTarget) while avoiding 
possible obstacles. 
 

 
Fig. 10. Multithreading architecture of RMRA 
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4.5 Remote Manipulator Robot Agent 
The Remote Manipulator Robot Agent (Fig. 11) is composed, in its turn, of seven threads: 
 Communication. 
 Configuration. 
 Supervision. 
 Reading Positions Sensors: it reads the incremental positions sensors (PcIn) installed on 

each articulation of the manipulator and saves data in ValuesPos of 6 elements. 
 Reading Effort Sensors/State Gripper: this thread, in its turn, reads the effort sensor data 

(Gripper) and the state of the gripper (Opened or Closed). This thread stores read data in 
ValuesGripper of 7 items (Forces (Fx, Fy, Fz), Torques (Tx, Ty, Tz), State of the Gripper). 

 Open/Close gripper: it opens or closes the gripper. 
 Movement: This thread consists of the main role of this agent. It calculates orders (PcOut) 

to be sent to the actuators of the manipulator in order to move to a Target position given 
by (Q1 …Q6) with a given velocity Vi (i=1…6) for each joint. 

 

 
Fig. 11. Multithreading architecture of RARA 
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LARA, VSA, RMRA and RARA agents, two different missions are considered in this section. 
For the envisaged experiments, all the positions and orientations are given in RA. In 
addition, two cases are distinguished (Fig. 12): 
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 The Target belongs of the current workspace of the robot: this task requires only the motion 
of the manipulator. 

 The Target is outside the current workspace of the robot: In this case, the mobile base moves 
until the Target is within the new workspace of the manipulator. Then, the robot 
manipulates the Target with its end-effector. 

  
Fig. 12. The two possible cases for a given Target 
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4.5 Remote Manipulator Robot Agent 
The Remote Manipulator Robot Agent (Fig. 11) is composed, in its turn, of seven threads: 
 Communication. 
 Configuration. 
 Supervision. 
 Reading Positions Sensors: it reads the incremental positions sensors (PcIn) installed on 

each articulation of the manipulator and saves data in ValuesPos of 6 elements. 
 Reading Effort Sensors/State Gripper: this thread, in its turn, reads the effort sensor data 

(Gripper) and the state of the gripper (Opened or Closed). This thread stores read data in 
ValuesGripper of 7 items (Forces (Fx, Fy, Fz), Torques (Tx, Ty, Tz), State of the Gripper). 

 Open/Close gripper: it opens or closes the gripper. 
 Movement: This thread consists of the main role of this agent. It calculates orders (PcOut) 

to be sent to the actuators of the manipulator in order to move to a Target position given 
by (Q1 …Q6) with a given velocity Vi (i=1…6) for each joint. 
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From (11) and (12), the position of h (the next Target to be reached by the end-effector of the 
robot) on the segment [Pi, Pf] is given by (13): 
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The positioning error of the end-effector is calculated by (14): 
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Fig. 13. The straight-line following mission and its parameters 
 
The straight-line following algorithm for LARA is given as follows: 
 Straight_Line_Following_LARA(Pi, Pf){ 
  if(Pi Current workspace of the manipulator) 
   wait for message (Mobile base in PositionInit) from LMRA; 
  Generate the possible orientations for Pi using the IKM; 
  Qi(i=1…6) = Choose the best configuration; 
  Send Move(Qi(i=1…6)) to RARA; 
  while (P != Pf){ 
   Receive (New_X, New_Y, New_θ) from LMRA; 
   Calculate P in RA according to (New_X, New_Y, New_θ); 
   if (P [Pi, Pf]){ 
    Calculate h, the projection of P on [Pi, Pf]; 
    Generate the possible orientations for h using the IKM; 
    Qi(i=1…6) = Choose the best configuration; 
   } 
   Send Move(Qi(i=1…6)) to RARA; 
  } 
 } 
 
The straight-line following algorithm for LMRA is given here below: 
 Straight_Line_Following_LMRA(Pi, Pf){ 
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  Calculate PositionInit corresponding to Pi; 
  Send Move(PositionInit) to RMRA; 
  wait for (Mobile base in PositionInit) from RMRA; 
  Send (Mobile base in PositionInit) to LARA; 
  Calculate PositionFin corresponding to Pf; 
  Send Move(PositionFin) to RMRA; 
  while ((New_X, New_Y, New_θ)!=PositionFin){ 
   Receive (New_X, New_Y, New_θ) from RMRA; 
   Send (New_X, New_Y, New_θ) to LARA; 
  } 
} 
 
These two previous algorithms are executed in parallel on the off-board PC by the 
corresponding agents. In addition, LMRA and LARA send requests and receive sensors data 
and reports from the corresponding agent (RMRA and RARA). At the same time, RMRA and 
RARA move towards the received positions: PositionFin for the mobile base and (Q1 … Q6) for 
the manipulator. 

 
5.1.2 Experimental result 
The straight-line following algorithms proposed previously for LMRA and LARA are 
implemented to the RobuTER/ULM. (13) is used to generate the Target positions so that the 
end-effector of the mobile manipulator follows the desired line (Hentout et al., 2009e). 
For this experiment Pi(Xi, Yi, Zi) =(-691.72mm, -108.49mm, 1128.62mm) and Pf(Xf, Yf, Zf) = (-
2408.17mm, -108.49mm, 1472.30mm). Therefore, the operational trajectory consists of a 
straight-line with a slope of about 350mm (343.68mm). 
The initial posture of the mobile base and that of the end-effector corresponding to Pi is 
TargetInit(XBInit, YBInit, BInit, XEInit, YEInit, ZEInit, EInit, θEInit, EInit) = (0mm, 0mm, 0°, -691.72mm, -
108.49mm, 1128.62mm, -90°, -90°, -90°). For this initial position, the initial joint angles (Q1Init, 
Q2Init, Q3Init, Q4Init, Q5Init, Q6Init) = (0°, 60°, 0°, 0°, 32°, 0°).The final position of the mobile base 
and that of the end-effector corresponding to Pfis TargetFin(XBFin, YBFin, BFin, XEFin, YEFin, ZEFin, 
EFin, θEFin, EFin) = (-1920mm, 2mm, 15°, -2408.17mm, -108.49mm, 1472.30mm, 0°, -90°, 0°). 
For this final position, the final joint angles (Q1Fin, Q2Fin, Q3Fin, Q4Fin, Q5Fin, Q6Fin) = (37°, 52°, 
61°, 73°, -57°, 28°). 
Two cases are tested for this example(Hentout et al., 2009e): 
 The environment of the robot is free (no obstacles are considered). The motion of the 

mobile base consists also of a straight-line connecting PositionInit to PositionFin. For this 
case, the robot follows perfectly the imposed straight-line. 

 The second case is more difficult. The non-holonomic mobile base has to avoid an 
obstacle present in the environment while the end-effector has to be always at the desired 
configuration (on the straight-line).For the second case of this experiment, the 
operational trajectory followed by the end-effector and the imposed trajectory for the 
end-effector are shown on Fig. 14. 
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From (11) and (12), the position of h (the next Target to be reached by the end-effector of the 
robot) on the segment [Pi, Pf] is given by (13): 
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The positioning error of the end-effector is calculated by (14): 
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mobile base consists also of a straight-line connecting PositionInit to PositionFin. For this 
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Fig. 14. Imposed operational trajectory and the real trajectory of the end-effector 
The real joints variations rather than the desired trajectory for some joints (1, 2, 3 and 5 
respectively) are shown on Fig. 15. 
 

   

   
Fig. 15. Joints variations and desired trajectories of some joints 
 
Fig.16 shows the trajectory followed by the mobile base and the avoidance of the obstacle. 
 

 
Fig. 16. Real trajectory followed by the mobile base 
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5.1.3 Discussion of results 
Figs. 14, 15 and 16 showed the operational trajectory of the end-effector, the variations of 
some joints of the manipulator and the motion of the mobile base respectively. The mission 
took about 160 seconds. 
The maximum positioning error calculated by (14) is 24.43mm while the average error is 
3.41mm. The errors show that it is difficult to follow the desired straight-line. 
The first reason for this error is the initial positioning error of the mobile base (PositionInit). It 
causes straying from the initial position for the end-effector in the trajectory. To solve this 
problem, the mobile manipulator must absorb this error by the motion of its manipulator. 
Secondly, an estimated positioning error of the mobile base, calculated by odometry 
(New_X, New_Y, New_θ), during its motion effects the tip position of the end-effector 
directly. To absorb this error, the manipulator should move quickly to adjust itself when the 
error is detected. Finally, the low velocity of the manipulator’s motion during the motion of 
the mobile base causes a delay in the positioning of the end-effector. This problem can be 
solved by incrementing the velocity of the manipulator according to that of the mobile base. 

 
5.2 Aligning the end-effector of the robot to different objects by using the eye-in-hand 
camera and the LMS sensor 
A position-based servoing control of mobile manipulators by using the eye-inhand camera 
and the LMS sensor is considered. The working mission is to reach different positions 
(corresponding to various objects) by the end-effector of the robot. 
To reach an object, it is necessary to capture an image of this object. VSA sends, for this aim, 
a request Move Gripper (Position) to LARA in order to position the manipulator. Position is 
read from the Knowledge Base of VSA. After the positioning of the manipulator, VSA 
captures an image and carries out the necessary processing to extract the 2D coordinates (u, 
v) of the gravity center of the object in the image. At the end, VSA extract (y, z) coordinates 
and sends them to LARA. LARA always needsthe (x) coordinate. To this aim, a request is 
sent, in parallel, to LMRA (Read LMS) which transmits it to RMRA. Receiving this request, 
RMRA send LMSValues data to LMRA. This latter selects the minimum value from the 60th 
element to 120th element (corresponding to 60° to 120°). This value corresponds to the (x) 
coordinate. It is sent to LMRA which has now (x, y, z) coordinates of the position to be 
reached. 

 
5.2.1 Experimental result 
For this experiment, as shown in Fig. 18, the initial posture of the mobile base and that of the 
end-effector is TargetInit(XBInit, YBInit, BInit, XEInit, YEInit, ZEInit, EInit, θEInit, EInit) = (0mm, 0mm, 
0°, -546.62mm, -110.36mm, 1200.73mm, -90°, -90°, -90°). The position to be reached by the 
end-effector of the robot are at a distance x=-2470. For this initial position, the initial joint 
angles (Q1Init, Q2Init, Q3Init, Q4Init, Q5Init, Q6Init) = (0°, 87°, 0°, 0°, 5°, 0°). Table 2 shows the 
different parameters of this experiment. 
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respectively) are shown on Fig. 15. 
 

   

   
Fig. 15. Joints variations and desired trajectories of some joints 
 
Fig.16 shows the trajectory followed by the mobile base and the avoidance of the obstacle. 
 

 
Fig. 16. Real trajectory followed by the mobile base 

 

Imposed straight-line

Real trajectory

‐50
‐40
‐30
‐20
‐10
0

10
20
30
40

0 20 40 60 80 100 120 140 160
Imposed Q1 Real Q1

20
30
40
50
60
70
80
90

0 20 40 60 80 100 120 140 160
Imposed Q2 Real Q2

0
10
20
30
40
50
60
70

0 20 40 60 80 100 120 140 160
Imposed Q3 Real Q3

‐80
‐60
‐40
‐20
0

20
40

0 20 40 60 80 100 120 140 160
Imposed Q5 Real Q5

0
100
200
300
400
500

‐2000 ‐1800 ‐1600 ‐1400 ‐1200 ‐1000 ‐800 ‐600 ‐400 ‐200 0

Position of the obstacle 

Y (mm)

X (mm)

5.1.3 Discussion of results 
Figs. 14, 15 and 16 showed the operational trajectory of the end-effector, the variations of 
some joints of the manipulator and the motion of the mobile base respectively. The mission 
took about 160 seconds. 
The maximum positioning error calculated by (14) is 24.43mm while the average error is 
3.41mm. The errors show that it is difficult to follow the desired straight-line. 
The first reason for this error is the initial positioning error of the mobile base (PositionInit). It 
causes straying from the initial position for the end-effector in the trajectory. To solve this 
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5.2 Aligning the end-effector of the robot to different objects by using the eye-in-hand 
camera and the LMS sensor 
A position-based servoing control of mobile manipulators by using the eye-inhand camera 
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captures an image and carries out the necessary processing to extract the 2D coordinates (u, 
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5.2.1 Experimental result 
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end-effector of the robot are at a distance x=-2470. For this initial position, the initial joint 
angles (Q1Init, Q2Init, Q3Init, Q4Init, Q5Init, Q6Init) = (0°, 87°, 0°, 0°, 5°, 0°). Table 2 shows the 
different parameters of this experiment. 
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166, 176 -2470, -63, 1325 2470 -2470, -63.01, 1328.56 -1670mm, 0mm, 0° 
182, 228 -2470, 52, 1295 2470 -2470, 46.40, 1294.85 -1670mm, 0mm, 0° 
228, 178 -2470, -58, 1200 2470 -2470, -58.93, 1197.94 -1670mm, 0mm, 0° 
234, 227 -2470, 47, 1185 2470 -2470, 44.25, 1185.30 -1670mm, 0mm, 0° 

Table 2. Different parameters of the experiment 
 
The joints angles and the corresponding end-effector coordinates are given in Table 3. 
 

Target Joints angles Qi (i=1..6) (°) End-effector coordinates (XE, YE, ZE, E, θE, E) 
Target1 (5, 49, 63, -13, -22, -78) -2466.52mm, -60.45mm, 1335.20mm, -90°, -90°, 180° 
Target2 (16, 51, 54, -48, -22, -44) -2469.86mm, 44.17mm, 1293.73mm, -90°, -90°, 180° 
Target3 (5, 53, 37, 89, 5, 1) -2468.08mm, -60.95mm, 1199.39mm, -90°, -90°, 0° 
Target4 (16, 53, 35, 83, 16, 7) -2469.41mm, 45.15mm, 1185.48mm, -90°, -90°, 0° 

Table 3. Joints angles and end-effector postures for the different Targets 
 
The following snapshots (Fig. 18) show the obtained result (Bouzouia & Rahiche, 2009): 
 

 
Initial position The four positions to be reached 

 
The 1st point             The 2nd point               The 3rd point               The 4th point 

Fig. 18. Position-based servoing control by using the camera and the LMS sensor of 
RobuTER/ULM 

 
5.2.2 Discussion of results 
The VSA agent uses the eye-in-hand camera to extract the two last coordinates (y and z) of 
the object to be manipulated by the robot. The LMRA and the RMRA agent use the LMS 
sensor to obtain the first coordinate (x). 
The maximum 3D reconstruction error calculated by (14) is 5.60mm while the minimum 
error is 2.26mm. These errors are acceptable. They are due to the weak precision of the 
measured real values, to the low rigidity of the manipulator, to the accumulation errors of 
the calibration processand to the feeble precision of the LMS sensor (±15mm). 
The maximum positioning error is 11.07mm while the minimum error is 2.00mm. The errors 
are principally due to the error in the estimated positioning of the mobile base, calculated by 
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odometry (New_X, New_Y, New_θ), during its motion. These errors are also due the 
accumulated errors in the IKM of the manipulator. 

 
6. Conclusions and future works 
 

This chapter presented a multi-agent control architecture of mobile manipulators. The 
architecture consists of six agents: Supervisory Agent (SA), Local Mobile Robot Agent (LMRA), 
Local Manipulator Robot Agent (LARA), Vision System Agent (VSA), Remote Mobile Robot Agent 
(RMRA) and Remote Manipulator Robot Agent (RARA). The first four agents are installed on 
an off-board PC while the two other agents are installed on the on-board PC of the robot. 
The controller was applied successfully to follow a predefined straight-line operational 
trajectory by the end-effector of a differentially-driven RobuTER/ULM mobile manipulator 
while considering obstacles in its environment. The controller was shown to be relatively 
effective when the robot moves with small velocities. 
To realize the operational trajectory following, one of the biggest problems is that an 
accumulated error of the estimated position of the mobile base affects the position accuracy 
of the end-effector. Therefore, the manipulator should have a capability to adjust its position 
when the mobile base detects positioning errors. 
The results obtained the position-based servoing control of the robot by using the eye-in-
hand camera and the LMS sensor are satisfactory since the positioning error of the end-
effector is less than 15mm. The calculation of the 3D coordinates is based on the eye-in-hand 
camera (for (y, z) coordinates) and on the LMS sensor (for (x) coordinate). 
In future works, the performances and the robustness of the implemented agents of the 
control architecture should be shown and discussed through examples of other types of 
trajectories (circular, etc.). Furthermore, and especially for the VSA agent, a moving target 
tracking problem should be performed. In addition, the real time constraint for the VSA 
agent will be verified and discussed. Another extension of this work is to introduce a virtual 
reality system (a graphic simulator) to give more effective action for the developed 
architecture. 
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1. Introduction  
 

1.1 Approach to the topic 
There has been a major change in the manufacturing after year 2000. At the same time when 
production is struggling with tougher price competition, the requirements for flexibility are 
increasing. Life cycles of the products are getting shorter, the variety of products is 
increasing, and production costs should be decreased at the same time when there is no 
good technical solution on the market to answer to this.  Customer assumes to get a tailored 
solution with the same price and delivery as a mass product previously. 
Using the current manufacturing technologies response to the needs of the market is getting 
increasingly difficult. Even if the modern manufacturing systems include a remarkable 
amount of ICT technologies, the flexibility of a human worker is very challenging to reach. 
Although robotic systems are classified as a flexible production technology, in practice the 
current robotic implementations are concentrated to high volume production (Naumann et. 
al 2006).  Only a few industrial solutions have been installed for short and single series 
production. The main obstacle in installing robots for short series production is the amount 
of product-specific costs caused by the manual work still required for using the robot 
system (Sallinen et. al 2004). In most of the cases each work phase and process for each 
product has to be programmed, and the function of auxiliary equipment is usually based on 
part-specific geometry e.g. no exceptions beyond the designed parts are allowed. If the 
volumes of the product are low, the effective utilization of a robot assumes that it is applied 
to a large variety of parts, or to a large amount of different work phases, to bring the robot 
utilization rate to a decent level typical of the SME industry. In addition, parts to be 
processed in the production environment very often have complicated forms which make 
manipulation more challenging. This is the case especially in the short series production 
when most of the manufacturing processes are solved relatively well at the moment. 

 
1.2 State-of-the-art 
The development of manufacturing systems has had two main approaches (Maraghy 2006): 
Flexible Manufacturing Systems (FMS) and Reconfigurable Manufacturing Systems (RMS). 
The concept presented here has adapted features from both. Our approach is that the basic 
element of the automation island is an industrial robot equipped with different kinds of 
external sensors and auxiliary devices combining mechanics, sensor technology, tools and 
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software. This gives high level flexibility in terms of programmability, reconfigurability, 
reusability and price. 
A lot of studies from different areas related to flexible robot automation can be found such 
as off-line programming (Brock 2000)(Burns & Brock 2005)(Sanchez & Latombe 2002). There 
are solutions for off-line programming where the first area has been welding (Dai & 
Kampker 2000). Another approach is on-line programming which modern version is called 
programming by demonstration (PbD) (Dillman et. al 1999)(Chen & McGarragher 
2000)(Rogalla et. al 2002). Typical example of PbD is where human with ordinary tools 
shows the task by guiding the robot by hand (physical interaction) or human shows some 
task and the robot recognizes that by a vision system. System even try to learn tasks from 
the demonstation (Kang & Ikeuchi 1995). Learning can be divided to task- skill and body 
recognition which have been studied in (Nakaoka et. al 2006).  
Studies about flexible robot system architectures can be found from mobile robotics. In the 
studies the task level control is common topic (Camargo et. al 1992)(Parker 1998). Compared 
with the architectures presented in the literature we present a solution called “Isle of 
Automation” which enables multiplying the workcell while the whole structure defines the 
overall architecture. Architecture of a holonic manufacturing system (Takamura et. al 2003) 
is close the approach presented in this chapter. The principle of operation of an automation 
island is that it is working autonomously but is not cooperative by default as holons are. 
In this chapter, we present a concept for short series production based on backround system 
called Engineering resources and executive robot cell called Production cell consisting of 
industrial robots equipped with assistive manipulation systems, sensors and a control 
system. We call this complete system as an Isle of automation. The new concept is beyond the 
current robot workcells by the properties of flexibility, reconfigurability, context awareness 
and programmability. In the concept, there are modules for programming, sensing, material 
handling and flow as well as communication. The overall architecture defines how these 
modules are working together. In this chapter, we present these modules and illustrate the 
operation in pilot case. 
This chapter has been organized as follows. In chapter 2 we introduce and define the overall 
concept of the isle of automation, in chapter 3 we introduce the architecture of production 
cells, in chapter 4 components of the isles of automation. Communication between the 
structures are explained in paragraph 5. Feasibility of our approach is shown in chapter 6 by 
a pilot case, discussion is given in chapter 7 and finally conclusions are drawn in chapter 8. 

 
2. The Overall Concept for Isles of Automation 
 

The concept of isles of automation for short series production consists of two main parts: 
Engineering Resources and Production cells. The overall system follows a modular structure 
and realizes highly flexible and controllable robotized system. It exploits the features of 
ubiquitous technology including flexibility, adaptivity, context awareness and reactivity, 
which are beyond the current automation solutions. The production system easily adapts to 
new products or product variants and to deviations in work pieces. In addition, data 
acquisition presents new possibilities, when open interfaces are offered down to the sensor 
level (e.g. measurement signals can be monitored). This means sensors offer services and are 
visible to the whole control system including user. Sensors can be used for on-line purposes 
such as control but also off-line monitoring such as quality control and prognosis of the 

 

maintenance of the machines.  This kind of features can not be found in the current systems 
such as presented in (Bloomenthal et. al 2002). 
The operation of the automation island is managed by control software locating in 
Engineering Resources, called Isle Manager, which is controlling the execution of tasks in a 
high level. It also manages the sensing and reactions to non-expected situations in the robot 
cell. The work is carried out by communicating with distributed modules and providing the 
ways to carry out the tasks. 
Figure 1 illustrates the concept of Isles of Automation. In the top there is the Engineering 
Resources and below that Production cells. More detailed description is given in next 
paragraphs. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1 The conceptual structure of isles of automation 
 
The concept of the automation island is described in the figure 1. The main parts of the 
system are Engineering Resources and Production Cells. Interaction between these parts is 
described in paragraph 5. 

 
2.1 Description of the concept: Engineering resources 
The Engineering Resource is working as an autonomous backround system and operating 
mainly off-line. It consists of pre-processing and post-prosessing functions depending on the 
time of operation. Operation of the robot and auxiliary device is supported by pre-
processing functions for which there are planning, off-line programming and simulation, see 
box in top left in the figure 1. To support the process, there is a knowledge base for product 
and process information. Knowledge base may locate in local engineering computer or the 
information can be obtained from enterprise factory database. For overall feedback and 
analysis, there are data analysis and learning modules, see boxes in right down in figure 1. 
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software. This gives high level flexibility in terms of programmability, reconfigurability, 
reusability and price. 
A lot of studies from different areas related to flexible robot automation can be found such 
as off-line programming (Brock 2000)(Burns & Brock 2005)(Sanchez & Latombe 2002). There 
are solutions for off-line programming where the first area has been welding (Dai & 
Kampker 2000). Another approach is on-line programming which modern version is called 
programming by demonstration (PbD) (Dillman et. al 1999)(Chen & McGarragher 
2000)(Rogalla et. al 2002). Typical example of PbD is where human with ordinary tools 
shows the task by guiding the robot by hand (physical interaction) or human shows some 
task and the robot recognizes that by a vision system. System even try to learn tasks from 
the demonstation (Kang & Ikeuchi 1995). Learning can be divided to task- skill and body 
recognition which have been studied in (Nakaoka et. al 2006).  
Studies about flexible robot system architectures can be found from mobile robotics. In the 
studies the task level control is common topic (Camargo et. al 1992)(Parker 1998). Compared 
with the architectures presented in the literature we present a solution called “Isle of 
Automation” which enables multiplying the workcell while the whole structure defines the 
overall architecture. Architecture of a holonic manufacturing system (Takamura et. al 2003) 
is close the approach presented in this chapter. The principle of operation of an automation 
island is that it is working autonomously but is not cooperative by default as holons are. 
In this chapter, we present a concept for short series production based on backround system 
called Engineering resources and executive robot cell called Production cell consisting of 
industrial robots equipped with assistive manipulation systems, sensors and a control 
system. We call this complete system as an Isle of automation. The new concept is beyond the 
current robot workcells by the properties of flexibility, reconfigurability, context awareness 
and programmability. In the concept, there are modules for programming, sensing, material 
handling and flow as well as communication. The overall architecture defines how these 
modules are working together. In this chapter, we present these modules and illustrate the 
operation in pilot case. 
This chapter has been organized as follows. In chapter 2 we introduce and define the overall 
concept of the isle of automation, in chapter 3 we introduce the architecture of production 
cells, in chapter 4 components of the isles of automation. Communication between the 
structures are explained in paragraph 5. Feasibility of our approach is shown in chapter 6 by 
a pilot case, discussion is given in chapter 7 and finally conclusions are drawn in chapter 8. 

 
2. The Overall Concept for Isles of Automation 
 

The concept of isles of automation for short series production consists of two main parts: 
Engineering Resources and Production cells. The overall system follows a modular structure 
and realizes highly flexible and controllable robotized system. It exploits the features of 
ubiquitous technology including flexibility, adaptivity, context awareness and reactivity, 
which are beyond the current automation solutions. The production system easily adapts to 
new products or product variants and to deviations in work pieces. In addition, data 
acquisition presents new possibilities, when open interfaces are offered down to the sensor 
level (e.g. measurement signals can be monitored). This means sensors offer services and are 
visible to the whole control system including user. Sensors can be used for on-line purposes 
such as control but also off-line monitoring such as quality control and prognosis of the 

 

maintenance of the machines.  This kind of features can not be found in the current systems 
such as presented in (Bloomenthal et. al 2002). 
The operation of the automation island is managed by control software locating in 
Engineering Resources, called Isle Manager, which is controlling the execution of tasks in a 
high level. It also manages the sensing and reactions to non-expected situations in the robot 
cell. The work is carried out by communicating with distributed modules and providing the 
ways to carry out the tasks. 
Figure 1 illustrates the concept of Isles of Automation. In the top there is the Engineering 
Resources and below that Production cells. More detailed description is given in next 
paragraphs. 
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The concept of the automation island is described in the figure 1. The main parts of the 
system are Engineering Resources and Production Cells. Interaction between these parts is 
described in paragraph 5. 

 
2.1 Description of the concept: Engineering resources 
The Engineering Resource is working as an autonomous backround system and operating 
mainly off-line. It consists of pre-processing and post-prosessing functions depending on the 
time of operation. Operation of the robot and auxiliary device is supported by pre-
processing functions for which there are planning, off-line programming and simulation, see 
box in top left in the figure 1. To support the process, there is a knowledge base for product 
and process information. Knowledge base may locate in local engineering computer or the 
information can be obtained from enterprise factory database. For overall feedback and 
analysis, there are data analysis and learning modules, see boxes in right down in figure 1. 
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Isle manager takes care of the overall management and workflow in the whole system, see 
box right up in the figure 1. 
If the factory contains a large number of production cells in many departments, there can be 
a pool of Engineering Resources which gives services for productions cells. Another option 
is that each cell has its own Engineering Resource which means they are operating 
autonomously like separate islands. This is a typical case when there are one or two 
production cells in the factory and they are operating in very different applications. In that 
case engineering resources are embedded in the Production Cell. In principle, an 
engineering resource of one production cell can offer services to other production cells as 
well. 
The decision making is distributed in the Isle of Automation. There is a high level controller, 
which takes care of the high level production management. Flexibility in production also 
sets requirements to the managing and controlling of the island. To use hardware efficiently, 
flexible, modular and reconfigurable software must be used at every level to manage the 
whole system. Modular structure and re-programmable software means that operations and 
functions of the production cells can easily be configured and used on-line. This approach 
has several features of Service Oriented Architecture approach in production environment, 
see e.g. (Veiga et. al 2007). 

 
2.2 Production cell 
The concept of the Production cell has a layered structure for different response levels. 
These layers include hardware, interfaces, real-time control, middleware and application 
layers. The key-functions in the island are adaptation, reconfiguration, sensing and plug-
and-play operations. These functions are operating vertically in the cell, see figure 1. 
Depending on the requirements of the applications, the properties, operation and status 
level of these key-functions are defined. They are explained more detailed in chapter 3.2. 

 
2.3 Interaction between Engineering Resources and Production Cell 
Communication between the cells and engineering resources is carried out through a 
production interface between the application layer and modules of the engineering 
resources system, see figure 1. Data exchange is not time critical and common formats are 
defined. 
There can be several production cells in the system as illustrated in the figure 1. Each cell 
may have it’s own function such as the first cell is making the cutting, the second cell is 
doing the welding and the third cell is doing the deburring. They can exchange and share 
information (e.g. updated product status data and geometrical information) and resources 
(e.g. sensors, devices, tools). Flexibility of production means that a product can be 
manufactured in any of the cells if the cells change the required tools and sensors guided by 
the Isle Manager. 

 
3. Architecture of the production cells 
 

The architecture of production cells. It is built based on layered structure consisting 
horizontal layers for required operations. In addition to horizontal layers, there are vertical 
functions called Key functions which use properties of different horizontal layers. 

 

Architecture described in this chapter gives rules and methods for cross-operation of these 
layers and functions. 

 
3.1 5-Layered structure 
Layers of the production cell are described in the figure 2. All the units of the cell (e.g. robot 
manipulator, controller and device controller) will contain the same layered structure: 
application layer, middleware, real-time control, interface (API) and physical layer (e.g. 
mechanics). Each layer consists of operations to operate with other layers. Also if a new unit 
or device is connected and the operation should be transparent to the user, the layer 
structure should be the same. Depending on the functional requirements of each unit, 
different layers will have respective operations.  
Communication between the vertical layers is carried out using interfaces suitable for each 
device (e.g. sockets, buffers or ethernet). Communication is recommended to be carried out 
between same layers to enable reliable and secure synchronization of the communication, 
especially in the real-time control layer. In the upper layers (application, middleware and 
real-time control) communication is carried out using textual structures, e.g. XML. In a time 
critical layer such as real-time control, interfaces and communication can be carried out 
using special real-time standards such as industrial Ethernet or digital or analog I/O or 
industrial field buses if very fast communication is required. 
An exemplary content of each layer is described in table 1. In the application layer, there can 
be application or robot application program running in the cell computer or in a robot 
controller. The common property is that programs are not time-critical compared with 
programs in real-time control layer. In the case when programs run in cell computer, they 
may operate on Windows or Linux operating systems. In the middleware layer, there are 
services for application layer. Most of the services are built such that they are invisible to 
user.  

 

 
Fig. 2. Layer structure of the units of the production cell 
 
The basis for key functions are in the middleware layer. Real-time control layer is 
established with user functions, upon the services of real-time operating system. In the robot 
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Isle manager takes care of the overall management and workflow in the whole system, see 
box right up in the figure 1. 
If the factory contains a large number of production cells in many departments, there can be 
a pool of Engineering Resources which gives services for productions cells. Another option 
is that each cell has its own Engineering Resource which means they are operating 
autonomously like separate islands. This is a typical case when there are one or two 
production cells in the factory and they are operating in very different applications. In that 
case engineering resources are embedded in the Production Cell. In principle, an 
engineering resource of one production cell can offer services to other production cells as 
well. 
The decision making is distributed in the Isle of Automation. There is a high level controller, 
which takes care of the high level production management. Flexibility in production also 
sets requirements to the managing and controlling of the island. To use hardware efficiently, 
flexible, modular and reconfigurable software must be used at every level to manage the 
whole system. Modular structure and re-programmable software means that operations and 
functions of the production cells can easily be configured and used on-line. This approach 
has several features of Service Oriented Architecture approach in production environment, 
see e.g. (Veiga et. al 2007). 

 
2.2 Production cell 
The concept of the Production cell has a layered structure for different response levels. 
These layers include hardware, interfaces, real-time control, middleware and application 
layers. The key-functions in the island are adaptation, reconfiguration, sensing and plug-
and-play operations. These functions are operating vertically in the cell, see figure 1. 
Depending on the requirements of the applications, the properties, operation and status 
level of these key-functions are defined. They are explained more detailed in chapter 3.2. 
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Communication between the cells and engineering resources is carried out through a 
production interface between the application layer and modules of the engineering 
resources system, see figure 1. Data exchange is not time critical and common formats are 
defined. 
There can be several production cells in the system as illustrated in the figure 1. Each cell 
may have it’s own function such as the first cell is making the cutting, the second cell is 
doing the welding and the third cell is doing the deburring. They can exchange and share 
information (e.g. updated product status data and geometrical information) and resources 
(e.g. sensors, devices, tools). Flexibility of production means that a product can be 
manufactured in any of the cells if the cells change the required tools and sensors guided by 
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manipulator, controller and device controller) will contain the same layered structure: 
application layer, middleware, real-time control, interface (API) and physical layer (e.g. 
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controller, all the kinematic calculation and motion control is carried out in this layer. In this 
layer, there are often real-time operating systems such as real-time linux or embedded 
windows or KUKA’s RT kernel. Interface layer has interfaces to external devices and 
communication networks using digital or analog lines or standard ethernet or industrial 
Ethernet. At the bottom, there are Mechanics layer which has physical devices, interface 
cards and tools, see table 1. 

 
3.2 Key functions 
Key functions are services available in the production island going through the layers as 
described in figure 3. Multi-layer operation means that they utilize each layer depending on 
the requirements. The purpose of the key functions is to carry out ubiquitous operations of 
automation island. It consist of intelligent, interactive and reactive operations of a cell can 
consist of one or several key functions. 
There are four key functions which are adaptation, plug-and-play operations, 
reconfiguration and sensing. As layers described above, there do not have be fully operating 
key functions in every unit. Also, the architecture supports the operating principle where 
different units or devices can or do utilize key functions from each other. Example of this 
can be e.g. that operation of force sensor is utilized by both programming-by-demonstration 
and reactive execution. Operation for requirement of application of force sensor is provided 
by the co-operation of both Key-functions adaptation and sensing where adaptation 
includes operations for changing the robot motion paths and sensing includes properties for 
signal processing of low-level force sensor. 
The operation principle of key functions are as follows: Adaptation function is on-line or off-
line reaction to changes of product or production. It utilizes sensing –key-function to 
achieve the measurement data for the basis of the operation. Plug-and-play function enables 
easy connectivity of new sensors which can be used in the adaptation of the production 
system to new, different size of workobjects. In general, plug-and-play functions enable an 
easy way to connect and disconnect components such as sensors, actuators, tools and 
devices between production islands. Reconfiguration function enables making of structural 
changes in the production cell automatically or by physical assistance of operator.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3. Key functions going through the layered structure. 
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The changes are carried out such that all the required properties of the island will be 
achieved. Reconfiguration is also supported by plug-and-play operations. Sensing includes 
low-level signal processing properties and it also provides different kind of upper level 
sensing / measurement services for other functions and layers. It will utilize plug-and-play 
operations to easily change sensors between production cells. 
 

Layer Example of operation 
Application Application program, robot 

program 
Middleware Services for upper and lower 

layers including key functions 
Real-time control / OS RTOS: RTLinux, linux, embedded 

windows 
Interfaces Analog, digital, ethernet, device 

drivers 
Mechanics Manipulators, grippers, feeders, 

tools, sensors 
Table 1. The content of the layers  
 

SensorController
.Middleware

SensorDevice.
Middleware

Start execution

Configure sensor

Sensor ready

Parameters set

Set parameters

RobotController
.Middleware

Get measurement

Adaptation

Measurement

Signal
processing

Calculate
Control
parameters

Control parameters

RobotManipulator.
Interface

Get pose

Manipulator pose

Calculate
new pose

Reference values

Update pose

Pose updated

 
Fig. 4. Message sequence for adaptation –key function 



A Concept for Isles of Automation 175

 

controller, all the kinematic calculation and motion control is carried out in this layer. In this 
layer, there are often real-time operating systems such as real-time linux or embedded 
windows or KUKA’s RT kernel. Interface layer has interfaces to external devices and 
communication networks using digital or analog lines or standard ethernet or industrial 
Ethernet. At the bottom, there are Mechanics layer which has physical devices, interface 
cards and tools, see table 1. 

 
3.2 Key functions 
Key functions are services available in the production island going through the layers as 
described in figure 3. Multi-layer operation means that they utilize each layer depending on 
the requirements. The purpose of the key functions is to carry out ubiquitous operations of 
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The operation principle of key functions are as follows: Adaptation function is on-line or off-
line reaction to changes of product or production. It utilizes sensing –key-function to 
achieve the measurement data for the basis of the operation. Plug-and-play function enables 
easy connectivity of new sensors which can be used in the adaptation of the production 
system to new, different size of workobjects. In general, plug-and-play functions enable an 
easy way to connect and disconnect components such as sensors, actuators, tools and 
devices between production islands. Reconfiguration function enables making of structural 
changes in the production cell automatically or by physical assistance of operator.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3. Key functions going through the layered structure. 
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The changes are carried out such that all the required properties of the island will be 
achieved. Reconfiguration is also supported by plug-and-play operations. Sensing includes 
low-level signal processing properties and it also provides different kind of upper level 
sensing / measurement services for other functions and layers. It will utilize plug-and-play 
operations to easily change sensors between production cells. 
 

Layer Example of operation 
Application Application program, robot 

program 
Middleware Services for upper and lower 

layers including key functions 
Real-time control / OS RTOS: RTLinux, linux, embedded 

windows 
Interfaces Analog, digital, ethernet, device 

drivers 
Mechanics Manipulators, grippers, feeders, 

tools, sensors 
Table 1. The content of the layers  
 

SensorController
.Middleware

SensorDevice.
Middleware

Start execution

Configure sensor

Sensor ready

Parameters set

Set parameters

RobotController
.Middleware

Get measurement

Adaptation

Measurement

Signal
processing

Calculate
Control
parameters

Control parameters

RobotManipulator.
Interface

Get pose

Manipulator pose

Calculate
new pose

Reference values

Update pose

Pose updated

 
Fig. 4. Message sequence for adaptation –key function 



Robot Manipulators, New Achievements176

 

SensorController.
Middleware

SensorDevice.
Middleware

Start execution

Configure sensor

Sensor ready

Parameters set

Set parameters

RobotController.
Middleware

Get measurement

Sensing

Measurement

Signal
processing

Calculate
Control
parameters

Control parameters

Reference values

 
Fig. 5. Message sequence for sensing –key function 
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Fig. 7. Message sequence for plug-and-play –key function 

 
4. Components Isles of Automation 
 

Here we introduce components used in the Isles of Automation. The work operations of the 
Isles of Automation can be grouped and named as components and they are working in the 
layers and key functions described above. For this component-based approach for the Isles 
of Automation is given. Components are also in line with the architectural description given 
in chapters 2 and 3. Based on analyses of the current stage of the technology, technologies 
and methods are selected for the concept (Sallinen et. al 2006)(Salmi et. al 2007). 

 
4.1 Description of the components 
The main components of the automation island are 1) programming subsystem, 2) robot and 
external sensors, 3) material handling devices (e.g., grippers, feeders), 4) control system and 
5) communication system. Simplified information flow of these is also described in figure 4. 
Programming tools include both off-line programming tools and on-line programming 
which is required in on-line reactivity. Robot and external sensors include robot 
manipulator and sensors like force, vision and laser rangefinders to observe the 
environment. The selection of these sensors depends on the requirements of the application. 
Material handling devices will make sure that the robot has pieces in the right position to be 
manipulated. Grippers and manipulators are specially designed or selected from the 
existing ones to manage flexible operations. Requirement of those is at least a low level 
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Fig. 5. Message sequence for sensing –key function 
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programming to behave actively in the Automation Island. In that way they can support 
also reconfigurable operations such as modification to very different size of workobjects. 
 Workflow management software in Engineering Resources is above all and controls 
operations in the task level, e.g. how different phases of the workobject are carried out in the 
work flow. New tools and devices can be connected in a plug-and-play manner without 
parameter configuration. They utilize plug-and-play key functions. Communication and 
control system defines the information flow in the Isle of the Automation, where 
communication defines the protocols of the communication. All these components are 
designed to be built up using both commercial components available from the market as 
well as components built by ourselves. If the component available in the market fills the 
system requirement, it is the best selection for the use. 
Component-based approach is a key element in achieving the desired flexibility and 
reconfigurability features. The components are spread out from the factory level down to 
the smallest functional units of devices such as sensors. It affects the physical structure, 
control devices, data transfer solutions and sensor utilization. The concept includes 
necessary modules for various purposes. The modularization also serves the aims of 
standardization and quality. 
 
 
 
 
 
 
 
 
 
 
Fig. 8. The connectivity flow between the main components of the isles of automation. 

 
5. Communication in the Isles of Automation 
 

Here we explain the communication between the units in Isles of Automation. In the figures 
5 and 6 there is a description of signal flows of in the case of task planning and task 
execution. 
Task planning is operating in Engineering resources and is starting by order request from 
scheduler, see figure 5. It is requested from the task planner. Task planner is requesting a 
program from CAD tool. CAD tool will collect data from product database and process 
database. It has also information about the workcell environment including robots and all 
additional peripherals such as tools and sensors. Whet it receives this information it plans, 
simulates and makes a program ready-to-run in the robot. When program is ready, it’s 
timing in the work line will be requested from the workflow manager and returned to 
schedule that task is in organized. 
Task execution is operating in production cells, see figure 6. Task planner is sending the 
program to robot controller using ethernet or serial line. This can be done off-line. Scheduler 
will be responsible to start the execution of the program in the robot controller.  
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Fig. 9. Message sequence for the task planning 
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Fig. 10. Message sequence for the task execution. 
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Execution is carried out by first starting the motions in the robot manipulator and starting 
also the sensing of the external sensors by communicating with the sensor real-time 
controller. This sensor is typically force-torque sensor. During the execution, sensor returns 
the sensing data back to the robot controller. Based on the motions and pose of the robot and 
sensor measurements, motions for the robot manipulator will be calculated. Afterwards 
these updated motions will be sent to robot manipulator. When the execution is finished, 
information to the scheduler will be sent. 

 
6. Demonstration 
 

In this chapter, we give an example of applying the concept for Isles of Automation in a 
pilot case. The task of the demonstration was to deburr bevels of a sheet metal plate which 
was bent into 3D form. Input data for the system was a 2D-CAD drawing of the workobject 
and manufacturing data. The properties of the robot workcell (such as dimensions between 
the objects and reachability of the robot) was known. 
In the engineering resources, off-line programming of the robot motion paths is based on 
2D-CAD drawings made in Nestix2 (Nestix 2009) software. The software itself is designed 
for nesting 2D workobjects such as sheet metal plates and bewelling or deburring paths in 
2D space. The drawings included both geometrical information and 2,5D milling paths for 
the deburring of the bevels. The 2,5D information of the paths included location in the 2D 
plane and angle of the bevel.  
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Fig. 11. Case implemented into Automation Island framework. 
 
To fasten the programming of the robot, a converter to transform paths from 2D plane into 
3D space based on the part 3D bending information was developed. After the 
transformation, there was a 3D model of the workobject and a 3D deburring paths (tags in 
the surface of the workobject). The robot motion paths were generated based on the 3D tags 

 

in the surface of the workobject. This phase was supported by a robot motion path planner 
which calculated the paths for robot motion such that all points are reachable in a same joint 
configuration (for more information, see (Sallinen et. al 2006)). 
The workflow of the demonstration task is illustrated in figure 8. In the workflow, first three 
operations are carried out by the engineering resources and the last one by the production 
cell. Scheduling / Workflow management is carried out manually by the shop floor 
operators. Engineering resources will generate programs to application layer in the 
production cell. 
The robot programming was carried out using the ENVISION off-line programming tool by 
Delmia (Delmia 2009) for visualizing the virtual robot cell and transformation of workobject 
from 2D to 3D data. In the actual demonstration we used KUKA KR150-L110 industrial 
robot with KRC2 controller and deburring of the bevelling were done by a simple tool 
protype. Localization of the workobject was carried out using robot’s own touching method 
where user shows axis in the workobject. In the demonstration, the purpose was to show the 
interfaces between the different parts of the system could be done easily. Generation of 3D 
model and paths from workobject 2D data succeed. In the demonstration, we did not 
consider any further process related issues such as tools and quality of the bevelling. 
The implementation of the architecture into proposed framework is illustrated in figure 7. It 
also described the communication between cell computer and robot controller. Lines where 
data is transferred.  Cell computer is PC104 –based solution with real-time linux which 
enables easy-to-integrate interfaces for sensors and actuators. There is not so much attention 
paid to workflow management because demonstration is not an industrial case or the 
productivity in the sense of workflow is not that important. 
In the demonstration case there was no external sensors, especially which would need real-
time communication and control. Therefore Ethernet communication was a proper solution 
for the communication. 
 

 
Fig. 12. Workflow in demonstration case. 
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To fasten the programming of the robot, a converter to transform paths from 2D plane into 
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in the surface of the workobject. This phase was supported by a robot motion path planner 
which calculated the paths for robot motion such that all points are reachable in a same joint 
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operators. Engineering resources will generate programs to application layer in the 
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The robot programming was carried out using the ENVISION off-line programming tool by 
Delmia (Delmia 2009) for visualizing the virtual robot cell and transformation of workobject 
from 2D to 3D data. In the actual demonstration we used KUKA KR150-L110 industrial 
robot with KRC2 controller and deburring of the bevelling were done by a simple tool 
protype. Localization of the workobject was carried out using robot’s own touching method 
where user shows axis in the workobject. In the demonstration, the purpose was to show the 
interfaces between the different parts of the system could be done easily. Generation of 3D 
model and paths from workobject 2D data succeed. In the demonstration, we did not 
consider any further process related issues such as tools and quality of the bevelling. 
The implementation of the architecture into proposed framework is illustrated in figure 7. It 
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enables easy-to-integrate interfaces for sensors and actuators. There is not so much attention 
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7. Discussion 
 

The proposed concept gives a framework for design of the robot workcells and different 
types of production units. The purpose has also been to give a design tool or guideline for 
making an efficient production unit. The proposed system do not necessary have to be 
completely implemented, there is possibility to also take part of the concept for the system. 
The demonstration gave very promising results about the usability of the concept. From 2D 
to 3D converter operated well and it fasten the programming. Off-line programming in 
short series production is cost effective when it is done half- or fully automatically. If the 
user have to make a lot of manual work, it may even take more time and is more expensive 
than on-line programming. Unfortunately that is the case in many real production cell. One 
solution for this is fully automatic off-line programming tool which optimises robot motion 
paths using tag point information (Simtech 2010). 

 
8. Conclusions 
 

In this chapter, we presented a novel concept for short series manufacturing. The concept is 
called Isles of Automation and it defines a system structure composed of engineering 
resources and production cells. System consists of key functions whose content we defined. 
Also communication between the functions and different tasks was described. System is 
scalable and can be implemented into several applications. We described the content of 
these parts in detail and how the whole system operates. In the chapter, we illustrated a 
demonstration case in laboratory where selected parts of the concept were implemented into 
a robot cell in the deburring application. The proposed concept showed to be efficient and 
easy-to-integrate into the different applications. 
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7. Discussion 
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making an efficient production unit. The proposed system do not necessary have to be 
completely implemented, there is possibility to also take part of the concept for the system. 
The demonstration gave very promising results about the usability of the concept. From 2D 
to 3D converter operated well and it fasten the programming. Off-line programming in 
short series production is cost effective when it is done half- or fully automatically. If the 
user have to make a lot of manual work, it may even take more time and is more expensive 
than on-line programming. Unfortunately that is the case in many real production cell. One 
solution for this is fully automatic off-line programming tool which optimises robot motion 
paths using tag point information (Simtech 2010). 

 
8. Conclusions 
 

In this chapter, we presented a novel concept for short series manufacturing. The concept is 
called Isles of Automation and it defines a system structure composed of engineering 
resources and production cells. System consists of key functions whose content we defined. 
Also communication between the functions and different tasks was described. System is 
scalable and can be implemented into several applications. We described the content of 
these parts in detail and how the whole system operates. In the chapter, we illustrated a 
demonstration case in laboratory where selected parts of the concept were implemented into 
a robot cell in the deburring application. The proposed concept showed to be efficient and 
easy-to-integrate into the different applications. 
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1. Introduction  
 

Robots are widely used to help human beings and/or to execute various manipulative tasks 
in industrial applications and even in non-industrial environments. Researchers are still 
widely investigating robotics with the aim to further improve a robot performance and/or 
to enlarge their fields of application. These tasks can be achieved only when the peculiarities 
in Kinematics and Dynamics behaviors are properly considered since the early design stage. 
Significant works on the topics can be considered the pioneer papers (Shimano & Roth, 
1978), (Vijaykumar et al., 1986), (Paden & Sastry 1988), (Manoochehri & Seireg 1990), and 
more recently the papers (Angeles 2002), (Hao & Merlet, 2005), (Carbone et al. 2007), just to 
cite a few references in a very rich literature. Algorithms have been proposed, for example, 
as based on workspace characteristics (Schonherr, 2000), and global isotropy property 
(Takeda, & Funabashi,1999), separately. Several (often conflicting) criteria can be taken into 
account in the design process. Only recently, it has been possible to consider simultaneously 
several design aspects in design procedures for manipulators. Multi-criteria optimal designs 
have been proposed for example in (Ottaviano & Carbone 2003), (Hao & Merlet, 2005).  
The significance of each design criterion is often strongly related with specific application 
task(s) and constraints. Therefore, in this chapter several design criteria are overviewed with 
specific numerical evaluation procedures for analytical definition of design optimization 
problems. But, among the design criteria special attention is addressed to stiffness, since it 
can be considered of primary importance in order to guarantee the successful use of any 
robotic system for a given task (Ceccarelli, 2004). Indeed, there are still open problems 
related with stiffness. Still an open issue can be considered, for example, the formulation of 
computationally efficient algorithms that can give direct engineering insight of the design 
parameter influence on stiffness response. There is also lack of a standard procedure for the 
comparison of stiffness performance for different multibody robotic architectures. Therefore, 
this chapter is also an attempt to propose a formulation for a reliable determination and 
comparison of the stiffness performance of multibody robotic systems by means of proper 
local and global stiffness performance indices. Then, the proposed numerical procedure is 
included into a multi-objective optimal design procedure, whose solution(s) can be achieved 
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even by taking advantage of solving techniques in commercial software packages. 
Illustrative examples are reported, also with the aim to clarify the computational efforts. 

 
2. The optimal design problem and its formulation 
 

The design problem for manipulators consists in several phases. The first phase is the type 
synthesis. In this phase a designer should select the type of kinematic architecture that can 
provide the desired stiffness, mobility, force, efficiency, size. For example, the architecture 
can be chosen as open chain or parallel structure, Fig.1. In addition, different solutions can 
be selected within each structure as depending on manipulative tasks.  
After the type synthesis one should perform a dimensional synthesis aiming to compute 
values of design parameters that characterize and size the kinematic structure of a 
manipulator. Several aspects can be considered in a design procedure at this stage in order 
to achieve suitable performance for the desired application tasks. 
Often performance improvements can be obtained from the point of view of a design 
criterion at the cost of worst performance in terms of other design criteria. Thus, it is very 
useful to develop computer aided procedures that can attempt to provide a design solution 
by considering more than one design criterion at the same time.  
An optimization problem can be formulated in a very general form as  
 

min F(X) (1) 
subject to 

G(X) < 0 
H(X) = 0 

(2) 

 
where X is the vector whose components are the design parameters; F is the objective 
function vector, whose components are the expressions of mobility criteria. G(X) is the 
vector of inequality constraint functions that describes limiting conditions. H(X) is the vector 
of equality constraint functions that describes design prescriptions. 

 

  
a)         b) 

Fig. 1. Planar examples of kinematic chains of manipulators, (Ceccarelli, 2004): a) serial chain 
as open type; b) parallel chain as closed type. 
 

 

In general, the design parameters X in Eq.(1) are the sizes and mobility angles of 
manipulators architectures. Referring to Eq.(1), the main design issue is to properly define 
the objective function F(X) so that it can express the design criteria that have to be optimized 
in a computationally efficient form. Equation (1) can be modified to consider several design 
criteria, for example, by using a weighted sum such as 
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where Fì is the mathematical expression of the i-th objective function; wi is the i-th weight 
coefficient. The weighted sum in Eq.(3) has two main limits. The first limit of the weighted 
sum approach is related with the choice of numerical value for the  weight coefficients wi. In 
fact, even small changes in the weight coefficients wi will lead to different results. Then, the 
choice of weight coefficient should be done according to the experience of a designer to a 
specific application. The second limit of the weighted sum approach is that a minimization 
of the weighed sum objective function does not guarantee that any of the objective function 
is minimized. Thus, one has no guarantee that the solution of the optimization process will 
lead to an optimal design solution from the point of view of any design criterion. 
Another possible formulation for Eq.(1) can be 
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where min is the operator for calculating the minimum of a vector function F(X); similarly 
max determines the maximum value among the N functions [wi fi(X)] at each iteration; G(X) 
is the vector of constraint functions that describes limiting conditions, and H(X) is the vector 
of constraint functions that describes design prescriptions; X is the vector of design 
variables. The proposed optimization formulation uses the objective function F(X) at each 
iteration by choosing the worst-case value among all the scalar objective functions for 
minimizing it in the next iteration, as outlined in (Grace, 2002), (Mathworks, 2009). In 
particular, the worst-case value is selected in Eq.(4) at each iteration as the objective function 
with maximum value among the N available objective functions. This approach for solving 
multi-objective problems with several objective functions and complex tradeoffs among 
them is known as “minimax method”, (Mathworks, 2009). The “minimax method” is widely 
indicated in the literature for many problems, like for example for estimating model 
parameters by minimizing the maximum difference between model output and design 
specification, (Pankov et al., 2000), (Eldar, 2006).  
Optimal design of manipulators can be also formulated the form 
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In this case, weighting factors wi (with i=1, …,N) have been used in order to scale all the 
objective functions. In particular, weighting factors wi  are chosen so that each product wi 
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even by taking advantage of solving techniques in commercial software packages. 
Illustrative examples are reported, also with the aim to clarify the computational efforts. 
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can be chosen as open chain or parallel structure, Fig.1. In addition, different solutions can 
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function vector, whose components are the expressions of mobility criteria. G(X) is the 
vector of inequality constraint functions that describes limiting conditions. H(X) is the vector 
of equality constraint functions that describes design prescriptions. 
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Fig. 1. Planar examples of kinematic chains of manipulators, (Ceccarelli, 2004): a) serial chain 
as open type; b) parallel chain as closed type. 
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manipulators architectures. Referring to Eq.(1), the main design issue is to properly define 
the objective function F(X) so that it can express the design criteria that have to be optimized 
in a computationally efficient form. Equation (1) can be modified to consider several design 
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where Fì is the mathematical expression of the i-th objective function; wi is the i-th weight 
coefficient. The weighted sum in Eq.(3) has two main limits. The first limit of the weighted 
sum approach is related with the choice of numerical value for the  weight coefficients wi. In 
fact, even small changes in the weight coefficients wi will lead to different results. Then, the 
choice of weight coefficient should be done according to the experience of a designer to a 
specific application. The second limit of the weighted sum approach is that a minimization 
of the weighed sum objective function does not guarantee that any of the objective function 
is minimized. Thus, one has no guarantee that the solution of the optimization process will 
lead to an optimal design solution from the point of view of any design criterion. 
Another possible formulation for Eq.(1) can be 
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where min is the operator for calculating the minimum of a vector function F(X); similarly 
max determines the maximum value among the N functions [wi fi(X)] at each iteration; G(X) 
is the vector of constraint functions that describes limiting conditions, and H(X) is the vector 
of constraint functions that describes design prescriptions; X is the vector of design 
variables. The proposed optimization formulation uses the objective function F(X) at each 
iteration by choosing the worst-case value among all the scalar objective functions for 
minimizing it in the next iteration, as outlined in (Grace, 2002), (Mathworks, 2009). In 
particular, the worst-case value is selected in Eq.(4) at each iteration as the objective function 
with maximum value among the N available objective functions. This approach for solving 
multi-objective problems with several objective functions and complex tradeoffs among 
them is known as “minimax method”, (Mathworks, 2009). The “minimax method” is widely 
indicated in the literature for many problems, like for example for estimating model 
parameters by minimizing the maximum difference between model output and design 
specification, (Pankov et al., 2000), (Eldar, 2006).  
Optimal design of manipulators can be also formulated the form 
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In this case, weighting factors wi (with i=1, …,N) have been used in order to scale all the 
objective functions. In particular, weighting factors wi  are chosen so that each product wi 
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fi(X) is equal to one divided by N for an initial guess of a design case. The above-mentioned 
conditions on the objective functions can be written in the form  
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where the subscript 0 indicates that the values are computed at an initial guess of the design 
case. Bigger/lower weighting factors can be chosen in order to increase/reduce the 
significance of  an optimal criterion with respect to others.  
Main aspects of the numerical procedure to solve the proposed multi-objective optimization 
are described in the flowchart of Fig. 2. The first step in the optimization process consists of 
selecting the design variables, which in this manuscript correspond to geometrical 
properties such as robot link lengths and equivalent areas. Then, robot constraints, and 
upper and lower limits of design variables must be identified. In this process, preliminary 
data on the kinematics and physical properties of the robot are needed in order to obtain 
computationally efficient expressions for the objective functions. In addition, the weighting 
factors have to be assumed as based also on the initial guess design variables that are used 
for the normalization process. On the other hand, the numerical minimax technique 
minimizes the worst-case value of a set of multivariable functions, starting at an initial 
estimate (vector X0). The minimax technique uses SQP (Sequential Quadratic Programming) 
to choose a merit function for the line search. The MATLAB SQP implementation consists of 
three main stages: Updating of the Hessian matrix of the Lagrangian function, Quadratic 
Programming problem Solution (QPS) and Line search and merit function calculation. First 
and second stages are explained in (Mathworks, 2009), the result of the QPS produces a 
vector Ψk which is used to obtain a new iteration (Xk+1=Xk+ Ψk δk).  The step length 
parameter δk is determined in order to produce a sufficient decrease in a merit function. The 
new design parameter value is used to compute again the normalized objective functions 
that are used to check if the objective functions reach an optimal solution and fulfil the 
constraints. In this case the algorithm stops with an optimal solution Otherwise, the loop 
starts again with a new iteration, as shown in Fig. 2. 
Other search methods such as interval analysis (Merlet, 2004) can be also effectively used for 
an optimal design algorithm. Nevertheless, they have often too high computational costs. 
Therefore, numerical procedures are still widely used in optimisation processes even if they 
can suffer of known drawbacks. Some algorithms such as flooding techniques, simulated 
annealing, genetic algorithms can be faster in finding an optimal solution with a single 
objective function. But, they still cannot guarantee the convergence (Vanderplaats, 1984), 
(Branke 2008). Moreover, they cannot still guarantee that an optimal solution is a global 
optimum. In fact, one can be sure to reach a global optimum only for convex optimization 
problems (Boyd & Vandenberghe, 2004). 
The formulation of the design problem as an optimization problem gives the possibility to 
consider contemporaneously several design aspects that can be contradictory for an optimal 
solution. Thus, optimality criteria are of fundamental interest even for efficient 
computations in solving optimization problems for manipulator design. 
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Fig. 2. A flow-chart for the proposed optimal design procedure by using MATLAB. 



Stiffness Analysis for an Optimal Design of Multibody Robotic Systems 189

 

fi(X) is equal to one divided by N for an initial guess of a design case. The above-mentioned 
conditions on the objective functions can be written in the form  
 

  1fw
N

1i
0ii 


 

 
(6) 

  10 ii fwN  (7) 

 
where the subscript 0 indicates that the values are computed at an initial guess of the design 
case. Bigger/lower weighting factors can be chosen in order to increase/reduce the 
significance of  an optimal criterion with respect to others.  
Main aspects of the numerical procedure to solve the proposed multi-objective optimization 
are described in the flowchart of Fig. 2. The first step in the optimization process consists of 
selecting the design variables, which in this manuscript correspond to geometrical 
properties such as robot link lengths and equivalent areas. Then, robot constraints, and 
upper and lower limits of design variables must be identified. In this process, preliminary 
data on the kinematics and physical properties of the robot are needed in order to obtain 
computationally efficient expressions for the objective functions. In addition, the weighting 
factors have to be assumed as based also on the initial guess design variables that are used 
for the normalization process. On the other hand, the numerical minimax technique 
minimizes the worst-case value of a set of multivariable functions, starting at an initial 
estimate (vector X0). The minimax technique uses SQP (Sequential Quadratic Programming) 
to choose a merit function for the line search. The MATLAB SQP implementation consists of 
three main stages: Updating of the Hessian matrix of the Lagrangian function, Quadratic 
Programming problem Solution (QPS) and Line search and merit function calculation. First 
and second stages are explained in (Mathworks, 2009), the result of the QPS produces a 
vector Ψk which is used to obtain a new iteration (Xk+1=Xk+ Ψk δk).  The step length 
parameter δk is determined in order to produce a sufficient decrease in a merit function. The 
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Fig. 2. A flow-chart for the proposed optimal design procedure by using MATLAB. 
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The analysis of manipulator performance should be aimed to computational algorithms that 
can be efficiently linked to the solving technique of highly non-linear optimal design of 
manipulators. Among the design criteria special attention should be addressed to stiffness, 
since it can directly affect the successful and efficient use of any robotic system for a given 
task as mentioned, for example, in (ANSI, 1990), (UNI, 1995), (Duffy, 1996),  (Rivin, 1999). 

 
3. Stiffness analysis for multibody robotic systems 
 

A load applied on a body produces changes in the geometry of a body that are known as 
deformations or compliant displacements. Stiffness can be defined as the capacity of a 
mechanical system to sustain loads without excessive changes of its geometry (Rivin, 1999). 
Moreover, the stiffness of a body can be defined as the amount of force that can be applied 
per unit of compliant displacement of the body (Nof, 1985), or the ratio of a steady force 
acting on a deformable elastic medium to the resulting displacement. Compliant 
displacements in a multibody robotic system allow for mechanical float of the end-effector 
relative to the fixed base. This produces negative effects on static and fatigue strength, 
efficiency (friction losses), accuracy, and dynamic stability (vibrations) (Rivin, 1999). 
However, in some limited cases, compliant displacements can have even a positive effect if 
they are properly controlled. In fact, they can enable the correction of misalignment errors 
encountered for example when parts are mated during assembly operations (Nof, 1985), or 
in peg into hole tasks, (Tsumugiwa et al., 2002), or in deburring tasks (Schimmels, 2001), or 
in the operation of prosthetic limbs (English and Russell, 1999). 
The analysis and evaluation of stiffness performances can be achieved by using finite 
element methods or lumped parameter models. The finite elements methods can provide 
accurate results but they require the simulation of a different model for each configuration 
assumed by a multibody robotic system. Therefore, models with lumped parameters are 
usually preferred in the literature since only one model is needed and since they require less 
computational efforts with respect to finite elements methods (Carbone, 2006). 
The compliance of each component of a multibody robotic system can be modelled with 
lumped parameters by using linear and torsion springs as proposed for example in 
(Gosselin, 1990), (Duffy, 1996), (Tsai, 1999), (Ceccarelli, 2004). These lumped parameters are 
used for taking into account both stiffness properties of actuators and flexibility of links. 
Figures 3a) and b) show two models with lumped parameters for multibody robotic 
systems. In particular, Fig3a) shows a model of a 2R serial manipulator. Its links are 
elastically compliant and have been modelled as springs. Figure 3b) illustrates a planar 
parallel manipulator having three RPR legs connecting the movable plate to the fixed plate. 
Even in this scheme springs have been used to model the elastic compliance of the links. 
Schemes similar to Fig.3 can be defined for any multibody robotic system.  
One can consider a compliant multibody robotic system in equilibrium with an externally 
applied wrench W that acts upon it in a point A. This point can be located on the robot end-
effector and a reference frame XAYAZA can be attached to point A as shown in Figs.3a) and 
b). In this condition, a change in the applied wrench W will cause a compliant displacement 
of the multibody robotic system. In particular, the reference frame attached to point A will 
change in X'AY'AZ'A. In the most general case, a translation and rotation of the reference 
frame occurs.  

 

 
a)     b) 

Fig. 3. Schemes of elastically compliant multibody robotic systems: a) a 2R serial 
manipulator; b) a planar parallel manipulator with three RPR legs. 
 
Usually the purpose of the stiffness analysis is the definition of the stiffness of the overall 
system through the derivation of a Cartesian stiffness matrix K. This stiffness matrix K 
express the relationship between the compliant displacements S occurring to a frame fixed 
at the end of the kinematic chain when a static wrench W acts upon it and W itself. 
Considering Cartesian reference frames, 6x1 vectors can be defined for compliant 
displacements S and external wrench W as 
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where Ux Uy and Uz are the differences between the coordinates andUU andU are 
the differences between the Euler angles of the reference frames X'AY'AZ'A and XAYAZA that 
are expressed with respect to the fixed reference frame X0Y0Z0; FX, FY and FZ are the force 
components acting upon point A in X, Y and Z directions, respectively; TX, TY and TZ are the  
torque components acting upon point A along X, Y and Z directions, respectively. 
 The relationship between the vector s S and W can be written in the form  
 

ΔSWq K ,:)(K rr   (9) 

 
where K is the so-called 6x6 Cartesian stiffness matrix or spatial stiffness matrix. 
Therefore, Eq.(9) defines K as a 6x6 matrix whose components are the amount of forces or 
torques that can be applied per unit of compliant displacements of the end-effector for the 
multibody robotic system. However, the linear expression in Eq.(9) is valid only for small 
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The analysis of manipulator performance should be aimed to computational algorithms that 
can be efficiently linked to the solving technique of highly non-linear optimal design of 
manipulators. Among the design criteria special attention should be addressed to stiffness, 
since it can directly affect the successful and efficient use of any robotic system for a given 
task as mentioned, for example, in (ANSI, 1990), (UNI, 1995), (Duffy, 1996),  (Rivin, 1999). 

 
3. Stiffness analysis for multibody robotic systems 
 

A load applied on a body produces changes in the geometry of a body that are known as 
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they are properly controlled. In fact, they can enable the correction of misalignment errors 
encountered for example when parts are mated during assembly operations (Nof, 1985), or 
in peg into hole tasks, (Tsumugiwa et al., 2002), or in deburring tasks (Schimmels, 2001), or 
in the operation of prosthetic limbs (English and Russell, 1999). 
The analysis and evaluation of stiffness performances can be achieved by using finite 
element methods or lumped parameter models. The finite elements methods can provide 
accurate results but they require the simulation of a different model for each configuration 
assumed by a multibody robotic system. Therefore, models with lumped parameters are 
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Figures 3a) and b) show two models with lumped parameters for multibody robotic 
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b). In this condition, a change in the applied wrench W will cause a compliant displacement 
of the multibody robotic system. In particular, the reference frame attached to point A will 
change in X'AY'AZ'A. In the most general case, a translation and rotation of the reference 
frame occurs.  
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where K is the so-called 6x6 Cartesian stiffness matrix or spatial stiffness matrix. 
Therefore, Eq.(9) defines K as a 6x6 matrix whose components are the amount of forces or 
torques that can be applied per unit of compliant displacements of the end-effector for the 
multibody robotic system. However, the linear expression in Eq.(9) is valid only for small 
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magnitude of the compliant displacements S. Moreover, Eq.(9) is valid only in static 
conditions.  
The entries in the 6x6 Cartesian stiffness matrix K depends on the configuration assumed by 
the robotic system, on the reference frame in which it is computed, and on the stiffness 
properties of each components of the multibody robotic system. A 66 stiffness matrix can 
be derived through the composition of suitable matrices. 
A first matrix CF gives all the wrenches WL, acting on manipulator links when a wrench W 
acts on the manipulator extremity according to the expression 
 

LWW   CF  (10) 
 

with the matrix CF representing the force transmission capability of the manipulator 
mechanism. 
A second matrix Kp gives the possibility to compute the vector v of all the deformations of 
the links when each wrench WLi on a i-th link given by WL, acts on the legs according to 
 

ΔvWL   Kp  (11) 

 
with the matrix Kp grouping the spring coefficients of the deformable components of a 
manipulator structure. 
A third matrix CK gives the vector S of compliant displacements of the manipulator 
extremity due to the displacements of the manipulator links, as expressed as 
 

Sv    CK  (12) 
 
Therefore, the stiffness matrix K can be computed as  
 

KpF CKCK   (13) 

 
with matrix CF giving the force transmission capability of the mechanism; Kp grouping the 
spring coefficients of the deformable components; CK considering the variations of kinematic 
variables due to the deformations and compliant displacements of each compliant 
component.  
Matrices CK and CF can be computed, for example, as a Jacobian matrix and its transpose, 
respectively, as proposed in (Tsai, 1999), (Tahmasebi, & Tsai, 1992), (Carbone et al., 2003). 
Nevertheless, this is only an approximate approach as pointed out, for example, in (Alici & 
Shirinzadeh, 2003). A more accurate computation of matrices CK and CF can be obtained as 
reported, for example in (Carbone, 2003). The KP matrix can be computed as a diagonal 
matrix whose components are the lumped stiffness parameters of links, joints and motors 
that compose a multibody robotic system. The lumped stiffness parameters can be estimated 
by means of analytical and empirical expressions or by means of experimental tests. For 
example, the stiffness matrix of a generic beam element can be written as reported for 
example in (Kardestuncer, 1974), 
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where E is the Young modulus; A is the cross section area; L is the link length; IY and IZ are 
the two principal moment of inertia of the cross sections; G is the shear modulus; J is the 
equivalent torsional moment of inertia. The stiffness of direct drive actuators can be 
computed by using an empirical expression as proposed in (Rivin, 1999)  in the form 
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with 
   

rre RL  
    0M0 KIe   

(16) 

 
where 0 is the no load angular velocity, Rr, Lr, e,  and KM are the terminal resistance, 
inductance, voltage, resistance and torque constant of the motors, respectively. In presence 
of mechanical transmissions the values obtained by Eqs.(15) and (16) should be corrected by 
considering the transmission ratio and the stiffness properties of the transmission itself. 

 
4. Stiffness as optimal design criterion 
 

The stiffness matrix K can be computed numerically according with the flow chart that is 
proposed in Fig.4. A numerical algorithm can be composed of a first part in which the 
numerical values for the geometrical dimensions, masses and lumped stiffness parameters 
are defined. A second part defines the kinematic model, the force transmission model and 
the lumped parameter model through the matrices CF, Kp, and CK, respectively. Then, a 
third part can compute a close-form expression of the stiffness matrix K by means of Eq.(13). 
It is worth noting that the matrices CF, and CK are configuration dependant. Therefore, also 
the stiffness matrix K is configuration dependent. Thus, one should define configuration(s) 
of a multibody robotic system where the stiffness matrix will be computed. The 
configuration(s) should be carefully chosen in order to have significant information on the 
stiffness performance of the system in its whole workspace.  
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magnitude of the compliant displacements S. Moreover, Eq.(9) is valid only in static 
conditions.  
The entries in the 6x6 Cartesian stiffness matrix K depends on the configuration assumed by 
the robotic system, on the reference frame in which it is computed, and on the stiffness 
properties of each components of the multibody robotic system. A 66 stiffness matrix can 
be derived through the composition of suitable matrices. 
A first matrix CF gives all the wrenches WL, acting on manipulator links when a wrench W 
acts on the manipulator extremity according to the expression 
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with the matrix CF representing the force transmission capability of the manipulator 
mechanism. 
A second matrix Kp gives the possibility to compute the vector v of all the deformations of 
the links when each wrench WLi on a i-th link given by WL, acts on the legs according to 
 

ΔvWL   Kp  (11) 

 
with the matrix Kp grouping the spring coefficients of the deformable components of a 
manipulator structure. 
A third matrix CK gives the vector S of compliant displacements of the manipulator 
extremity due to the displacements of the manipulator links, as expressed as 
 

Sv    CK  (12) 
 
Therefore, the stiffness matrix K can be computed as  
 

KpF CKCK   (13) 

 
with matrix CF giving the force transmission capability of the mechanism; Kp grouping the 
spring coefficients of the deformable components; CK considering the variations of kinematic 
variables due to the deformations and compliant displacements of each compliant 
component.  
Matrices CK and CF can be computed, for example, as a Jacobian matrix and its transpose, 
respectively, as proposed in (Tsai, 1999), (Tahmasebi, & Tsai, 1992), (Carbone et al., 2003). 
Nevertheless, this is only an approximate approach as pointed out, for example, in (Alici & 
Shirinzadeh, 2003). A more accurate computation of matrices CK and CF can be obtained as 
reported, for example in (Carbone, 2003). The KP matrix can be computed as a diagonal 
matrix whose components are the lumped stiffness parameters of links, joints and motors 
that compose a multibody robotic system. The lumped stiffness parameters can be estimated 
by means of analytical and empirical expressions or by means of experimental tests. For 
example, the stiffness matrix of a generic beam element can be written as reported for 
example in (Kardestuncer, 1974), 
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where E is the Young modulus; A is the cross section area; L is the link length; IY and IZ are 
the two principal moment of inertia of the cross sections; G is the shear modulus; J is the 
equivalent torsional moment of inertia. The stiffness of direct drive actuators can be 
computed by using an empirical expression as proposed in (Rivin, 1999)  in the form 
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with 
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(16) 

 
where 0 is the no load angular velocity, Rr, Lr, e,  and KM are the terminal resistance, 
inductance, voltage, resistance and torque constant of the motors, respectively. In presence 
of mechanical transmissions the values obtained by Eqs.(15) and (16) should be corrected by 
considering the transmission ratio and the stiffness properties of the transmission itself. 

 
4. Stiffness as optimal design criterion 
 

The stiffness matrix K can be computed numerically according with the flow chart that is 
proposed in Fig.4. A numerical algorithm can be composed of a first part in which the 
numerical values for the geometrical dimensions, masses and lumped stiffness parameters 
are defined. A second part defines the kinematic model, the force transmission model and 
the lumped parameter model through the matrices CF, Kp, and CK, respectively. Then, a 
third part can compute a close-form expression of the stiffness matrix K by means of Eq.(13). 
It is worth noting that the matrices CF, and CK are configuration dependant. Therefore, also 
the stiffness matrix K is configuration dependent. Thus, one should define configuration(s) 
of a multibody robotic system where the stiffness matrix will be computed. The 
configuration(s) should be carefully chosen in order to have significant information on the 
stiffness performance of the system in its whole workspace.  
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Fig. 4. A flow-chart for the proposed numerical computation of stiffness performance. 
 
Then, the kinematic model can be used for computing the vector  that express input angles 
and strokes in the joint space for any pose assumed by a multibody robotic system.  
In some cases, a multibody robotic system can have few trajectories that are mostly used 
during its operation. In these cases, a kinematic model can be used together with a proper 
path planning strategy for computing a vector (t) that express input angles and strokes in 
the joint space as function of time for a given trajectory. Thus, the vector (t) can be used for 
computing the stiffness matrix as function of time for a given end-effector trajectory. 
However, it is necessary to define a scan rate S, and the time tEND in which the motion of the 
robotic system will be completed. Of course, the higher is the scan rate the higher is the 
number of configurations in which stiffness matrix K is computed. It is worth noting that the 

 

accuracy in the estimation of model data such as geometrical dimensions, and values of 
lumped stiffness parameters can significantly affect the accuracy of the stiffness matrix that 
is computed through Eq.(13). Thus, experimental tests should be carried out in order to 
validate stiffness model and model data. 
Once the stiffness matrix has been derived, it is necessary to be able to compare different 
stiffness matrices (for comparing local stiffness properties) and estimate the stiffness 
performance of the overall system (for comparing global stiffness properties). A local 
stiffness index can be directly related with the Cartesian stiffness matrix by means of 
different mathematical operators that can be applied to a matrix. Feasible choices can be the 
determinant, trace, norm, eigenvalues and eigenvectors at a given posture. In particular, the 
determinant of a stiffness matrix K is invariant in similarity transformations. Thus, it does 
not rely on the choice of reference frame. Moreover, it can be computed as 
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where Pi (with i=1,2,…,6) is the sum of the principal minors of order i of the matrix K. 
But the determinant can be expressed also as the product of matrix eigenvalues as given in 
Matrix Algebra. Each entry Kij-1 of the inverse matrix of K can be computed as 
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where (K)ji is the algebraic complement of the entry Kij of the matrix K with i, j=1,2,…,6. 
Thus, if the determinant det(K) is zero, the Eq.(13) gives singular values and Eq.(12) cannot 
be computed. Therefore, the determinant of K can be used as a performance index to 
investigate synthetically the effect of the design parameters on the stiffness behaviour, since 
it is easy to compute and it is particularly significant for determining stiffness singularity 
properties. Merits and drawbacks of other local indices are summarized in (Carbone & 
Ceccarelli, 2007).  
A local index of stiffness performance is neither suitable for an accurate design analysis nor 
useful for a comparison of different designs. In fact, even if a multibody robotic system has 
suitable stiffness for a given system posture it can have inadequate stiffness at other 
postures. Therefore, one should look at stiffness performance at all points of workspace or 
define a single global stiffness index over the whole workspace yet. 
A global index of stiffness performance for a multibody robotic system can be defined by 
means of graphical methods that are based on plotting curves connecting postures having 
the same value of the local stiffness index (iso-stiffness curves or surfaces), as proposed for 
example in (Merlet, 2006). Nevertheless, the number of iso-stiffness curves or surfaces that 
one can plot is graphically limited. Moreover, few curves or surfaces usually do not provide 
sufficient insight of the overall stiffness behaviour of a multibody robotic system. These 
aspects significantly reduce the effectiveness of iso-stiffness curves or surfaces. 
Global stiffness indices can be defined also in a mathematical form by using minimum, 
maximum, average or statistic evaluations of a local stiffness index. For example, one can 
compute a global index in the form 
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Fig. 4. A flow-chart for the proposed numerical computation of stiffness performance. 
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where Pi (with i=1,2,…,6) is the sum of the principal minors of order i of the matrix K. 
But the determinant can be expressed also as the product of matrix eigenvalues as given in 
Matrix Algebra. Each entry Kij-1 of the inverse matrix of K can be computed as 
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where (K)ji is the algebraic complement of the entry Kij of the matrix K with i, j=1,2,…,6. 
Thus, if the determinant det(K) is zero, the Eq.(13) gives singular values and Eq.(12) cannot 
be computed. Therefore, the determinant of K can be used as a performance index to 
investigate synthetically the effect of the design parameters on the stiffness behaviour, since 
it is easy to compute and it is particularly significant for determining stiffness singularity 
properties. Merits and drawbacks of other local indices are summarized in (Carbone & 
Ceccarelli, 2007).  
A local index of stiffness performance is neither suitable for an accurate design analysis nor 
useful for a comparison of different designs. In fact, even if a multibody robotic system has 
suitable stiffness for a given system posture it can have inadequate stiffness at other 
postures. Therefore, one should look at stiffness performance at all points of workspace or 
define a single global stiffness index over the whole workspace yet. 
A global index of stiffness performance for a multibody robotic system can be defined by 
means of graphical methods that are based on plotting curves connecting postures having 
the same value of the local stiffness index (iso-stiffness curves or surfaces), as proposed for 
example in (Merlet, 2006). Nevertheless, the number of iso-stiffness curves or surfaces that 
one can plot is graphically limited. Moreover, few curves or surfaces usually do not provide 
sufficient insight of the overall stiffness behaviour of a multibody robotic system. These 
aspects significantly reduce the effectiveness of iso-stiffness curves or surfaces. 
Global stiffness indices can be defined also in a mathematical form by using minimum, 
maximum, average or statistic evaluations of a local stiffness index. For example, one can 
compute a global index in the form 
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It is worth noting that a GId index equal to zero means that at least one singular 
configuration is within the workspace of a multibody robotic system. This is a critical 
situation that should be avoided at the design stage.  
Among the possible method the determinant of K and maximum values of compliant 
displacements can be most easily related with a physical meaning.  However, one should 
note that the choice of a comparison method is strongly related with the application field. 
For example, eigenvalues and eigenvectors and the identification of a center of compliance 
are widely used for machine tools and grasping systems, respectively, as reported for 
example in  (Gosselin & Angeles, 1991). 

 
5. Other optimal design criteria 
 

Alternatives in formulating and choosing optimality criteria are always possible depending 
on the designer experience, design goals, and manipulator applications. Many different 
indices and/or their computations have been proposed in a rich literature on manipulators 
in order to provide a numerical value of the performance of a manipulator. Those indices 
can be used and they have been used with proper formulation as optimality criteria in 
specific algorithms for optimal design of specific manipulators. Of course, any optimality 
criterion as well as its formulation can suffer drawbacks in terms of conceptual aim and 
numerical efficiency.  Considering the above-mentioned aspects one can propose optimality 
criteria for taking into account, just to cite few  examples, well known design aspects such as  

 workspace, 
 dynamic performance, 
 lightweight design. 

One can even define optimality criteria for other specific design aspects such as safety in 
robots for service tasks as proposed, for example, in (Castejón et al., 2007).  

 
5.1 Workspace 
The workspace is one of the most important kinematic properties of manipulators, because 
of its impact on manipulator design and its location in a work cell. A manipulator 
workspace can be identified as a set of reachable positions by a reference point at the 
manipulator’s extremity. This is referred as position workspace. Similarly, orientation 
workspace can be identified as a set of reachable orientations by a reference point at the 
manipulator’s extremity. Interpreting the orientation angles as workspace coordinates 
permits to treat the determination of the orientation workspace likewise the determination 
of the position workspace when a Cartesian space is considered in the computations. A 
general numerical evaluation of the workspace can be deduced by formulating a suitable 
binary representation of a cross-section in the task-space, as described, for example, in 
(Ottaviano & Ceccarelli, 2002).  
The workspace volume V can be computed considering the cross-sections areas Az and the 
number of slices nz that have been considered for the workspace volume evaluation, 
according to scheme of Fig. 5, as 
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Fig. 5. A binary representation of manipulator workspace (Ottaviano & Ceccarelli, 2002). 
 
Similarly, the orientation workspace can be analyzed by using a suitable binary 
representation with another binary matrix for a workspace region that can be described in 
term of orientation angles. Therefore, an optimum design problem with objective functions 
regarding workspace characteristics can be formulated as finding the optimal design 
parameters values to obtain the position and orientation workspace volumes that are as 
close as possible to prescribed ones in the form 
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where | . | is the absolute value; the subscripts pos and or indicate position and orientation, 
respectively; and prime refers to prescribed values.  
An optimality criterion for addressing workspace performance could be defined also by 
taking into account several other aspects such as the shape of the workspace, the absence of 
singularities or voids within the desired workspace, isotropy of the workspace, 
manipulability index for specific manipulative tasks. 

 
5.2 Dynamic performance 
An optimality criterion concerning with dynamic performance, power consumption and 
energy aspects of the path motion can be conveniently expressed in terms of the work that is 
needed by the actuators. In particular, the work by the actuators is needed for increasing the 
kinetic energy of the system in a first phase from a rest condition to actuators states at which 
each actuator is running at maximum velocity. In a second phase bringing the system back 
to a rest condition, the kinetic energy will be decreased to zero through the actions of 
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It is worth noting that a GId index equal to zero means that at least one singular 
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criteria for taking into account, just to cite few  examples, well known design aspects such as  
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One can even define optimality criteria for other specific design aspects such as safety in 
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5.1 Workspace 
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Fig. 5. A binary representation of manipulator workspace (Ottaviano & Ceccarelli, 2002). 
 
Similarly, the orientation workspace can be analyzed by using a suitable binary 
representation with another binary matrix for a workspace region that can be described in 
term of orientation angles. Therefore, an optimum design problem with objective functions 
regarding workspace characteristics can be formulated as finding the optimal design 
parameters values to obtain the position and orientation workspace volumes that are as 
close as possible to prescribed ones in the form 
 

'
pos

pos
PW V

V
1)(f X  

 
(21) 

'
or

or
OW V

V
1)(f X  

 

 
where | . | is the absolute value; the subscripts pos and or indicate position and orientation, 
respectively; and prime refers to prescribed values.  
An optimality criterion for addressing workspace performance could be defined also by 
taking into account several other aspects such as the shape of the workspace, the absence of 
singularities or voids within the desired workspace, isotropy of the workspace, 
manipulability index for specific manipulative tasks. 

 
5.2 Dynamic performance 
An optimality criterion concerning with dynamic performance, power consumption and 
energy aspects of the path motion can be conveniently expressed in terms of the work that is 
needed by the actuators. In particular, the work by the actuators is needed for increasing the 
kinetic energy of the system in a first phase from a rest condition to actuators states at which 
each actuator is running at maximum velocity. In a second phase bringing the system back 
to a rest condition, the kinetic energy will be decreased to zero through the actions of 
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actuators and brakes. Thus, one can write the work Wact done by the actuators in the first 
phase of the path motion as an optimality criterion for optimal path generation as given by 
the expression  
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in which k is the k-th actuator torque; k dot is the k-th shaft angular velocity of the 
actuator; and tk is the time coordinate value delimiting the first phase of path motion with 
increasing speed of the k-th actuator. Therefore, trying to minimize the ratio Wact / Wact0 
with Wact0 as a prescribed value, has the aim to size at the minimum level the design 
dimensions and operation actions of the actuators in generating a path between two given 
extreme positions. The prescribed value Wact0 has to be chosen as referring to the power of a 
commercial actuator.  

 
5.3 Lightweight design 
Lightweight design is desirable in order to have a light mechanical structure for safety 
reasons and at the most for a general suitable maneuverability, installation, and location of 
the robot. A reasonable and computationally efficient expression of the lightweight design 
criterion can be given by  
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as referred to MT which is the overall mass of a robot and to Md which is the desired overall 
mass of the same robot. The robot mass, MT can be computed as the sum of the mass of links  
and joints Mi, the mass of actuators Mj, and the mass of cables and sensors Mk, in the form 
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It is worth noting that the most critical aspect for obtaining a lightweight mechanical design 
is to reduce the weight of links and joints. In fact, cables and sensors are usually market 
components with given size and mass. Although actuators are usually market components 
their size and mass is mainly selected according to the desired output power and dynamics. 

 
6. Cases of study 

6.1 A Parallel Manipulator 
The CaPaMan (Cassino Parallel Manipulator) manipulator has been considered to test the 
engineering feasibility of the above-mentioned formulation for optimal design of 
manipulators as specifically applied to parallel architectures. CaPaMan architecture has 

 

been conceived at LARM in Cassino since 1996, where a prototype has been built for 
experimental activity. Indeed, by using the existing prototype, simulations have been 
carried out also to validate the proposed optimum design by considering several guess 
solutions and imposing workspace and stiffness characteristics of the built prototype. 
According to those satisfactory results a numerical example has been proposed to obtain the 
same workspace characteristics but with enhanced stiffness and conditions for avoiding 
singularities. A schematic representation of the CaPaMan manipulator is shown in Fig.6a), 
and a photo of a prototype is shown in Fig.6b).  
Position and orientation workspace volumes can be conveniently evaluated by using 
Eqs.(20-21) and the algebraic formulation for the Kinematics of CaPaMan manipulator that 
has has been reported, for example, in (Ottaviano & Ceccarelli, 2002). Similarly, singularity 
analysis for CaPaMan manipulator has been reported in (Ottaviano & Ceccarelli, 2002).  
Stiffness analysis of CaPaMan has been reported in (Ceccarelli & Carbone, 2002). By 
modeling each leg of CaPaMan as shown in Fig.7, the stiffness matrix of CaPaMan can be 
derived as defined in Eq.(13) with 
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where MFN is a 6x6 transmission matrix for the static wrench applied on H  and transmitted 
to points H1 H2 and H3 of each leg; Kp is a 6x6 matrix with the lumped stiffness parameters 
of the 3three legs; Cp is a 6x6 matrix giving the displacements of the links of each leg as a 
function of the displacements of points H1, H2 and H2; Ad is a 6x6 matrix that has been 
obtained by using the Direct Kinematics of the CaPaMan to give the position of point H on 
the movable plate as function of the position of points H1, H2 and H2 in the form 
 

vXH dA  (26) 
 

with v=[y1, z1, y2, z2, y3, z3]T and XH = [xH, yH, zH, ]T. The derivation of matrices MFN, 
Kp, Ad, and Cp for CaPaMan can be found in (Ceccarelli & Carbone, 2002). 
 

 
a)     b) 

Fig. 6. CaPaMan (Cassino Parallel Manipulator) design: a) a kinematic diagram; b) a built 
prototype at LARM. 
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components with given size and mass. Although actuators are usually market components 
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Fig. 7. A scheme for stiffness evaluation of a CaPaMan leg. 
 
The lumped stiffness parameters has been assumed as kbk=kdk=2.625x106 N/m and kTk= 
58.4x103 Nm/rad; the couplers ck have been assumed rigid bodies because of the massive 
design that has been imposed to have a fix position of the sliding joints. Further details on 
the derivation of the matrices in Eqs.(28) and (29) can be found in (Ceccarelli & Carbone, 
2002). In the numerical example, for evaluation and design purposes we have assumed rp = 
rf, ak = ck, bk = dk.  
Results of the proposed design procedure as applied to the CAPAMAN architecture are 
reported in Figs. 10, 11, and 12 and Table 1 and 2. In particular, the evolution of the objective 
functions is reported in Fig. 8, form which one can note that the numerical procedure takes 
65 iterations to converge to the optimum values that are reported in Table 1. Evolution of 
design parameters and constraints are shown in Figs.9 and 10. Design characteristics for the 
optimum solution are reported in Table 2. For the proposed numerical example, the Inverse 
Kinematic singularities related to matrix A in Eq. (24) gives the condition that input crank 
angle i should be different from 90 deg, (for 1=1,2,3). This condition and Direct Kinematic 
singularities have been taken into account in the numerical procedure through a constraint 
equation. 

 

 
Fig. 8. Evolution of the objective  functions versus number of iterations for the example of 
CaPaMan optimal design of Fig.6. 
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Fig. 9. Evolution of design parameters versus number of iterations for the example of 
CaPaMan optimal design of Fig.6. 
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Fig. 10. Evolution of design constraint versus number of iterations for the example of 
CaPaMan optimal design of Fig.6 and Table 1. 

 

Values ak  
(mm) 

bk  
(mm) 

hk  
(mm) 

rp  
(mm) 

k   
(deg) 

sk  
(mm) 

Initial Guess 27.85 100.0 100.0 60.0 45;135 50.0 
Optimal 113.1 40.0 32.9 55.8 45;112 30.0 

Table 1. Design parameters for optimal CaPaMan design of Figs.8 to 10. 
 

Values of workspace 
ranges 

x
(mm) 

y  
(mm) 

z  
(mm) 


(deg) 


(deg) 


(deg) 

Initial Guess 105.8 112.4 29.3 38.0 179.9 321.8 
Optimal 48.6 55.9 11.7 16.1 179.9 212.4 

Values of compliant 
displacements 

Ux  
(mm) 

Uy  
(mm) 

Uz  
(mm) 

U
(deg) 

U  
(deg) 

U  
(deg) 

Initial Guess 5.5 10-4 6.7 10-6 3.2 10-4 2.4 10-5 2.4 10-5 2.3 10-9 

Optimal 0.002 1.6 10-6 0.001 6.0 10-4 6.5 10-4 2.3 10-8 
Table 2. Design characteristics of optimum solution for optimal CaPaMan design of Figs.8 to 
10 and Table 1. 
 
The numerical example for the CaPaMan manipulator has been elaborated in an Intel 
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The numerical example for the CaPaMan manipulator has been elaborated in an Intel 
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Pentium M 2.00 GHz. The algorithm takes 65 iterations to converge to an optimal solution 
with a computation time of 4 min and 8 sec. The accuracy for the objective function 
evaluations has been set equal to 1e-5 and the accuracy for the design parameters has been 
set equal to 1e-3. Numerical examples show satisfactory results with a quite rapid 
convergence to a feasible optimal solution. The robustness of the design algorithm is proved 
in some extent even by relatively large distance of the computed optimal design solutions 
from the guess values. 

 
6.2 A robotic hand 
LARM Hand as been considered to test the engineering feasibility of the above-mentioned 
formulation for optimal design of robotic hands. LARM Hand architecture has been 
conceived at LARM in Cassino in the second half of 90’s. Four different design solutions 
have been developed and built at LARM as shown in Fig.11. Recently, special care has been 
addressed in designing a novel underactuated linkage mechanism with passive elements 
that can adjust the position of links and envelope object with only one motor as input 
actuator. A feasible design schemes has been defined as shown in Fig. 12.  
 

   
a)     b) 

  
c)     d) 

Fig. 11. LARM Hand prototypes in Cassino: a) version I; b) version II; c) version III;  
d) version IV. 

 

Link sizes of a first solution for the proposed finger mechanism are listed in Table 3 by 
referring to previous LARM Hand prototypes. 
Initial values for coefficients of the springs have been determined as k1= k2=7.7×10-2 
Nm/rad. Referring to Fig.12 the design parameters can be considered as angles of the links, 
and the coefficients of the springs, namely Li, αi, δi, θi, for i=1,2,…9; θs1, s2, k1, k2, c1, c2. A 
design for an anthropomorphic finger must fulfil basic features such as human-like contact 
forces, actuation efficiency, grasping capability, underactuated design, compact size, 
transmission efficiency. 
The multi-objective design optimization problem has been solved by using a numerical 
procedure through Matlab Optimization Toolbox. For the numerical example the data have 
been given as reported in Table 3. The sizes and forces needed for the grasping have been 
defined by referring to experimental tests on a cylindrical object with a diameter 60 mm as 
reported in (Yao et al., 2009). Two main objective functions F1 and F2 have been defined. F1 
combines together the optimal criteria for compact size, underactuated design, and stiffness 
performance. F2 combines together human-like contact forces, actuation efficiency, grasping 
capability, and transmission efficiency,(Yao et al., 2009). 
Optimal solution is obtained after 81 iterations for F1 and 363 iterations for F2, with total 168 
seconds of CPU computation with standard PC Genuine Intel(T2050). The accuracy for the 
objective function evaluations has been set equal to 1e-5 and the accuracy for the design 
parameters has been set equal to 1e-3. Results of optimal program are shown in Figs. 13 and 
14 and numerical values are listed in the tables 4, and 5. The actuator torque f2 is obtained as 
about 0.15 Nm. This is due to an optimization of driving transmission efficiency and 
reduction of coefficients for springs and dampers. Additionally, it has been checked that the 
transmission angles are obtained in a reasonable range while the final grasping 
configuration occurs. 
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Fig. 12 The design parameters and phalanx bodies for a novel  underactuated driving 
mechanism for LARM Hand.  
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seconds of CPU computation with standard PC Genuine Intel(T2050). The accuracy for the 
objective function evaluations has been set equal to 1e-5 and the accuracy for the design 
parameters has been set equal to 1e-3. Results of optimal program are shown in Figs. 13 and 
14 and numerical values are listed in the tables 4, and 5. The actuator torque f2 is obtained as 
about 0.15 Nm. This is due to an optimization of driving transmission efficiency and 
reduction of coefficients for springs and dampers. Additionally, it has been checked that the 
transmission angles are obtained in a reasonable range while the final grasping 
configuration occurs. 
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Fig. 12 The design parameters and phalanx bodies for a novel  underactuated driving 
mechanism for LARM Hand.  
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 a)     b) 

Fig. 13. Evolution of the objective functions: a) evolution of the objective functions within F1; 
b) evolution of the objective functions within F2. 

 
a)     b) 

Fig. 14. Results of the optimal design procedure: a) evolution of phalanx sizes; b) evolution 
of design parameters. 
 

i 1 2 3 4 5 6 7 8 9 10 

Li(mm) 1 1 . 2 6 6 . 5 1 2 . 0 5 1 . 4 1 7 . 8 3 7 . 1 3 3 . 1 1 4 . 3 1 3 . 0 4 1 . 0 
Lpi(mm) 6 0 . 0 4 1 . 5 4 1 . 0 - - - - - - - 
hpi(mm) 2 0 . 0 2 0 . 0 2 0 . 0 - - - - - - - 
i (deg) 6 4 . 4 2 2 . 7 2 3 . 1 1 2 3 . 1 - - - - - - 
θpi0(deg) 0.0 0.0 0.0 - - - - - - - 

Table 3. Initial guess design parameters for the proposed driving mechanism in Fig. 12.  
 

Parameters λtr1/λtr2/λtr3 
(deg) 

k1/k2(10�2 

Nm/rad) 

c1/c2 
(Nms/deg) 

hpi/D 
(mm) 

Espring/τin 
(N/m) 

Guess solution 140/153/85 0.210/0.008 0.25/0.25 20.0/89.8 0.19/0.07 
Optimal solution 97/113/79 0.150/0.011 0.05/0.05 20.0/113.2 0.15/0.10 

Table 4. Design parameters before and after optimality. 

 

i 1 2 3 4 5 6 7 8 9 10 

L i ( m m )  7.8 61.1 16.2 5 4 . 4 1 6 . 8 . 33.7 35.0 30.0 17.1 23.2 

L p i ( m m ) 37.9 33.1 23.2 - - - - - - - 

 i  ( d e g ) 78.7 62.8 25.5 7 6 . 4 - - - - - - 

Table 5. Structure parameters of the optimal results for the underactuated finger 
mechanism. 

 
6.3 A humanoid leg  
The leg module of the humanoid robot WABIAN R-IV has been considered to test the 
engineering feasibility of the proposed formulation for optimal design of humanoid legs. 
WABIAN R-IV has been conceived at Waseda University within the series of WABIAN 
humanoid robots that started to walk on 1972. A collaboration has been established with 
LARM since 2001 aiming to investigate kinematics, stiffness, and dynamics aspects both 
from theoretical and experimental point of view.  
Figures 15a), b) and c) show the humanoid robot WABIAN R-IV and a detailed kinematic 
model for its leg module, respectively. It is worthy to note that in this model the Denavit-
Hartenberg convention has been used in order to define position and orientation of the link 
coordinate frames XiYiZi.  
By considering the references frames of Fig.15c), the D-H link parameters for the kinematic 
chain of the leg can be computed as shown in Table 6. Then, the rotation matrices expressing 
the relation between the frames can be straightforward derived by using the D-H link 
parameters in in Table 6. Further details can be found in (Carbone et al. 2003). 
A multi-objective optimization problem in the form of Eq.(23) can be defined also in order to 
find an optimum compromise between stiffness and lightweight design. It is worthy to note 
that the objective functions are affected by the choice of shape of links and material that is 
used. In this paper, hollow square sections are assumed, since they give high stiffness 
performances as pointed out in (Rivin, 1999). Moreover, it has been decided to use as 
material Extra Super Duralluminium having Young module E=70 GPa and specific weight 
=3000 kg/m3 as based on previous experiences at Waseda University. 
Figures 16 shows the plot of the objective functions versus the number of iterations for a 
successful application of the proposed optimum design procedure. Figure 17 shows the 
plots of the compliant displacements versus the number of iterations. Tables 7 shows the 
optimum set of design sizes and evolution of the objective function that have been obtained 
as result of the proposed formulation to give an optimal compromise between stiffness and 
lightweight design. The objective function has evolved from an initial value of 37.028 to a 
final value of 0.3597. The numerical example for the leg module of the humanoid robot 
WABIAN R-IV has been elaborated in an Intel Pentium M 2.00 GHz. The algorithm takes 
2600 iterations to converge to an optimal solution with a computation time of about 30 min. 
The accuracy for the objective function evaluations has been set equal to 1e-5 and the 
accuracy for the design parameters has been set equal to 1e-3. 
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a)     b)    c) 

Fig. 15. WABIAN-RIV: a) a photo of the built prototype ; b) a zoom view of the leg module; 
c) a kinematic scheme for the leg module. 
 

                                 D-H par. 
Link No. 

(i-1) deg] a(i-1) [mm] di [mm]  i [deg] 

1 0 a0=185 0 
2 180 0 -d2=0 
2’ 90 0 0 
3 0 a2=300 0 
4 0 a3=223.5 0 90 
4’ 90 0 0 0 
4’’ 0 0 0 +180 
5 90 0 -d5=130 180 
5’ 90 0 0 5 
6 6 a5=0 0 0 

H’ 0 0 d6=0 -90 
H 0 0 0 90 

Table 6. D-H parameters for the leg module of WABIAN-RIV in Fig.15. 
 

Link 
N. 

Length [m] Cross-section  
Edge [m] 

 Initial  Final Initial  Final 
1 0.05 0.323 0.034 0.008 
2 0.185 0.119 0.028 0.009 
3 0.159 0.382 0.021 0.004 
4 0.141 0.135 0.022 0.027 
5 0.224 0.055 0.021 0.018 
6 0.354 0.099 0.016 0.019 

Table 7. Optimum set of design sizes. 
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Fig. 16. Objective functions versus number of iterations: a) f1; b) f2; c) F= f1+ f2; d) zoom of F. 

 
7. Conclusion 
 

In this paper, a multi-objective optimal design procedure is outlined by discussing 
optimality criteria and numerical aspects. In particular, optimality criteria have been chosen 
according to the most common design requirements for robotic systems by paying special 
attention to stiffness, since it is of primary importance in order to guarantee the successful 
use of any robotic system for a given task. Additional alternative objective functions can be 
used to extend the proposed design procedure to more general design problems. The 
feasibility of such a complex design formulation for robotic manipulators has been 
illustrated by referring to experiences that have been developed at LARM in Cassino. 
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Fig. 17. Compliant displacements in [mm] and [deg] versus number of iterations: a) Ux; b) 
Uy; c) Uz; d) U; e) U; f) U. 
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1. Introduction  
 

Robot manipulators are good examples of complex engineering systems, where designers 
occasionally employ a subsystem-partitioning approach for their analysis and synthesis. The 
design methodology is traditionally based on the sequential decomposition of mechanical, 
electromechanical, and control/instrumentation subsystems, so that at each step a subset of 
design variables is considered separately (Castano et al., 2002). Although conventional 
decoupled or loosely-coupled approaches of design seem intuitively practical, they undermine 
the interconnection between various subsystems that may indeed play a crucial role in 
multidisciplinary systems. The necessity of communication and collaboration between the 
subsystems implies that such systems ought to be synthesized concurrently. In the 
concurrent design process, design knowledge is accumulated from all the participating 
disciplines, and they are offered equal opportunities to contribute to each state of design in 
parallel. The synergy resulting from integrating different disciplines in concurrent design has 
been documented in several case studies, to the effect that the outcome is a new and 
previously unattainable set of performance characteristics (Hewit, 1996). However, the 
challenge in a concurrent design process is that the multidisciplinary system model can 
become prohibitively complicated; hence computationally demanding. Plus, a large number 
of multidisciplinary objective and constraint functions must be taken into account, 
simultaneously, with a great number of design variables. As the complexity of the system 
model increases, in terms of the interactions between various subsystems, the coordination 
of all the constraints distributed in different disciplines becomes more difficult, in order to 
maintain the consistency between performance specifications and design variables.  
Within the context of robotics, several ad hoc techniques of concurrent engineering have been 
reported in the literature. They are innovative design schemes for specific systems, such as 
Metamorphic Robotic System (Chirikjian, 1994), Molecule (Rus & McGray, 1998), 
Miniaturised Self-Reconfigurable System (Yoshida et al., 1999), Crystalline (Rus & Vona, 
2000), and Semi-Cylindrical Reconfigurable Robot (Murata et al., 2000). But, more systematic 
approaches have been suggested by other researchers beyond the robotics community to 
tackle the challenge of high dimensionality in concurrent design. These approaches can be 
divided into two major groups. The first group translates the model complexity into a large 
volume of computations, and then attempts to find efficient algorithms or parallel 
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processing techniques to make these computations feasible. For example, parallel genetic 
algorithms were used for multi-objective optimizations (Coello, 1999), and later augmented 
with a penalty method to handle constraints (Kurapati et al., 2000). This approach was later 
adopted for the concurrent engineering of modular robotic systems (Bi & Zhang, 2001). 
Also, an integration of agent-based methods and simulated annealing was used for the 
modular configuration design (Ramachandran & Chen, 2000). The second group tries to 
alleviate the complexity by reducing the optimization space; either through breaking the 
optimization process into several stages (Paredis, 1996), or by approximating the space with 
the one with lower dimensions (Dhingra & Rao, 1995). Each group brings certain 
contributions to concurrent engineering, yet cannot avoid some drawbacks. While efficient 
algorithms, mostly taking advantage of parallel processing, can handle high computational 
demands in concurrent engineering, they tend to lose transparency, so that designers can no 
longer relate to the process. On the other hand, a better understanding of design may be 
achieved, should one be able to simplify the optimization model, but at a great cost of 
obtaining outcomes for an approximated version of the system that can be far from reality. 
This chapter introduces a solution for the complexity of concurrent engineering, which in 
essence consists of two unique constituents, each relating to one of the above-mentioned 
groups. For the first part, it utilizes an efficient system modeling technique that not only 
does not compromise the transparency, but also accounts for complex phenomena such as 
sensor noise, actuator limitation, transmission flexibility, etc., which can hardly be captured 
by computational modeling. The model efficiency, in terms of both computation and 
accuracy, is due to the use of real hardware modules in the simulation loop and, hence, the 
real-time execution. In other words, the solution uses a Robotics Hardware-in-the-loop 
Simulation (RHILS) platform for “computing” the system model in the design process. And 
for the second part, the solution applies an alternative design methodology, namely 
Linguistic Mechatronics (LM), which not only formalizes subjective notions and brings the 
linguistic aspects of communication into the design process, but also transforms the multi-
objective constrained optimization model into a single-objective unconstrained formulation. 
A combination of the above two techniques will ensure an efficient solution for concurrent 
engineering of robot manipulators, without simplifying the system model. Further, it 
facilitates communication between designers (of different background) and customers by 
including linguistic notions in the design process. 
The chapter is organized as follows: Section 2 introduces Linguistic Mechatronics (LM). 
Section 3 details the Robotics Hardware-in-the-loop Simulation (RHILS) platform. Section 4 
describes the LM-RHILS based concurrent engineering methodology and its application to 
an industrial robot manipulator. Some concluding remarks are made in Section 5.  

 
2. Linguistic Mechatronics: An Alternative Approach to Concurrent 
Engineering 
 

The premise of concurrent engineering is to provide a common language to fill in the 
communication gap between different engineering disciplines, and to devise a means for 
helping them collaborate towards a common goal. The need for communication and 
collaboration in concurrent engineering implies that, in addition to physical features, many 
subjective notions must be involved, which can hardly be captured by pure mathematical 
formulations. Both customers and designers need to communicate beyond the equations to 

convey design requirements and specifications. Hence, there is a need for a communication 
means in concurrent engineering that can convey qualitative and subjective notions that are 
used frequently in human interactions, in addition to holistic criteria that finalize the design 
process based on objective performances in the real physical world. A few methodologies of 
concurrent design have attempted to include subjective notions in the design process (e.x., 
Dhingra et al., 1990). Amongst them, Method of Imprecision (MoI) is a notable attempt to 
take into account imprecision in design (Otto & Antonsson, 1995). This approach defines a 
set of designer’s preferences for design variables and performance parameters to model the 
imprecision in design. It determines and maximizes the global performance under one of the 
two conservative or aggressive design tradeoff strategies, and uses fuzzy-logic operators for 
tradeoff in the design space. This method offers a number of advantages that are crucial in 
concurrent engineering. However, it does not provide a systemic means to distinguish the 
constraints from the goals in the aggregation process; instead it simply offers two extreme 
designer’s attitudes. Further, in the MoI methodology designer’s attitudes are not justified 
with any objective performance criterion. While subjective notions can play a crucial role in 
concurrent engineering of multidisciplinary systems, their relevance must eventually be 
checked against the objective criteria of system performance. 
This section introduces Linguistic Mechatronics (LM) as an alternative concurrent design 
framework, which emphasizes on the designer’s satisfaction, instead of pure performance 
optimization, and brings the linguistic aspects of communication into the design process. It 
not only formalizes subjective notions of design and simplifies the complicated multi-
objective constrained optimization, but also resolves the above-mentioned deficiencies of the 
MoI methodology through a) dividing the design attributes into two inherently-different 
classes, namely wish and must attributes; and b) aggregating satisfactions using parametric 
fuzzy-logic operators so that the designer’s attitude can be adjusted based on an objective 
performance criterion. Linguistic Mechatronics involves three stages of system modeling. 
First, a fuzzy-logic model is developed in the primary phase of design; secondly, a software 
and/or hardware simulation of the system is used for the secondary phase. And lastly, a 
bond graph model of the system assigns appropriate supercriteria that finalize the design. In 
the following sub-sections, the foundations of linguistic mechatronics, namely fuzzy 
modeling and fuzzy operators, will be reviewed first, and then a step-by-step formulation of 
the LM methodology will be presented. 

 
2.1 Fuzzy-Logic Modeling 
Fuzzy-logic modeling is an approach to forming a system model by using a descriptive 
language based on fuzzy-logic with fuzzy propositions. In (Emami, 1997), a systematic 
approach of fuzzy-logic modeling is developed, which is adopted in this work. In general, 
the clustered knowledge of a system can be interpreted by fuzzy models consisting of IF-
THEN rules with multi-antecedent and multi-consequent variables (n antecedents, s 
consequents, and r rules): 
 

IF U1 is B11 AND…AND Un is B1n THEN V1 is D11 AND…AND Vs is D1s 
ALSO 

…       (1) 
ALSO 
IF U1 is Br1 AND…AND Un is Brn THEN V1 is Dr1 AND…AND Vs is Drs 
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processing techniques to make these computations feasible. For example, parallel genetic 
algorithms were used for multi-objective optimizations (Coello, 1999), and later augmented 
with a penalty method to handle constraints (Kurapati et al., 2000). This approach was later 
adopted for the concurrent engineering of modular robotic systems (Bi & Zhang, 2001). 
Also, an integration of agent-based methods and simulated annealing was used for the 
modular configuration design (Ramachandran & Chen, 2000). The second group tries to 
alleviate the complexity by reducing the optimization space; either through breaking the 
optimization process into several stages (Paredis, 1996), or by approximating the space with 
the one with lower dimensions (Dhingra & Rao, 1995). Each group brings certain 
contributions to concurrent engineering, yet cannot avoid some drawbacks. While efficient 
algorithms, mostly taking advantage of parallel processing, can handle high computational 
demands in concurrent engineering, they tend to lose transparency, so that designers can no 
longer relate to the process. On the other hand, a better understanding of design may be 
achieved, should one be able to simplify the optimization model, but at a great cost of 
obtaining outcomes for an approximated version of the system that can be far from reality. 
This chapter introduces a solution for the complexity of concurrent engineering, which in 
essence consists of two unique constituents, each relating to one of the above-mentioned 
groups. For the first part, it utilizes an efficient system modeling technique that not only 
does not compromise the transparency, but also accounts for complex phenomena such as 
sensor noise, actuator limitation, transmission flexibility, etc., which can hardly be captured 
by computational modeling. The model efficiency, in terms of both computation and 
accuracy, is due to the use of real hardware modules in the simulation loop and, hence, the 
real-time execution. In other words, the solution uses a Robotics Hardware-in-the-loop 
Simulation (RHILS) platform for “computing” the system model in the design process. And 
for the second part, the solution applies an alternative design methodology, namely 
Linguistic Mechatronics (LM), which not only formalizes subjective notions and brings the 
linguistic aspects of communication into the design process, but also transforms the multi-
objective constrained optimization model into a single-objective unconstrained formulation. 
A combination of the above two techniques will ensure an efficient solution for concurrent 
engineering of robot manipulators, without simplifying the system model. Further, it 
facilitates communication between designers (of different background) and customers by 
including linguistic notions in the design process. 
The chapter is organized as follows: Section 2 introduces Linguistic Mechatronics (LM). 
Section 3 details the Robotics Hardware-in-the-loop Simulation (RHILS) platform. Section 4 
describes the LM-RHILS based concurrent engineering methodology and its application to 
an industrial robot manipulator. Some concluding remarks are made in Section 5.  
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communication gap between different engineering disciplines, and to devise a means for 
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collaboration in concurrent engineering implies that, in addition to physical features, many 
subjective notions must be involved, which can hardly be captured by pure mathematical 
formulations. Both customers and designers need to communicate beyond the equations to 
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used frequently in human interactions, in addition to holistic criteria that finalize the design 
process based on objective performances in the real physical world. A few methodologies of 
concurrent design have attempted to include subjective notions in the design process (e.x., 
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take into account imprecision in design (Otto & Antonsson, 1995). This approach defines a 
set of designer’s preferences for design variables and performance parameters to model the 
imprecision in design. It determines and maximizes the global performance under one of the 
two conservative or aggressive design tradeoff strategies, and uses fuzzy-logic operators for 
tradeoff in the design space. This method offers a number of advantages that are crucial in 
concurrent engineering. However, it does not provide a systemic means to distinguish the 
constraints from the goals in the aggregation process; instead it simply offers two extreme 
designer’s attitudes. Further, in the MoI methodology designer’s attitudes are not justified 
with any objective performance criterion. While subjective notions can play a crucial role in 
concurrent engineering of multidisciplinary systems, their relevance must eventually be 
checked against the objective criteria of system performance. 
This section introduces Linguistic Mechatronics (LM) as an alternative concurrent design 
framework, which emphasizes on the designer’s satisfaction, instead of pure performance 
optimization, and brings the linguistic aspects of communication into the design process. It 
not only formalizes subjective notions of design and simplifies the complicated multi-
objective constrained optimization, but also resolves the above-mentioned deficiencies of the 
MoI methodology through a) dividing the design attributes into two inherently-different 
classes, namely wish and must attributes; and b) aggregating satisfactions using parametric 
fuzzy-logic operators so that the designer’s attitude can be adjusted based on an objective 
performance criterion. Linguistic Mechatronics involves three stages of system modeling. 
First, a fuzzy-logic model is developed in the primary phase of design; secondly, a software 
and/or hardware simulation of the system is used for the secondary phase. And lastly, a 
bond graph model of the system assigns appropriate supercriteria that finalize the design. In 
the following sub-sections, the foundations of linguistic mechatronics, namely fuzzy 
modeling and fuzzy operators, will be reviewed first, and then a step-by-step formulation of 
the LM methodology will be presented. 

 
2.1 Fuzzy-Logic Modeling 
Fuzzy-logic modeling is an approach to forming a system model by using a descriptive 
language based on fuzzy-logic with fuzzy propositions. In (Emami, 1997), a systematic 
approach of fuzzy-logic modeling is developed, which is adopted in this work. In general, 
the clustered knowledge of a system can be interpreted by fuzzy models consisting of IF-
THEN rules with multi-antecedent and multi-consequent variables (n antecedents, s 
consequents, and r rules): 
 

IF U1 is B11 AND…AND Un is B1n THEN V1 is D11 AND…AND Vs is D1s 
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…       (1) 
ALSO 
IF U1 is Br1 AND…AND Un is Brn THEN V1 is Dr1 AND…AND Vs is Drs 
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where Uj (j=1,…,n) is the jth input variable and Vk (k=1,…,s) is the kth output variable, Bij 
(i=1,...,r, j=1,…,n) and Dik (i=1,…,r, k=1,…,s) are fuzzy sets over the input and output 
universes of discourse, respectively. Constructing a fuzzy model can be divided into two 
major steps: a) fuzzy rule-base generation, and b) fuzzy inference mechanism selection. 
 
A. Fuzzy Rule-base Generation 
Assuming the existence of sufficient knowledge of the system, the process of rule-base 
generation can be performed in the following sequence: a) clustering output data and 
assigning output membership functions, b) finding the non-significant input variables and 
assigning the membership functions to the rest of them, and c) tuning the input and output 
membership functions. Clustering methods are occasionally based on the optimization of an 
objective function to find the optimum membership matrix, U=[uik], that contains the 
membership value of the kth data point, Zz k , to the ith partition. In Fuzzy C-Means 
(FCM) clustering method, this function, Jm, is defined as the weighted sum of the squared 
errors of data points, and the minimization problem is formulated as: 
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where  c21 v,,v,vV   is the set of unknown cluster centers, N and c are the number of 
data points and clusters, respectively, and  m is the weighting exponent. 
A prerequisite for FCM is assigning c and m. The optimal values of these numbers are 
calculated based on two requirements: a) maximum separation between the clusters; and b) 
maximum compactness of the clusters. Therefore, the fuzzy within-cluster scatter matrix,  
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and between-cluster scatter matrix,  
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are defined to reflect the two criteria (Emami et al., 1998). Note that the fuzzy total mean 
array, v , is defined as: 
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The matrix SB represents the separation between the fuzzy clusters, and SW is an index for 
the compactness of fuzzy clusters. For obtaining the best clusters the trace of matrix SW, 
tr(SW), should be minimized to increase the compactness of clusters and tr(SB) should be 

maximized to increase the separation between clusters. Alternatively, )()( BW SS trtrscs   
can be minimized to identify the optimum number of clusters, c. The weighting exponent, 
m, varies in ),1(   and indicates the degree of fuzziness of the assigned membership 
functions. In order to have a reliable index for scs, m should be far enough from both 
extremes. Hence, the reliable value of m is what holds the trace of fuzzy total scatter matrix 
(ST), 

)()( BWT SSS  trtrsT , (6) 
 
somewhere in the middle of its domain. Since sT and scs are both functions of m and c, the 
process of choosing the parameters should be performed by a few iterations. 
In systems with a large number of variables, there occasionally exist input variables that 
have less effect on the output, in the range of interest. In order to have an efficient fuzzy-
logic model, an index, j , is defined as an overall measure of the non-significance of input 
variable xj as: 
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where ij  is the range in which membership function )(B jij x  is one, and j  is the entire 

range of the variable xj. The smaller the value of j  is, the more effect the jth variable has in 

the model, and vice versa. 
Finally, to map the output membership functions onto the input spaces, a clustering 
method, called line fuzzy clustering, is employed. This method works based on the distance 
of each data point located on the axis xj, to the interval of the jth input variable 
corresponding to the output membership function equal or close to one (Emami, 1997). 
 
B. Fuzzy Reasoning Mechanism 
To interpret connectives in fuzzy set theory, there exist a number of different classes of 
triangular norm (t-norm) and triangular conorm (t-conorm), such as Max-Min Operators 
(Tmin,Smax), Algebraic Product and Sum (Tprod Ssum), and Drastic Product and Sum (TW, SW). Using 
the basic properties of these operators, it is shown in (Emami, 1997) that for any arbitrary t-
norm (T) and t-conorm (S) and for all ]1,0[ia : 
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Various types of parameterized operators have been suggested in the literature to cover this 
range. In particular, a class of operators for fuzzy reasoning is introduced in (Emami et al., 
1999), which is adopted here for aggregating the satisfactions, as explained in the next sub-
section: 
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where Uj (j=1,…,n) is the jth input variable and Vk (k=1,…,s) is the kth output variable, Bij 
(i=1,...,r, j=1,…,n) and Dik (i=1,…,r, k=1,…,s) are fuzzy sets over the input and output 
universes of discourse, respectively. Constructing a fuzzy model can be divided into two 
major steps: a) fuzzy rule-base generation, and b) fuzzy inference mechanism selection. 
 
A. Fuzzy Rule-base Generation 
Assuming the existence of sufficient knowledge of the system, the process of rule-base 
generation can be performed in the following sequence: a) clustering output data and 
assigning output membership functions, b) finding the non-significant input variables and 
assigning the membership functions to the rest of them, and c) tuning the input and output 
membership functions. Clustering methods are occasionally based on the optimization of an 
objective function to find the optimum membership matrix, U=[uik], that contains the 
membership value of the kth data point, Zz k , to the ith partition. In Fuzzy C-Means 
(FCM) clustering method, this function, Jm, is defined as the weighted sum of the squared 
errors of data points, and the minimization problem is formulated as: 
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data points and clusters, respectively, and  m is the weighting exponent. 
A prerequisite for FCM is assigning c and m. The optimal values of these numbers are 
calculated based on two requirements: a) maximum separation between the clusters; and b) 
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are defined to reflect the two criteria (Emami et al., 1998). Note that the fuzzy total mean 
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The matrix SB represents the separation between the fuzzy clusters, and SW is an index for 
the compactness of fuzzy clusters. For obtaining the best clusters the trace of matrix SW, 
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somewhere in the middle of its domain. Since sT and scs are both functions of m and c, the 
process of choosing the parameters should be performed by a few iterations. 
In systems with a large number of variables, there occasionally exist input variables that 
have less effect on the output, in the range of interest. In order to have an efficient fuzzy-
logic model, an index, j , is defined as an overall measure of the non-significance of input 
variable xj as: 
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where ij  is the range in which membership function )(B jij x  is one, and j  is the entire 

range of the variable xj. The smaller the value of j  is, the more effect the jth variable has in 

the model, and vice versa. 
Finally, to map the output membership functions onto the input spaces, a clustering 
method, called line fuzzy clustering, is employed. This method works based on the distance 
of each data point located on the axis xj, to the interval of the jth input variable 
corresponding to the output membership function equal or close to one (Emami, 1997). 
 
B. Fuzzy Reasoning Mechanism 
To interpret connectives in fuzzy set theory, there exist a number of different classes of 
triangular norm (t-norm) and triangular conorm (t-conorm), such as Max-Min Operators 
(Tmin,Smax), Algebraic Product and Sum (Tprod Ssum), and Drastic Product and Sum (TW, SW). Using 
the basic properties of these operators, it is shown in (Emami, 1997) that for any arbitrary t-
norm (T) and t-conorm (S) and for all ]1,0[ia : 
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Various types of parameterized operators have been suggested in the literature to cover this 
range. In particular, a class of operators for fuzzy reasoning is introduced in (Emami et al., 
1999), which is adopted here for aggregating the satisfactions, as explained in the next sub-
section: 
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where ]1,0[ib  and ),0( p . Consequently, the corresponding t-norm operator is 
defined based on De Morgan laws using standard complementation operator, as: 
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In the extreme cases, this class of parameterized operators approaches (Tmin,Smax) as 

p , (Tprod Ssum) as 1p , and (TW, SW) as 0p .  
The meaning of an aggregation operator is sometimes neither pure AND (t-norm) with its 
complete lack of compensation, nor pure OR (t-conorm). This type of operator is called mean 
aggregation operator. For example, a suitable parametric operator of this class, namely 
generalized mean operator, is defined in (Yager & Filev, 1994)  as: 
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where ),(  . It appears that this type of aggregation monotonically varies between 
Min operator while   and Max operator as  . Subsequently, an appropriate 
inference mechanism should be employed to combine the rules and calculate the output for 
any set of input variables. Takagi-Sugeno-Kang (TSK) reasoning method is associated to a 
rule-base with functional type consequents instead of the fuzzy sets and the crisp output, *y
, is defined by the weighted average of the outputs of individual rules, yi’s, as: 
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where i  is the degree of fire of the ith rule: 
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Since the TSK method of reasoning is compact and works with crisp values, it is 
computationally efficient; and therefore, it is widely used in fuzzy-logic modeling of 
engineering systems, especially when tuning techniques are utilized. Ultimately, the 
parameters of input membership functions and output coefficients are tuned by minimizing 
the mean square error of the output of the fuzzy-logic model with respect to the existing 
data points. 

 
2.2 The LM Formulation 
A design problem consists of two sets: design variables },...,1:{ njX j X  and design 

attributes :{ iAA },...,1 Ni  . Design variables are to be configured to satisfy the design 

requirements assigned for design attributes, subject to the design availability 
},...,1:{ njDj D . Each design attribute stands for a design function providing a 

functional mapping iiF :  that relates a state of design configuration X  to the 
attribute iiA  , i.e., )(Xii FA   (i=1,…,N). These functional mappings can be of any 
form, such as closed-form equations, heuristic rules, or set of experimental or simulated 
data.  
Given a set of design variables and a set of design attributes along with an available 
knowledge that conveys the relationship between them, the process of Linguistic 
Mechatronics is performed in two phases: a) primary phase in which proper intervals for the 
design variables are identified subject to design availability, and b) secondary phase in which 
design variables are specified in their intervals in order to maximize an overall design 
satisfaction based on the design requirements and designer’s preferences. Thus, the 
secondary phase involves a single-objective optimization, yet it is critically dependant on 
the initial values of a large number of design variables. The primary phase makes the 
optimization more efficient by providing proper intervals for the design variables from 
where the initial values are selected. The overall satisfaction is an aggregation of satisfactions 
for all design attributes. The satisfaction level depends on the designer’s attitude that is 
modeled by fuzzy aggregation parameters. However, different designers may not have a 
consensus of opinion on satisfaction. Therefore, the system performance must be checked 
over a holistic supercriterion to capture the objective aspects of design considerations in 
terms of physical performance. Designer’s attitude is adjusted through iterations over both 
primary and secondary phases to achieve the enhanced system performance. Therefore, this 
methodology incorporates features of both human subjectivity (i.e., designer’s intent) and 
physical objectivity (i.e., performance characteristics) in multidisciplinary system 
engineering.  
 
Definition 1 - Satisfaction: A mapping μ such that ]1,0[: Y  for each member of Y is 
called satisfaction, where Y is a set of available design variables or design attributes based 
on the design requirements. The grade one corresponds to the ideal case or the most 
satisfactory situation. On the other hand, the grade zero means the worst case or the least 
satisfactory design variable or attribute. 
 
Satisfaction on a design attribute, )(X

iAia  , indicates the achievement level of the 
corresponding design requirement based on the designer’s preferences. The satisfaction for 
a design variable, )(X

jXjx  , reflects the availability of the design variable. In the 

conceptual phase, design requirements are usually subjective concepts that imply the 
costumer’s needs. These requirements are naturally divided into demands and desires. A 
designer would use engineering specifications to relate design requirements to a proper set 
of design attributes. Therefore, in LM the design attributes are divided into two subsets, 
labeled must and wish design attributes. 
 
Definition 2 - Must design attribute: A design attribute is called must if it refers to 
costumer’s demand, i.e., the achievement of its associated design requirement is mandatory 
with no room for compromise. These attributes form a set coined M. 
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where ]1,0[ib  and ),0( p . Consequently, the corresponding t-norm operator is 
defined based on De Morgan laws using standard complementation operator, as: 
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p , (Tprod Ssum) as 1p , and (TW, SW) as 0p .  
The meaning of an aggregation operator is sometimes neither pure AND (t-norm) with its 
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Min operator while   and Max operator as  . Subsequently, an appropriate 
inference mechanism should be employed to combine the rules and calculate the output for 
any set of input variables. Takagi-Sugeno-Kang (TSK) reasoning method is associated to a 
rule-base with functional type consequents instead of the fuzzy sets and the crisp output, *y
, is defined by the weighted average of the outputs of individual rules, yi’s, as: 
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where i  is the degree of fire of the ith rule: 
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Since the TSK method of reasoning is compact and works with crisp values, it is 
computationally efficient; and therefore, it is widely used in fuzzy-logic modeling of 
engineering systems, especially when tuning techniques are utilized. Ultimately, the 
parameters of input membership functions and output coefficients are tuned by minimizing 
the mean square error of the output of the fuzzy-logic model with respect to the existing 
data points. 
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functional mapping iiF :  that relates a state of design configuration X  to the 
attribute iiA  , i.e., )(Xii FA   (i=1,…,N). These functional mappings can be of any 
form, such as closed-form equations, heuristic rules, or set of experimental or simulated 
data.  
Given a set of design variables and a set of design attributes along with an available 
knowledge that conveys the relationship between them, the process of Linguistic 
Mechatronics is performed in two phases: a) primary phase in which proper intervals for the 
design variables are identified subject to design availability, and b) secondary phase in which 
design variables are specified in their intervals in order to maximize an overall design 
satisfaction based on the design requirements and designer’s preferences. Thus, the 
secondary phase involves a single-objective optimization, yet it is critically dependant on 
the initial values of a large number of design variables. The primary phase makes the 
optimization more efficient by providing proper intervals for the design variables from 
where the initial values are selected. The overall satisfaction is an aggregation of satisfactions 
for all design attributes. The satisfaction level depends on the designer’s attitude that is 
modeled by fuzzy aggregation parameters. However, different designers may not have a 
consensus of opinion on satisfaction. Therefore, the system performance must be checked 
over a holistic supercriterion to capture the objective aspects of design considerations in 
terms of physical performance. Designer’s attitude is adjusted through iterations over both 
primary and secondary phases to achieve the enhanced system performance. Therefore, this 
methodology incorporates features of both human subjectivity (i.e., designer’s intent) and 
physical objectivity (i.e., performance characteristics) in multidisciplinary system 
engineering.  
 
Definition 1 - Satisfaction: A mapping μ such that ]1,0[: Y  for each member of Y is 
called satisfaction, where Y is a set of available design variables or design attributes based 
on the design requirements. The grade one corresponds to the ideal case or the most 
satisfactory situation. On the other hand, the grade zero means the worst case or the least 
satisfactory design variable or attribute. 
 
Satisfaction on a design attribute, )(X

iAia  , indicates the achievement level of the 
corresponding design requirement based on the designer’s preferences. The satisfaction for 
a design variable, )(X

jXjx  , reflects the availability of the design variable. In the 

conceptual phase, design requirements are usually subjective concepts that imply the 
costumer’s needs. These requirements are naturally divided into demands and desires. A 
designer would use engineering specifications to relate design requirements to a proper set 
of design attributes. Therefore, in LM the design attributes are divided into two subsets, 
labeled must and wish design attributes. 
 
Definition 2 - Must design attribute: A design attribute is called must if it refers to 
costumer’s demand, i.e., the achievement of its associated design requirement is mandatory 
with no room for compromise. These attributes form a set coined M. 
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Definition 3 - Wish design attribute: A design attribute is called wish if it refers to 
costumer’s desire, i.e., its associated design requirement permits room for compromise and 
it should be achieved as much as possible. These attributes form a set coined W. 
Therefore, 
 

AWMWM  , .  (14) 
 
The satisfaction specified for wish attribute iW  is )()( XX

iWiw   (i=1,…,NW), and the 

satisfaction specified for must attribute iM  is )()( XX
iMim   (i=1,…,NM). Therefore, for 

each design attribute Ai (corresponding to either Mi or Wi), there is a predefined mapping to 
the satisfaction ai (mi or wi), i.e., },...,1:),{( NiaA ii  . Fuzzy set theory can be applied for 
defining satisfactions through fuzzy membership functions and also for aggregating the 
satisfactions using fuzzy-logic operators. 
Remark: )]()([)]()([ 2121 XXXX iiii aaFF   for monotonically non-decreasing 

satisfaction. More specifically, if 1)(0  ia  then )]()([)]()([ 2121 XXXX iiii aaFF   

and if 1or  0)( ia  then )]()([ 21 XX ii FF  )]()([ 21 XX ii aa  , where   denotes 
loosely superior and   represents strictly superior. In other words, the better the 
performance characteristic is the higher the satisfaction will be, up to a certain threshold. 
Definition 4 - Overall satisfaction: For a specific set of design variables X, overall 
satisfaction is the aggregation of all wish and must satisfactions, as a global measure of 
design achievement. 
 
A. Calculation of Overall Satisfaction 
Must and wish design attributes have inherently-different characteristics. Hence, appropriate 
aggregation strategies must be applied for aggregating the satisfactions of each subset. 
 
1) Aggregation of Must Design Attributes 
Axiom 1: Given must design attributes, },...,1:),{( Mii NimM  , and considering 
component availability, },...,1:),{( njxD jj  , the overall must satisfaction is the 
aggregation of all must satisfactions using a class of t-norm operators. 
 
Must attributes correspond to those design requirements that are to be satisfied with no 
room of negotiation, and, linguistically, it means that all design requirements associated 
with must attributes have to be fulfilled simultaneously. Therefore, for aggregating the 
satisfactions of must attributes an AND logical connective is suitable. Considering 
satisfactions as fuzzy membership degrees, the AND connective can be interpreted through 
a family of t-norm operators. Thus, the overall must satisfaction is quantified using the p-
parameterized class of t-norm operators, i.e., 
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The parametric t-norm operator T(p) is defined based on (9) and (10). 

Parameter p can be adjusted to control the fashion of aggregation. Changing the value of p 
makes it possible to obtain different tradeoff strategies. The larger the p, the more 
pessimistic (conservative) designer’s attitude to a design will be, and vice versa.  
 
2) Aggregation of Wish Design Attributes 
Definition 5 - Cooperative wish attributes: A subset of wish design attributes is called 
cooperative if the satisfactions corresponding to the attributes all vary in the same direction 
when the design variables are changed. 
Therefore, wish attributes can be divided into two cooperative subsets: 
a) Positive-differential wish attributes ( W ): In this subset the total differential of the 
satisfactions for the wish attributes (with respect to design variables) are non-negative. 
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This subset includes all attributes that tend to reach a higher satisfaction when all design 
variables have an infinitesimal increment. 
 
b) Negative-differential wish attributes ( W ): In this subset the total differential of the 
satisfactions for the wish attributes (with respect to design variables) are negative. 
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This subset includes all attributes that tend to reach a lower satisfaction when all design 
variables have an infinitesimal increment. 
 

WWWWW   , .  (18) 
 
Since in each subset all wish attributes are cooperative, their corresponding design 
requirements can all be fulfilled simultaneously in a linguistic sense. Hence, according to 
Axiom 1, similar to must satisfactions, a q-parameterized class of t-norm operators is suitable 
for aggregating satisfactions in either subsets of wish attributes. 
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where WN  are the number of positive-/negative-differential wish attributes. 
 
Axiom 2: Given the satisfactions corresponding to positive- and negative-differential wish 
attributes, )()( Xq

W   and )()( Xq

W  , the overall wish satisfaction can be calculated using an 
α-parameterized generalized mean operator. 
The two subsets of wish attributes cannot be satisfied simultaneously as their design 
requirements compete with each other. Therefore, some compromise is necessary for 
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Definition 3 - Wish design attribute: A design attribute is called wish if it refers to 
costumer’s desire, i.e., its associated design requirement permits room for compromise and 
it should be achieved as much as possible. These attributes form a set coined W. 
Therefore, 
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performance characteristic is the higher the satisfaction will be, up to a certain threshold. 
Definition 4 - Overall satisfaction: For a specific set of design variables X, overall 
satisfaction is the aggregation of all wish and must satisfactions, as a global measure of 
design achievement. 
 
A. Calculation of Overall Satisfaction 
Must and wish design attributes have inherently-different characteristics. Hence, appropriate 
aggregation strategies must be applied for aggregating the satisfactions of each subset. 
 
1) Aggregation of Must Design Attributes 
Axiom 1: Given must design attributes, },...,1:),{( Mii NimM  , and considering 
component availability, },...,1:),{( njxD jj  , the overall must satisfaction is the 
aggregation of all must satisfactions using a class of t-norm operators. 
 
Must attributes correspond to those design requirements that are to be satisfied with no 
room of negotiation, and, linguistically, it means that all design requirements associated 
with must attributes have to be fulfilled simultaneously. Therefore, for aggregating the 
satisfactions of must attributes an AND logical connective is suitable. Considering 
satisfactions as fuzzy membership degrees, the AND connective can be interpreted through 
a family of t-norm operators. Thus, the overall must satisfaction is quantified using the p-
parameterized class of t-norm operators, i.e., 
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The parametric t-norm operator T(p) is defined based on (9) and (10). 

Parameter p can be adjusted to control the fashion of aggregation. Changing the value of p 
makes it possible to obtain different tradeoff strategies. The larger the p, the more 
pessimistic (conservative) designer’s attitude to a design will be, and vice versa.  
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Definition 5 - Cooperative wish attributes: A subset of wish design attributes is called 
cooperative if the satisfactions corresponding to the attributes all vary in the same direction 
when the design variables are changed. 
Therefore, wish attributes can be divided into two cooperative subsets: 
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satisfactions for the wish attributes (with respect to design variables) are non-negative. 
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Since in each subset all wish attributes are cooperative, their corresponding design 
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where WN  are the number of positive-/negative-differential wish attributes. 
 
Axiom 2: Given the satisfactions corresponding to positive- and negative-differential wish 
attributes, )()( Xq

W   and )()( Xq

W  , the overall wish satisfaction can be calculated using an 
α-parameterized generalized mean operator. 
The two subsets of wish attributes cannot be satisfied simultaneously as their design 
requirements compete with each other. Therefore, some compromise is necessary for 
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aggregating their satisfactions, and the class of generalized mean operators in (11) reflects the 
averaging and compensatory nature of their aggregation. 
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This class of generalized mean operators is monotonically increasing with respect to α between 
Min and Max operators; therefore, offers a variety of aggregation strategies from 
conservative to aggressive, respectively. The overall wish satisfaction is governed by two 
parameters q and α, representing subjective tradeoff strategies. They can be adjusted 
appropriately to control the fashion of aggregation. The larger the α or the smaller the q, the 
more optimistic (aggressive) one’s attitude to a design will be, and vice versa. 
 
3) Aggregation of Overall Wish and Must Satisfactions 
Axiom 3: The overall satisfaction is quantified by aggregating the overall must and wish 
satisfactions, )()( XM

p  , and )(),( XW
 q , with the p-parameterized class of t-norm 

operators, i.e., 
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The aggregation of all wish satisfactions can be considered as one must attribute, i.e., it has to 
be fulfilled to some extent with other must attributes with no compromise. Otherwise, the 
overall wish satisfaction can become zero and it means none of the wish attributes is satisfied, 
which is unacceptable in design. Therefore, the same aggregation parameter, p, that was 
used for must attributes should be used for aggregating the overall wish and must 
satisfactions. In (21), three parameters, i.e., p, q and α, called attitude parameters, govern the 
overall satisfaction. 
 
B. Primary Phase of LM 
Once the overall satisfaction is calculated, in order to obtain the most satisfactory design, 
this index should be maximized. The optimization schemes are critically dependent on the 
initial values and their search spaces. Therefore, to enhance the optimization performance, 
suitable ranges of design variables are first found in the primary phase of LM. In linguistic 
term, primary phase of LM methodology provides an imprecise sketch of the final product 
and illustrates the decision-making environment by defining some ranges of possible 
solutions. For this purpose, the mechatronic system is represented by a fuzzy-logic model 
based on (1). This model consists of a set of fuzzy IF-THEN rules that relates the ranges of 
design variables as fuzzy sets to the overall satisfaction; i.e., 
 
IF X1 is B11 AND…AND Xn is B1n THEN μ is D1 
ALSO 
…            (22) 
ALSO 
IF X1 is Br1 AND…AND Xn is Brn THEN μ is Dr 
where μ is the overall satisfaction and Blj and Dl (j=1,,n and l=1,,r) are fuzzy sets on Xj 

and μ, respectively, which can be associated with linguistic labels. 
The fuzzy rule-base is generated from the available data obtained from simulations, 
experimental prototypes, existing designs or etc., using fuzzy-logic modeling algorithm as 
detailed in the previous section. The achieved consequent fuzzy sets, Dl’s, can be further 
defuzzified by (23) to crisply express the level of overall satisfaction corresponding to each 
rule. 
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where l

i  (l=1,2,…,r, i=1,2,…,N) is the overall satisfaction corresponding to the ith data 
point in lth rule, N is the number of data points in the existing database, blj (j=1,2,…,n) is the 
TSK consequent coefficient corresponding to the jth design variable in the lth rule, i

jX  is the 
jth design variable in the ith data point and l

*  corresponds to the overall satisfaction of rule 
l. The rule with the maximum *

l  is selected, and the set of its antecedents represents the 
appropriate intervals for the design variables. The set of these suitable intervals is denoted as 

},...,1:{ njC j C  and the corresponding fuzzy membership functions are labeled as 
),...,1( )( njXc jj  . Finally, these fuzzy sets are defuzzified using Centre of Area (CoA) 

defuzzification method (Yager & Filev, 1994) to introduce the set of initial values 
},...,1:{ 0 njX j 0X  for design variables in the secondary phase of optimization process. 
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C. Secondary Phase of LM 
In the secondary phase, LM employs regular optimization methods to perform a single-
objective unconstrained maximization of the overall satisfaction. The point-by-point search 
is done within the suitable intervals of design variables obtained from the primary phase. 
Therefore, the locally unique solution Xs is obtained through: 
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It can be shown that the pareto-optimality of the solution is a result of how the satisfactions 
are defined: Assume that Xs is not locally pareto-optimal. Then CX1   such that 
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Thus, according to the Remark, 
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aggregating their satisfactions, and the class of generalized mean operators in (11) reflects the 
averaging and compensatory nature of their aggregation. 
 

      .)()(
2
1)(

1
)()(),(


  



   XXX WWW

qqq   (20) 

 
This class of generalized mean operators is monotonically increasing with respect to α between 
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The aggregation of all wish satisfactions can be considered as one must attribute, i.e., it has to 
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C. Secondary Phase of LM 
In the secondary phase, LM employs regular optimization methods to perform a single-
objective unconstrained maximization of the overall satisfaction. The point-by-point search 
is done within the suitable intervals of design variables obtained from the primary phase. 
Therefore, the locally unique solution Xs is obtained through: 
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Hence, if 

0i
F  corresponds to a must attribute, due to the monotonicity of t-norm operator in 

(15), 
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And if 

0i
F  corresponds to a wish attribute, due to the monotonicity of both t-norm and 

generalized mean operators in (20), 
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Finally, the monotonicity of t-norm in (21) lead to: 
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Obviously, (31) contradicts the fact that Xs is a locally optimal solution. Note that in (29), 
(30) and (31) the equality holds when both satisfactions are 1. Thus, in order to avoid the 
equality, the satisfactions can be defined monotonically increasing or decreasing on the set 
of suitable intervals, C.  
As indicated in (25), various attitude parameters, p, q and α, result in different optimum 
design values for maximizing the overall satisfaction. Consequently, a set of satisfactory 
design alternatives (Cs) is generated based on subjective considerations, including designer’s 
attitude and preferences for design attributes. 
 
D. Performance Supercriterion 
From the set of optimally satisfactory solutions, Cs, the best design needs to be selected 
based on a proper criterion. In the previous design stages, decision making was critically 
biased by the designer’s preferences (satisfaction membership functions) and attitude 
(aggregation parameters). Therefore, the outcomes must be checked against a supercriterion 
that is defined based on physical system performance. Indeed, such a supercriterion is used 
to adjust the designer’s attitude based on the reality of system performance. A suitable 
supercriterion for multidisciplinary systems should take into account interconnections 
between all subsystems and consider the system holistically, as the synergistic approach of 
mechatronics necessitates.  
 
Although mechatronic systems are multidisciplinary, the universal concept of energy and 
energy exchange is common to all of their subsystems. Therefore, an energy-based model 
can deem all subsystems together with their interconnections, and introduce generic notions 
that are proper for mechatronics. A successful attempt in this direction is the conception of 
bond graphs in the early 60’s (Paynter, 1961). Bond graphs are domain-independent graphical 

descriptions of dynamic behaviour of physical systems. In this modeling strategy all 
components are recognized by the energy they supply or absorb, store or dissipate, and 
reversibly or irreversibly transform. In (Breedveld, 2004; Borutzky, 2006) bond graphs are 
utilized to model mechatronic systems. This generic modeling approach provides an 
efficient means to define holistic supercriteria for mechatronics based on the first and second 
laws of thermodynamics (Chhabra & Emami, 2009). 
 
1) Energy Criterion 
Any mechatronic system is designed to perform a certain amount of work on its 
environment while the input energy is supplied to it. Based on the first law of 
thermodynamics, this supplied energy (S) does not completely convert into the effective work 
(E) since portions of this energy are either stored or dissipated in the system by the system 
elements or alter the global state of the system in the environment. This cost energy (f) should 
be paid in any mechatronic system in order to transfer and/or convert the energy from the 
suppliers to the effective work. Therefore, a supercriterion, coined energy criterion, can be 
defined as minimizing f(X) for a known total requested effective work from the system. 
Based on the principle of conservation of energy: 
 

)()( XX fES  ,  (32) 
 
which shows that minimizing the supplied energy is equivalent to the energy criterion. 
Therefore, by minimizing the supplied energy or cost function, depending on the 
application, with respect to the attitude parameters the best design can be achieved in the 
set of optimally-satisfied solutions (Cs). 
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In bond graphs the supplied energy is the energy that is added to the system at the source 
elements, which are distinguishable by eS  and fS  with the bonds coming out of them. 
Hence, by integrating the supplied power at all of the source elements during the simulation 
S(X) can be calculated. 
 
2) Entropy Criterion 
Based on the second law of thermodynamics, after a change in supplied energy, a 
mechatronic system reaches its equilibrium state once entropy generation approaches its 
maximum. During this period the system loses its potential of performing effective work, 
constantly. Therefore, if the loss work of the system is less, available work from the system 
or, in other words, the aptitude of the system to perform effective work on the environment 
is more. This is equivalent to minimizing the entropy generation or the irreversible heat 
exchange at the dissipative elements of the bond graphs, i.e., );( XtQirr , with respect to X 
and accordingly it is called entropy criterion. Given a unit step change of supplied energy, the 
equilibrium time, denoted by )(Xeqt , is the time instant after which the rate of change of 
dissipative heat remains below a small threshold, ε, 
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Fig. 1. The flow chart of Linguistic Mechatronics 
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Consequently, the best design is attained in the set of optimally satisfactory solutions, 
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3) Agility Criterion 
Alternatively, for systems where response time is a crucial factor the rate of energy 
transmission through the system, or agility, can be used for defining the performance 
supercriterion. Thus, the supercriterion would be to minimize the time that the system 
needs to reach a steady state as the result of a unit step change of all input parameters at 
time zero. A system reaches the steady state when the rate of its internal dynamic energy, K, 
becomes zero. Internal dynamic energy is equivalent to the kinetic energy of masses in 
mechanical systems or the energy stored in inductors in electrical systems. Masses and 
inductors resist the change of velocity and current, respectively. In terms of bond graph 
modeling, both velocity and current are considered as flow. Consequently, internal dynamic 
energy is defined as the energy stored in the elements of system that inherently resist the 
change of flow. Therefore, Given a unit step change of input variables, the response time, 
denoted by T(X), is the time instant after which the rate of change of internal dynamic 
energy, K , remains below a small threshold, δ. 
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As a design supercriterion, when the response time reaches its minimum value with respect 
to attitude parameters the best design is attained in Cs. 
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The complete flowchart of LM is presented in Fig. 1. 

 
3. Robotic Hardware-in-the-loop Simulation Platform 
 

The increasing importance of several factors has led to an increase in the use of HIL 
simulation as a tool for system design, testing, and training. These factors are listed in 
(Maclay, 1997) as: reducing development time, exhaustive testing requirements for safety 
critical applications, unacceptably high cost of failure, and reduced costs of the hardware 
necessary to run the simulation. By using physical hardware as part of a computer 
simulation, it is possible to reduce the complexity of the simulation and incorporate factors 
that would otherwise be difficult or impossible to model. Therefore, HIL simulations can 
play an effective role in systems concurrent engineering. The HIL simulations have been 
successfully applied in many areas, including aerospace (Leitner, 1996), automotive 
(Hanselman, 1996), controls (Linjama et al., 2000), manufacturing (Stoeppler et al., 2005), 
and naval and defense (Ballard et al., 2002). They have proven as a useful design tool that 
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reduces development time and costs (Stoeppler et al.; 2005; Hu, 2005). With the ever 
improving performance of today’s computers it is possible to build HIL simulation without 
specialized and costly hardware (Stoeppler et al., 2005).  
In the field of robotics, HIL simulation is receiving growing interest from researchers, and 
has been applied from a number of different perspectives. These approaches include: robot-
in-the-loop simulations, such as the platform used for the task verification of the special-
purpose dexterous manipulator at the Canadian Space Agency (Piedboeuf et al., 1999) or the 
use of both real and simulated mobile robots interacting with a virtual environment (Hu, 
2005); controller-in-the-loop simulations, where a real control system interacts with a 
computer model of the robot (Cyril et al., 2000); and joint-in-the-loop simulations, which use a 
computer model to compute the dynamic loads seen at each joint and then emulate those 
loads on the real actuators (Temeltas et al., 2002). Each of these approaches applies the HIL 
concept slightly differently, but all have produced positive results. In a recent work (Martin 
& Emami, 2008), a modular and generic Robotic HIL Simulation (RHILS) platform was 
designed and developed for the industrial manipulators, and its performance was verified 
using the CRS-CataLyst-5 manipulator from Thermo Fisher Scientific Inc. (Thermo, 2007). 
The RHILS platform was used in this work as the second constituent of robotic concurrent 
engineering, next to Linguistic Mechatronics. The architecture of the RHILS platform is 
illustrated in Fig. 2, and an overview of its modules is presented below: 

 
3.1 RHILS Architecture 
The RHILS platform architecture allows for simultaneous design and testing of both the 
joint hardware and control system of a robot manipulator. The architecture is designed to be 
adequately generic so that it can be applied to any serial-link robot manipulator system, and 
focuses on modularity and extensibility in order to facilitate concurrent engineering of a 
wide range of manipulators. This section presents a detailed breakdown of the main blocks 
of the architecture. 
The architecture is separated into four subsystems: (a) the User Interface, (b) the Computer 
Simulation, (c) Hardware Emulation, and (d) the Control System, which are described below 
with reference to Fig. 2. These subsystems are further partitioned into two major categories: 
RHILS Platform components (indicated with a white background), and Test System 
components (indicated with a grey background). The RHILS Platform components are 
generic and should remain largely consistent over multiple applications, while the Test 
System components are part of the system being designed and/or tested on the platform. 
Depending on how much of the system is implemented in hardware versus how much is 
simulated it is possible to tailor the setup to all phases of the design cycle, and the 
architecture is designed to make adjusting this ratio as easy as possible. 
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This block contains the most overlap between the RHILS Platform and the Test System. 
Because it is necessary to synchronize initial conditions before starting a simulation, this 
block acts as an intermediary between the custom control system and the generic 
simulation. On the RHILS Platform side robot configurations and parameters are chosen, as 
well as specifying any external conditions, for example zero-gravity or end-effector 
payloads, that will be used during a simulation. For the Test System side any configurable 
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reduces development time and costs (Stoeppler et al.; 2005; Hu, 2005). With the ever 
improving performance of today’s computers it is possible to build HIL simulation without 
specialized and costly hardware (Stoeppler et al., 2005).  
In the field of robotics, HIL simulation is receiving growing interest from researchers, and 
has been applied from a number of different perspectives. These approaches include: robot-
in-the-loop simulations, such as the platform used for the task verification of the special-
purpose dexterous manipulator at the Canadian Space Agency (Piedboeuf et al., 1999) or the 
use of both real and simulated mobile robots interacting with a virtual environment (Hu, 
2005); controller-in-the-loop simulations, where a real control system interacts with a 
computer model of the robot (Cyril et al., 2000); and joint-in-the-loop simulations, which use a 
computer model to compute the dynamic loads seen at each joint and then emulate those 
loads on the real actuators (Temeltas et al., 2002). Each of these approaches applies the HIL 
concept slightly differently, but all have produced positive results. In a recent work (Martin 
& Emami, 2008), a modular and generic Robotic HIL Simulation (RHILS) platform was 
designed and developed for the industrial manipulators, and its performance was verified 
using the CRS-CataLyst-5 manipulator from Thermo Fisher Scientific Inc. (Thermo, 2007). 
The RHILS platform was used in this work as the second constituent of robotic concurrent 
engineering, next to Linguistic Mechatronics. The architecture of the RHILS platform is 
illustrated in Fig. 2, and an overview of its modules is presented below: 

 
3.1 RHILS Architecture 
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joint hardware and control system of a robot manipulator. The architecture is designed to be 
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architecture is designed to make adjusting this ratio as easy as possible. 
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Because it is necessary to synchronize initial conditions before starting a simulation, this 
block acts as an intermediary between the custom control system and the generic 
simulation. On the RHILS Platform side robot configurations and parameters are chosen, as 
well as specifying any external conditions, for example zero-gravity or end-effector 
payloads, that will be used during a simulation. For the Test System side any configurable 
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control parameters are set in the control system, such as the planned trajectories and 
feedback loop gains. Finally, the duration of the simulation and the type of data logging to 
be performed are selected.  
 
B. Computer Simulation Block 
The Computer Simulation performs three primary roles. Its first and most obvious task, 
represented by the Load Simulation block, is to run the inverse dynamics computations based 
on the instantaneous position, velocity, and acceleration of each joint, and solve for the 
dynamic load applied to each joint actuator. Due to the recursive algorithm used for 
computing the inverse dynamics (Li & Sankar, 1992) on the dedicated kernel, it is possible to 
specify any reasonable number of joints in any configuration and still attain the 
computational efficiency necessary to run the simulation in real-time. The second task is to 
convert the hardware signals read in and sent out through a data acquisition board into the 
standardized format used by the load simulation, which is shown by the Hardware Interface 
blocks. These hardware interface blocks play a key role in the modularity of the architecture 
since they allow different hardware to be used without significant changes to the 
simulation. The third task of the Computer Simulation is to simulate any joints that do not 
have a corresponding hardware module. In some situations it may be desirable to have one 
or more joint actuators without a hardware component, for example when the hardware is 
unavailable, too costly, or simply unnecessary. Then the computer simulation must model 
the joint and interface directly with the control system, shown in the Actuator Simulation and 
Control Interface blocks. This third task makes it possible to utilize the RHILS platform at 
early stages of the design as well as making it more cost effective to set up tests if only one 
section of the manipulator is under study.  
 
C. Hardware Emulation Block 
The Hardware Emulation system consists of separate modules for each joint, and each module 
interfaces with both the Control System and the Computer Simulation. These modules are 
further separated into two parts: a Test Module, the joint actuator that is being 
designed/tested, and a Load Module, the load-emulating device that mimics the dynamic 
loads that would be seen in a real system. The Test Module includes not only the real 
actuator, but also the transmission system, position/speed sensors, and motor drive that 
would be used in the real manipulator, all of which can lead to significant inaccuracies in a 
pure computer-based simulation. The Test Module interfaces directly with the Control System, 
which controls the motor as if it were part of a physical robot. The Load Module is coupled to 
the output of the transmission system, ideally without the use of a secondary transmission 
that may introduce unwanted uncertainty in the load emulation mechanism. For the range 
required by most applications, it was found that torque motors can supply the necessary 
torque directly and have other desirable features including consistent torque at low speeds, 
low inertia, and proper heat dissipation characteristics. The Load Module is controlled 
through a feedback loop that follows the torque calculated by the Computer Simulation block. 
This torque represents the arm dynamics that must be reflected on each joint actuator to 
have a genuine simulation of the real system. To emulate the dynamic torque accurately 
closed-loop control is needed, which requires that the torque generated by the Load Module 
be identified. This is done through a unique installation of the torque sensor as a cantilever 
support for the torque motor (Martin & Emami, 2008).  

D. Control System Block 
This block can range from running in software on a standard PC to running on dedicated 
custom hardware depending on the nature and requirements of the application. It is 
possible to use the real control system for the robot, since as far as the control system is 
concerned it is connected to the real actuators in a physical robot. This has significant 
benefits over running a simulated or modified version of the control system: in many 
applications intense testing of the final control system is required, which can now begin 
before the final hardware is complete without building expensive prototypes. On the other 
hand, when the control system is not the focus of the design the flexibility of this 
architecture allows any simple controller to be quickly implemented and used. 

 
4. LM-RHILS Based Concurrent Engineering of Robot Manipulators 
 

In this section, the LM methodology along with the RHILS platform are implemented for 
building a framework to concurrently design kinematic, dynamic and control parameters of 
robot manipulators. This framework includes various phases of LM, and the RHILS is used 
to evaluate the design attributes and performance supercriterion.  

 
4.1 Architecture 
The architecture of the concurrent design framework consists of two parallel workstations, 
namely Host and Target, and physical components of a robot manipulator, i.e., three physical 
joint modules and a controller unit. For each joint module a load emulator is employed to 
apply simulated dynamic loads during the real-time execution. The collection of load 
emulators, joint modules and control system is called Hardware Emulation block. The entire 
design architecture and the real physical joint modules are shown in Fig. 3. Although the 
concurrent engineering framework discussed here is generic and can be applied to any robot 
manipulator, the CRS CataLyst-5 manipulator is used in the following implementations for 
further illustration. 
 
A. Host Workstation 
The Host computer is the link between the system and the engineer(s). All design 
preferences and options are set in this block, where the main code that governs the design 
process is executed. The preferences are reflected in the satisfactions defined on the design 
attributes, and the simulation options include initial configuration, the predefined end-
effector trajectories, gravity, payload, and the simulation time. This block communicates 
with the controller to load control gains through an FTP connection, and sends the 
command signals to the trajectory planner using Python® software. It also loads the 
kinematic and dynamic parameters and inverse dynamic model of a design candidate to the 
Target workstation via a TCP/IP connection, and gathers position and torque data that are 
saved on the Target PC using MATLAB® xPC Target® toolbox. The data are processed and 
the design attributes are calculated by the Host computer, and considering the design 
availabilities, the satisfactions are assigned to the design variables and attributes. According 
to the LM methodology, the overall satisfaction of the design candidate is calculated and it is 
maximized using the MATLAB® optimization toolbox. The optimization of the performance 
supercriterion is also carried out on the Host computer. 
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control parameters are set in the control system, such as the planned trajectories and 
feedback loop gains. Finally, the duration of the simulation and the type of data logging to 
be performed are selected.  
 
B. Computer Simulation Block 
The Computer Simulation performs three primary roles. Its first and most obvious task, 
represented by the Load Simulation block, is to run the inverse dynamics computations based 
on the instantaneous position, velocity, and acceleration of each joint, and solve for the 
dynamic load applied to each joint actuator. Due to the recursive algorithm used for 
computing the inverse dynamics (Li & Sankar, 1992) on the dedicated kernel, it is possible to 
specify any reasonable number of joints in any configuration and still attain the 
computational efficiency necessary to run the simulation in real-time. The second task is to 
convert the hardware signals read in and sent out through a data acquisition board into the 
standardized format used by the load simulation, which is shown by the Hardware Interface 
blocks. These hardware interface blocks play a key role in the modularity of the architecture 
since they allow different hardware to be used without significant changes to the 
simulation. The third task of the Computer Simulation is to simulate any joints that do not 
have a corresponding hardware module. In some situations it may be desirable to have one 
or more joint actuators without a hardware component, for example when the hardware is 
unavailable, too costly, or simply unnecessary. Then the computer simulation must model 
the joint and interface directly with the control system, shown in the Actuator Simulation and 
Control Interface blocks. This third task makes it possible to utilize the RHILS platform at 
early stages of the design as well as making it more cost effective to set up tests if only one 
section of the manipulator is under study.  
 
C. Hardware Emulation Block 
The Hardware Emulation system consists of separate modules for each joint, and each module 
interfaces with both the Control System and the Computer Simulation. These modules are 
further separated into two parts: a Test Module, the joint actuator that is being 
designed/tested, and a Load Module, the load-emulating device that mimics the dynamic 
loads that would be seen in a real system. The Test Module includes not only the real 
actuator, but also the transmission system, position/speed sensors, and motor drive that 
would be used in the real manipulator, all of which can lead to significant inaccuracies in a 
pure computer-based simulation. The Test Module interfaces directly with the Control System, 
which controls the motor as if it were part of a physical robot. The Load Module is coupled to 
the output of the transmission system, ideally without the use of a secondary transmission 
that may introduce unwanted uncertainty in the load emulation mechanism. For the range 
required by most applications, it was found that torque motors can supply the necessary 
torque directly and have other desirable features including consistent torque at low speeds, 
low inertia, and proper heat dissipation characteristics. The Load Module is controlled 
through a feedback loop that follows the torque calculated by the Computer Simulation block. 
This torque represents the arm dynamics that must be reflected on each joint actuator to 
have a genuine simulation of the real system. To emulate the dynamic torque accurately 
closed-loop control is needed, which requires that the torque generated by the Load Module 
be identified. This is done through a unique installation of the torque sensor as a cantilever 
support for the torque motor (Martin & Emami, 2008).  

D. Control System Block 
This block can range from running in software on a standard PC to running on dedicated 
custom hardware depending on the nature and requirements of the application. It is 
possible to use the real control system for the robot, since as far as the control system is 
concerned it is connected to the real actuators in a physical robot. This has significant 
benefits over running a simulated or modified version of the control system: in many 
applications intense testing of the final control system is required, which can now begin 
before the final hardware is complete without building expensive prototypes. On the other 
hand, when the control system is not the focus of the design the flexibility of this 
architecture allows any simple controller to be quickly implemented and used. 

 
4. LM-RHILS Based Concurrent Engineering of Robot Manipulators 
 

In this section, the LM methodology along with the RHILS platform are implemented for 
building a framework to concurrently design kinematic, dynamic and control parameters of 
robot manipulators. This framework includes various phases of LM, and the RHILS is used 
to evaluate the design attributes and performance supercriterion.  

 
4.1 Architecture 
The architecture of the concurrent design framework consists of two parallel workstations, 
namely Host and Target, and physical components of a robot manipulator, i.e., three physical 
joint modules and a controller unit. For each joint module a load emulator is employed to 
apply simulated dynamic loads during the real-time execution. The collection of load 
emulators, joint modules and control system is called Hardware Emulation block. The entire 
design architecture and the real physical joint modules are shown in Fig. 3. Although the 
concurrent engineering framework discussed here is generic and can be applied to any robot 
manipulator, the CRS CataLyst-5 manipulator is used in the following implementations for 
further illustration. 
 
A. Host Workstation 
The Host computer is the link between the system and the engineer(s). All design 
preferences and options are set in this block, where the main code that governs the design 
process is executed. The preferences are reflected in the satisfactions defined on the design 
attributes, and the simulation options include initial configuration, the predefined end-
effector trajectories, gravity, payload, and the simulation time. This block communicates 
with the controller to load control gains through an FTP connection, and sends the 
command signals to the trajectory planner using Python® software. It also loads the 
kinematic and dynamic parameters and inverse dynamic model of a design candidate to the 
Target workstation via a TCP/IP connection, and gathers position and torque data that are 
saved on the Target PC using MATLAB® xPC Target® toolbox. The data are processed and 
the design attributes are calculated by the Host computer, and considering the design 
availabilities, the satisfactions are assigned to the design variables and attributes. According 
to the LM methodology, the overall satisfaction of the design candidate is calculated and it is 
maximized using the MATLAB® optimization toolbox. The optimization of the performance 
supercriterion is also carried out on the Host computer. 
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Fig. 3. The LM-RHILS concurrent design architecture 
 
B. Target Workstation 
This block is a barebones PC running the xPC Target® real time kernel. On this workstation a 
servo torque controller for the load emulators and an inverse dynamics model of the 
manipulator, built in Simulink® and compiled through Real-Time Workshop®, are executed. 
In the dynamics model, torque signals are calculated based on the kinematics and dynamics 
of the candidate manipulator and the joints position, velocity and acceleration. The Target 
computer contains several interface boards to communicate with the joint modules and load 
emulators. Furthermore, to gather data from the hardware components a data acquisition 
board and an RS232 port are utilized 
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Fig. 4. (a) CRS CataLyst-5 robot, (b) RHILS platform 
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C. Hardware Emulation 
All physical pieces that remain unchanged in the design process form the Hardware 
Emulation block. Industrial manipulators often have 5 or 6 degrees of freedom (d.o.f.). The 
first three joints are often used to position the end-effector and the last joints help the wrist 
change its orientation. Since the first three links are more massive, more force or torque is 
applied on the corresponding joints, and they play a crucial role in the serial link 
manipulator performance. Hence, in the design architecture, the first three joint modules of 
CRS CataLyst-5 are physically included as a part of the RHILS platform, and the rest of the 
joints are virtually modeled on the Target computer. The corresponding load emulators are 
also coupled to the joints and the CRS DM Master Controller unit is used to control the joint 
positions. Each joint module consists of a stepper motor, an encoder mounted on the motor 
shaft, a harmonic drive as a transmission mechanism, and the driver unit. The module 
interfaces with both the controller and Target workstation in order to receive control signals 
via motor driver and send joint position to the Target workstation.  
The load emulators are coupled directly to the joint shafts to apply the computed loads. 
These torque signals represent the arm’s dynamics and weight and payload effects that 
must be reflected on each joint actuator to have a genuine simulation of the real system. 
Since the applied torque should be followed accurately, a servo torque controller is designed 
and calibrated for each load emulator module. A reaction torque sensor is also installed 
between the load emulator case (stator) and its mounting fixture to measure the feedback 
signal. Thus, the load emulator module sends and receives the command and feedback 
torque signals to and from the Target PC where the torque controller is located (Martin & 
Emami, 2008).  
The controller unit includes a trajectory planner and a typical feedback/feedforward 
controller for each physical joint module. The trajectory planner generates instantaneous 
desired position signals with a frequency of 1 KHz based on the input of the controller. Joint 
trajectories are divided into three sections: first, accelerating to the maximum speed with the 
nominal acceleration of the joint module, second, constant speed motion and finally, 
decelerating to the final position with the nominal acceleration. 

 
4.2 Manipulator Concurrent Design Process 
In this section, the design architecture is employed to concurrently redesign kinematic, 
dynamic and control parameters of CRS-CataLyst-5. This industrial manipulator consists of 5 
rotary joints, three of which are included in the RHILS platform. Fig. 4 shows the CRS-
CataLyst-5 manipulator next to its RHILS platform.  
In general, the LM design framework can be divided into five steps: a) decision about design 
variables and attributes, b) assignment of satisfactions, c) the primary phase, d) the 
secondary phase, and e) the performance supercriterion. However, in this case study, since 
the existing design is modified and the process can be safely started from the current 
configuration, the primary phase is not required. 
 
A. Design Variables and Attributes 
The kinematic characteristics of a manipulator can be represented by the standard Denavit-
Hartenberg convention. Therefore, length (li), offset (di) and twist (αi) are considered as 
kinematic design variables of the ith link. In order to take into account dynamic parameters 
of the robot, each link is considered as an L-shaped circular cylinder along the link length 
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Fig. 3. The LM-RHILS concurrent design architecture 
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This block is a barebones PC running the xPC Target® real time kernel. On this workstation a 
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manipulator, built in Simulink® and compiled through Real-Time Workshop®, are executed. 
In the dynamics model, torque signals are calculated based on the kinematics and dynamics 
of the candidate manipulator and the joints position, velocity and acceleration. The Target 
computer contains several interface boards to communicate with the joint modules and load 
emulators. Furthermore, to gather data from the hardware components a data acquisition 
board and an RS232 port are utilized 
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C. Hardware Emulation 
All physical pieces that remain unchanged in the design process form the Hardware 
Emulation block. Industrial manipulators often have 5 or 6 degrees of freedom (d.o.f.). The 
first three joints are often used to position the end-effector and the last joints help the wrist 
change its orientation. Since the first three links are more massive, more force or torque is 
applied on the corresponding joints, and they play a crucial role in the serial link 
manipulator performance. Hence, in the design architecture, the first three joint modules of 
CRS CataLyst-5 are physically included as a part of the RHILS platform, and the rest of the 
joints are virtually modeled on the Target computer. The corresponding load emulators are 
also coupled to the joints and the CRS DM Master Controller unit is used to control the joint 
positions. Each joint module consists of a stepper motor, an encoder mounted on the motor 
shaft, a harmonic drive as a transmission mechanism, and the driver unit. The module 
interfaces with both the controller and Target workstation in order to receive control signals 
via motor driver and send joint position to the Target workstation.  
The load emulators are coupled directly to the joint shafts to apply the computed loads. 
These torque signals represent the arm’s dynamics and weight and payload effects that 
must be reflected on each joint actuator to have a genuine simulation of the real system. 
Since the applied torque should be followed accurately, a servo torque controller is designed 
and calibrated for each load emulator module. A reaction torque sensor is also installed 
between the load emulator case (stator) and its mounting fixture to measure the feedback 
signal. Thus, the load emulator module sends and receives the command and feedback 
torque signals to and from the Target PC where the torque controller is located (Martin & 
Emami, 2008).  
The controller unit includes a trajectory planner and a typical feedback/feedforward 
controller for each physical joint module. The trajectory planner generates instantaneous 
desired position signals with a frequency of 1 KHz based on the input of the controller. Joint 
trajectories are divided into three sections: first, accelerating to the maximum speed with the 
nominal acceleration of the joint module, second, constant speed motion and finally, 
decelerating to the final position with the nominal acceleration. 

 
4.2 Manipulator Concurrent Design Process 
In this section, the design architecture is employed to concurrently redesign kinematic, 
dynamic and control parameters of CRS-CataLyst-5. This industrial manipulator consists of 5 
rotary joints, three of which are included in the RHILS platform. Fig. 4 shows the CRS-
CataLyst-5 manipulator next to its RHILS platform.  
In general, the LM design framework can be divided into five steps: a) decision about design 
variables and attributes, b) assignment of satisfactions, c) the primary phase, d) the 
secondary phase, and e) the performance supercriterion. However, in this case study, since 
the existing design is modified and the process can be safely started from the current 
configuration, the primary phase is not required. 
 
A. Design Variables and Attributes 
The kinematic characteristics of a manipulator can be represented by the standard Denavit-
Hartenberg convention. Therefore, length (li), offset (di) and twist (αi) are considered as 
kinematic design variables of the ith link. In order to take into account dynamic parameters 
of the robot, each link is considered as an L-shaped circular cylinder along the link length 
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and offset. The radius of such cylinder (ri), as a design variable, specifies dynamic 
parameters of the ith link knowing the link density. The CRS DM Master Controller unit 
generates control signals for each joint consisting of proportional (Pi) and integral (Ii) gains 
along with gains for feedback velocity ( ifbKv , ) and acceleration ( ifbKa , ) and also 
feedforward velocity ( iffKv , ) and acceleration ( iffKa , ). Consequently, the design problem 
deals with ndof10  design variables, where ndof is the number of degrees of freedom, to 
identify the most desirable kinematic, dynamic, and control configuration of the 
manipulator. In the case of CRS CataLyst-5, since the last two joints are small at the tip of the 
manipulator with much less moments of inertia than that of the other joints, their control 
gains are not considered in the design. Consequently, the design problem deals with thirty-
eight design variables in total. 
In LM, design attributes are divided into must and wish attributes. The following must 
design attributes are considered: 
Design availabilities: Each design variable has an acceptable range of values, considering its 
physical nature and manufacturing constraints. They are taken into account by the 
following inequality expression. 
 

),...,1(maxmin njXXX jjj  ; (38) 

 
where min

jX  and max
jX  are the minimum and maximum values for jX , respectively. 

Joint constraint: Since real joint modules are used in the design process, the motor constraints 
are considered automatically; however, the joints displacements are restricted due to the 
shape and location of links. This constraint is checked at kth working point for the ith joint 
angle ( k

i ) by means of an inequality. 
Torque constraint: Each joint module can handle a maximum amount of torque ( max

i ), 
usually corresponding to the stall torque of the ith joint motor. Therefore, 
 

),...,1;,...,1(max
max Nkndofii

k

i   ; (39) 

 
where k

imax  is the ith joint maximum absolute value of the torque between kth and (k-1)th 

working points. 
Maximum reachability: The farthest point that the manipulator can reach is the maximum 
reachability of the robot (R) and because of environmental constraints it should not exceed a 
certain number (Rmax). 
The main mission of a robot is reflected in the wish attributes. In this research, the following 
wish attributes are deemed as the design objectives. 
End-effector error: The typical ultimate task for a robot manipulator is to follow predefined 
trajectories. Therefore, the measured error at the working points is an appropriate wish 
attribute to minimize. If tk  and tk  are the maximum permitted errors for the end-effector 
position and orientation, respectively, at the kth working point of the tth trajectory, then the 
end-effector error can be defined as: 
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where tkx , tky  and tkz  are the position errors in x, y and z directions, tkx , tky  and tkz  
are the orientation errors about x, y and z axes at the kth working point of the tth trajectory, 
and T is the number of trajectories. Note that orientation errors are assumed to be 
sufficiently small so that the overall orientation error can be considered as a vector. Also, for 
the 5 d.o.f. CataLyst-5 manipulator only yaw and roll angles of the end-effector were 
considered. A maximum of 1mm for the translational error and 6º for the orientation error 
are assigned for this design. 
Manipulability: The manipulability index is used for checking the manipulator singularity at 
the working points. This measure can be expressed as (Bi et al., 1997): 
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kJcond  is the condition number of Jacobian matrix with respect to the base frame 
at kth working point. At the singular points the manipulability index approaches infinity and 
its minimum value is one. Therefore, this wish attribute is satisfied when manipulability 
index is close enough to one. 
Structural length index: A desirable manipulator is the one with a smaller Structural length 
index, 
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where V is the workspace volume that can be numerically calculated based on a method 
detailed in (Ceccarelli et al., 2006). 
Total required torque: The total required torque at the kth working point, expressed in (43), can 
be considered as another wish attribute that should be minimized. 
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where k

i  is the torque of joint i at the kth working point. 
 
B. Satisfactions Assignment 
Satisfactions are defined as fuzzy membership functions over the range of values that design 
variables and attributes can obtain. The availability constraints and must attributes often 
satisfy inequalities, while wish attributes should be as satisfactory as possible. Since LM 
methodology employs fuzzy set theory, by redefining the notions of inequality and 
optimization, their restricted binary behaviour can be turned into a flexible and fuzzy one. 
This brings subjective aspects of design into the scope; in addition, simplifies the design 
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and offset. The radius of such cylinder (ri), as a design variable, specifies dynamic 
parameters of the ith link knowing the link density. The CRS DM Master Controller unit 
generates control signals for each joint consisting of proportional (Pi) and integral (Ii) gains 
along with gains for feedback velocity ( ifbKv , ) and acceleration ( ifbKa , ) and also 
feedforward velocity ( iffKv , ) and acceleration ( iffKa , ). Consequently, the design problem 
deals with ndof10  design variables, where ndof is the number of degrees of freedom, to 
identify the most desirable kinematic, dynamic, and control configuration of the 
manipulator. In the case of CRS CataLyst-5, since the last two joints are small at the tip of the 
manipulator with much less moments of inertia than that of the other joints, their control 
gains are not considered in the design. Consequently, the design problem deals with thirty-
eight design variables in total. 
In LM, design attributes are divided into must and wish attributes. The following must 
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Design availabilities: Each design variable has an acceptable range of values, considering its 
physical nature and manufacturing constraints. They are taken into account by the 
following inequality expression. 
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where min
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jX  are the minimum and maximum values for jX , respectively. 

Joint constraint: Since real joint modules are used in the design process, the motor constraints 
are considered automatically; however, the joints displacements are restricted due to the 
shape and location of links. This constraint is checked at kth working point for the ith joint 
angle ( k

i ) by means of an inequality. 
Torque constraint: Each joint module can handle a maximum amount of torque ( max
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usually corresponding to the stall torque of the ith joint motor. Therefore, 
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where k

imax  is the ith joint maximum absolute value of the torque between kth and (k-1)th 

working points. 
Maximum reachability: The farthest point that the manipulator can reach is the maximum 
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end-effector error can be defined as: 
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where tkx , tky  and tkz  are the position errors in x, y and z directions, tkx , tky  and tkz  
are the orientation errors about x, y and z axes at the kth working point of the tth trajectory, 
and T is the number of trajectories. Note that orientation errors are assumed to be 
sufficiently small so that the overall orientation error can be considered as a vector. Also, for 
the 5 d.o.f. CataLyst-5 manipulator only yaw and roll angles of the end-effector were 
considered. A maximum of 1mm for the translational error and 6º for the orientation error 
are assigned for this design. 
Manipulability: The manipulability index is used for checking the manipulator singularity at 
the working points. This measure can be expressed as (Bi et al., 1997): 
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at kth working point. At the singular points the manipulability index approaches infinity and 
its minimum value is one. Therefore, this wish attribute is satisfied when manipulability 
index is close enough to one. 
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where V is the workspace volume that can be numerically calculated based on a method 
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process. One of the popular fuzzy membership functions is the trapezoidal membership 
function. This function possesses four parameters, i.e., four corners of the trapezoid that the 
designer should decide about to specify the range in which the satisfaction is one and the 
slopes of the sides. This decision is made considering the design requirements and the 
designer’s preferences. In other words, the trapezoidal parameters reflect how conservative 
or aggressive the designer is in interpreting the design attributes. The trapezoids, which are 
used in this case study, are depicted in Fig. 5. The first and last points of a must satisfaction 
mapping are the minimum and maximum values of the corresponding inequality, 
respectively. The middle points are picked in a manner that the definition of the inequality 
is neither too fuzzy nor too crisp, and it obeys the design requirements. For a wish 
satisfaction mapping, the last point is the maximum allowed value of the attribute (for an 
attribute approaching a minimum), and as it decreases the corresponding satisfaction 
approaches to one. The middle point is selected based on designer’s consensus of the notion 
of minimum. All minimum and maximum values of design variables and attributes are 
listed in Table I. Note that since this design problem starts with an existing manipulator 
configuration and the simulation platform is sufficiently accurate, strict parameters are 
chosen for defining wish satisfactions. This indicates smaller middle ranges and, hence, less 
steep trapezoid sides. 
 

 
Fig. 5.  Satisfactions on design variables and attributes 
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C. Secondary Phase 
To calculate the overall satisfaction, design attributes are determined utilizing the RHILS 
platform that simulates the candidate configuration while it follows a predefined pick-and-
place trajectory. In this procedure, first the Denavit-Hartenberg table and dynamic 
parameters of the design candidate are determined based on the kinematic parameters and 
the links radii. They are loaded onto the Target workstation as the parameters of the inverse 
dynamic model of the manipulator. The control gains are also loaded on the controller. On 
the Host computer an inverse kinematic code is executed to transform the end-effector 
trajectory to the joint trajectories. The corresponding command signals are sent to the 
controller from the Host workstation using Python® software and simultaneously, while the 
real joint modules are moving the joint torques calculated in the Target PC are applied on 
them by means of the load emulators. Subsequently, the position and torque signals are 
saved on the Target workstation for further computations. On the Host PC, the design 
availability, maximum reachability, manipulability and structural length index attributes are 
calculated using the kinematic parameters. And the joint restriction, torque restriction and 
total torque required design attributes are determined based on the saved position and 
torque signals. In addition, a forward kinematic code is executed to compute the actual end-
effector position at the working points in order to evaluate the end-effector error. Finally, 
the corresponding satisfactions are identified and aggregated using the attitude parameters.  
The secondary phase searches for the design variables that maximize the overall design 
satisfaction. A function in the optimization toolbox of MATLAB®, called fminsearch, has been 
employed to perform this single-objective maximization. This function uses a derivative-free 
search algorithm based on the simplex method that is suitable for handling discontinuity, 
sharp corners and noise in the objective function, which is the case in this problem. This 
real-time process takes almost one minute for evaluating each configuration.  
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Table 1. - Design Variables and Attributes and their Range 
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attribute approaching a minimum), and as it decreases the corresponding satisfaction 
approaches to one. The middle point is selected based on designer’s consensus of the notion 
of minimum. All minimum and maximum values of design variables and attributes are 
listed in Table I. Note that since this design problem starts with an existing manipulator 
configuration and the simulation platform is sufficiently accurate, strict parameters are 
chosen for defining wish satisfactions. This indicates smaller middle ranges and, hence, less 
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D. Performance Supercriterion 
By altering the designer’s attitude parameters (p, q and α) the secondary phase generates a 
set of optimally satisfactory solutions for design. The physical performance of the system 
should also be checked against an objective supercriterion, which is selected to be the total 
energy consumption at the joints, in order to adjust the designer’s attitude.  
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i  is the ith joint angle at the kth working point and i  is the torque at the ith joint. 

Ultimately, by minimizing this criterion over optimally satisfactory solutions set (CS), the 
best design (X*) is achieved. 
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4.3 Some Results and Discussions 
The CRS CataLyst-5 manipulator was redesigned according to the LM-RHILS based 
concurrent methodology, and the results are shown in Table II. With respect to the 
manipulator dynamic parameters, the mass of link 3 was reduced by 17.5% as a result of 
decreasing the link radius and length by 10% and 0.7%, respectively. In addition, all other 
kinematic and dynamic parameters have been modified slightly, which resulted in 
enhancing the manipulator performance in terms of the error in the end-effector trajectory, 
manipulator reachability, workspace and manipulability, and total energy consumption. For 
example the radius of the first and second links has been changed by almost 0.1% and 0.7%, 
respectively. The length of link 2 and the offset of link 1 have also been altered by 0.1% and 
0.4%, respectively. On the other hand, twist angles have remained almost unchanged. 
Therefore, in terms of dynamic and kinematic design, the third link has been modified 
considerably.  
In addition, since the controller of the existing manipulator was tuned prior to the redesign 
process, the control gains have made only slight modifications by an average of 0.8%. Even 
these small changes in the control parameters significantly affected the end-effector error, E, 
which observed in the results. The error in the end-effector trajectory after the redesign 
process is approximately 78 times less than its initial value. An increase in the level of 
satisfaction for all other wish attributes can be observed from Table II, as well. Therefore, 
based on the designer’s preferences, all the considered attributes have been enhanced. The 
total must satisfaction has improved, which indicates that the new system is far from its 
performance limits, and hence the new design is more reliable. 
The design candidates obtained from the LM secondary phase were optimized against an 
objective supercriterion, which is the total consumed energy, through altering attitude 
parameters. Ultimately, the configuration with the minimum energy consumption was 
picked as the final design. The energy consumption was improved by 10%. By looking at the 
variation of designer’s attitude parameters during the design process, one realizes that the 
initial designer’s attitude in aggregating must satisfactions was appropriate. That is, the 
value of p did not change through the attitude adjustment. However, in aggregating wish 
satisfactions the designer was originally too conservative. Therefore, q was decreased by 

50% and  was increased by 140%, approximately, through the attitude adjustment. This 
implies that instead of focusing on the worst wish attribute, the designer should equally 
stress all wish design attributes in order to improve the system energy consumption. 
Overall, the results show that the original designers of the manipulator (prior to the 
redesign process) could have been more aggressive (optimistic) in the design of CRS 
CataLyst-5. 

 
5. Conclusion 
 

Concurrent engineering is a promising paradigm for the analysis and synthesis of complex, 
multidisciplinary systems, such as robot manipulators. It brings synergy as a direct 
consequence of utilizing design knowledge from all participating disciplines, while 
interacting with each other, and offering equal opportunities to them to contribute to each 
state of design simultaneously. The advantage, however, does not come at no cost; one must 
deal with highly-complicated mechatronic system models, and handle optimizations with a 
large set of multidisciplinary objective and constraint functions and a great number of 
design variables. The compromise seems to be either to simplify the system model to reduce 
dimensions of the design space, or to give up the transparency of the design process and 
appeal to parallel computing algorithms. This chapter discussed an alternative methodology 
that does not imply any of the above compromises. The new methodology makes the system 
model computations efficient without compromising design transparency, because it uses 
the physical system components in the simulation loop, next to the computational model of 
those modules that need to be designed. The robotic hardware-in-the-loop simulation 
platform enables the designer to take into account some complex phenomena that are 
difficult to model, yet execute the entire simulation in real-time. Using hardware 
components in concurrence with the computational model of the modules that are to be 
designed results in an effective platform for rapid design alterations. Moreover, the new 
methodology alleviates the optimization complexities of concurrent design, because it 
employs Linguistic Mechatronics that not only transforms the multi-objective constrained 
optimization problem into a single-objective unconstrained formulation, but also formalizes 
subjective notions and brings the linguistic aspects of communication into the design 
process.  
 

 ri(mm) li(mm) 
 i=1 i=2 i=3 i=4 i=5 i=1 i=2 i=3 i=4 i=5 

Initial 65.6 27.7 24.1 10.0 10.0 0.0 254.0 254.0 0.0 0.0 
Final 65.7 28.0 21.8 10.0 10.0 0.0 253.6 255.9 0.0 0.0 

 di(mm) αi(�) 
 i=1 i=2 i=3 i=4 i=5 i=1 i=2 i=3 i=4 i=5 

Initial 254.0 0.0 0.0 0.0 0.0 -90.0 0.0 0.0 -90.0 0.0 
Final 255.0 0.0 0.0 0.0 0.0 -90.8 0.0 0.0 -90.7 0.0 

 Pi Ii Kvfb,i [p,q,α]  i=1 i=2 i=3 i=1 i=2 i=3 i=1 i=2 i=3 
Initial 18.32 20.00 12.00 0.073 0.050 0.100 40.7 40.0 20.0 [10,1.5,0.5] 
Final 18.46 20.16 12.10 0.074 0.050 0.101 41.0 40.3 20.2 [10,0.7,1.2] 

 Kafb,i Kvff,i Kaff,i Energy (J)  i=1 i=2 i=3 i=1 i=2 i=3 i=1 i=2 i=3 
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D. Performance Supercriterion 
By altering the designer’s attitude parameters (p, q and α) the secondary phase generates a 
set of optimally satisfactory solutions for design. The physical performance of the system 
should also be checked against an objective supercriterion, which is selected to be the total 
energy consumption at the joints, in order to adjust the designer’s attitude.  
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Initial 43.4 100.0 80.0 59.0 40.0 30.0 3473.0 100.0 120.0 6.2549 
Final 43.8 100.8 80.6 59.5 40.3 30.2 3483.6 100.8 120.9 5.6307 

 Wish Design Attributes 
 E M QL 

).( mNk
T  

 k=1 k=2 k=3 k=4 k=5 k=6 
Initial 1.4787 20.7223 1.3091 9.3557 10.2754 9.3561 9.3561 10.2172 10.2172 
Final 0.0189 19.4921 1.3025 8.3071 9.1391 8.3071 8.3071 9.1394 8.3071 

 Wish Satisfactions Overall 
Satisfaction  

E  M  
LQ

  k
T

  

 k=1 k=2 k=3 k=4 k=5 k=6 µ 
Initial 0.000 0.606 0.455 0.838 0.593 0.838 0.838 0.609 0.609 0.250 
Final 1.000 0.620 0.626 1.000 0.896 1.000 1.000 0.896 1.000 0.607 

Table 2. – Results of Concurrent Design 
 
The new methodology of concurrent engineering was used to redesign the kinematic, 
dynamic, and control parameters of an industrial manipulator, namely CRS CataLyst-5, 
whose joint modules had been installed in the RHILS platform. Despite the fact that the 
existing manipulator design had been well developed, the new design enhanced the system 
performance (end-effector trajectory error, manipulator reachability, workspace and 
manipulability, and total energy consumption) by changing the current manipulator 
configuration. 
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1. Introduction    
 

In manufacturing process of small lens molds, 3D CAD/CAM systems and high precision 
NC (numerically controlled) machining centers are used generally, and these advanced 
systems have drastically rationalized the design and manufacturing process. For example, 
recently, an ultra precision multi-axis control machining system has been developed for 
spherical micro-lens array molds. As a result, the mold with a spherical micro lens array has 
been effectively shaped with high accuracy (Oba et al., 2008).  
In case of an LED lens mold as shown in Fig. 1, however, the finishing process after the 
machining process has been hardly automated yet, because the LED lens mold has plural 
small concave areas to be finished, in which each diameter is 4 mm. 
 

 
 
 
 
 
 
 
 
 
 
Fig. 1.  Example of a target LED lens mold. Each diameter of concaved area is 4 mm.   
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That means the target mold is not axis-symmetric, so that it is difficult for conventional 
effective polishing systems (e.g., Kuriyagawa et al., 2003; Suzuki et al., 2006), which are 
good at dealing with axis-symmetric workpieces, to be applied to the LED lens mold well. 
Accordingly, such axis-asymmetric LED lens molds are finished by skilled workers in 
almost cases. The skilled workers usually finish a mold by using a small wood stick tool 
with diamond lapping paste, while qualitatively checking the concave surface through a 
microscope.   
In this paper, a new desktop Cartesian-type robot, which has abilities of compliant motion 
and stick-slip motion, is first presented for finishing small metallic molds with curved 
surface. The Cartesian-type robot is also called the orthogonal-type robot. The robot consists 
of three single-axis robots with a high position resolution of 1 m. A thin wood stick tool is 
attached to the tip of the z-axis. The tool tip has a small ball-end shape. The control system is 
composed of a force feedback loop, position feedback loop and position feedforward loop. 
The force feedback loop controls the polishing force consisting of tool’s contact force and 
kinetic friction forces. The position feedback loop controls the position in spiral direction, i.e., 
z-direction. The position feedforward loop leads the tool tip along a desired trajectory called 
cutter location data (CL data). The CL data are generated from the main-processor of a CAM 
system. The proposed Cartesian-type robot has realized a compliant motion required for the 
surface following control along a spiral path. 
In order to improve the finishing performance, a small stick-slip motion control strategy is 
further added to the control system. The small stick-slip motion is orthogonally generated to 
the direction of the tool moving direction. Generally, the stick-slip motion is an undesirable 
phenomenon and should be eliminated in precision machineries (Bilkay & Anlagan, 2004; 
Mei et al., 2004). However, the proposed Cartesian-type robot employs a small stick-slip 
motion to improve the finishing quality. The effectiveness of the robot was examined 
through an actual finishing test of an LED lens mold with a diameter of 4 mm. It was 
observed that the undesirable small cusps could be removed uniformly. Further, it was 
confirmed from the result that the proposed Cartesian-type robot with the abilities of 
compliant motion and stick-slip motion has a superior performance to achieve a higher 
quality surface like a mirror finishing. 
 

 
Fig. 2. Developed desktop Cartesian-type robot with abilities of compliant motion and stick-
slip motion. 

 

2. Desktop Cartesian-Type Robot 
 

Figure 2 shows the developed desktop Cartesian-type robot consisting of three single-axis 
robots with position resolution of 1 m. The size of the robot is 850645700 mm. The 
single-axis robot is a position control device ISPA with high-precision resolution provided 
by IAI Corp., which is comprised of a base, linear guide, ball-screw, AC servo motor. The 
effective strokes in x-, y- and z-directions are 400, 300 and 100 mm, respectively. The tool 
axis is designed to be parallel to the z-axis of the robot. A thin wood stick tool is fixed to the 
tip through a compact force sensor with 3 degree-of-freedom. To regulate the rotation, a 
servo spindle is located parallel to the tool axis. The hardware block diagram of the robot is 
shown in Fig. 3. For example, if one pulse is given to x-, y- and z-axis robots, then each 
single-axis robot can simultaneously move 1 m, respectively. Figure 4 shows an example of 
the static relation between the position and contact force in case of using a wood stick tool, 
in which  and  show values in press and unpress motions, respectively. 
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Fig. 3.  Hardware block diagram of the proposed Cartesian-type robot composed of three 
single-axis robots with position resolution of 1 m. 
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Fig. 4.  An example of the static relation between position and contact force in case of using 
a wood stick tool, in which squares and circles show press and unpress motions, 
respectively. 
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The quantity of the position is the z-directional component at the tip of the wood stick tool. 
The quantity of force is yielded by contacting the tool tip with a workpiece and is measured 
by the force sensor. The experiment was conducted while giving the relative position 0.01 
mm in press motion and 0.01 mm in unpress motion. In the experiment, the tool tip 
approached to an aluminum workpiece with a low speed, and after touching the workpiece, 
i.e., after detecting a small contact force, the tool tip was pressed to the workpiece with 
every 0.01 mm. The graph drawn with  in Fig. 4 shows the relation the position and contact 
force. The force is about 32 N when the position of the tool tip is 0.18 mm, so that the 
effective stiffness within the range can be estimated about 178 N/mm. After the press 
motion, the tool tip was away from the workpiece once, and returned to the position again 
where 32 N had been obtained. After that, the tool tip was unpressed every 0.01 mm. The 
graph drawn with  in Fig. 4 shows the relation of the position and contact force of this case. 
It is observed that the undesirable backlash is largely decreased compared with an 
articulated-type industrial robot (Nagata et al, 2008). It is expected that the force resolution 
about 0.178 N can be performed due to the position resolution of 1 m. 
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where k denotes the discrete time; superscript W  denotes the work coordinate system. Note 
that the control system realizes 1 msec sampling time by using the Windows multimedia 
timer. It is assumed that the polishing force is the resultant force of the contact force and 
kinetic friction forces. The kinetic friction forces are generated by Coulomb friction and 
viscous friction. The polishing force can be obtained as the resultant force of x-, y- and z-
directional force sensor measurements. Figure 5 shows the proposed CAD/CAM-based 
position/force controller with weak coupling (Nagata et al, 2007). First of all, )(kt

W v  is the 
manipulated variable generated from the feedforward control law based on cutter location 
data called the CL data. The CL data consist of sequential position and orientation 
components. )(kt
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Wo  is the normalized normal direction vector calculated by using the orientation 
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where fK  is the force feedback gain, and impedance parameters dM  and dB  are the 

desired mass and damping coefficients, respectively. t  is the sampling time. Also, )(kE f  

is the error between the desired polishing force dF  and the norm of force vector 
3)( kSF  measure by the force sensor, which is given by   
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where superscript S represents the sensor coordinate system. Further, )(kp

W v  is the 
manipulated variable yielded by a position feedback control law based on a simple PI action, 
which is given by  

 







  



k

n
pipppp

W nkk
1

)()()( EKEKSv                                          (6) 

 
where the switch matrix pS diag ),,( pzpypx SSS makes the weak coupling control to the 

force control active or inactive in each direction; )()()( kkk W
d

W
p xxE   is the position 

error. The desired position )(kd
W x  is calculated by using the position components in CL 

data. )(kW x is the current position measured by the encoders of servo motor. 

pK diag ),,( pzpypx KKK  and iK diag ),,( iziyix KKK  are proportional and integral 
gains for the position feedback control. Due to the weak coupling control, it is 
simultaneously realized that stable polishing force control and profiling control along a fine 
spiral path. 
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Fig. 5.  CAD/CAM-based position/force controller with weak coupling. 

 
3.2 Tuning of Desired Damping 
Next, a tuning method of the desired damping is proposed by using the effective stiffness of 
the Cartesian-type robot. When the polishing force is controlled, the characteristics of force 
control system can be varied according to the combination of impedance parameters such as 
desired mass dM  and damping dB . In order to increase the force control stability the 
desired damping, which has much influence on force control stability, should be tuned 
suitably. In this section, a tuning method of the desired damping is proposed based on the 
critical damping condition with the effective stiffness of the Cartesian-type robot. Eq. (4) is 
derived from the following impedance model. 
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where x , x  and F  are the acceleration, velocity and force scalars in the direction of force 
control, respectively. dx , dx  and dF   are the desired acceleration, velocity and force 
scalars, respectively. When the force control is active, dx  and dx  are set to zero. It is 
assumed that F  is the external force given by the environment and is modelled as 
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where mB  and mK  are the viscosity and stiffness coefficients of the environmnet, 
respectively. Eqs. (7) and (8) lead to the following second order lag system.  
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Further, solving Eq. (10) for dB  using the critical damping condition, the following simple 
condition is obtained. 
 

mfmfdd BKKKMB  2                                             (12) 
 
In profiling control experiment, the base value for the desired damping is calculated with Eq. 
(12). The desired damping should be fine-tuned around the base value according to the 
actual system. 

 
3.3 Finishing Experiment without Stick-Slip Motion Control 
In this subsection, the proposed Cartesian-type robot is applied to a finishing experiment of 
an LED lens mold. Figure 6 shows the model of an LED lens mold designed by the 3D 
CAD/CAM Pro/ENGINEER. The model is designed based on an edge of the mold profile. 
First of all, an inner edge is drawn in 2D. Then, z-axis is defined as shown in Fig. 6. The z-
axis is called the spiral direction. After that, an inner surface can be created by revolving the 
edge around the z-axis. Figure 7 shows the image of a spiral path generated from the main-
processor of the CAM, which is used in the finishing experiment. The spiral path has 
sequential position and orientation components. The control parameters and finishing 
conditions tuned for the experiment are tabulated in Table 1. 
 

Z-axis

 
Fig. 6.  3D model of an LED lens mold designed by 3D CAD/CAM Pro/Engineer. 
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Fig. 6.  3D model of an LED lens mold designed by 3D CAD/CAM Pro/Engineer. 
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Table 1. Control parameters and finishing conditions tuned for an experiment. 
 

4 mm

 
Fig. 7. Image of spiral path generated by using the main-processor of the CAM, which is 
used for the desired trajectory of the wood stick tool. 
 

 
Fig. 8. Dexterous finishing scene by using the wood stick tool and diamond lapping paste. 
 
Figure 8 shows the finishing scene of the LED lens mold, where a special oil including the 
diamond lapping paste is poured. The diameter of the concaved area is 4 mm. In this case, a 
small ball-end tool lathed from a wood stick is used, whose tip diameter is 1 mm. Actually, 
the tool tip moves along an inner path compared to the CL data used as a desired trajectory. 
The reason is that the position of the tool tip is corrected by the force feedback loop 
according to the diameter of the tool tip. 
 

 

Before finishing After finishing  
Fig. 9. Finished surfaces before and after the finishing experiment. 
 
Figure 9 shows the surfaces before and after the finishing process. It is observed that the 
concaved surface area has a good quality like a mirror surface reflecting the room lights. 
Although small oily spots are observed, they can be cleaned easily. 
 
4. Stick-Slip Motion of Wood Stick Abrasive Tool 
 

4.1 Stick-Slip Motion Control 
In this section, the effectiveness of the tool's stick-slip motion is evaluated to improve the 
surface quality. Generally, the stick-slip motion is an undesirable phenomenon and should 
be eliminated in various precise machine tools. However, the proposed Cartesian-type robot 
employs a small stick-slip motion not only to partially improve the finishing quality but also 
to skillfully emphasize the polishing energy. Figure 10 shows the images of stick-slip motion 
seen like small vibrations along a straight path and a curved path. The stick-slip motion is 
given along curved surface and also to orthogonal directions to tool’s tangent velocity 

)(kt
W v . Here, how to generate small stick-slip motion vectors is explained in detail by 
using Fig. 11. In Fig. 11, point O is the origin in work coordinate system, where the tool tip 
initially contacts to the workpiece. Point P is the current contact point. 
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Fig. 10.  Image of the small stick-slip motion seen like small vibrations for an abrasive tool. 
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Fig. 11. Theoretical idea to calculate the stick-slip motion vector )(kv

W v , where the 
directions of )(kt

W v  and )(kn
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Wo , respectively 
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In this example, the tool approaches to the workpiece with a low speed and follow the spiral 
path after contacting the point O. Because )(kv

W v is perpendicular to )(kd
Wo , the 

following relation is obtained. 
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Further, )(kv
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components of )(kv
W v  are represented by 
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where i and j are real numbers. By solving Eqs. (13), (14), (15), (16) and (17), )(kvvxW , 

)(kvvyW and )(kvvzW  can be obtained. Here, however, a simpler calculation is used. First of 
all, substituting Eqs. (15), (16) and (17) into Eq. (13) leads to 
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Accordingly, by giving Eq. (19) into Eqs. (15), (16) and (17), the following equations are 
obtained. 
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Fig. 12.  Proposed CAD/CAM-based position/force controller with stick-slip motion. 
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where i and j are real numbers. By solving Eqs. (13), (14), (15), (16) and (17), )(kvvxW , 
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Accordingly, by giving Eq. (19) into Eqs. (15), (16) and (17), the following equations are 
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W v  is a velocity vector to yield another polishing energy, and which is given to the tool 
tip alternately changing the direction every sampling period. Figure 12 shows the block 
diagram of the controller with the stick-slip motion control method. As can be seen from Eqs. 
(2) and (3), the directions of )(kt

W v  and )(kn
W v  are the same ones of )(kW t  and )(kd

Wo , 

respectively. Also, )(kp
W v  is generated in the direction of z-axis called the spiral direction 

as shown in Fig. 6. 

 
4.2 Experiment of Stick-Slip Motion Control 
Next, the effectiveness of the stick-slip motion control is examined through an actual 
finishing test. In the conventional finishing method shown in Fig. 5, the proposed stick-slip 
motion was not applied. Although the concaved area after finishing shown in Fig. 9 may be 
seen as a high quality surface, uneven lines are observed as shown in Fig. 13, in which small 
cusps still remain.  
 

 
 
 
 
 
 
 
 
 
 
Fig. 13. Large scale photo of the LED lens mold, where undesirable small cusps still remain 
on the surface. 

 

 
Fig. 14. Large scale photo of the LED lens mold after the finishing process by partially using 
the proposed stick-slip motion control. 
 
Figure 14 shows the large scale photo of the LED lens mold after the finishing process by 
partially using the proposed stick-slip motion control. It is observed that the undesirable 
cusps can be removed uniformly. It has been confirmed from the result that the proposed 
finishing strategy by using the stick-slip motion control has a promising effectiveness to 
achieve a higher quality surface.    

 
5. Conclusions and Future Works 
 

The final goal of this study is the development of a novel Cartesian-type robot with 
compliance controllability that can be applied to from the cusp mark removing process to 
the finishing process for mirror-like surface of LED lens molds. In this chapter, a desktop 
Cartesian-type robot with 3 degree-of-freedom was first designed by combining three 
single-axis robots with a high position resolution of 1 m. The position resolution and force 
resolution, and effective stiffness were examined through a simple contact experiment, so 
that the force resolution of 0.178 N was obtained due to the position resolution of 1 m. Next, 
a hybrid position/force controller with compliance controllability was proposed for the 
finishing task of LED lens molds, in which position control, force control or their weak 
coupling control can be selected according to each finishing strategy. A systematic tuning 
method of the desired damping was also considered. The desired damping was calculated 
from the critically damped condition using the static relation between the position and force. 
Further, a stick-slip motion control for a wood stick tool was developed to finely improve 
the finishing quality. The proposed desktop Cartesian-type robot using these peripheral 
techniques was applied to a finishing experiment of an LED lens mold, so that the high 
performance and promise were successfully confirmed. In future work, we plan to consider 
other potential applications using the Cartesian-type robot.  
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1. Introduction      
 

The kinematic modeling of articulated arm coordinate measuring machines (AACMM) has 
inherited both the previous developments in the field of robot arms and manipulators, and 
their calibration and parameter identification techniques, given the similarity of their 
mechanical characteristics. Traditional approaches to the problem of kinematic parameters 
identification in both cases use an objective function in terms of quadratic sum of errors of 
measurement or positioning, formulated as the euclidean distance between the points 
materialised by a gauge or measuring instrument, and the points obtained through the 
kinematic model. By capturing data at various positions in the workspace, those approaches 
follow a resolution scheme that involves indirect optimization, such as the Moore-Penrose 
pseudoinverse or other methods for solving systems of linear equations to obtain the set of 
kinematic model parameters which minimize the error in the positions considered. 
This chapter first presents a review of developments and state of the art concerning the 
kinematic modeling of robot manipulators and AACMM, as well as aspects to consider 
regarding the influence of the model chosen on the subsequent parameters identification 
procedure. Secondly an optimization algorithm based on an objective function that 
considers terms related to the accuracy and repeatability is shown. This algorithm follows a 
pure optimization scheme from data obtained through probing several spheres of a ball-bar 
gauge placed at several positions in the working range for both systems. In addition to the 
distance errors from the nominal coordinates of the gauge, it is possible to optimize the 
repeatability from the captured pose values for the same sphere in several arm orientations. 
To capture data, a passive self-centering probe and an active self-centering probe are used to 
directly probe the center of each sphere for a large number of arm orientations, and also to 
analyze the effect of probing force in the identification process and the generalization of the 
error results for any arm position and orientation. Experimental results of the capture and 
identification technique are presented with both probes linked to a Faro AACMM, as well as 

14



Robot Manipulators, New Achievements256

 

the comparison of these results with those obtained applying traditional identification 
techniques. Finally a description of the technique for a Kuka robot with the active self-
centering probe is shown, and also the integration of both mathematical models to obtain 
the sphere center coordinates in the robot global reference frame from readings expressed 
on the reference system of the self-cetering probe. 

 
2. Evolution of kinematic modelling for robot calibration 
 

Since the development of the well-known model proposed by Denavit and Hartenberg (D-
H) (Denavit & Hartenberg, 1955), multiple variants of kinematic models based on 
homogenous transformations have been considered. These later approaches solve problems 
of indetermination derived from the use of D-H model in robot calibration procedures. In 
(Roth et al., 1987), three levels of calibration for robots are established: joint level, kinematic 
model level and dynamic model level. The work presented in this chapter is focused on the 
second level of calibration. Thereby, the possible influences in the final measurement error 
of an AACMM will be studied to determine the mathematical model parameters. Those 
influences can be both geometrical -due to the kinematic model- and non-geometrical -due 
to other factors as assembly, damage in joints or transmission errors-. The approach of 
models which try to separate geometrical and non-geometrical errors has been a constant in 
literature on robot arms, without any apparent success from the point of view of a 
generalizable model regarding both robots and AACMMs. Based on the mathematical 
separation of both influences through the consideration of additional parameters in the 
model, the determination of a set of parameters related to each type of modeled error is 
carried out following optimization techniques without maintaining a direct relation between 
the real physical parameters and those obtained by optimization. Thus, these parameters 
cannot be considered more than an adjustment to the captured data which minimizes the 
positioning error in the case of robots but which do not have any numerical restriction to 
maintain the relation between results and real physical parameters, not being justifiable in 
many cases additional parameters that cause redundancy and complicate unnecessarily the 
mathematical model. In (Goswami & Bosnik, 1993) the relationship between the 
mathematical results and the physical reality, along with the influence of the redundancy in 
model parameters on a calibration method, are studied. The detection of the error sources is 
carried out by the way the model is approached. However, traditionally, the second 
calibration level only studies the identification of geometric parameters, whereas the non-
geometrical and temperature influences are considered in a different way from model to 
model. 
Regarding the D-H model itself, Hayati and Mirmirani (Hayati, 1983; Hayati & Mirmirani, 
1985) outlined the discontinuity and non-proportionality of the model proposed by D-H for 
robotic arms with parallel or nearly parallel joint axes. In these cases the elimination of a 
parameter and the inclusion of a new rotation parameter are proposed. Many other authors 
have tried to solve the problem of the model proposed by D-H. In (Hsu & Everett, 1985) a 
modification of the D-H parameterization is proposed, adding a fourth joint parameter 
which describes with a variable the reference frame position in the direction of the previous 
frame axis. Subsequently, new approximations considering the general equation of rigid 
body spatial movement (Mooring & Tang, 1984) to model transformations between joints 
appeared, solving the indetermination of the D-H model but introducing redundant 

 

parameters. However, it is desirable, and indeed essential for many researchers, that a 
calibration model is free of redundancies in order to identify each error with a parameter, to 
establish reliable correction methods and even to improve the machine design. This 
assumption cannot be generalized, since to detect an error and to find its relation to a 
particular source depends on many other factors. Although (Everett et al., 1987) and (Everett 
& Suryohadiprojo, 1988) describe the maximum number of independent parameters 
necessary in order to define the geometry of an arm depending on the type of joints, 
redundancy may exist. In (Goswami et al., 1993), a series of considerations regarding the 
minimum number of parameters to describe the kinematics of an arm can be found, along 
with the need for redundancy in certain robot configurations in order to maintain the 
physical-mathematical link in model parameters.  
The specific inclusion of non-geometrical errors effect on a robot calibration process by 
mean of model parameters or series approximation of them appears in (Mooring, 1983) and 
(Whitney et al., 1984), beyond considering the arm errors in terms of variation of 
geometrical parameters. In (Chen & Chao, 1986) there is an approximation to the non-
geometrical errors model based on the mathematical model proposed by Sheth and Uicker 
(Sheth & Uicker, 1971), which, like the previous ones, allows maintaining the nominal 
positions of the joints reference frames, since it uses different frames to model the 
geometrical and non-geometrical errors. In this way, the definition of the nominal model 
does not require any particular modeling procedure, since the errors are modeled by way of 
new matrices and transformations to the nominal systems. Subsequently, the inclusion of 
intermediate error matrices has been given extensive consideration in the biographical 
resources on robots to model non-geometrical errors. In (Drouet et al., 2002), an efficient 
method to consider any kind of errors is shown, including an intermediate matrix which 
relates joint nominal frame position with a second joint frame in its real position.  
Stone and others (Stone et al., 1986) proposed a model, known as S-model, which adds two 
parameters to the basic D-H notation in order to allow variable positioning of the reference 
frames. Again, a solution to the indetermination problem is obtained, resulting in a 
complete but non-proportional model. Hollerbach and Wampler (Hollerbach & Wampler, 
1996) later proposed a model based on a mix of the D-H parameters and the Hayati notation 
, using model parameters depending on the type of joint in order to avoid indeterminations. 
In the search for a model which fulfils the three basic properties to be used for calibration 
(Everett et al., 1987), Zhuang et al. (Zhuang & Roth, 1992) proposed the CPC model. Based 
on the idea that an incomplete model can be made complete by adding parameters, from the 
D-H model, they considered two more parameters to model the arbitrary position of the 
frames. Finally, models which consider the physical reference position of the encoder zero 
and which determine the relation between this position and the initial nominal position of 
the model (Mooring & Tang, 1984; Mooring, 1983; Park & Brockett, 1994) should be 
considered as the last main group of kinematic models. 
Apart from the modeling techniques presented, all of them with later approximations in 
bibliography, and those which combine parameters associated to geometrical and non-
geometrical error (Caenen & Angue, 1990; Vincze et al., 1999)– given the difficulty of 
modeling separately -, one of the current modeling trends involves an approximation to the 
final error based on the simplest kinematic models (Alici & Shirinzadeh, 2005). In this way, 
they do not try to explicitly model each parameter based on a parametric model which 
includes the error. So far, the models reviewed increase in mathematical complexity when 
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the comparison of these results with those obtained applying traditional identification 
techniques. Finally a description of the technique for a Kuka robot with the active self-
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frames. Finally, models which consider the physical reference position of the encoder zero 
and which determine the relation between this position and the initial nominal position of 
the model (Mooring & Tang, 1984; Mooring, 1983; Park & Brockett, 1994) should be 
considered as the last main group of kinematic models. 
Apart from the modeling techniques presented, all of them with later approximations in 
bibliography, and those which combine parameters associated to geometrical and non-
geometrical error (Caenen & Angue, 1990; Vincze et al., 1999)– given the difficulty of 
modeling separately -, one of the current modeling trends involves an approximation to the 
final error based on the simplest kinematic models (Alici & Shirinzadeh, 2005). In this way, 
they do not try to explicitly model each parameter based on a parametric model which 
includes the error. So far, the models reviewed increase in mathematical complexity when 
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modeling each supposedly identifiable error by way of parameters not directly measurable. 
Once the value of these parameters has been established by optimization, it is possible to 
correct the final position of the end of the arm through an error model using off-line 
correction tools. Using different linear and non-linear regression mathematical tools, such as 
polynomials, Bezier curves, Fourier series, wavelets, neural networks, etc..., it is possible to 
make an approximation to the arm error in line with the error characteristics observed in 
different positions of the work space. The non-parametric nature of these tools makes more 
difficult to link the geometrical and non-geometrical parameters of a model with the 
physical reality of the arm. Most applications which use regression as an approximation to 
errors try to combine traditional modeling and regression techniques to allow the error to be 
linked in some way to measurable arm parameters.  
In this way, despite not fulfilling the conditions of proportionality and equivalence (Everett 
et al., 1987), the D-H model avoids redundancies and perfectly describes the kinematics of a 
measurement arm, not presenting indeterminations in practically all AACMMs on the 
market, whose dual joints define consecutive perpendicular axes. For this reason, in the 
presented work the AACMM has been modeled by way of D-H when dealing with the 
identification procedure, although it is easily generalizable to any kinematic model.  

 
3. AACMM Kinematic model 
 

AACMMs make up a special group within coordinate measurement due to their special 
characteristics and differences with regards to traditional coordinate measuring machines 
(CMMs). While the CMMs, whether they are bridge, gantry or horizontal arm type, have a 
cartesian configuration which allows the measurement of the physical displacement of each 
of the three linear axes, in the AACMMs the measured point is a result of a series of 
coordinate transformations, depending on the model. AACMMs adopt the kinematic 
structure and model of robotic arms, and, similarly, are made up of a series of straight 
sections linked by rotary joints which provide them with the dof necessary to reach the 
required measurement positions. The differences compared to robotic arms are great, both 
in terms of accuracy and functionality, paying special attention to the accuracy of the 
sensors, materials used and dynamic conditions. Moreover, another important difference 
compared to CMMs and robotic arms is their manual and portable operation, instead of 
having machine axes automatically controlled. 
The growing use of the AACMMs has been accompanied by an absence of standards on 
verification and calibration procedures, both from the point of view of the user and of the 
manufacturer. Traditionally, each AACMM manufacturer has adopted its own evaluation 
procedures. Firstly, it is necessary to determine the value of the parameters of the kinematic 
model of the arm. To this end, each manufacturer uses its own methods depending on the 
model and parameters implemented in each arm. Both the mathematical model considered 
and the method used to identify parameters constitutes restricted information which is not 
available to the final user. These evaluation methods are based on the procedures set out by 
the predecessors of the three main standards for performance evaluation in current CMMs, 
UNE-EN ISO 10360, ASME B89.4.1 and VDI/VDE 2617. However, the special characteristics 
of the AACMMs require different verification procedures. While for a CMM an X, Y, Z point 
clearly defines a position of the three machine axes, for an AACMM the possible positions of 
its elements to achieve a fixed point defined in the measurement volume are practically 

 

infinite, according with its inverse kinematics. Moreover, for CMMs, besides the general 
evaluation methods, it is possible to carry out evaluation tests in order to extract the 
positioning errors to finally implement correction models (Trapet & Wäldele, 1991). The 
CMM evaluation tests achieve a high level of maintenance of the physical-mathematical 
relations between the error model parameters and the error physically committed by the 
machine. This is not the case of AACMMs, in which the application of these models does not 
make sense, given the difficulty of directly relating the error committed with the model 
parameters, which are obtained by using optimization procedures. 
ASME B89.4.22-2004 and VDI/VDE 2617–9:2008 are nowadays the only standards existing 
in the field of AACMM verification. They recommend the methods which should be 
followed for reliable performance evaluation of the measurement arms. These documents 
deal with complete standardization in this field. They are focused on contact measuring 
with active and passive probes, covering the common measurement arm applications. In 
order to uniformize and eliminate ambiguity in evaluation methods for AACMMs, these 
standards fulfil their function, without making any indications with regards to parameter 
identification methods, calibration or correction. 
The static calibration of an AACMM establish a parametric model of its kinematic behavior 
in order to determine, numerically, the relationship between the joint variables and the 
probe position for any arm posture. A direct kinematic model takes the form of (1). 
 

 ,iy f q  (1) 

 
with i=1,…,n for an arm with n rotating joints. This model calculates the position and 
orientation of the AACMM probe y ,according to the value of the joint variables i  and to 
the equations of the model defined in f , which depend on the parameters vector q . This 
parameters vector contains the geometric parameters of the model, which must be 
optimized in order to obtain the lowest possible measurement error. Depending on the 
chosen kinematic model, the way the equations are obtained in f  changes, along with the 
number of geometric parameters necessary to be included in q . The D-H basic model uses 
four parameters (di, ai, i and i) to model the transformation of coordinates between 
successive reference systems. The homogeneous transformation matrix between frame i and 
i-1 of equation (2) depends on those four parameters. Calculating successive transformations 
of coordinates, by pre-multiplying the transformation matrix between a frame and the 
previous one, it is possible to obtain the global transformation matrix of the arm, which 
obtains coordinates of the center of the probe sphere with respect to the base of the 
AACMM. In this manner, considering 0 as the global fixed reference system of the base and 
reference frame 6 moving with the rotation of the last joint, the desired homogeneous 
transformation can be obtained by way of equation (3). Apart from the four joint parameters 
indicated, it is necessary to consider an extra joint parameter 0i which will define the 
relationship between the encoder physical reference mark position of each joint and the 
initial position considered in the definition of the kinematic model. 
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make an approximation to the arm error in line with the error characteristics observed in 
different positions of the work space. The non-parametric nature of these tools makes more 
difficult to link the geometrical and non-geometrical parameters of a model with the 
physical reality of the arm. Most applications which use regression as an approximation to 
errors try to combine traditional modeling and regression techniques to allow the error to be 
linked in some way to measurable arm parameters.  
In this way, despite not fulfilling the conditions of proportionality and equivalence (Everett 
et al., 1987), the D-H model avoids redundancies and perfectly describes the kinematics of a 
measurement arm, not presenting indeterminations in practically all AACMMs on the 
market, whose dual joints define consecutive perpendicular axes. For this reason, in the 
presented work the AACMM has been modeled by way of D-H when dealing with the 
identification procedure, although it is easily generalizable to any kinematic model.  
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cartesian configuration which allows the measurement of the physical displacement of each 
of the three linear axes, in the AACMMs the measured point is a result of a series of 
coordinate transformations, depending on the model. AACMMs adopt the kinematic 
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sections linked by rotary joints which provide them with the dof necessary to reach the 
required measurement positions. The differences compared to robotic arms are great, both 
in terms of accuracy and functionality, paying special attention to the accuracy of the 
sensors, materials used and dynamic conditions. Moreover, another important difference 
compared to CMMs and robotic arms is their manual and portable operation, instead of 
having machine axes automatically controlled. 
The growing use of the AACMMs has been accompanied by an absence of standards on 
verification and calibration procedures, both from the point of view of the user and of the 
manufacturer. Traditionally, each AACMM manufacturer has adopted its own evaluation 
procedures. Firstly, it is necessary to determine the value of the parameters of the kinematic 
model of the arm. To this end, each manufacturer uses its own methods depending on the 
model and parameters implemented in each arm. Both the mathematical model considered 
and the method used to identify parameters constitutes restricted information which is not 
available to the final user. These evaluation methods are based on the procedures set out by 
the predecessors of the three main standards for performance evaluation in current CMMs, 
UNE-EN ISO 10360, ASME B89.4.1 and VDI/VDE 2617. However, the special characteristics 
of the AACMMs require different verification procedures. While for a CMM an X, Y, Z point 
clearly defines a position of the three machine axes, for an AACMM the possible positions of 
its elements to achieve a fixed point defined in the measurement volume are practically 

 

infinite, according with its inverse kinematics. Moreover, for CMMs, besides the general 
evaluation methods, it is possible to carry out evaluation tests in order to extract the 
positioning errors to finally implement correction models (Trapet & Wäldele, 1991). The 
CMM evaluation tests achieve a high level of maintenance of the physical-mathematical 
relations between the error model parameters and the error physically committed by the 
machine. This is not the case of AACMMs, in which the application of these models does not 
make sense, given the difficulty of directly relating the error committed with the model 
parameters, which are obtained by using optimization procedures. 
ASME B89.4.22-2004 and VDI/VDE 2617–9:2008 are nowadays the only standards existing 
in the field of AACMM verification. They recommend the methods which should be 
followed for reliable performance evaluation of the measurement arms. These documents 
deal with complete standardization in this field. They are focused on contact measuring 
with active and passive probes, covering the common measurement arm applications. In 
order to uniformize and eliminate ambiguity in evaluation methods for AACMMs, these 
standards fulfil their function, without making any indications with regards to parameter 
identification methods, calibration or correction. 
The static calibration of an AACMM establish a parametric model of its kinematic behavior 
in order to determine, numerically, the relationship between the joint variables and the 
probe position for any arm posture. A direct kinematic model takes the form of (1). 
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with i=1,…,n for an arm with n rotating joints. This model calculates the position and 
orientation of the AACMM probe y ,according to the value of the joint variables i  and to 
the equations of the model defined in f , which depend on the parameters vector q . This 
parameters vector contains the geometric parameters of the model, which must be 
optimized in order to obtain the lowest possible measurement error. Depending on the 
chosen kinematic model, the way the equations are obtained in f  changes, along with the 
number of geometric parameters necessary to be included in q . The D-H basic model uses 
four parameters (di, ai, i and i) to model the transformation of coordinates between 
successive reference systems. The homogeneous transformation matrix between frame i and 
i-1 of equation (2) depends on those four parameters. Calculating successive transformations 
of coordinates, by pre-multiplying the transformation matrix between a frame and the 
previous one, it is possible to obtain the global transformation matrix of the arm, which 
obtains coordinates of the center of the probe sphere with respect to the base of the 
AACMM. In this manner, considering 0 as the global fixed reference system of the base and 
reference frame 6 moving with the rotation of the last joint, the desired homogeneous 
transformation can be obtained by way of equation (3). Apart from the four joint parameters 
indicated, it is necessary to consider an extra joint parameter 0i which will define the 
relationship between the encoder physical reference mark position of each joint and the 
initial position considered in the definition of the kinematic model. 
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Thus, the joint variable i of the model is related to the rotation reading provided by the 
encoder through equation (4), where 0i must also be identified from its nominal value 
defined for the initial position. 
 

0i iEnc i     (4) 
 
The use of a reference system defined in the robotic hand responds generally to the need to 
have a frame which follows the characteristic directions of the tool, which will be 
subsequently controlled. In this case, since the aim is to obtain the sphere center coordinates 
of a static probe, the use of a reference system attached to the probe is omitted, assuming the 
link between the probe center and frame 6 to be a translation expressed by the coordinates 
XProbe, YProbe, ZProbe of the sphere center respect to this frame. With this, the model has 4 joint 
parameters plus the three coordinates of the probe sphere center in frame 6, what makes a 
total of 27 parameters for the 6 dof AACMM considered. The initial values taken for the arm 
model parameters are shown in Fig. 1. 
 

 
Fig. 1. Model definition posture of FARO AACMM with D-H convention. Initial values of 
parameters. 

 
4. Parameter identification 
 

The AACMM used in the present work is a 6 dof Sterling series FARO arm with a typical 2-
2-2 configuration and a-b-c-d-e-f deg rotation, with a nominal value of 2 =  0.102 mm 

 

obtained in a single-point articulation performance test of the arm manufacturer, without 
specifying the number of positions of the kinematic seat and points captured. Simple 
evaluation tests have been carried out to evaluate the current state of the measurement arm 
using the manufacturer capture software and model, in order to know the expected initial 
values for accuracy and repeatability with the arm in the current situation. Using a 
spherical-point passive probe of 6 mm in diameter, 14 spheres of a ball-bar gauge have been 
measured in a single gauge position, obtaining a mean deviation of the lengths measured 
with regards to the gauge lengths of 0.854 mm. On the other hand, a single-point 
articulation performance test has been carried out using a conical seat to capture 100 points 
in different AACMM orientations for a single kinematic mount position. The result obtained 
in this test was 0.347 mm for 2, with respect to the mean point of the captured data. 
Without the need for further initial evaluation tests or complete tests in accordance with 
ASME B89.4.22-2004, it can clearly be appreciated that the AACMM is out of calibration 
with the manufacturer parameters and model. Hence, it will be taken as the initial situation 
when dealing with the proposed calibration procedure. 

 
4.1 Data capture setup and evaluation 
Once the mathematical model is defined, the next step involves the capture of nominal 
coordinates in the workspace of the AACMM. All the calibration procedures, both for 
robotic arms and AACMMs, establish a system which acquires coordinates or nominal 
distances in the workspace, in order to capture points which allow the error to be evaluated 
and minimized.  
Current identification procedures for robotic arms are based on a small set of positions 
where the coordinates of the robot hand are captured discretely. In (Alici & Shirinzadeh, 
2005), based on the results obtained in (Driels & Pathre, 1990) and (Borm & Menq, 1991), 85 
discrete robot positions were selected to cover the entire work range and extrapolate the 
results obtained to any arm position. The selection of capture positions to identify kinematic 
parameters must be preceded by tests which characterize the influence of each joint on the 
final error, to finally choose positions in accordance with this influence. For this reason, the 
application of a number of specific positions is not generalizable from one robotic arm to 
another, since the errors committed by each robot will depend on their configuration and 
assembly defects. In (Chunhe et al., 2000), the method described to identify the geometrical 
parameters takes 30 capture positions, without any apparent justification. It is common to 
consider a very different number and type of robot positions in the bibliography, 
constituting a very important step of the procedure for the extrapolation of the results. The 
referenced procedures successfully carry out their task, and hence both the capture of points 
and the subsequent test positions are captured discretely in robot configurations which are 
very similar to each other and also similar to the common robot work positions. This means 
that the positioning accuracy of the robot is improved globally in common work 
configurations. Since the optimization of the kinematic parameters is a least squares 
method, the adjustment of the parameters which minimize the error in the robot 
identification positions will mean small errors occur in positions similar to those of capture, 
but will cause bigger errors in very different positions.  
In this work, a continuous data capture method has been developed. This technique allows 
the massive capture of arm positions corresponding to several points of the workspace. To 
this end, a ball-bar gauge of 1.5 m long was placed in 7 positions within the workspace of 
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Thus, the joint variable i of the model is related to the rotation reading provided by the 
encoder through equation (4), where 0i must also be identified from its nominal value 
defined for the initial position. 
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The use of a reference system defined in the robotic hand responds generally to the need to 
have a frame which follows the characteristic directions of the tool, which will be 
subsequently controlled. In this case, since the aim is to obtain the sphere center coordinates 
of a static probe, the use of a reference system attached to the probe is omitted, assuming the 
link between the probe center and frame 6 to be a translation expressed by the coordinates 
XProbe, YProbe, ZProbe of the sphere center respect to this frame. With this, the model has 4 joint 
parameters plus the three coordinates of the probe sphere center in frame 6, what makes a 
total of 27 parameters for the 6 dof AACMM considered. The initial values taken for the arm 
model parameters are shown in Fig. 1. 
 

 
Fig. 1. Model definition posture of FARO AACMM with D-H convention. Initial values of 
parameters. 

 
4. Parameter identification 
 

The AACMM used in the present work is a 6 dof Sterling series FARO arm with a typical 2-
2-2 configuration and a-b-c-d-e-f deg rotation, with a nominal value of 2 =  0.102 mm 

 

obtained in a single-point articulation performance test of the arm manufacturer, without 
specifying the number of positions of the kinematic seat and points captured. Simple 
evaluation tests have been carried out to evaluate the current state of the measurement arm 
using the manufacturer capture software and model, in order to know the expected initial 
values for accuracy and repeatability with the arm in the current situation. Using a 
spherical-point passive probe of 6 mm in diameter, 14 spheres of a ball-bar gauge have been 
measured in a single gauge position, obtaining a mean deviation of the lengths measured 
with regards to the gauge lengths of 0.854 mm. On the other hand, a single-point 
articulation performance test has been carried out using a conical seat to capture 100 points 
in different AACMM orientations for a single kinematic mount position. The result obtained 
in this test was 0.347 mm for 2, with respect to the mean point of the captured data. 
Without the need for further initial evaluation tests or complete tests in accordance with 
ASME B89.4.22-2004, it can clearly be appreciated that the AACMM is out of calibration 
with the manufacturer parameters and model. Hence, it will be taken as the initial situation 
when dealing with the proposed calibration procedure. 

 
4.1 Data capture setup and evaluation 
Once the mathematical model is defined, the next step involves the capture of nominal 
coordinates in the workspace of the AACMM. All the calibration procedures, both for 
robotic arms and AACMMs, establish a system which acquires coordinates or nominal 
distances in the workspace, in order to capture points which allow the error to be evaluated 
and minimized.  
Current identification procedures for robotic arms are based on a small set of positions 
where the coordinates of the robot hand are captured discretely. In (Alici & Shirinzadeh, 
2005), based on the results obtained in (Driels & Pathre, 1990) and (Borm & Menq, 1991), 85 
discrete robot positions were selected to cover the entire work range and extrapolate the 
results obtained to any arm position. The selection of capture positions to identify kinematic 
parameters must be preceded by tests which characterize the influence of each joint on the 
final error, to finally choose positions in accordance with this influence. For this reason, the 
application of a number of specific positions is not generalizable from one robotic arm to 
another, since the errors committed by each robot will depend on their configuration and 
assembly defects. In (Chunhe et al., 2000), the method described to identify the geometrical 
parameters takes 30 capture positions, without any apparent justification. It is common to 
consider a very different number and type of robot positions in the bibliography, 
constituting a very important step of the procedure for the extrapolation of the results. The 
referenced procedures successfully carry out their task, and hence both the capture of points 
and the subsequent test positions are captured discretely in robot configurations which are 
very similar to each other and also similar to the common robot work positions. This means 
that the positioning accuracy of the robot is improved globally in common work 
configurations. Since the optimization of the kinematic parameters is a least squares 
method, the adjustment of the parameters which minimize the error in the robot 
identification positions will mean small errors occur in positions similar to those of capture, 
but will cause bigger errors in very different positions.  
In this work, a continuous data capture method has been developed. This technique allows 
the massive capture of arm positions corresponding to several points of the workspace. To 
this end, a ball-bar gauge of 1.5 m long was placed in 7 positions within the workspace of 
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the arm in order to cover the maximum number of possible AACMM positions, to 
subsequently extrapolate the results obtained throughout the volume. Fig. 2 shows the 
considered positions for the bar in a quadrant of the workspace. The ball-bar comprises a 
carbon fiber profile and 15 ceramic spheres of 22 mm in diameter, reaching calibrated 
distances between the centers with an uncertainty, in accordance with its calibration 
certificate, of (1+0.001L)µm, with L in mm. The ball-bar profile is made of a carbon fiber 
layer having a balanced pair of carbon fiber plies embedded in a resin matrix, with a 
nominal coefficient of thermal expansion (CTE) between ±0.5x10-6 K-1. The position of the 
fibers in the profile allows compensating this coefficient, obtaining a mean CTE near zero. 
 

 
Fig. 2. Ball bar positions for each quadrant. Sample of position P6. 
 
The capture of data both for calibration and for verification of the arms is usually performed 
by way of discrete contact probing of surface points of the gauge in order to obtain the 
center of the spheres from several surface measurements. This means that the time required 
for the capture of positions is high, and then, identification is generally carried out with a 
relatively low number of arm positions. In the present work, two specific probes, capable of 
directly probing the center of the spheres of the gauge without having to probe surface 
points, were designed. As seen in Fig. 3, one of the probes comprises three tungsten carbide 
spheres of 6 mm in diameter, laid out at 120º on the end of the probe. Since the ceramic 
spheres of the gauge have a diameter of 22 mm, it is necessary to establish the geometrical 
relationships in order to ensure the proper contact of the three spheres and the stability of 
this contact. In general, in order to maintain this stability, it is recommended a contact 
between the spheres of the kinematic mount and the sphere to fit between them at 45° with 
respect to the plane formed by the centers of the mount spheres. Thereby, the centering of 
the probe direction with regards to the sphere center is ensured, making this direction cross 
it (Fig. 3) for any orientation of the probe. Thus, in this case, it is possible to define a probe 
with zero probe sphere radius and with the distance from the position of the housing to the 
center of the probed sphere of 22 mm as length, allowing direct probing of the sphere center 
when the three spheres of the probe and the sphere of the gauge are in contact.  
On the other hand, we have reproduced the process of data capture for all positions of the 
gauge with a self-centering active probe. This probe, specifically designed for probing 
spheres, is composed of three styli positioned to form a trihedron with their probing 
directions. Each individual stylus has been designed by using a linear way together with a 
LED+PSD sensor combination to measure its displacement. From the readings of the 
displacement of the three styli and its mathematical model, the probe is able to get the center 
of the probed sphere in its reference system. So, it is necessary to link the reference system 

 

with the last reference system of the kinematic chain of the AACMM, to express the center 
of the probed sphere in the global reference system. The method followed to determine the 
relationship between the two frames is described in the last section of this chapter, since this 
probe is particularly suitable for parameter identification procedures in robots. 
 

 
Fig. 3. Pasive and active self centering probes used in the capture of AACMM positions for 
parameter identification 
 
Besides characterizing and optimizing the behavior of the arm with regards to error in 
distances, its capacity to repeat measurements of a same point is also tested. Hence, an 
automatic arm position capture software has been developed to probe each considered 
sphere of the gauge and to replicate the arm behavior in the single-point articulation 
performance test, but in this case, to include the positions captured in the optimization from 
the point of view of this repeatability. The rotation angle values of the arm joints for each 
position, reached in the continuous probing of each sphere, are stored to obtain the 
coordinates of the measured point with respect to the global reference system for any set of 
parameters considered. In this way, it is possible to capture the maximum possible number 
of arm positions, thus covering a large number of arm configurations for each sphere 
considered. Fig. 4 shows the capture scheme followed. As a general rule, the indicated 
trajectories will be followed for a probed sphere. Moreover, positions causing maximum 
variation of the arm joints in all the possible directions at the start, end and midpoint of each 
trajectory will be searched. The capture will be continuous and we will try to capture data in 
symmetrical trajectories in the sphere, in order to minimize the effect of probing force on the 
gauge. Thereby, around 400 rotation angle combinations iEnc  (i=1,…,6) have been captured 
for the joints to cover the positions of the arm probing the center of the measured sphere. 
With this configuration, 4 spheres of the gauge in each of the 7 positions considered for each 
of the quadrants of the arm work volume were probed. The measuring of a sphere center 
with the self centering probe from different arm orientations should result in the same point 
measured. 



Kinematic calibration of articulated arm coordinate measuring machines and robot arms using 
passive and active self-centering probes and multipose optimization algorithm based in point 
and length constrains 263
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considered positions for the bar in a quadrant of the workspace. The ball-bar comprises a 
carbon fiber profile and 15 ceramic spheres of 22 mm in diameter, reaching calibrated 
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layer having a balanced pair of carbon fiber plies embedded in a resin matrix, with a 
nominal coefficient of thermal expansion (CTE) between ±0.5x10-6 K-1. The position of the 
fibers in the profile allows compensating this coefficient, obtaining a mean CTE near zero. 
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LED+PSD sensor combination to measure its displacement. From the readings of the 
displacement of the three styli and its mathematical model, the probe is able to get the center 
of the probed sphere in its reference system. So, it is necessary to link the reference system 

 

with the last reference system of the kinematic chain of the AACMM, to express the center 
of the probed sphere in the global reference system. The method followed to determine the 
relationship between the two frames is described in the last section of this chapter, since this 
probe is particularly suitable for parameter identification procedures in robots. 
 

 
Fig. 3. Pasive and active self centering probes used in the capture of AACMM positions for 
parameter identification 
 
Besides characterizing and optimizing the behavior of the arm with regards to error in 
distances, its capacity to repeat measurements of a same point is also tested. Hence, an 
automatic arm position capture software has been developed to probe each considered 
sphere of the gauge and to replicate the arm behavior in the single-point articulation 
performance test, but in this case, to include the positions captured in the optimization from 
the point of view of this repeatability. The rotation angle values of the arm joints for each 
position, reached in the continuous probing of each sphere, are stored to obtain the 
coordinates of the measured point with respect to the global reference system for any set of 
parameters considered. In this way, it is possible to capture the maximum possible number 
of arm positions, thus covering a large number of arm configurations for each sphere 
considered. Fig. 4 shows the capture scheme followed. As a general rule, the indicated 
trajectories will be followed for a probed sphere. Moreover, positions causing maximum 
variation of the arm joints in all the possible directions at the start, end and midpoint of each 
trajectory will be searched. The capture will be continuous and we will try to capture data in 
symmetrical trajectories in the sphere, in order to minimize the effect of probing force on the 
gauge. Thereby, around 400 rotation angle combinations iEnc  (i=1,…,6) have been captured 
for the joints to cover the positions of the arm probing the center of the measured sphere. 
With this configuration, 4 spheres of the gauge in each of the 7 positions considered for each 
of the quadrants of the arm work volume were probed. The measuring of a sphere center 
with the self centering probe from different arm orientations should result in the same point 
measured. 



Robot Manipulators, New Achievements264

 

 
Fig. 4. Data capture procedure and capture trajectories. The readings from each of the 6 joint 
encoders are stored continuously for all capture AACMM positions. 
 
The unsuitable value of the kinematic parameters of the model will be shown by way of a 
probing error. This error produces different coordinates obtained for the same measured 
point in different arm orientations. In this manner, by probing four spheres of each position 
of the gauge with an approximate average of 400 arm positions per sphere for the passive 
self centering probe (250 for the active self centering probe), a series of 400 XYZ coordinates 
measured for each sphere center will be obtained. The deviations, initially due to the value 
of the parameters of the model between these 400 points in each sphere, will be used to 
characterize and optimize the arm point repeatability. In addition, in each gauge location 6 
nominal distances between the four probed spheres are reached (Fig. 5a). The nominal 
distances of the gauge will be compared to the distances measured by the arm. Since an 
average of 400/250 centers per sphere are captured, the mean point of the set of points 
captured will be taken as the center of the sphere measured, in order to determine the 
distances between spheres probed by the arm (Fig. 5b). Thereby, a method for the 
subsequent combined optimization of the AACMM error in distances and point 
repeatability is defined. 
  

 
Fig. 5.  Nominal parameters used in identification: (a) distances between spheres centers and 
(b) center considered to evaluate distances between spheres measured and point 
repeatability. 
 
In order to analyze the metrological characteristics of the AACMM for a specific set of 
parameters, both the error in distances of the arm and the dispersion of the points captured 
for each probed sphere center will be studied. As can be seen in Fig. 5, the parameters to 
evaluate are the six distances between the centers of the four spheres probed by bar location 
and the standard deviation of the points captured for each of the spheres probed. The 3D 

 

distance between pairs of spheres, based on the mean points calculated in each of them, is 
shown in equation (5). 
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location, with coordinates corresponding to the mean of the points captured for sphere j and 
sphere k according to equation (6).  
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In equation (6), ijn  is the number of angle combinations captured for sphere j in 
identification position i of the gauge, analogously for the coordinates Y and Z. In this 
manner, considering 0 jkD  as the nominal distance between spheres j and k obtained in the 
gauge calibration table, it is possible to calculate the error in distance between spheres j and 
k in location i in accordance with equation (7). 
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Since there are 4 spheres per gauge location, a total of 6 distances in each one are calculated, 
bringing a total of 42 distances. Considering in the previous equations i=1,…,7, and j and k 
covering each one of the spheres of the gauge for each position (1, 6, 10 and 14), eliminating 
the terms in which j=k comes about, and considering that 
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the errors in distances obtained for all the gauge locations. Moreover, as a second quality 
value of a set of parameters the maximum standard deviation of the points captured in each 
of the measured spheres is chosen. 
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In equation (8), Xij represents the standard deviation in coordinate X of the points obtained 
for sphere j of position i. Analogously for the coordinates Y and Z. Following the diagram 
presented in Fig. 6 we obtain the values of all the possible standard deviations and distances 
for the data captured, considering a given set of parameters.  The quality indicators for the 
self centering passive probe of the initial set of parameters considered in Fig. 1 are shown in 
Fig. 6. In the first column is shown the maximum error in distances for all the positions of 
the gauge, the position of identification in which it is produced and the distance at which 
the maximum error has been obtained. Likewise, the minimum error and its location, and 
the mean value of all the errors in distance observed are shown. In the case of standard 
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In equation (8), Xij represents the standard deviation in coordinate X of the points obtained 
for sphere j of position i. Analogously for the coordinates Y and Z. Following the diagram 
presented in Fig. 6 we obtain the values of all the possible standard deviations and distances 
for the data captured, considering a given set of parameters.  The quality indicators for the 
self centering passive probe of the initial set of parameters considered in Fig. 1 are shown in 
Fig. 6. In the first column is shown the maximum error in distances for all the positions of 
the gauge, the position of identification in which it is produced and the distance at which 
the maximum error has been obtained. Likewise, the minimum error and its location, and 
the mean value of all the errors in distance observed are shown. In the case of standard 
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deviation, Fig. 6 also includes the coordinate in which the value has been obtained, since 
both parameters are calculated separately for the three point coordinates. As can be seen, the 
values obtained for the initial set of parameters are large, as was expected given the initial 
lack of adjustment of the AACMM kinematic parameters. 
 

 
Fig. 6.  Evaluation of a set of parameters q in identification positions. Results for data 
captured with the self-centering passive probe and initial set of paramenters. 

 
4.2 Non-linear least squares identification 
Kovac and Klein present in (Kovac & Klein, 2002) an identification method based on 
nominal data obtained with the gauge developed in (Kovac & Frank, 2001). This method 
uses an objective function as used in robots, along with commercial software to identify 
kinematic parameters, without focusing the study on the particularities of the measurement 
arms. In (Furutani et al., 2004), Furutani et al. describe an identification procedure for 
measurement arms and make an approximation to the problem of determination of 
AACMM uncertainty. This study is centered on the type of gauge to be used according to 
the arm configuration and analyses the minimum number of necessary measurement 
positions for identification, as well as the possible gauge configurations to be used. Again, 
this work does not specify the procedure to obtain the parameters of the model, nor the type 
of model implemented, and does not show experimental results for the method proposed. In 
(Ye et al., 2002), Ye et al. develop a simple parameters identification procedure based on arm 
positions captured for a specific point of the space. In (Lin et al., 2006), Lin et al. perform an 
error propagation analysis from the definition of several error geometrical parameters. This 
study shows the influence of the error parameters defined by its authors in their model and, 
even though it is not generalized to the geometrical errors propagation from the parameters 
identification, it shows an effective method to elaborate a software-based error correction 
procedure. 
As indicated in section 3, the kinematic model implemented in the measurement arm can be 
described, for any arm position, by way of equation (9), based on the formulation of direct 
kinematic problem. 
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in which p=[X Y Z 1]T are the coordinates of the point measured with respect to the arm 
global reference frame at the base, corresponding to the value of the geometrical parameters 
and to the joints rotation angles in the current arm position. There are many alternatives 
when dealing with an optimization procedure, although the most widely used in the field of 
robot arms and AACMMs are the formulations based on least squares fitting. Given the 
non-linear nature of the arm kinematic model, it is not possible to obtain an analytical 
solution to the problem of parameter identification. Therefore, it is necessary to use non-
linear optimization iterative procedures. In this way, for the mathematical formulation of 
the optimization method it is common to define the objective function to minimize in terms 
of square error components. Based on the nominal coordinates reached by the gauge and 
those corresponding to the points measured, we can obtain the arm measurement error as 
the Euclidean distance between both points, as shown in equation (5), although applied to 
the difference between the measured point and the nominal point. Since the identification 
procedure both in robots and in AACMMs is based on the capture of discrete positions 
within the workspace, all the reviewed optimization procedures use equation (10) as basic 
objective function to minimize. 
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Equation (10) quantifies the error in distances between the nominal point and the point 
reached for all the positions captured, formulated as the quadratic sum. There are variants 
of this expression in those cases in which a capture procedure based on nominal distances is 
proposed, where the measurement error of the arm is obtained in accordance with equation 
(7) for each distance considered, to obtain the errors in all the distances and with the target 
function being the quadratic sum.  
In this work, in order to choose the objective function to be minimized, consideration has 
been given to the error in distances presented in equation (7) for the 42 distances measured. 
Therefore, it is possible to evaluate all the combinations of six values of joint angles captured 
for each set of kinematic parameters, and to obtain the centers as the mean value of the 
coordinates corresponding to each sphere as shown in equation (6). Finally, we evaluate all 
the distances in each iteration of the optimization procedure. The objective function can be 
formulated as the quadratic sum of all the errors in distances calculated by way of equation 
(7). Hence an objective function similar to those commonly chosen in robot and AACMMs 
parameter identification is obtained. 
Given the arm positions capture setup used, and the fact that point repeatability in any arm 
probe orientation is a very important parameter in order to characterize the metrological 
behavior, unlike traditional expressions, our objective function in equation (11) includes 
both the errors in distance and the deviation of the points measured in each sphere showing 
the influence of the volumetric accuracy and point repeatability, minimizing simultaneously 
the errors corresponding to both parameters. 
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Equation (10) quantifies the error in distances between the nominal point and the point 
reached for all the positions captured, formulated as the quadratic sum. There are variants 
of this expression in those cases in which a capture procedure based on nominal distances is 
proposed, where the measurement error of the arm is obtained in accordance with equation 
(7) for each distance considered, to obtain the errors in all the distances and with the target 
function being the quadratic sum.  
In this work, in order to choose the objective function to be minimized, consideration has 
been given to the error in distances presented in equation (7) for the 42 distances measured. 
Therefore, it is possible to evaluate all the combinations of six values of joint angles captured 
for each set of kinematic parameters, and to obtain the centers as the mean value of the 
coordinates corresponding to each sphere as shown in equation (6). Finally, we evaluate all 
the distances in each iteration of the optimization procedure. The objective function can be 
formulated as the quadratic sum of all the errors in distances calculated by way of equation 
(7). Hence an objective function similar to those commonly chosen in robot and AACMMs 
parameter identification is obtained. 
Given the arm positions capture setup used, and the fact that point repeatability in any arm 
probe orientation is a very important parameter in order to characterize the metrological 
behavior, unlike traditional expressions, our objective function in equation (11) includes 
both the errors in distance and the deviation of the points measured in each sphere showing 
the influence of the volumetric accuracy and point repeatability, minimizing simultaneously 
the errors corresponding to both parameters. 
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In the objective function proposed, with the capture setup described, r=7 positions of the 
ball bar and s=4 spheres (1, 6, 10 and 14) per bar position. Again, in equation (11) it is 
necessary to consider the elimination of the terms in which j=k, in order to avoid the 
inclusion of null terms or considering as duplicate the influence of the error on distances, 
taking into account that

jk kji iD D . The first term of equation (11) corresponds to the error in 

distances in position i of the gauge between sphere j and sphere k, whereas the other terms 
refer to twice the standard deviation in each of the three coordinates for sphere j in position i 
of the gauge. Finally, again by mathematical formulation of the optimization problem, it is 
necessary to consider the sum of all the square errors calculated. With the objective function 
of equation (11), 126 quadratic error terms will be obtained to calculate the final value of the 
objective function after each optimization algorithm stage. This value will show the 
influence of the kinematic parameters as well as of the joint variables through the 
calculation of the points coordinates corresponding to the arm positions captured in both 
cases, active and passive probe. 
The Levenberg-Marquardt (L-M) method (Levenberg, 1944; Marquardt, 1963) has been 
chosen as optimization algorithm for parameter identification, given its proven efficiency in 
robot parameter identification procedures (Goswami et al., 1993; Alici & Shirinzadeh, 2005). 
The selection of a specific optimization procedure implies to avoid the influence of the 
mathematical method itself with regards to the data captured on the result. One of the most 
suitable methods to solve this problem is the L-M algorithm. Table 1 shows the AACMM 
kinematic model parameters finally identified, based on the initial values and for the 
objective function of equation (11) and the arm positions considered with the passive self-
centering probe. Also, the error values obtained for the identified set of parameters for the 
passive self centering probe are shown in Table 1.Results of distance errors between centers 
have been obtained for each of the 6 distances materialized in each of the 7 ball bar positions 
for the two probes considered. Measured distances for each sphere in the 7 different 
positions were compared with the distances obtained with the ball bar gauge thus obtaining 
the error in distance (Fig. 7a), as well as the differences between the distance errors of the 
active and the passive self centering probes in all 42 positions that were considered (Fig. 7b). 
In Fig. 7b, a positive difference represents a smaller error in the active probe and in that case 
this probe is considered better than the passive one. In the case of positions 3, 4 and 7, three 
spheres were not measured, so a value of zero was assigned in the graphs. From Fig. 7a, we 
can observe that on average, the error made by the self-centering active probe was less than 
the one corresponding to the self-centering passive probe; the errors obtained with the 
active probe, when greater than those corresponding to the passive probe, can be associated 
to AACMM as it approaches its workspace frontier. 

 

 

 
Table 1. Identified values for the model parameters by L-M algorithm and quality indicators 
for these parameters over 7 ball bar locations with equation (11) as objective function. Data 
from passive probe. 

 

 
Fig. 7.  Comparison between passive and active self-centering probes with the identified 
parameters in each case over the identification data: (a) Error in distance of the centers 
measured, (b) Difference in distance errors.  

 
The repeatability error values for all measured points are shown in Fig. 8a and 8b, for the 
self-centering active probe and self-centering passive probe respectively. These values 
represent the errors made in X, Y and Z coordinates of each one of the approximately 10000 
points obtained with each probe, corresponding to the 7 positions of the ball-bar gauge with 
regards to the mean obtained for each sphere.  The repeatability error value for each 
coordinate as a function of the 6 joint rotation angles is given by equation (12). This 
information can also be used to obtain empirical error correction functions as a function of 
the angles (Santolaria et al., 2008). 
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      1 2 3 4 5 6( , , , , , ) ijYijk ijY Y          

       1 2 3 4 5 6( , , , , , ) ijZijk ijZ Z          

(12) 
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passive self centering probe are shown in Table 1.Results of distance errors between centers 
have been obtained for each of the 6 distances materialized in each of the 7 ball bar positions 
for the two probes considered. Measured distances for each sphere in the 7 different 
positions were compared with the distances obtained with the ball bar gauge thus obtaining 
the error in distance (Fig. 7a), as well as the differences between the distance errors of the 
active and the passive self centering probes in all 42 positions that were considered (Fig. 7b). 
In Fig. 7b, a positive difference represents a smaller error in the active probe and in that case 
this probe is considered better than the passive one. In the case of positions 3, 4 and 7, three 
spheres were not measured, so a value of zero was assigned in the graphs. From Fig. 7a, we 
can observe that on average, the error made by the self-centering active probe was less than 
the one corresponding to the self-centering passive probe; the errors obtained with the 
active probe, when greater than those corresponding to the passive probe, can be associated 
to AACMM as it approaches its workspace frontier. 

 

 

 
Table 1. Identified values for the model parameters by L-M algorithm and quality indicators 
for these parameters over 7 ball bar locations with equation (11) as objective function. Data 
from passive probe. 

 

 
Fig. 7.  Comparison between passive and active self-centering probes with the identified 
parameters in each case over the identification data: (a) Error in distance of the centers 
measured, (b) Difference in distance errors.  

 
The repeatability error values for all measured points are shown in Fig. 8a and 8b, for the 
self-centering active probe and self-centering passive probe respectively. These values 
represent the errors made in X, Y and Z coordinates of each one of the approximately 10000 
points obtained with each probe, corresponding to the 7 positions of the ball-bar gauge with 
regards to the mean obtained for each sphere.  The repeatability error value for each 
coordinate as a function of the 6 joint rotation angles is given by equation (12). This 
information can also be used to obtain empirical error correction functions as a function of 
the angles (Santolaria et al., 2008). 

 
          1 2 3 4 5 6( , , , , , )Xijk ij ijX X          

      1 2 3 4 5 6( , , , , , ) ijYijk ijY Y          

       1 2 3 4 5 6( , , , , , ) ijZijk ijZ Z          

(12) 
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Fig. 8.  Point repeatability errors for the optimal sets of model parameters over identification 
AACMM positions: (a) Active probe, (b) Passive probe.  

 

It can be observed that the error made by the self-center active probe is a lot smaller than the 
error made by the self-center passive probe and that in both graphs the error shows an 
increment in the Z coordinate. This behavior in the Z coordinate, could be explained by the 
fact that, unlike what happens in the X and Y coordinates, there is no self-compensation 
effect in the gauge deformation due to the probing force in this coordinate.  
In Fig. 9 we can observe the standard deviation corresponding to the 7 different positions in 
X, Y and Z for both types of probes.  As expected, the standard deviation in the self-
centering active probe is smaller than the one obtained with the self-centering passive probe, 
except as mentioned earlier, in the positions were spheres were not measured and a value of 
zero was assigned in the graph. 

 
Fig. 9. Standard deviation of the center of the spheres probed.  
 
In order to study the influence of the inclusion of the standard deviation on the objective 
function, we have complete optimizations taking as function only the terms corresponding 
to the error in distances for the 10,780 positions captured with the passive probe, as would 
correspond to a common objective function for parameter identification of robots. 
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Compared to the maximum and mean error obtained in Table 1, using equation (13) as 
objective function, a maximum error of 15 µm was obtained and a mean error of 5 µm for 
the same arm positions. However, for the parameters identified with the objective function 
of equation (13), the maximum value obtained for 2 is 1.8932 mm compared to 0.249 mm 
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function, we have complete optimizations taking as function only the terms corresponding 
to the error in distances for the 10,780 positions captured with the passive probe, as would 
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Compared to the maximum and mean error obtained in Table 1, using equation (13) as 
objective function, a maximum error of 15 µm was obtained and a mean error of 5 µm for 
the same arm positions. However, for the parameters identified with the objective function 
of equation (13), the maximum value obtained for 2 is 1.8932 mm compared to 0.249 mm 
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obtained using equation (11), and the mean value is 1.009 mm. As can be seen in the results, 
an optimization equivalent to those commonly found in robots produces excellent results for 
errors in distance but inadequate results for range and standard deviation. Hence, to obtain 
a set of parameters which allows the arm to be repeatable in a point for any measurement 
orientation and not only in the orientation captured for optimization, it is necessary to 
consider the range or the standard deviation in objective function. There may exist cases of 
robot arms in which an optimization scheme without considering repeatability evaluation 
parameters is useful for work positions and orientations similar to those used in 
identification. However, in general for robots and always in the case of AACMM parameter 
identification, regarding the standard deviation results, the traditional objective functions 
should be completed with repeatability evaluation parameters, obtaining kinematical 
parameters that makes more reliable the generalization to the measurement volume of the 
error values obtained.  

 
5. Generalization tests with the identified sets of parameters 
 

The generalization of an identified set of parameters to the rest of the measurement volume 
involves the obtaining of deviation and error values smaller than the maximums obtained 
for the identification process for any arm position. For this reason, the use of at least one test 
position different to the identification positions is recommended. Thereby, the maximum 
error for the identification positions, in those cases in which a lower number of gauge or 
arm positions have been taken, has proven to be better than that finally considered as 
optimum. However, in these conditions, the evaluation of the identified parameters on 
positions not considered before has resulted in worse values than those obtained in 
identification with consideration of all the positions captured. For this reason, the use of all 
the positions captured as representative of the arm measurement volume was the option 
taken. Thus, a sufficiently representative set is obtained in order to absorb all the influences 
on the final error and to obtain a set of kinematic parameters which make the error obtained 
in identification be realistic and truly the maximum for the arm for any position in the 
measurement volume. As is shown in Table1, a maximum error of 144 µm and a mean error 
of 66 µm are obtained for all the measurement volume of quadrant 1 with the passive probe. 
This can be compared to maximum error in distances (0.854 mm) and to mean error (0.262 
mm) obtained in one single evaluation position in the initial situation. In normal operation 
of the arm - probing discrete points of the center of the sphere probe - the error obtained 
with the identified set of parameters for the passive probe will be normally around the mean 
value of 66 µm, producing the maximum error in certain specific arm positions. 
Once the optimization process is complete, as the final stage of the presented parameter 
identification procedure, it is necessary to evaluate the behavior of the arm with the 
optimum set of parameters on arm positions different to those used during identification. 
The more similar the evaluation positions subsequent to those used in identification, the 
better the results. Hence, it is necessary to find different measurement arm positions to 
evaluate the level of fulfillment of the error values obtained in other measurement volume 
positions. 
In this case, as test bar location subsequent to identification was chosen in the upper part of 
quadrant 1. Based on the same orientation of position P1, the bar was rotated approximately 
25º both horizontally and vertically. For this ball bar location, angle combinations 

 

corresponding to the arm positions probing the centers of the 14 gauge spheres were 
captured for both probes. In this way around 6.000 arm positions were captured for the test 
position for each probe, which is a reliable check of the measurement arm error on positions 
not used. Table 2 shows the error values obtained for the 14 test position spheres. 
 

 
Table 2. Quality indicators for the identified sets of model parameters over 14 spheres of ball 
bar test location: (a) Passive probe, (b) Active probe. 
 
As can be seen in the results obtained, the mean error is of the same order as in the 
identification positions and the maximum is below the maximum obtained in that case for 
both probes. It should be considered that the maximum values of standard deviation are 
obtained in the end spheres of the gauge, in more forced positions of the measurement arm. 
Given that we check the error values in one single test position of the gauge, better results in 
the arm behavior could be expected. However, it should be remembered that, for this ball 
bar location, over 6.000 arm positions are evaluated, both from the point of view of point 
repeatability and error in distances based on the calculation of the mean point probed for 
each sphere. For this reason, as the conclusion of the evaluation test, the importance of the 
data captured should be again emphasized. A high number of arm positions, different to 
those chosen for identification, should be searched in the way recommended in normalized 
evaluation test, in order to conclude with the acceptance of the identified model parameters. 
In this case, the number of arm positions considered for evaluation is high compared to 
those used in identification, obtaining values below the maximum error, meaning the arm 
behavior is verified in accordance with these maximum errors within the volume 
considered. 

 
6. Application to kinematic calibration of robot arms with active self-
centering probes 
 

This section describes the application of the identification method presented to robot arms. 
Due to its automatic movement, it is not appropriate in this case to probe the spheres of the 
gauge with a self-centering passive probe. Influences of probing force or incorrect position 
of the robot's hand are removed by using a self-centering active probe (Fig. 10). 
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a set of parameters which allows the arm to be repeatable in a point for any measurement 
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robot arms in which an optimization scheme without considering repeatability evaluation 
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identification. However, in general for robots and always in the case of AACMM parameter 
identification, regarding the standard deviation results, the traditional objective functions 
should be completed with repeatability evaluation parameters, obtaining kinematical 
parameters that makes more reliable the generalization to the measurement volume of the 
error values obtained.  
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error for the identification positions, in those cases in which a lower number of gauge or 
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in identification be realistic and truly the maximum for the arm for any position in the 
measurement volume. As is shown in Table1, a maximum error of 144 µm and a mean error 
of 66 µm are obtained for all the measurement volume of quadrant 1 with the passive probe. 
This can be compared to maximum error in distances (0.854 mm) and to mean error (0.262 
mm) obtained in one single evaluation position in the initial situation. In normal operation 
of the arm - probing discrete points of the center of the sphere probe - the error obtained 
with the identified set of parameters for the passive probe will be normally around the mean 
value of 66 µm, producing the maximum error in certain specific arm positions. 
Once the optimization process is complete, as the final stage of the presented parameter 
identification procedure, it is necessary to evaluate the behavior of the arm with the 
optimum set of parameters on arm positions different to those used during identification. 
The more similar the evaluation positions subsequent to those used in identification, the 
better the results. Hence, it is necessary to find different measurement arm positions to 
evaluate the level of fulfillment of the error values obtained in other measurement volume 
positions. 
In this case, as test bar location subsequent to identification was chosen in the upper part of 
quadrant 1. Based on the same orientation of position P1, the bar was rotated approximately 
25º both horizontally and vertically. For this ball bar location, angle combinations 

 

corresponding to the arm positions probing the centers of the 14 gauge spheres were 
captured for both probes. In this way around 6.000 arm positions were captured for the test 
position for each probe, which is a reliable check of the measurement arm error on positions 
not used. Table 2 shows the error values obtained for the 14 test position spheres. 
 

 
Table 2. Quality indicators for the identified sets of model parameters over 14 spheres of ball 
bar test location: (a) Passive probe, (b) Active probe. 
 
As can be seen in the results obtained, the mean error is of the same order as in the 
identification positions and the maximum is below the maximum obtained in that case for 
both probes. It should be considered that the maximum values of standard deviation are 
obtained in the end spheres of the gauge, in more forced positions of the measurement arm. 
Given that we check the error values in one single test position of the gauge, better results in 
the arm behavior could be expected. However, it should be remembered that, for this ball 
bar location, over 6.000 arm positions are evaluated, both from the point of view of point 
repeatability and error in distances based on the calculation of the mean point probed for 
each sphere. For this reason, as the conclusion of the evaluation test, the importance of the 
data captured should be again emphasized. A high number of arm positions, different to 
those chosen for identification, should be searched in the way recommended in normalized 
evaluation test, in order to conclude with the acceptance of the identified model parameters. 
In this case, the number of arm positions considered for evaluation is high compared to 
those used in identification, obtaining values below the maximum error, meaning the arm 
behavior is verified in accordance with these maximum errors within the volume 
considered. 

 
6. Application to kinematic calibration of robot arms with active self-
centering probes 
 

This section describes the application of the identification method presented to robot arms. 
Due to its automatic movement, it is not appropriate in this case to probe the spheres of the 
gauge with a self-centering passive probe. Influences of probing force or incorrect position 
of the robot's hand are removed by using a self-centering active probe (Fig. 10). 
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Fig. 10. Self-centering active probe in a robot arm.  
 
Both the data capture procedure and the identification are the same as the ones presented in 
section four for AACMMs, so it is necessary to capture points of several spheres of the 
gauge at various gauge positions distributed within the workspace of the robot. This makes 
it necessary manual probing of the first and last sphere in each gauge position, to know its 
center coordinates in robot reference system. Once these coordinates are known, it is 
possible to automatically generate the measuring program for a gauge position. Thus, from 
the nominal positions of the spheres of the gauge expressed in robot reference system, it is 
possible to generate the probing trajectories of each sphere through the inverse kinematics 
model (Fig. 11). As a result, the inverse model will provide the position and orientation of 
the robot's hand. At each point of the trajectory, by inverse kinematics, it should be captured 
the maximum possible robot positions for this position and orientation of the hand. This will 
capture all the possible influences of the joints on the position and orientation at each 
probing point.  
 

 
Fig. 11. Several probing poses obtained by inverse kinematics for a gauge sphere.  
 
After probing the selected spheres of all the positions of the gauge, we will have information 
related to both volumetric accuracy and point repeatability. So, with the objective function 
of equation (11) and the described procedure it is possible to identify the parameters of the 
kinematic model of the robot. This procedure will lead to a set of parameters that will 

 

improve the accuracy of the robot throughout its workspace, considering also its ability to 
reach a point from many different postures, unlike the procedures that identify parameters 
only in some specific working positions of the robot. 

 
6.1 Linking the mathematical model of the probe with the kinematic model of the robot 
 

As discussed above, the self-centering active probe obtains in its reference system the 
coordinates of the probed sphere center from the readings of displacement of its three styli. 
Therefore it is necessary to obtain the homogeneous transformation matrix that relates the 
coordinates of a sphere expressed in the probe reference system with the coordinates of the 
same sphere in the last reference system of the robot arm, once mounted the probe. This will 
provide the coordinates of the sphere center in the global reference system of the robot. This 
can be achieved following several methods, all of them based on least squares. 
This section presents the method for obtaining this homogeneous matrix from the probing 
of a single sphere. This self-calibration method will allow obtaining the matrix that relates 
the two reference systems without knowing the coordinates of the probed sphere in robot 
reference system. Assuming a robot with six joints, the equation (14) obtains the coordinates 
of the center of a sphere in robot reference system from the coordinates of the sphere 
expressed in probe reference system. 
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where [X Y Z 1]TPROBE_i are the coordinates of the probed sphere expressed in the probe 
reference system; P is the 4x4 matrix that relates the probe frame with the last joint frame of 
the robot, constant for any position; 0

6 _ iT  is the 4x4 robot matrix in the probing pose i, that 
relates coordinates in the last joint frame of the robot with coordinates expressed in the base 
frame; and [X Y Z 1]T0_ROBOT are the coordinates of the probed sphere center in robot base 
frame, invariants for any position and orientation of the robot. 
In equation (14), both robot matrix and the coordinates of the points probed expressed in the 
probe frame are known for each probing posture, while P matrix and the coordinates of the 
sphere center expressed in robot reference system are unknown. Thus, it is possible to 
propose a least squares resolution for the overdetermined system of equation (15). 
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After probing the selected spheres of all the positions of the gauge, we will have information 
related to both volumetric accuracy and point repeatability. So, with the objective function 
of equation (11) and the described procedure it is possible to identify the parameters of the 
kinematic model of the robot. This procedure will lead to a set of parameters that will 

 

improve the accuracy of the robot throughout its workspace, considering also its ability to 
reach a point from many different postures, unlike the procedures that identify parameters 
only in some specific working positions of the robot. 

 
6.1 Linking the mathematical model of the probe with the kinematic model of the robot 
 

As discussed above, the self-centering active probe obtains in its reference system the 
coordinates of the probed sphere center from the readings of displacement of its three styli. 
Therefore it is necessary to obtain the homogeneous transformation matrix that relates the 
coordinates of a sphere expressed in the probe reference system with the coordinates of the 
same sphere in the last reference system of the robot arm, once mounted the probe. This will 
provide the coordinates of the sphere center in the global reference system of the robot. This 
can be achieved following several methods, all of them based on least squares. 
This section presents the method for obtaining this homogeneous matrix from the probing 
of a single sphere. This self-calibration method will allow obtaining the matrix that relates 
the two reference systems without knowing the coordinates of the probed sphere in robot 
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where [X Y Z 1]TPROBE_i are the coordinates of the probed sphere expressed in the probe 
reference system; P is the 4x4 matrix that relates the probe frame with the last joint frame of 
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frame, invariants for any position and orientation of the robot. 
In equation (14), both robot matrix and the coordinates of the points probed expressed in the 
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As a result of the resolution of the previous system, the vector 

 11 12 13 14 21 22 23 24 31 32 33 34 R R Rq p p p p p p p p p p p p X Y Z  is obtained. 
This vector contains the searched terms of the P matrix and also the coordinates of the 
sphere center in robot reference system. It is possible to follow the same resolution strategy 
but probing more than one sphere and introducing the corresponding nominal distance 
constrains between gauge spheres, leading to a more accurate solution in fewer iterations. 

 
7. Conclusions 
 

In this chapter, a comparison between two different probing systems applied to capturing 
data for parameter identification and verification of AACMM is presented. Besides the 
probing systems traditionally used in the verification of AACMM, self-centering probing 
systems with kinematic coupling configuration and self-center active probing systems have 
also been used for the presented method. Such probing systems are very suitable for use in 
verification procedures and capturing data for parameter identification, because they 
drastically reduce the capture time and the required number of positions of the gauge as 
compared to the usual standard and manufacturer methods. These systems are also very 
suitable for their capacity of capturing multiple positions of the AACMM for a single gauge 
position, so that the accuracy results obtained after a procedure of identification or 
verification are more generalizable than those obtained with the traditional probing 
systems. 
The effect of auto compensation of the gauge deformation has been shown by properly 
defining the trajectories of capture or the direction of probing during the process of 
capturing data. Moreover, it has been demonstrated that the smallest influence of the 
probing force is obtained in the case of the self-centering active probe, this being the most 
adequate system in tasks of verification or capturing data for the identification of kinematic 
parameters if no configuration or application restrictions are imposed, specially for robot 
arms. 
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Abstract 
This paper analyzes the dynamic performance of two cooperative robot manipulators. It is 
studied the implementation of fractional-order algorithms in the position/force control of 
two cooperating robotic manipulators holding an object. The simulations reveal that 
fractional algorithms lead to performances superior to classical integer-order controllers. 

 
1. Introduction     

Two robots carrying a common object are a logical alternative for the case in which a single 
robot is not able to handle the load. The choice of a robotic mechanism depends on the task 
or the type of work to be performed and, consequently, is determined by the position of the 
robots and by their dimensions and structure. In general, the selection is done through 
experience and intuition; nevertheless, it is important to measure the manipulation 
capability of the robotic system (Y. C. Tsai & A.H Soni., 1981) that can be useful in the robot 
operation. In this perspective it was proposed the concept of kinematic manipulability 
measure (T. Yoshikawa, 1985) and its generalization to dynamical manipulability (H. Asada, 
1983) or, alternatively, the statistical evaluation of manipulation (J. A. Tenreiro. Machado & 
A. M. Galhano, 1997). Other related aspects such as the coordination of two robots handling 
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objects, collision avoidance and free path planning have been also investigated (Y. 
Nakamura, K. Nagai, T. Yoshikawa, 1989) but they still require further study.  
With two cooperative robots the resulting interaction forces have to be accommodated and 
consequently, in addition to position feedback, force control is also required to accomplish 
adequate performances (T. J. Tarn, A. K. Bejczy, P. K., 1996) and (N. M. Fonseca Ferreira, J. 
A. Tenreiro Machado, 2000) and (A. K. Bejczy and T. Jonhg Tarn, 2000). There are two basic 
methods for force control, namely the hybrid position/force and the impedance schemes. 
The first method (M. H. Raibert and J. J. Craig, 1981) separates the task into two orthogonal 
sub-spaces corresponding to the force and the position controlled variables. Once 
established the subspace decomposition two independent controllers are designed. The 
second method (N. Hogan, 1985) requires the definition of the arm mechanical impedance. 
The impedance accommodates the interaction forces that can be controlled to obtain an 
adequate response. Others authors (Kumar, Manish; Garg, Devendra 2005, Ahin Yildirim, 
2005, Jufeng Peng, Srinivas Akella, 2005) present advance methodologies to optimize the 
control of two cooperating robots using the neural network architecture and learning 
mechanism to train this architecture online. This paper analyzes the manipulation and the 
payload capability of two arm systems and we study the position/force control of two 
cooperative manipulators, using fractional-order (FO) algorithms (J. A. Tenreiro Machado, 
1997) and (N. M. Fonseca Ferreira & J. A. Tenreiro Machado 2003, 2004 and 2005).  
Bearing these facts in mind this article is organized as follows. Section two presents the 
controller architecture for the position/force control of two robotic arms. Based on these 
concepts, section three develops several simulations for the statistical analysis and the 
performance evaluation of FO and classical PID controllers, for robots having several types 
of dynamic phenomena at the joints. Finally, section four outlines the main conclusions. 

 
2. Control of Two Arms  

The dynamics of a robot with n links interacting with the environment is modelled as: 
 

 (q)FJG(q))qC(q,qH(q)τ T   
(1) 

 
where is the n  1 vector of actuator torques, q is the n  1 vector of joint coordinates, 
H(q) is the n  n inertia matrix, )qC(q,   is the n  1 vector of centrifugal/Coriolis terms and 
G(q) is the n  1 vector of gravitational effects. The n  m matrix JT(q) is the transpose of the 
Jacobian of the robot and F is the m  1 vector of the force that the (m-dimensional) 
environment exerts in the gripper. 
We consider two robots with identical dimensions (Fig. 1). The contact of the robot gripper 
with the load is modelled through a linear system with a mass M, a damping B and a 
stiffness K (Fig. 2). The numerical values adopted for the RR (where R denote rotational 
joints) robots and the object are m1 = m2 = 1.0 kg, l1 = l2 = lb  = l0 = 1.0 m, 0 = 0 deg, B1 = B2 = 
1 Nsm1 and K1 = K2 = 104 Nm-1. 
 

 

 

 
Fig. 1. Two RR robots working cooperation for the manipulation of an object with length l0 
and orientation 0. 

   
 
Fig. 2. The contact between the robot gripper and the object. 
 
The controller architecture (Fig. 3), is inspired on the impedance and compliance schemes. 
Therefore, we establish a cascade of force and position algorithms as internal an external 
feedback loops, respectively, where xd and Fd are the payload desired position coordinates 
and contact forces.  
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Fig. 3. The position/force cascade controller. 
 
In the position and force control loops we consider FO controllers of the type C(s) = Kp + 
Ks, 1 <  < 1, that are approximated by 4th order discrete-time Pade expressions (ai, bi, , 
k = 4): 
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We compare the response with the classical PDPI algorithms therefore, in the position and 
force loops we consider, respectively.  
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Both algorithms were tuned by trial and error, having in mind getting a similar performance 
in the two cases (Tables 1 and 2). 
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(a) Position controller  (b) Force controller 
Table 1. The parameters of the position and force FO controllers. 
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i Kp Kd Kp Ki 
1 250 10 2.5 10 5.0 10 10.0 10 
2 250 10 2.5 10 5.0 10 10.0 10 
(a) Position controller (b) Force controller 

Table 2. The parameters of the position and force PDPI controllers. 

 
3. Analysis of the system performance 
 

In order to study the system dynamics we apply a small amplitude rectangular pulse yd at 
the position reference and we analyze the system response. 
The simulations adopt a controller sampling frequency fc = 10 kHz, contact forces of the 
grippers {Fxj, Fyj}  {0.5, 5} Nm, a operating point of the center of the object A  {x, y}  {0, 1} 
and a load orientation of  = 0º. 
In a first phase we consider robots with ideal transmissions at the joints. Figure 4 depicts the 
time response of robot A under the action of the FO and PDPI algorithms. 
In a second phase (figure 5) we analyze the response of robots with dynamic backlash at the 
joints. For the ith joint (i = 1, 2), with gear clearance hi, the backlash reveals impact 
phenomena between the inertias, which obey the principle of conservation of momentum 
and the Newton law: 
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where 0    1 is a constant that defines the type of impact (  0 inelastic impact,  1 
elastic impact) and iq  and imq ( iq  and imq ) are the velocities of the ith joint and motor 
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Bmi = 104 Nms rad1 (i = 1, 2). 
The time response characteristics (Tables 3 and 4), namely the percent overshoot PO%, the 
steady-state error ess, the peak time Tp and the settling time Ts reveal that, if we consider 
similar performances for robots with ideal transmissions at the joints, the FO is superior to 
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Table 1. The parameters of the position and force FO controllers. 
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Table 2. The parameters of the position and force PDPI controllers. 
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the PDPI algorithms at the cases of robots with joint dynamic phenomena. I conclusion the 
FO have good dynamic response for position and force perturbations. 
 

No C(s) PO% ess[mm] Tp[s] Ts[s] 

1 
PDPI 43.0 5.0 10 2.1 10 15.0 10 
FO 39.0 0.9 10 3.6 10 15.0 10 

2 
PDPI 0.2 2.7 10 12.2 10 12.0 10 
FO 0.3 3.5 10 10.0 10 10.0 10 

3 
PDPI 0.3 64.0 10 16.0 10 16.0 10 
FO 0.3 50 10 8.0 10 8.0 10 

Table 3. Time response characteristics for a pulse yd at the robot A position reference. 
 

No C(s) PO% ess[mm] Tp[s] Ts[s] 

1 
PDPI 400.0 9.8 10 11.0 10 2.0 10 
FO 115.0 77.0 10 25.0 10 2.0 10 

2 
PDPI 400.0 9.8 10 15.0 10 10.0 10 
FO 100.0 77.0 10 10.0 10 4.0 10 

3 
PDPI 100.0 9.8 10 15.0 10 10.0 10 
FO 100.0 77.0 10 10.0 10  4.0 10 

Table 4. Time response characteristics for a pulseFd at the robot A force reference. 
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Fig. 4. Time response for robots A and B with ideal joints under the action of the FO and the 
PDPI algorithms for a pulse perturbation at the robot A position reference yd = 103 m and 
a payload with M = 1 kg, Bi = 10 Nsm1 and Ki = 103 Nm1. 
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the PDPI algorithms at the cases of robots with joint dynamic phenomena. I conclusion the 
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Fig. 4. Time response for robots A and B with ideal joints under the action of the FO and the 
PDPI algorithms for a pulse perturbation at the robot A position reference yd = 103 m and 
a payload with M = 1 kg, Bi = 10 Nsm1 and Ki = 103 Nm1. 
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Fig. 5. Time response for robots A and B with joints having backlash under the action of the 
FO and the PDPI algorithms for a pulse perturbation at the robot A position reference yd = 
0.1 m and a payload with M = 1 kg, Bi = 10 Nsm1 and Ki = 103 Nm1. 
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Fig. 6. Time response for robots A and B with joints having flexibility under the action of the 
FO and the PDPI algorithms for a pulse perturbation at the robot A position reference yd = 
0.1 m and a payload with M = 1 kg, Bi = 10 Nsm1 and Ki = 103 Nm1. 
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Fig. 5. Time response for robots A and B with joints having backlash under the action of the 
FO and the PDPI algorithms for a pulse perturbation at the robot A position reference yd = 
0.1 m and a payload with M = 1 kg, Bi = 10 Nsm1 and Ki = 103 Nm1. 

 

0 0.05 0.1 0.15 0.2 0.25
-5

0

5x 10
-3

dx
A
(m)

Time (s) 

 
Reference
PD-PI
FO

0 0.05 0.1 0.15 0.2 0.25
0

0.005

0.01

0.015

dyA(m)

Time (s) 

 

Reference
PD-PI
FO

 

0 0.05 0.1 0.15 0.2 0.25
-40

-30

-20

-10

0

10

20

30

40

dFx
A
(N)

Time (s) 

 
Reference
PD-PI
FO

0 0.05 0.1 0.15 0.2 0.25
-40

-30

-20

-10

0

10

20

30

40

dFy
A
(N)

Time (s)

 

 

Reference
PD-PI
FO

 

 

0 0.05 0.1 0.15 0.2 0.25
-5

0

5x 10
-5

dx
B
(m)

Time (s) 

 
Reference
PD-PI
FO

0 0.05 0.1 0.15 0.2 0.25
-1

-0.5

0

0.5

1x 10
-3

dy
B
(m)

Time (s)
 

 

Reference
PD-PI
FO

 

0 0.05 0.1 0.15 0.2 0.25
-40

-30

-20

-10

0

10

20

30

40

dFx
B
(N)

Time (s) 

 

Reference
PD-PI
FO

0 0.05 0.1 0.15 0.2 0.25
-40

-30

-20

-10

0

10

20

30

40

dFy
B
(N)

Time (s)

 

 

Reference
PD-PI
FO

 
Fig. 6. Time response for robots A and B with joints having flexibility under the action of the 
FO and the PDPI algorithms for a pulse perturbation at the robot A position reference yd = 
0.1 m and a payload with M = 1 kg, Bi = 10 Nsm1 and Ki = 103 Nm1. 

 
4. Conclusion 
 

This paper studied the position/force control of two robots working in cooperation using 
fractional and integer order control algorithms. The system time response was analyzed for 
manipulators having several types of dynamical phenomena at the joints. The transient 
response of the system shows the superior performance of the FO controller. 

 
5. References 
 

Y. C. Tsai & A.H Soni. (1981) “Accessible Region and Synthesis of Robot Arms”. ASME 
Journal of Dynamic Systems, Measurement and Control.  Vol. 103, pp. 803-811, 1981. 

T. Yoshikawa, (1985) “Manipulability of Robotic Mechanisms”. Int. J. Robotics Research. Vol. 
4, pp. 3-9. 

H. Asada, (1983) “A Geometrical Representation of Manipulator Dynamics and its 
Application to Arm Design”. ASME Journal of Dynamic Systems, Measurement and 
Control. Vol. 5, pp. 131-142. 

J. A. Tenreiro. Machado & A. M. Galhano, (1997) “A Statistical and Harmonic Model for 
Robot Manipulators”. In: Proc. of IEEE Int. Conf. on Robotics and Automation, 
Albuquerque, New Mexico, USA, pp. 231-242. 

J. A. Tenreiro Machado, (1997) “Analysis and Design of Fractional-Order Digital Control 
Systems”. Journal Systems Analysis, Modelling and Simulation. Vol. 27, No 1, pp. 107-
122. 



Robot Manipulators, New Achievements288  

 

Y. Nakamura, K. Nagai, T. Yoshikawa, (1989) “Dynamics and Stability in Coordination of 
Multiple Robotic Mechanisms”. International Journal of Robotics Research.  Vol. 8, pp. 
44-61. 

T. J. Tarn, A. K. Bejczy, P. K., (1996) “Analysis of the Dynamic Ability of Two Robot Arms in 
Object Handling”. Advanced Robotics. Vol. 10, No 10, pp. 301-315. 

N. M. Fonseca Ferreira, J. A. Tenreiro Machado, (2000) “Manipulability Analysis of Two-
Arm Robotic Systems”. In: Proc. of IEEE International Conference on Intelligent 
Engineering Systems. Vol. 1, No 1, pp. 101-109. 

A. K. Bejczy and T. Jonhg Tarn, (2000) “Redundancy in Robotics Connected Robots Arms as 
Redundant Systems”. In: Proc. of IEEE International Conference on Intelligent 
Engineering Systems, Vol. 1, No 1, pp. 310-319. 

M. H. Raibert and J. J. Craig, (1981) “Hybrid Position/Force Control of Manipulators”. 
ASME Journal of Dynamic Systems, Measurement and Control. Vol. 1, pp. 226-233. 

N. Hogan, (1985) “Impedance control: An Approach to Manipulation, Parts I-Theory, II-
Implementation, III- Applications”. ASME J. of Dynamic Systems, Measurement and 
Control. Vol. 107, No 1 pp. 1-24,. 

Kumar, Manish; Garg, Devendra P.(2005), “Neuro-fuzzy control applied to multiple 
cooperating robots”, Industrial Robot: An International Journal, Volume 32, Number 
3, pp. 234-239. 

Ahin Yildirim, (2005) “A Proposed Hybrid Recurrent Neural Control System for Two Co-
operating Robots”, Journal of Intelligent and Robotic Systems, v.42 n.1, p.95-111.  

Jufeng Peng, Srinivas Akella, (2005) “Coordinating Multiple Robots with Kinodynamic 
Constraints Along Specified Paths” The International Journal of Robotics Research Vol. 
24, No. 4, pp. 295-310.  

N. M. Fonseca Ferreira & J. A. Tenreiro Machado, (2003) “Fractional-Order Hybrid Control 
of Robotic Manipulator”. In: Proc. of 10th IEEE Int. Conf. on Advanced Robotics, 
Coimbra, Portugal. Vol. 1, No 1, pp. 221-229. 

N. M. Fonseca Ferreira, J. A. Tenreiro Machado, J. Boaventura Cunha, “Fractional - Order 
Position/Force Robot Control”. In: Proc. of 2nd IEEE Int. Conference on Computational 
Cybernetics, Vienna, Austria. Vol. 1, No 1, pp. 126-133, 2004. 

N. M. Fonseca Ferreira & J. A. Tenreiro Machado, (2005) “Fractional-Order Position/Force 
Robot Control”. Journal of Advanced  Computational Intelligence and Intelligent 
Informatics. Vol. 9, No 4, pp. 379-386. 

 



MFR (Multi-purpose Field Robot) based on Human-robot 	
Cooperative Manipulation for Handling Building Materials 289

MFR (Multi-purpose Field Robot) based on Human-robot Cooperative 
Manipulation for Handling Building Materials

Seungyeol Lee

x 
 

MFR (Multi-purpose Field Robot)  
based on Human-robot Cooperative 

Manipulation for Handling  
Building Materials 

 
Seungyeol Lee 

Technical University Munich 
Germany 

 
1. Introduction  
 

A field robot is defined as one that executes tasks while moving around in a dynamic 
environment where structures, operators and equipments are constantly changing. The 
basic elements of a field robot consist of a mobile platform for executing a particular 
operation in a dynamic environment, sensors and intelligence technology to recognize and 
cope with barriers in the routes in which they move, and a manipulator for executing a 
desired operation in place of a human (Lee et al., 1997; Wong & Spetsakis, 2000). Field 
robots have been designed specifically for a particular environment and used in various 
industries such as agriculture, construction, engineering, space exploration and deep sea 
diving, due to the inherent dangers and costs associated with these fields (Hollingum, 1999; 
Kangari, 1991; LeMaster et al., 2003; Whitcomb, 2000).  
To date, the development of field robots has focused on the basic elements, plan for a 
specific work or a single task. This planning leads to not only the inefficient use of time and 
resources but also to limited utility. To solve this problem, this paper suggests a ‘MFR 
(Multi-purpose Field Robot)’ as shown in Fig. 1. At the end of the 70’s, Shimizu Co. 
developed ‘MTV (Multi-purpose Travelling Vehicle for concrete slabs)’ which could 
transport and guide various robotic working modules. From the viewpoint of operational 
characteristics, the MTV can be thought of as a construction robot designed to perform 
automatic grinding and cleaning of concrete surfaces. On the contrary, the MFR can be 
considered as a field robot designed specifically for a particular environment and used in 
various industries such as agriculture, construction, engineering, space exploration and 
deep sea diving, due to the inherent dangers and costs associated with these fields (Han, 
2005). 
A MFR can best be conceived in two parts: a ‘basic system’ consisting of a manipulator and 
a mobile platform, and an ‘additional module’ which includes sensor and intelligence 
technology to execute particular operations in various areas such as construction, national 
defense and rescue by changing this additional module. Also, continuous system 
maintenance and improvement is simplified due to the modularization. In this paper, the 
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development of constituent technology for MFR will be discussed to realize the robotization 
of building materials handling at construction sites. 
 

 
Fig. 1. Framework of MFR (Multi-purpose Field Robot) 
 
Recent research has found that a lack of skilled manpower in the construction industry is 
rapidly becoming a serious problem. For example, it is estimated that there will be a 
shortage of about 423,000 skilled laborers by 2010 in case of Korea. This problem of a 
shrinking workforce, coupled with an aging society, leads to higher wages, a drop in 
construction quality, project delays, increased costs and the increased likelihood of accidents 
occurring at construction sites. One of the solutions suggested to solve these problems is 
robotization and automation in construction. The issue of applying ‘Automation System and 
Robotics in Construction’ has been raises as a result of the need for improvement in the 
safety, productivity, quality and working environment (Roozbeh, 1985; Warszawski, 1985; 
Albus, 1986; bernold, 1987; Skibniewski, 1988; Wen et al., 1991; Cusack, 1994; Poppy, 1994, 
Kochan, 2000). Sequentially, operation with automation systems and robots are widely 
employed at construction sites (Isao et al., 1996; Gambao et al., 2000; Choi et al., 2005; 
Skibniewski, 1989; Santos et al., 2003; Skibniewski & Wooldridge, 1992; Masatoshi et al., 
1996). Generally, almost half of construction work is said to be material handling. Materials 
and equipment used for construction are heavy and bulky for humans. Handling heavy 
materials has been, for the most part, eliminated for outside work by cranes and other 
various lifting equipment. Such equipment, however, is not available for precise work. To 
address curtain-walls handling needs for precise work, especially, ‘ASCI (Automation 

 

System for Curtain-wall Installation)’ has been successfully developed and applied as 
shown in Fig. 2.  
Through the case studies on constructions, to which ASCI was applied, however, we could 
find some factors to be improved. Unlike the automation lines of the general manufacturing 
industry, construction sites rarely shows repeated operational patterns use to its 
unstructured processes. That is, construction robots are defined as field robots that execute 
tasks while operating in a dynamic environment where structures, operators, and 
equipment are constantly changing. To date, a guidance or remote-controlled system is the 
natural way to implement construction robot manipulators. However, a remote-controlled 
system has to solve some problems according to upper working conditions. Firstly, it is 
difficult to cope with malfunctions immediately when unexpected situation is occurred 
during construction works. Secondly, there is difficult to gain environmental information for 
operator’s suitable commands.  
 

 
Fig. 2. An ASCI (Automation System for Curtain-wall Installation) 
 
One of the solutions to address these problems is the technology of ‘Human-Robot 
Cooperative Manipulation (Fukuda et. al., 1991 a; Fukuda et. al., 1991 b)’ as shown in Fig. 3. 
Studies on the human-robot cooperation have been ceaselessly performed so far. In 1960s, 
the Department of Defense developed the ‘Suit of Armor’, which enhanced the capability of 
soldiers in carrying heavy materials (Miller, 1968). In 1962, the Cornell Aeronautical Lab. 
conducted a study on the ‘Master-Slave System’, which allowed a man to walk with heavy 
materials (Miller, 1968). The study on the Master-Slave System led up to the ‘Hardiman’ of 
GE that existed from 1966 to 1971 (Mosher, 1967). Afterward, Kazerooni suggested the 
‘Extender’ that, unlike the Master-Slave System, delivered the operational force and 
information to a robot at the same time by the contact force (Kazerooni, 1989 a; Kazerooni, 
1989 b; Kazerooni & Mahoney, 1991). The Extender presented unique features of modeling 
through using each impedance of the three factors: human arm, extender and environment, 
and the controller for the operator’s force and robot’s force. Kosuge suggested a control 
algorithm for the man-robot cooperation, using maneuverability and amplification factor 
(Kosuge, 1993). To implement the human-robot cooperation in restricted environments, the 
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impedance control method, which was proposed by Hogan, has been used as a basic force 
control method (Hogan, 1985). 
To implement this technology, the additional module of MFR that will be combined to the 
basic system will be explained in two parts, first the hardware and then software. The HRI 
(Human-Robot Interface) device will be introduced to realize to human-robot cooperative 
manipulation in the hardware part. We also design a robot control algorithm, for handling 
building materials in cooperation between an operator and a robot. Especially, 
considerations on interactions among operator, robot and environment are applied to design 
of the robot controller. We examined the influences, which the parameters of the impedance 
model gave to performance of the cooperation system, through an experimental system. An 
installation method for the specified building material appropriate to the developed system 
is also suggested and a mock installation is carried out. 
 

 
Fig. 3. Concept of human-robot cooperative manipulation 

 
2. Modelling of human-robot cooperative system 
 

Building materials handling works can be divided into ‘the environment-contacting cases’ 
and ‘non-environment-contacting cases’. During contact with an environment, it acts as a 
dynamic constraint and affects an operator. These constraining conditions are usually 
avoidable through controlling actions, but some of phenomena can be considered as ‘the 
virtual dynamic behaviors’ against external forces from the environments including the 
operator. The mechanical relationship, between an external force and the motion toward the 
external force, is defined as ‘the impedance’, and the desired dynamic behavior of virtual 
system is defined as ‘the target dynamics’. The operational force is measured by ‘the 
operational force sensor’ that is mounted on the last link of a manipulator, and the contact 
force from an environment is measured by ‘the experimental force sensor’ that is located 
between the last link and the end effector. While the case, an operator handles a building 
material on an obstacle-free place, is defined as ‘the unconstrained condition’, the case, an 
operator performs work under interactions with environments, is defined as the operation 
in ‘the constrained condition’. 

 
 

 

2.1 Unconstrained condition 
In Fig. 4, the force(torque), measured by the operational force sensor which is generated by 
the operator, is Fh(Th), and the impedance parameters, that are related to a desired dynamic 
behavior, are Mpt(Mot) and Bpt(Bot) ( n n  positive definite diagonal inertia and damping 
matrices) respectively. Here, the desired dynamic behavior of a robot can be given, with the 
input Fh,(Th), by an impedance equation (1). The subscript ‘p’ stands for the position and ‘o’ 
stands for the orientation, and   means the power assist ratio of an operator. 
The K (stiffness matrices) parameter, having the property of a spring, was excluded as it 
disturbed the operation to move a building material to a desired position with the 
operational force. Ultimately, adjusting each of the impedance parameters equals to 
adjusting the dynamic behavior of a virtual system. The dynamic behavior, generated from 
the impedance equation (1) when an operator applies force to a virtual system, is used as a 
reference that a robot system should follow to move a building material.  
 

 
Fig. 4. Modelling of unconstrained condition 
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2.2 Constrained condition 
In Fig. 5, the force (torque) that was measured by the operational force sensor is Fh(Th), and 
the force (torque) that was measured by the experimental force sensor is Fe(Te). With the 
input values of Fh(Th) and Fe(Te), unlike an operation in the unconstrained condition, the 
desired dynamic behavior of a robot can be described by an impedance equation (2). For the 
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same reason with case of the unconstrained condition, the K (stiffness matrices), having the 
property of a spring, was excluded.  
In case interactions with an environment occur (a constraint condition), the end effector 
should endow with a behavior, considering the compliance. In this regard, we defined the 
relationship between the contact force (torque) and the dynamic behavior (position, velocity 
and acceleration) error of the end effector, through the generalized active impedance, as in 
(3). Thus, the end effector can have linear and dependant impedance characteristics to the 
translation part, for which the contact force eF  was considered, and the rotation part, for 
which the equivalent contact moment T

eT T  was considered. In the (3), Mpe(Moe), Bpe(Boe), 

Kpe(Koe) are the environmental impedance parameters that determine a dynamic behavior of 
the end effector for interactions with an environment.  
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The dynamic behavior is determined, as shown in (3), by the environmental contact force 
and impedance characteristics. The dynamic behavior error indicates the difference between 
the desired dynamic behavior and the actual dynamic behavior of the end effector. That is to 
say, it explains that a robot system cannot practically follow a desired dynamic behavior, 
but indicates a level of compliance with an environment.  

 

 

3. Control strategy of human-robot cooperative manipulation 
 

3.1 Adjustment of impedance parameters 
We categorized the building materials handling work through the human-robot cooperative 
manipulation into the environment-contacting case and the non-environment-contacting 
case. From the viewpoint of operational characteristics, the former case can be thought as 
‘the press fit operation’ under interactions with other building materials or obstacles, which 
requires relatively higher stability. On the contrary, the latter case can be considered as the 
operation of moving building materials promptly to an installation site, which requires 
relatively higher mobility. In a human-robot cooperative system, we can make the virtual 
system have specific impedance characteristics through the modeling of human-robot 
cooperative system. To get the high stability, the virtual system may have a damping 
characteristic. However, too much damping decreases the mobility of the system. In this 
strategy, the impedance parameters of the virtual system are adjusted corresponding to the 
operational characteristics of the building materials handling work.  
In the impedance equation (2), the impedance parameters Mpt(Mot) and Bpt(Bot) are switched 
to proper values when an operator requires stability or mobility according to the operational 
characteristics of the work process. The appropriate parameter values are determined 
through enough simulations with an experimental system. Also, each of the impedance 
parameters should be adjusted by stage according to the choice of an operator. This 
adjusting way is also applied exactly to adjustment of the power assist ratio ( ) of an 
operator. 

 
3.2 Inner motion control loop 
The selection of suitable impedance parameters that guarantee a satisfactory compliant 
behavior during the interaction may turn out to be inadequate to ensure accurate tracking of 
the desired position and orientation trajectory when the robot moves in unconstraint 
condition. A solution to this drawback can be devised by separating the motion control 
action from the impedance control action as follows. The motion control action is 
purposefully made stiffness so as enhance disturbance rejection but, rather than ensuring 
tracking of a reference position and orientation, it shall ensure tracking of a reference 
position and orientation resulting from the impedance control action. In other words, the 
desired position and orientation together with the measured contact force and moment are 
input to the impedance equation which, via a suitable integration, generates the position 
and orientation to be used as a reference for the motion control action. 
In order to realize the above solution, it is worth introducing a reference frame other than 
the desired frame specified by a desired position vector pd and a desired rotation matrix Rd. 
This frame is referred to as the compliant frame, and is specified by a position vector pc and 
a rotation matrix Rc. In this way, the inverse dynamics motion control strategy can be still 
adopted as long as the actual end effector position pe and orientation Re is taken to coincide 
with pc and Rc in lieu of pd and Rd, respectively. Accordingly, the actual end effector linear 
velocity 

ep and angular velocity 
e are taken to coincide with 

cp and 
c , respectively.  
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A block diagram of the resulting scheme is sketched in Figure 16 and reveals the presence of 
an inner motion control loop with respect to the outer impedance control loop. In view (2), 
the impedance equation is chosen so as to enforce an equivalent mass-damper-spring 
behavior for the position displacement when the end effector exerts a force (torque) eF ( eT ) 

on the environment, i.e. 
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With reference to the scheme in Fig. 6, the impedance control generates the reference 
position for the inner motion control. Therefore, in order to allow the implementation of the 
complete control scheme, the acceleration shall be designed to track the position and the 
velocity of the compliant frame, i.e. 
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Notice that pc and its associated derivatives can be computed by forward integration of the 
impedance equation (4) with input eF ( eT ) available from the force/torque sensor. 

 
3.3 Experiments and results 
As shown in Fig. 7, we mounted two sensors in the 2DOF manipulator, moving in the x and 
y axes. One receives operational signals from an operator, and the other, positioned between 

 

the end effector and the 15 kg weighing object, can detect the contact force from the 
environment. With the signals that are received by the two sensors, the control signals, the 
manipulator should follow, are generated from the robot controller. The manipulator is 
controlled using an impedance control with inner motion loop method based on the robot 
force control. It assumes that the manipulator follows a commanded force derived by 
equation (6) (a Lagrange formulation). The sampling time for the force analysis and 
controlling the manipulator is settled as 1 msec. A mount string was used for the 
environmental system. The stiffness for an actual environment can be adjusted through 
replacement of the spring.  
The experimental methods for the human-robot cooperation-work can be categorized into 
four staged.  
 

 
Fig. 7. Experimental system (2-DOF manipulator) 
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1) An indicator (a needle), mounted on an object, automatically moves to the start 
position. 

2) The operator applies force to the gripper (HRI device), so that the indicator follows a 
circle trajectory that is described on an acrylic board. 

3) Based on the operational force, the robot follows the circle trajectory through the 
impedance control in the unconstraint condition. 

4) The robot contacts a mount spring (environmental system) while following the circle 
trajectory. The contact force, generated at this time, enables the impedance control, and 
the robot finishes a building material handling work in compliance with an 
environment. 

The experimental contents are as follows; Firstly, the influences of each parameter are to be 
observed for adjustment of the impedance parameters. Secondly, the performance of the 
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suggested impedance control with inner motion control loop is to be evaluated to reduce the 
position following error for operation of a robot in an unconstrained condition. Thirdly, the 
influences of Fh and Fe, according to change of the power assist ratio ( ) of an operator, are 
to be studied. Finally, the changes of Fh and Fe, according to the changes of the actual 
environmental stiffness, are to be investigated (Lee et al., 2007).  

 
3.3.1 Influence of impedance parameters 
The factors are given as the impedance parameters Mpt(Mot) and Bpt(Bot) in (2), and the levels 
are given as 1, 3, and 10. The force, used for the two experiments, is 5 N and applied for 
around 10 sec. The K value is to be set to 1 N/m for convergence of graphs. As a result of 
experiments, Mpt(Mot) is related to an operation that requires mobility in building materials 
handling processes. That is to say, this operation does not require relatively higher stability, 
but requires prompt movement of an object to a desired position with small operational 
force. As the Mpt(Mot) value rises, an object can be moved to a long-distance place with big 
operational force. However, Bpt is related to an operation that requires stability in building 
materials handling processes. That is to say, this case does not require relatively higher 
mobility, but requires a precise and stable operation. As Bpt(Bot) value rises, the distance of 
movement by the same operational force gets shorter. As the mobility is reduced, the more 
demanding force may make an operator feel the minimum moving distance shorter.  

 
3.3.2 Influence of inner motion control loop 
Without the operational force, the constant force, which is input to the controller, makes the 
robot follow an already-programmed circle trajectory. It can be recognized that the path 
tracking accuracy is rather poor during execution of the whole tasks if the stiffness 
parameter is small. The small stiffness parameter also causes reduction of the contact force 
in the constraint condition. These results occur due to a larger end effector position error in 
operation. To solve these problems, we proposed the impedance control with an inner 
motion control loop. The inner motion loop gains in (5) have been set as KDp=1.5I and 
KPp=15I. According to the experiment, the robot operation without the inner motion control 
loop shows inferior desired-position-following performance in an unconstraint condition. 
By using the inner motion control loop, the high following performance can be obtained. 

 
3.3.3 Influence of power assist ratio 
The power assist ratio ( ), suggested in (1) and (2), plays a role of controlling the scale of 
the force that is required by an operator for a human-robot cooperative manipulation. In the 
experiments, we studied changes of hF and eF  when the power assist ratio (  ) was 
increased from 3 to 6. As   increased to 6 from 3, hF , required in case of no contact with 
the environment, was reduced by a half, and hF  for the environment-contacting case was 
also reduced by around a half. We can see that the force, required by an operator, gets 
smaller as   increases, but there is no significant change in the force ( eF ) that reflects in the 
contacting condition. 
 

 

3.3.4 Influence of environmental stiffness parameter 
The environmental stiffness ( eK ) depends on the characteristics of materials, composing an 
environment. The purpose of this experiment, changing the environmental stiffness, lies on 
comparison of the contact force ( eF ) that is felt by an operator according to operational 
conditions such as a case contact with an obstacle occurs or a case the press fit is required. It 
can be recognized that, as peK  increases, the force, required by an operator, gets increased 

and the force ( eF ), reflecting in the contact condition, gets increased, too.  

 
4. The basic system of a MFR (Multi-purpose Field Robot) for handling 
building materials 
 

The MFR system combines a basic system with an additional module for construction. 
Considering workspace and mobility, a 6DOF (degree-of-freedom) manipulator and a 3DOF 
mobile platform were suggested for use in the basic system. Moreover, it was possible to 
change the components of the basic system according to load specifications. 

 
4.1 A multi (6)-DOF manipulator 
Fig. 8 shows the 6DOF manipulator of a basic system. This robot is a special case 
manipulator where the centers of the last 3 axes meet in the center of the robot wrist. The 
kinematic analysis in such form of manipulator can be divided into 2 link chains (the first 3 
link chains and then the other 3 link chains). Table 1 shows the specifications of the 
manipulator. 
 

 
Fig. 8. A 6DOF manipulator (Samsung Electronics Co. ltd) 



MFR (Multi-purpose Field Robot) based on Human-robot 	
Cooperative Manipulation for Handling Building Materials 299

 

suggested impedance control with inner motion control loop is to be evaluated to reduce the 
position following error for operation of a robot in an unconstrained condition. Thirdly, the 
influences of Fh and Fe, according to change of the power assist ratio ( ) of an operator, are 
to be studied. Finally, the changes of Fh and Fe, according to the changes of the actual 
environmental stiffness, are to be investigated (Lee et al., 2007).  

 
3.3.1 Influence of impedance parameters 
The factors are given as the impedance parameters Mpt(Mot) and Bpt(Bot) in (2), and the levels 
are given as 1, 3, and 10. The force, used for the two experiments, is 5 N and applied for 
around 10 sec. The K value is to be set to 1 N/m for convergence of graphs. As a result of 
experiments, Mpt(Mot) is related to an operation that requires mobility in building materials 
handling processes. That is to say, this operation does not require relatively higher stability, 
but requires prompt movement of an object to a desired position with small operational 
force. As the Mpt(Mot) value rises, an object can be moved to a long-distance place with big 
operational force. However, Bpt is related to an operation that requires stability in building 
materials handling processes. That is to say, this case does not require relatively higher 
mobility, but requires a precise and stable operation. As Bpt(Bot) value rises, the distance of 
movement by the same operational force gets shorter. As the mobility is reduced, the more 
demanding force may make an operator feel the minimum moving distance shorter.  

 
3.3.2 Influence of inner motion control loop 
Without the operational force, the constant force, which is input to the controller, makes the 
robot follow an already-programmed circle trajectory. It can be recognized that the path 
tracking accuracy is rather poor during execution of the whole tasks if the stiffness 
parameter is small. The small stiffness parameter also causes reduction of the contact force 
in the constraint condition. These results occur due to a larger end effector position error in 
operation. To solve these problems, we proposed the impedance control with an inner 
motion control loop. The inner motion loop gains in (5) have been set as KDp=1.5I and 
KPp=15I. According to the experiment, the robot operation without the inner motion control 
loop shows inferior desired-position-following performance in an unconstraint condition. 
By using the inner motion control loop, the high following performance can be obtained. 

 
3.3.3 Influence of power assist ratio 
The power assist ratio ( ), suggested in (1) and (2), plays a role of controlling the scale of 
the force that is required by an operator for a human-robot cooperative manipulation. In the 
experiments, we studied changes of hF and eF  when the power assist ratio (  ) was 
increased from 3 to 6. As   increased to 6 from 3, hF , required in case of no contact with 
the environment, was reduced by a half, and hF  for the environment-contacting case was 
also reduced by around a half. We can see that the force, required by an operator, gets 
smaller as   increases, but there is no significant change in the force ( eF ) that reflects in the 
contacting condition. 
 

 

3.3.4 Influence of environmental stiffness parameter 
The environmental stiffness ( eK ) depends on the characteristics of materials, composing an 
environment. The purpose of this experiment, changing the environmental stiffness, lies on 
comparison of the contact force ( eF ) that is felt by an operator according to operational 
conditions such as a case contact with an obstacle occurs or a case the press fit is required. It 
can be recognized that, as peK  increases, the force, required by an operator, gets increased 

and the force ( eF ), reflecting in the contact condition, gets increased, too.  

 
4. The basic system of a MFR (Multi-purpose Field Robot) for handling 
building materials 
 

The MFR system combines a basic system with an additional module for construction. 
Considering workspace and mobility, a 6DOF (degree-of-freedom) manipulator and a 3DOF 
mobile platform were suggested for use in the basic system. Moreover, it was possible to 
change the components of the basic system according to load specifications. 

 
4.1 A multi (6)-DOF manipulator 
Fig. 8 shows the 6DOF manipulator of a basic system. This robot is a special case 
manipulator where the centers of the last 3 axes meet in the center of the robot wrist. The 
kinematic analysis in such form of manipulator can be divided into 2 link chains (the first 3 
link chains and then the other 3 link chains). Table 1 shows the specifications of the 
manipulator. 
 

 
Fig. 8. A 6DOF manipulator (Samsung Electronics Co. ltd) 



Robot Manipulators, New Achievements300

 

specification value 

Degree of Freedom 6 

Weight Capacity 58.38 (N) 

Arm Length(max) 858 (mm) 

Velocity of End-effector 30 (°/sec) 

Weight 
Manipulator 588 (N) 

Controller 245 (N) 

Table 1. Specifications of the 6DOF manipulator 
 
The forward kinematics of the manipulator is defined by the question of solving for the 
position and direction of the end-effector according to each degree of the joints. That is, it is 
the problem of solving the position vector and rotational matrix of the end-effector. The 
kinematic analysis of the manipulator can be executed with any coordinate system but the 
most typical one is Denavit-Hartenberg Notation (noted as D-H notation below). The 
unknown kinematics values of a series manipulator can be solved by multiplying the 
homogeneous matrix defined in the following (7) and solved similar to (8).  
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Table 2 shows the D-H parameters through the D-H notation using the coordinate system 
defined in Figure 8. The position of the end-effector can be calculated by substituting a 
given parameter into the D-H transformation matrix in (8).  
 
 
 
 
 
 

 

i  i (º) ia (mm) id (mm) i (º) 

1 -90 1a  0 1  

2 0 2a  0 2  

3 -90 3a  0 3  

4 90 0 4d  4  

5 -90 0 0 5  

6 0 0 6d  6  

1 2 3 4 6150 ,  350 ,  100 ,  350 ,  195a mm a mm a mm d mm d mm       
Table 2. D-H parameters of the 6DOF manipulator 

 
4.2 A mobile platform 
A 6DOF manipulator was fitted to the top plate of the mobile platform. Thus, movement of 
the manipulator was possible according to the platform’s DOF. Traveling on uneven 
surfaces or surfaces with barriers was made possible using caterpillar tread. 
Table 3 shows the specifications of the suggested mobile platform. This mobile platform 
largely consisted of caterpillar tread, a top plate and a controller as shown in Fig. 9. The 
caterpillar tread was powered by 2 DC motors with a reduction gear. Also, perpendicular 
movement of the top plate was achieved through a hydraulic cylinder. Through such 
movement mechanisms, 3DOF movement of forward and backward (Ty), left and right 
rotation (Rz) and perpendicular movement of the top plate was realized with the central axis 
(Z) of the mobile platform as the base. It was possible to control movement through both 
wired and wireless controllers and traveling speed was controlled through an internal 
controller. 
 

 
Fig. 9. A mobile platform (Kajima Mechatro Engineering Co.) 
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specification value 

Maximum load of carriage 9800 (N) 

Weight 3920 (N) 

Length 1,260 (mm) 

Breadth 900 (mm) 

Velocity 
Maximum 2.5 (km/h) 

Minimum 0.6 (km/h) 

Inclination of degree 20(°) 

Power consumption 0.8 (kW) 

Source of electricity Charging battery 
Table 3. Specifications of the mobile platform 

 
5. The additional module of a MFR (Multi-purpose Field Robot) for handling 
building materials 
 

An additional module, which is used for construction work along with various devices, was 
suggested for incorporating the MFR into construction work. This module consisted of 
hardware (HRI: Human-Robot Interface) and software (HRC control: Human-Robot 
Cooperative control).  

 
5.1 A HRI (Human-Robot Interface) 
First, the robot controller needs to be able to implement DOF for a mobile platform and a 
6DOF manipulator.  
 

 
Fig. 10. The first robot controller (HRI device) 

 

The first robot controller (HRI device) is shown in Fig. 10. As seen in this figure, if an 
operator puts external force containing an operation command on a handler of the robot 
controller, it is converted into a control signal to operate the robot with ‘sensor A (6DOF 
force/torque sensor; ATI Industrial Automation, Inc.)’. 
Here, if the robot comes in contact with an external object, information on the contact force 
is transmitted to the robot controller through ‘sensor B (6DOF force/torque sensor)’. It is 
important to note that external force transmitted through sensor B and that transmitted to 
sensor A should operate separately from each other. In addition, the switch attached to the 
HRI device should be able to control the manipulator and mobile platform separately. That 
is, it plays a role of determining whether external force being inputted is a control signal for 
the manipulator or that for the mobile platform.  
In MFR system, the operator can select between two communication methods: wired or 
wireless control. The wireless control system is used to carry materials long distances or to 
move a robot to places that are difficult for an operator to reach. The wired control system is 
used to install construction materials by cooperation or in an emergency.  
For the wireless communication system, it is then possible to choose between the mobile 
platform control system and the manipulator control system. In other words, it is possible to 
control a mobile platform and a manipulator with one wireless controller (Fig. 11(a)). Each 
control signal is transmitted to the controller of a manipulator and a mobile platform 
through a main controller via a RF communication module and a converter.  
For the wired communication system, it is again possible to choose between the 
cooperation-based control system and the emergency control system. Unlike the wireless 
communication system, the wired communication system uses a separate control unit. The 
cooperation-based control system operates through main controllers including industrial 
computers and sensors, and the first robot controller (HRI device) mentioned in Paragraph 
5.1. The emergency control system can operate through the teach pendant of a manipulator 
and a mobile platform in emergency situations, as seen in Figure 11(b). 
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specification value 
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Weight 3920 (N) 

Length 1,260 (mm) 
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Velocity 
Maximum 2.5 (km/h) 

Minimum 0.6 (km/h) 

Inclination of degree 20(°) 

Power consumption 0.8 (kW) 

Source of electricity Charging battery 
Table 3. Specifications of the mobile platform 
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5.2 The software of the additional module 
The software of the suggested additional module for construction works refers to a control 
algorithm, primarily necessary for handling building materials by human-robot cooperative 
manipulation. In this study, remote control, human-robot cooperation-based control, and 
emergency control are proposed as methods to control a MFR for handling building 
materials.  
Fig. 12 shows an overall flow-chart for the suggested robot control methods. The operator 
can select between two communication methods: wired or wireless control. The wireless 
control system is used to carry materials long distances or to move a robot to places that are 
difficult for an operator to reach. The wired control system is used to handle building 
materials by cooperation or in an emergency. For the wireless communication system, it is 
then possible to choose between the mobile platform control system and the manipulator 
control system. In other words, it is possible to control a mobile platform and a manipulator 
with one wireless controller (Figure 11(a)). For the wired communication system, it is again 
possible to choose between the cooperation-based control system and the emergency control 
system. Unlike the wireless communication system, the wired communication system uses a 
separate control unit. The cooperation-based control system operates through main 
controllers including industrial computers and sensors, and the first robot controller (HRI 
device).  
 

 
Fig. 12. Flow-chart for MFR control methods 

 

The emergency control system can operate through the teach pendant of a manipulator and 
a mobile platform in emergency situations, as seen in Figure 11(b).  
Handling of building materials by the cooperation-based control system can be largely 
divided as below. 
1) Process of transporting materials to an installation position  
2) Process of inserting them into the correct position or doing press pits, depending on the

 environment 
In previous chapter 2, the former is defined as free space movement (motion under 
unconstrained conditions) and the latter as motion under constrained conditions. Free space 
motion needs rapid movement with relatively low precision while motion under 
constrained conditions needs precise motion with relatively low motion velocity. According 
to modeling of the interactions among the operator, robot and environment, we designed an 
impedance controller for the human-robot cooperation (Fig. 13). When an operator judges 
that the position (X) to which a robot carries materials fails to agree with the position (Xd) to 
which he or she wants to carry them, his or her force is transmitted to sensor A. In 
particular, external force (Fh) measured by sensor A can be used by operators from various 
age groups through the force augmentation ratio ( ). That is, all people, regardless of 
muscular strength, can operate a robot by the force augmentation ratio. In terms of an 
operator’s inputted force and the contact force (Fe) with environments inputted from sensor 
B, the target dynamics needed for operation are determined by the following equation (8) 
for impedance. Of the dynamics values, the deviation between the target position (Xd) and 
the present position (X) decreases as feedback is received through the encoder of a 
position/direction controller, resulting in 0. In other words, the current deviation is inputted 
into a servo controller, which causes a manipulator to pursue the target position value. In 
addition, it is possible to adapt the operation properties of a robot’s motion characteristics 
by controlling the impedance parameters (Mt, Bt) in (9). Relatively rapid and precise motions 
can be implemented by controlling these parameters.  
 

 
Fig. 13. Block diagram for human-robot manipulation of MFR 
 

    1
d t h e t dX M F F B X                                                           (9) 
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where, dX : Acceleration related target dynamics 
         dX : Velocity related target dynamics 

tM : Inertia related impedance parameter in the virtual system 
        tB : Damping related impedance parameter in the virtual system 

 
6. Experiment with the prototype of a MFR 
 

Fig. 14 shows the prototype of a MFR for handling building materials. In this figure, the 
basic system consists of a 6DOF manipulator and a mobile platform with caterpillar tread; 
the portion that excludes building material is an additional module (robot controller, 
vacuum suction device, F/T sensor and controller etc.) for handling building materials.  
The development of a MFR applied to the construction area is not achieved by actual system 
production alone. Studies on system operation technology are also necessary for the 
developed system to be fully effective in operation. The construction material installation 
method suitable for a robot which was developed in this paper is shown in Fig. 15. Each 
process can be outlined as follows:  
1) First, construction materials piled on the ground are fixed to a robot with an adsorption

 device. The type of loading for materials carried from the ground is determined by the 
most efficient adsorption posture within the operation range of a manipulator.   

2) An operator rapidly moves the robot to an installation site through a wireless controller
. Here, a mobile platform whose velocity can be controlled by the input of a control sig
nal is principally used. The posture of construction materials is adjusted by the motion 
  of a manipulator if necessary.  

3) Construction materials carried to the vicinity of an installation position are installed thr
ough interaction with materials already installed by an operator. That is, compliance oc
curs upon contact, so that press pits for materials and systems are completed safely.  

4) After the operation is completed, the robot is returned to the site of construction materi
als loading through a wireless controller for the next operation.  

 

 
Fig. 14. The prototype of a MFR for handling building materials 

 

 
Fig. 15. The building materials installation method 
 
A simulation for handling building materials is implemented to evaluate the performance of 
the prototype of MFR for construction works. The test is implemented indoors with an 
operation environment similar to that of an actual construction site. An experimental system 
to implement press pits after inserting building materials into the correct position was 
designed as in Fig. 16.  
 

 
Fig. 16. An experimental system 
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Inserting building materials between the supporting board and the L-board is substituted 
for actual installation operation. As the gap is narrower than the thickness of building 
materials, they are moved horizontally and vertically with the supporting board connected 
to ‘spring A’ being pressed in order to complete the installation operation. If the supporting 
board is pressed, it means that compliance occurred; if the length of compression exceeds a 
certain range, the result is contact force which causes the robot to move in the opposite 
direction. In this experiment, building materials were limited to 60 N, considering the 
specifications of the manipulator, and manufactured into models of curtain wall or panel.  
Fig. 17 shows a simulation for handling building materials through an experimental system. 
Once building materials are completely fixed to a robot through a vacuum suction device at 
a loading site, the robot is moved relatively rapidly to the vicinity of the installation position 
through a wireless controller. Precise positioning is performed by human-robot cooperative 
control. In handling building materials, an operator is encouraged to collect information on 
the operation in real time in order to cope with changing environments. Here, the speed or 
efficiency of operation is proportional to an operator's workmanship.  
Fig. 18 shows the result of a mock-up test of a building material handling work using an 
experimental system. A comparison was made between the contact force (Fe) with 
environments and an operator's force (Fh), measured by sensors during the handling of 
building materials. Fh and Fe refer to the mean value of forces measured in the x, y, and z 
directions by a force/torque sensor during operation time Th and Te, respectively, as shown 
in the following (10). 
 

 
(a) Adsorption of a building material            (b) Transportation through a wireless controller 

 
(c) Positioning through human-robot cooperation    (d) Installing (coupling) of a building material 

Fig. 17. An experimental system 

 

 
Fig. 18. Fe and Fh in simulation 
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Each section can be described as follows:  
1) Section A – A building material is carried to an installation position by the operators' fo

rce (Fh). As seen in the graph, about 50 N of building materials are carried by about 70 
N of external force supplied by an operator. The force augmentation ratio (α) is about 7,
 which is necessary to access the supporting board of the experimental system.  

2) Section B - Contact with the environment (experimental system) begins to occur, genera
ting a maximum of 70 N of contact force (Fe). Even at the moment of contact, the operat
or's force is maintained to press the supporting board of the experimental system.  

3) Section C - Not the operator's force but rather his or her torque is transmitted to improv
e posture. About 2 N of compliance force is generated by the correlation between the ex
ternal force provided and the impedance parameters of the experimental system.  This 
value is used to press a spring connected to a supporting board into a position with a c
ertain value.  

4) Section D – A building material is carried horizontally to be inserted between the supp
orting board and the L-board.  

5) Section E – A building material is inserted; about 7 N of external force is provided by a
n operator to make press pits, generating about 25 N of contact force.  

6) Section F - Inserted horizontally, a building material is then inserted vertically.  
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A total of about 17 seconds is spent on the test, with an average 7 N or less required of an 
operator.  

 
7. Conclusions and future works 
 

The prototype of MFR for handling building materials presented in this study combines a 
manipulator and a mobile platform standardized in modular form to compose its basic 
system. Also, the hardware and software necessary for each area of application were 
composed of additional modules and combined with the robot’s basic system. The 
suggested MFR can execute particular operations in various areas such as construction, 
national defense and rescue by changing these additional modules. One of the advantages of 
the proposed MFR can be handled building materials through human-robot cooperation. 
For this cooperation, the robot controller (HRI device) and end-effector (vacuum suction 
device) are combined in the basic system. Also, human-robot cooperative control is done 
through target dynamics modeling of human, robot, environment and control of impedance 
and external force inputted from the power/torque sensor attached to the additional 
module. In addition, a wireless control and emergency control function were added through 
other extra equipment.  
Applying the suggested MFR to construction works can be used as one of solutions to the 
problem of unbalanced supply of manpower, a problem raised in construction industry. 
Also, construction safety will be assured because when a construction material is 
implemented by press fit with a material already installed, compliance occurs within the 
elastic range of the material and it is installed without damaging either object.  
The expected results applying to advantages and disadvantages of both existing curtain wall 
installation robot (ASCI) and MFR are compared with and analyzed in Table 4. As seen from 
the table, the proposed robot will be expected that it will be safer and more efficient than the 
existing one. 
 

 ASCI MFR 

Control mode Wire 
Wire/Wireless/Human-robot 

cooperation 
Number of 

workers 
2 1 

Working condition Receive limited accurate information Install materials intuitively 

Compatibility Be restricted in specific work 
Be compatible in various work 

through  a change of a basic system 
and additional modules 

Safety 
Damage to construction materials 
and robot system by malfunction 

Protection construction materials 
and system through force reflection 

Table 4. Comparison and analysis of the ASCI and MFR in a construction site 
 
A manipulator and a mobile platform, the basic system of the MFR, are combined to suit 
various working conditions and construction materials as module type. Therefore it is 
possible to install a variety of construction materials in various construction sites. Actual 

 

size of MFR for construction works is developing through the experiment result executed in 
our laboratory. 
To apply a MFR at real construction sites, we must execute additional work required for 
application. Firstly, according to analysis of job definition and working condition, it is 
deduced that the conceptual design of a construction robot for installing bulk building 
materials. Secondly, practical arts (including robotized construction process) for applying to 
real construction sites should be proposed. Finally, after field test at a real construction site, 
productivity and safety of the developed system are compared with the existing 
construction equipment.  
In next study, we will apply a MFR to a real construction site to install bulk glass ceiling that 
is installed 15m above the ground. Also, in realizing the potential of the suggested MFR, 
additional modules which consider the abilities and specifications required by national 
defense and rescue operations will be developed in the future. 
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1. Introduction  
 

In practice the robotic manipulators present some degree of unwanted vibrations. The 
advent of lightweight arm manipulators, mainly in the aerospace industry, where weight is 
an important issue, leads to the problem of intense vibrations. On the other hand, robots 
interacting with the environment often generate impacts that propagate through the 
mechanical structure and produce also vibrations. 
In order to analyze these phenomena a robot signal acquisition system was developed. The 
manipulator motion produces vibrations, either from the structural modes or from end-
effector impacts. The instrumentation system acquires signals from several sensors that 
capture the joint positions, mass accelerations, forces and moments, and electrical currents 
in the motors. Afterwards, an analysis package, running off-line, reads the data recorded by 
the acquisition system and extracts the signal characteristics. 
Due to the multiplicity of sensors, the data obtained can be redundant because the same 
type of information may be seen by two or more sensors. Because of the price of the sensors, 
this aspect can be considered in order to reduce the cost of the system. On the other hand, 
the placement of the sensors is an important issue in order to obtain the suitable signals of 
the vibration phenomenon. Moreover, the study of these issues can help in the design 
optimization of the acquisition system. In this line of thought a sensor classification scheme 
is presented. 
Several authors have addressed the subject of the sensor classification scheme. White 
(White, 1987) presents a flexible and comprehensive categorizing scheme that is useful for 
describing and comparing sensors. The author organizes the sensors according to several 
aspects: measurands, technological aspects, detection means, conversion phenomena, sensor 
materials and fields of application. Michahelles and Schiele (Michahelles & Schiele, 2003) 
systematize the use of sensor technology. They identified several dimensions of sensing that 
represent the sensing goals for physical interaction. A conceptual framework is introduced 
that allows categorizing existing sensors and evaluates their utility in various applications. 
This framework not only guides application designers for choosing meaningful sensor 
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subsets, but also can inspire new systems and leads to the evaluation of existing 
applications.  
Today’s technology offers a wide variety of sensors. In order to use all the data from the 
diversity of sensors a framework of integration is needed. Sensor fusion, fuzzy logic, and 
neural networks are often mentioned when dealing with problem of combing information 
from several sensors to get a more general picture of a given situation. The study of data 
fusion has been receiving considerable attention (Esteban et al., 2005; Luo & Kay, 1990). A 
survey of the state of the art in sensor fusion for robotics can be found in (Hackett & Shah, 
1990). Henderson and Shilcrat (Henderson & Shilcrat, 1984) introduced the concept of logic 
sensor that defines an abstract specification of the sensors to integrate in a multisensor 
system. 
The recent developments of micro electro mechanical sensors (MEMS) with unwired 
communication capabilities allow a sensor network with interesting capacity. This 
technology was applied in several applications (Arampatzis & Manesis, 2005), including 
robotics. Cheekiralla and Engels (Cheekiralla & Engels, 2005) propose a classification of the 
unwired sensor networks according to its functionalities and properties.  
This paper presents a development of a sensor classification scheme based on the frequency 
spectrum of the signals and on a statistical metrics.  
Bearing these ideas in mind, this paper is organized as follows. Section 2 describes briefly 
the robotic system enhanced with the instrumentation setup. Section 3 presents the 
experimental results. Finally, section 4 draws the main conclusions and points out future 
work. 

 
2. Experimental platform 
 

The developed experimental platform has two main parts: the hardware and the software 
components (Lima et al., 2005). The hardware architecture is shown in Fig. 1. Essentially it is 
made up of a robot manipulator, a personal computer (PC), and an interface electronic 
system. 
The interface box is inserted between the robot arm and the robot controller, in order to 
acquire the internal robot signals; nevertheless, the interface captures also external signals, 
such as those arising from accelerometers and force/torque sensors. The modules are made 
up of electronic cards specifically designed for this work. The function of the modules is to 
adapt the signals and to isolate galvanically the robot’s electronic equipment from the rest of 
the hardware required by the experiments. 
The software package runs in a Pentium 4, 3.0 GHz PC and, from the user’s point of view, 
consists of two applications: the acquisition application and the analysis package. The 
acquisition application is a real time program for acquiring and recording the robot signals. 
After the real time acquisition, the analysis package processes the data off-line in two 
phases, namely, pre-processing and processing. The preprocessing phase consists of the 
signal selection in time, and their synchronization and truncation. The processing stage 
implements several algorithms for signal processing such as the auto and cross correlation, 
and Fourier transform (FT). 
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Fig. 1. Block diagram of the hardware architecture 

 
3. Experimental results 
 

According to the platform described in Section 2 a set of experiments is developed. Based on 
the signals captured from the robot this section presents several results obtained both in the 
time and frequency domains. 
In the experiments a flexible link is used that consists of a long and round flexible steel rod 
clamped to the end-effector of the manipulator. In order to analyze the impact phenomena 
in different situations two types of beams are used. Their physical properties are shown in 
Table 1. The robot motion is programmed in a way such that the rods move against a rigid 
surface. Figure 2 depicts the robot with the flexible link and the impact surface. 
During the motion of the manipulator the clamped rod is moved by the robot against a rigid 
surface. An impact occurs and several signals are recorded with a sampling frequency of 
fs = 500 Hz. The signals come from several sensors, such as accelerometers, force and torque 
sensor, position encoders, and current sensors. 
In order to have a wide set of signals captured during the impact of the rods against the 
vertical screen thirteen trajectories were defined. Those trajectories are based on several 
points selected systematically in the workspace of the robot, located on a virtual Cartesian 
coordinate system (see Fig. 3). This coordinate system is completely independent from that 
used on the measurement system. For each trajectory the motion of the robot begins in one 
of these points, moves against the surface and returns to the initial point. A parabolic profile 
was used for the trajectories. 
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3. Experimental results 
 

According to the platform described in Section 2 a set of experiments is developed. Based on 
the signals captured from the robot this section presents several results obtained both in the 
time and frequency domains. 
In the experiments a flexible link is used that consists of a long and round flexible steel rod 
clamped to the end-effector of the manipulator. In order to analyze the impact phenomena 
in different situations two types of beams are used. Their physical properties are shown in 
Table 1. The robot motion is programmed in a way such that the rods move against a rigid 
surface. Figure 2 depicts the robot with the flexible link and the impact surface. 
During the motion of the manipulator the clamped rod is moved by the robot against a rigid 
surface. An impact occurs and several signals are recorded with a sampling frequency of 
fs = 500 Hz. The signals come from several sensors, such as accelerometers, force and torque 
sensor, position encoders, and current sensors. 
In order to have a wide set of signals captured during the impact of the rods against the 
vertical screen thirteen trajectories were defined. Those trajectories are based on several 
points selected systematically in the workspace of the robot, located on a virtual Cartesian 
coordinate system (see Fig. 3). This coordinate system is completely independent from that 
used on the measurement system. For each trajectory the motion of the robot begins in one 
of these points, moves against the surface and returns to the initial point. A parabolic profile 
was used for the trajectories. 
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Fig. 2. Steel rod impact against a rigid surface 
 

 
 
 
 
 
 
 
Table 1. Physical properties of the flexible beams 
 

 
Fig. 3. Schematic representation 3D (left) and 2D (right) of the robot and the impact surface 
on the virtual cartesian coordinate system 

 
3.1 Analysis in the time domain 
Figures 4 to 7 depict some of the signals corresponding to the cases: (i) without impact, (ii) 
the impact of the rod on a gross screen and (iii) the impact of the rod on a thin screen using 
either the thin or the gross rod. 
In this chapter only the most relevant signals are depicted, namely the forces and moments 
at the gripper sensor, the electrical currents of the robot’s axes motors, and the rod 
accelerations. The signals present clearly a strong variation at the instant of the impact that 
occurs, approximately, at t = 3 s. Consequently, the effect of the impact forces (Fig. 4 left) 

Characteristics Thin rod Gross rod 
Material Steel Steel 
Density [kg m] 4.34 × 10 4.19 × 10 
Mass [kg] 0.107 0.195 
Length [m] 0.475 0.475 
Diameter [m] 5.75× 10 7.9× 10 

 

and moments (Fig. 4 right) is reflected in the current required by the robot motors (Fig. 6). 
Moreover, as expected, the amplitudes of forces due to the gross screen (case ii) are higher 
than those corresponding to the thin screen (case iii). On the other hand, the forces with the 
gross rod (Fig. 4 right) are higher than those that occur with the thin rod (Fig. 4 left). The 
torques present also an identical behavior in terms of its amplitude variation for the tested 
conditions (see Fig. 5). 
 

  
Fig. 4. Forces { Fx, Fy, Fz } at the gripper sensor: thin rod (left); gross rod (right) 
 

  
Fig. 5. Moments { Mx, My, Mz } at the gripper sensor: thin rod (left); gross rod (right) 
 
Figure 7 presents the accelerations at the rod free-end (accelerometer 1), where the impact 
occurs, and at the rod clamped-end (accelerometer 2). The amplitudes of the accelerometers 
signals are higher near the rod impact side. Furthermore, the values of the accelerations 
obtained for the thin rod (Fig 7 left) are higher than those for the gross rod (Fig 7 right), 
because the thin rod is more flexible. 

 
3.2 Analysis in the frequency domain 
Figures 8 and 9 show, as examples, the amplitude of the Fast Fourier Transform (FFT), of 
two signals captured during the same impact trajectory. These figures illustrate the different 
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conditions (see Fig. 5). 
 

  
Fig. 4. Forces { Fx, Fy, Fz } at the gripper sensor: thin rod (left); gross rod (right) 
 

  
Fig. 5. Moments { Mx, My, Mz } at the gripper sensor: thin rod (left); gross rod (right) 
 
Figure 7 presents the accelerations at the rod free-end (accelerometer 1), where the impact 
occurs, and at the rod clamped-end (accelerometer 2). The amplitudes of the accelerometers 
signals are higher near the rod impact side. Furthermore, the values of the accelerations 
obtained for the thin rod (Fig 7 left) are higher than those for the gross rod (Fig 7 right), 
because the thin rod is more flexible. 

 
3.2 Analysis in the frequency domain 
Figures 8 and 9 show, as examples, the amplitude of the Fast Fourier Transform (FFT), of 
two signals captured during the same impact trajectory. These figures illustrate the different 
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behaviors of the spectrum, depending on the signal in study. All the signals of the 
trajectories set referred previously were studied, but only the most relevant are depicted. 
 

  
Fig. 6. Electrical currents { I1, I2, I3, I4, I5 } of the robot’s axes motors: thin rod (left); gross rod 
(right) 
 

  
Fig. 7. Rod accelerations { A1, A2 }: thin rod (left); gross rod (right) 
 
In order to examine the behavior of the FT signal, in a systematic way, a trendline was 
superimposed over the spectrum over, at least, one decade. The trendline is based on the 
power law approximation (Lima et al., 2006). 
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where F is the FT of the signal, c is a constant that depends on the amplitude, ω is the 
frequency, and m is the slope. 
For each type of signal, the frequency interval was defined approximately in the middle 
range of the frequency content of the signal. 
Figure 8 shows the FFT amplitude of the electrical current of the axis 3 motor that occurs in 
the case of impact with the thin rod. A trendline was calculated, and superimposed to the 
signal (case ii), with slope m = −1.31. The others current signals were studied, revealing also 
an identical behavior in terms of its spectrum spread, both under impact and no impact 
conditions, either for the thin rod or the gross rod. The spectrum was approximated by 
trendlines in a frequency range larger than one decade.  
According to the robot manufacturer specifications (Robotec, 1996) the loop control of the 
robot has a cycle time of tc = 10 ms. This fact is observed approximately at the fundamental 
(fc = 100 Hz) and multiple harmonics in all spectra of motor currents. 
The FFT amplitudes of the axes positions signals were studied (Lima et al., 2007), revealing 
also a behavior similar to the electrical current in terms of the spectrum spread for the tested 
conditions (impact, no impact, thin rod and gross rod). 
Figure 9 shows the FFT amplitude of the Fz force (case i) due to the impact with the thin rod. 
This spectrum is not so well defined in a large frequency range. Nevertheless, the spectrum 
was approximated by a trendline in a frequency range of approximately one decade in order 
to get a systematic method of comparison. The trendline has a slope of m = −0.13. 
The torques and accelerations signals were studied also for the distinct test conditions, 
namely: impact, no impact, thin rod and gross rod. Their FFT amplitudes revealed also an 
identical behavior in terms of its spectrum spread for the tested conditions. 
Whereas the trendlines used for the electrical currents and position signals FT seem 
appropriate, the same technique used for the forces/moments and acceleration signals is 
questionable. However, in spite of this, trendlines were used for all FT signals in order to 
obtain comparable units. In fact, the purpose of this research is to establish a relationship 
between signals of the same system based on the spectrum behavior. 
 

 
Fig. 8. Spectrum of the axis 3 motor current I3 for the thin rod 
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Fig. 9. Spectrum of the Fz force for the thin rod 

 
3.3 Analysis of the spectrum trendlines slopes 
Based on the several values of the spectrum trendlines slopes several statistics can be 
performed. During each trajectory of the robot eighteen signals were captured. For each 
trajectory there are three cases: (i) without impact, (ii) the impact of the rod on a gross 
screen, and (iii) the impact of the rod on a thin screen. As referred before, thirteen 
trajectories were defined. Additionally, the same trajectories were executed with the thin rod 
and with the gross rod. These samples lead to a population of 1404 slope values. 
A box plot provides a visual summary of many important aspects of a data distribution. It 
indicates the median, upper and lower quartile, upper and lower adjacent values (whiskers), 
and the outlier individual points. Figure 10 shows a box plot of the spectrum trendlines 
slopes for the three cases of the thin rod impact, namely: (i) without impact, (ii) the impact of 
the rod on a gross screen, and (iii) the impact of the rod on a thin screen. Moreover, Fig. 11 
depicts the respective interquartile range (IQR) versus the median. The IQR is obtained by 
subtracting the lower (first) quartile value from the upper (third) quartile value. 
 

 
Fig. 10. Statistics of spectrum trendlines slopes for all the cases (i, ii, iii) using the thin rod 

 

 
Fig. 11.  IQR versus median for all the cases (i, ii, iii) using the thin rod 
 
The IQR is a robust way of describing the dispersion of the data. From Fig. 11 three groups 
of signals can be defined. The ellipses depicted in the chart represent these groups. The 
forces {Fx, Fy, Fz} and the accelerations {A1, A2} signals are located close to each other. 
Positions {P1, P2, P3, P4, P5}, moments {Mx, My}, and I3 signals are located on the left side of 
the Fig. 11. Finally, the other electrical currents {I1, I2, I4, I5} are situated in the middle of the 
chart and near each other. It rests the Mz signal that apparently is alone. 
Figures 12 and 13 show the same statistic analysis described previously, but now for the 
gross rod. In Fig. 13 again three groups of signals can be defined. One groups the {Fx, Fy, Fz, 
A1, A2} signals, and the second is formed of the {I1, I2, I4, I5} signals. The third group consists 
of the {P1, P2, P3, P4, P5, Mx, My, Mz, I3} signals. Comparing with the thin rod case, it can be 
seen that now the Mz signal joined the group of “torques and positions”. 
Finally, figures 14 to 15 depict the statistics of the overall spectrum trendlines slopes, 
considering the data for the thin and gross rods. Three groups are observed again: the group 
of “positions and torques”, the group of “currents” and the group of “forces and 
accelerations”. As can be seen the I3 signal continues to remain in the same group of 
“positions and torques”. A deeper insight into the nature of this feature must be envisaged 
to understand the behavior of the I3 signal. 
 

 
Fig. 12.  Statistics of spectrum trendlines slopes for all the cases (i, ii, iii) using the gross rod 
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Fig. 13.  IQR versus median for all the cases (i, ii, iii) using the gross rod 

 
Fig. 14.  Statistics of spectrum trendlines slopes for all the cases (i, ii, iii) using the thin and 
gross rods 

 
Fig. 15.  IQR versus median for all the cases (i, ii, iii) using  the thin and gross rods 
 
 

 

3.4 Metrics in the time domain 
Several indices can be used to evaluate the relashionship between the signal, including 
statistical, entropy and information theory approaches. These metrics are based on a 
bidimensional probability density function associated with the two signals x1(t) and x2(t) 
acquired in the same time interval and can be calculated according with the expression: 
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where β is the bidimensional histogram. 
The marginal probability distributions of the signals x1(t) and x2(t) are denoted as P(x1) and 
P(x2), respectively. The expected values, E(x1) and E(x2), and the variances, V(x1) and V(x2), 
are then easily obtained. 
The correlation coefficient R (Orfanidis, 1996) is a statistical index that provides a 
measurement of the similarity between two signals x1(t) and x2(t) and is define as 
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where E(x1x2) is the joint expected value. 
The mutual information (Shannon, 1948; Cover, 2006), or transinformation (Spataru, 1970) is 
the index that measures the dependence of two variables in the viewpoint of the information 
theory. The mutual information for the two signals  x1(t) and x2(t) is: 
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The average mutual information between the two signals is given by: 
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The entropy (Shannon, 1948) is a statistical measure of randomness. This index applied to 
the two signal x1(t) and x2(t)  gives the join entropy (MacKay, 2003 ) between the two signal 
defined as: 
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Figure 16 shows the squared correlation coefficient R2 between the signals captured during 
the same impact trajectory, for an experiment in the case of (i) using the gross rod. The 
results obtain with R2 are simetric relative to the diagonal formed by R2(xi,xj) for i = j, where 
the metric is maximum, as expected. To clearly visualize the results only one side is shown. 
The correlation between the same families of signals is higher than the correlation between 
different families. For example, the correlation between the currents and positions are low. 
The same occurs between the currents and the forces, moments and accelerations. It exists a 
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strong correlation between the positions and the forces, moments and accelerations that 
depends, as expected, on the trajectory. 

 
Fig. 16. Correlation between  the signals for the case (i) using the gross rod 

 
Fig. 17. Average mutual information between  the signals for the case (i) using the gross rod 
 
Figure 17 shows the average mutual information between the signals for the same 
experiment used previously for the correlation. Again the results obtain with Iav(x1, x2) are 
simetric relative to the diagonal where the metric is maximum. Due to the same reason 
referred before only one side is shown. The values presented are normalized. The values of 
the index Iav(x1, x2) between the positions are high. 

 

Figure 18 shows a chart based on the entropy between the signals for the same experiment 
used previously for the other metrics. In fact, the values shown are proportional to the 
inverse of the index H(x1, x2) due to the normalization used. Again, the values of this index 
between the positions are high. 
The metrics shown in figures 16–18 were obtained for an experiment corresponding to one 
trajectory. In future this approach should be applied for all the thirteen trajectories referred 
before. 

 
Fig. 18. Metric based on the entropy between  the signals for the case (i) using the gross rod 

 
4. Conclusion 
 

In this paper an experimental study was conducted to investigate several robot signals. A 
new sensor classification strategy was proposed. 
One of the adopted methodologies leads to arrange the robotic signals in terms of identical 
spectrum behavior, obtaining three groups of signals: the group of “positions and torques”, 
the group of “currents” and the group of “forces and accelerations”. 
The other methodology is based on several metrics used to evaluate the relashionship 
between the signals in the time domain, namely the correlation, the average mutual 
information and the entropy. These indices revealed the hidden relationships between the 
signals. 
The results merit a deeper investigation as they give rise to new valuable concepts towards 
instrument control applications. In this line of thought, in future, we plan to pursue several 
research directions to help us further understand the behavior of the signals.  
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1. Introduction     
 

Robotics and intelligent machines need sensory information to behave autonomously in 
dynamical environments. Visual information is particularly suited to recognize unknown 
surroundings. Vision based control of robotic systems involves the fusion of robot 
kinematics, dynamics, and computer vision to control the motion of the robot in an efficient 
manner. The combination of mechanical control with visual information, so-called visual 
feedback control or visual servoing, is important when we consider a mechanical system 
working under dynamical environments (Chaumette & Hutchinson, 2008). 
For the theoretically problem of three dimensional(3D) visual servo control based on the 
robot control theory, (Kelly et al., 2000) considered a simple image-based controller under 
the assumption that the objects' depths are known. (Chen et al., 2007) addressed the field-of-
view problem for 3D dynamic visual feedback system using an image-space navigation 
function. In our previous works, we discussed the dynamic visual feedback control for 3D 
target tracking based on passivity (Fujita et al., 2007) (Murao et al., 2008). On the other hand, 
applications of visual feedback system are also increasing in many fields. For example, 
recent applications of visual feedback system include the autonomous injection of biological 
cells (Yu & Nelson, 2001), laparoscopic surgery (Omote et al., 1999) and others. Although 
visual information is necessary in order to recognize environments, only visual information 
is not enough to complete tasks in these applications. For example, not only visual 
information but also force information are needed to inject DNA to biological cells. Hence, 
integrating visual feedback control with force control is important for the modern robot. 
(Xiao et al., 2000) developed sensor fusion scheme for controlling an end-effector to follow 
an unknown trajectory on a contact surface. (Baeten et al., 2003) addressed a hybrid control 
structure for the eye-in-hand vision and force control. Although many practical methods are 
reported with experimental results, rigorous results have hardly been obtained in terms of 
the nonlinear control aspects. For this problem, (Dean-Leon et al., 2006) has combined 
image-based visual feedback control with force control and discussed the stability of the 
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nonlinear system. The authors have proposed passivity based visual force feedback control 
law for force control with target tracking (Kawai et al., 2007). Although these control laws 
guarantee Lyapunov stability and are effective for the visual force feedback system, they are 
restricted to planar manipulators. 
This chapter deals with 3D visual force feedback control for eye-to-hand systems as depicted 
in Fig. 1. In our proposed method, we can control not only the position but also the 
orientation of the robot hand with a contact force in the visual force feedback system. The 
main contribution of this chapter is to show that the 3D visual force feedback system has the 
passivity which allows us to prove stability in the sense of Lyapunov. Both the passivity of 
the manipulator dynamics and the passivity of the visual feedback system are preserved in 
the 3D visual force feedback system. Finally simulation results are shown to verify the 
stability of the proposed method.  
 

 
Fig. 1. Visual force feedback system with an eye-to-hand configuration 
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  which is constant in this chapter. 
In other words, our goal is to determine the motion of hand by using the visual information.  
The relative rigid body motion from c  to o  can be led by using the composition rule for 
rigid body transformations ((Murray et al., 1994), Chap. 2, pp. 37, eq. (2.24)) as follows:  
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Roughly speaking, if both the camera and the target object move, then the relative rigid 
body motion cog  will be derived from the difference between the camera velocity b

wcV  and 

the target object velocity b
woV . Hence, the model of the relative rigid body motion from c  

to o  equals the target object velocity b
woV . 

 
2.2 Estimation Error System 
The relative rigid body motion cog  can not be immediately obtained in the visual feedback 
system, because the target object velocity is unknown and furthermore can not be measured  
directly. Hence, we consider the estimation problem of the relative rigid body motion cog . 
The visual feedback control task requires information of the relative rigid body motion cog . 
Since the measurable information is only the image information )( cogf  in the visual 
feedback system, we consider a visual motion observer in order to estimate the relative rigid 
body motion cog  from the image information )( cogf . 

Firstly, using the basic representation (4), we choose estimates cog  and b
coV  of the relative 

rigid body motion and velocity, respectively as 
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b
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The new input eu  is to be determined in order to drive the estimated values cog  and b

coV  to 
their actual values. 
In order to establish the estimation error system, we define the estimation error between the 
estimated value cog  and the actual relative rigid body motion cog  as 
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Suppose the attitude estimation error ee  is small enough that we can let 
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eeee eIe   . Therefore, using a first-order Taylor expansion approximation, the 

estimation error vector ee  can be obtained from image information )( cogf  and the 
estimated value of the relative rigid body motion cog  as follows (Fujita et al., 2007) :  
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where f  is the estimated value of image information. In the same way as the basic 
representation (4), the estimation error system can be represented by 
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It should be noted that if the vector of the estimation error is equal to zero, then the 
estimated relative rigid body motion cog  equals the actual one cog .  

¶(14pt) 
2.3 Control Error System 
In this subsection, let us consider the dual of the estimation error system, which we call the 
control error system, in order to establish the visual feedback system. We assume that wcg  
and whg  can be obtained accurately by a prior calibration procedure, then the estimated 

value of hog  is calculated as cochho ggg 1  where cog  is the estimated value which discussed 
in the previous subsection. Here, we define the control error between the actual relative 
rigid body motion hog  and desired one dg  as  
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Here we have to consider the way of deriving ecg  (9), because hog  can not be measured 
directory. Using eeg , the control error can be transformed as 
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In Equation (10), dg  and hog  are available information. While the estimation error vector 

ee  can be obtained as Equation                                                             (7), the estimation error 
matrix eeg  cannot be directly obtained, because eeg  is defined using non-measurable value 
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Hence, eeg  can be derived from ee  through ee . 
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The reference of the relative rigid body motion dg  is constant in this chapter, i.e., 0dg , 

hence, b
ho

b
ec VV  . Thus, the control error system can be represented as 

¶(9pt) \label{eqn:V_ec} 
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This is dual to the estimation error system.  

¶(14pt) 
2.4 Passivity of Visual Feedback System 
Combining (8) and (12), we construct the visual feedback system as follows:  
¶(9pt) \label{eqn:VFS } 
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where TT
e

Tb
whgce uVu

d
])Ad[(: )( 1  denotes the control input. For the design of the visual 

feedback system, it is assumed that the hand velocity b
whV  can be directly chosen. Let us 

define the error vector of the visual feedback system as TT
e

T
c eee ][:  which consists of the 

control error vector ce  and the estimation error vector ee . 
Next, we show an important relation between the input and the output of the visual 
feedback system. 

Lemma 1 (Fujita et al., 2007) : If 0b
woV , then the visual feedback system (13) satisfies 

¶(9pt) \label{eqn:PaVFS } 
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where ce  is defined as ece :  and ce  is a positive scalar.  
Using the following positive definite function, we can prove Lemma 1.  
¶(9pt) \label{eqn:V_ce } 
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abab eIe    is the error function of the 

rotation matrix (see, e.g., (Bullo & Lewis, 2004)). 
The block diagram of the passivity of the visual feedback system is shown in Fig. 2. Let us 
take ceu  as the input and ce  as its output in Fig. 2. Thus, Lemma 1 implies that the visual 
feedback system (13) is passive from the input ceu  to the output ce  as in the definition in 
(Schaft, 2000). 
 

 

 
Fig. 2. Block diagram of the visual feedback system 

¶(14pt) 
3. Dynamic Visual Force Feedback Control 
¶(6pt) 

A force is important to complete tasks which need a contact with environments. This section 
considers the visual force feedback control with a contact force (we call the dynamic visual 
force feedback control) based on the passivity which is a main contribution in this chapter. 

¶(14pt) 
3.1 Dynamic Visual Force Feedback System 
The dynamics of n-link rigid robot manipulators with the end-effector constraint can be 
written as follows (Liu et al., 1999)  
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where q , q  and q  are the joint angle, velocity and acceleration, respectively,   is the vector 

of the input torque. nnqM )(  is the manipulator inertia matrix, nnqqC ),(   is the 

Coriolis matrix and nqg )(  is the gravity vector.   is the contact force, nqJ )(  is 
the normalized Jacobian of the kinematic constraint  0)(q  and defined as follows.  
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Equation (16) possesses several important properties which will be used in the sequel. The 

manipulator dynamics (16) is passive from   to q , that is m
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0

 where m  is a 

positive scalar. Moreover, ),(2)( qqCqM    is skew-symmetric by defining ),( qqC   using the 
Christoffel symbols.  
Now, we propose the control law for the manipulator as  
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hence, b
ho

b
ec VV  . Thus, the control error system can be represented as 
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This is dual to the estimation error system.  
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2.4 Passivity of Visual Feedback System 
Combining (8) and (12), we construct the visual feedback system as follows:  
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where TT
e

Tb
whgce uVu

d
])Ad[(: )( 1  denotes the control input. For the design of the visual 

feedback system, it is assumed that the hand velocity b
whV  can be directly chosen. Let us 

define the error vector of the visual feedback system as TT
e

T
c eee ][:  which consists of the 

control error vector ce  and the estimation error vector ee . 
Next, we show an important relation between the input and the output of the visual 
feedback system. 

Lemma 1 (Fujita et al., 2007) : If 0b
woV , then the visual feedback system (13) satisfies 

¶(9pt) \label{eqn:PaVFS } 
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where ce  is defined as ece :  and ce  is a positive scalar.  
Using the following positive definite function, we can prove Lemma 1.  
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abab eIe    is the error function of the 

rotation matrix (see, e.g., (Bullo & Lewis, 2004)). 
The block diagram of the passivity of the visual feedback system is shown in Fig. 2. Let us 
take ceu  as the input and ce  as its output in Fig. 2. Thus, Lemma 1 implies that the visual 
feedback system (13) is passive from the input ceu  to the output ce  as in the definition in 
(Schaft, 2000). 
 

 

 
Fig. 2. Block diagram of the visual feedback system 

¶(14pt) 
3. Dynamic Visual Force Feedback Control 
¶(6pt) 

A force is important to complete tasks which need a contact with environments. This section 
considers the visual force feedback control with a contact force (we call the dynamic visual 
force feedback control) based on the passivity which is a main contribution in this chapter. 

¶(14pt) 
3.1 Dynamic Visual Force Feedback System 
The dynamics of n-link rigid robot manipulators with the end-effector constraint can be 
written as follows (Liu et al., 1999)  
¶(9pt) \label{eqn:ManDyn} 
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where q , q  and q  are the joint angle, velocity and acceleration, respectively,   is the vector 

of the input torque. nnqM )(  is the manipulator inertia matrix, nnqqC ),(   is the 

Coriolis matrix and nqg )(  is the gravity vector.   is the contact force, nqJ )(  is 
the normalized Jacobian of the kinematic constraint  0)(q  and defined as follows.  
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Equation (16) possesses several important properties which will be used in the sequel. The 

manipulator dynamics (16) is passive from   to q , that is m
T T dtq   
0

 where m  is a 

positive scalar. Moreover, ),(2)( qqCqM    is skew-symmetric by defining ),( qqC   using the 
Christoffel symbols.  
Now, we propose the control law for the manipulator as  
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  is positive constant and  
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where de  :  is the force error. Then, the following relation holds with respect to about 
the force error  

.eFe      r     ef 19(21) 
¶(9pt)  
Because we consider the single point contact in this chapter, the projection matrix )(qQ  can 
be simply defined as  
¶(9pt) \label{eqn:Qvarphi} 
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which arises on the tangent space at the contact surface 0)( q  (Liu et al., 1999).  

On the other hand, the body velocity of the hand b
whV  is given by  
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where )(qJb  is the body manipulator Jacobian (Murray et al., 1994). Moreover, we define the 

desired body velocity of the hand TT
uh

T
uhh vu ][   which will be obtained from the visual 

feedback system. Then, hu can be represented as dbh qQqJu )(  by using the projection 
matrix )(qQ . 
We define the error vector with respect to the joint velocity of the manipulator dynamics as 
¶(9pt) \label{eqn:s} 
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Here, we know that the following relation holds (Liu et al., 1999)  
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Using (13)(16) and (18), the visual force feedback system with manipulator dynamics (we 
call the dynamic visual force feedback system) can be derived as follows:  
¶(9pt) \label{eqn:FixedDVFFS} 
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where 
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are defined as the state, the input and the disturbance of the dynamic visual force feedback 
system, respectively. Here, we formulate the manipulator control problem as follows: 
Control problem : For the dynamic visual force feedback system with the eye-to-hand 
configuration described by (26), design a control input u such that  
¶(9pt) 
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3.2 Passivity of Dynamic Visual Force Feedback System 
Before constructing the dynamic visual force feedback control law, we derive an important 
lemma.  

Lemma 2 :  If w = 0, then the dynamic visual force feedback system  (26) satisfies 
¶(9pt) \label{eqn:PaDVFFS } 
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where Nx: ,  66 ,,,diag: IIIN n    and   is a positive scalar.  
Proof:   Consider the following positive definite function 
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Differentiating (28) with respect to time yields 
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Observing that the skew-symmetry of the matrices ecp̂  and eep̂ , i.e., udec
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ee pppp  , the above equation along the 

trajectories of the system (26) can be transformed into 
¶(9pt) \label{eqn:dot_V2} 
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where de  :  is the force error. Then, the following relation holds with respect to about 
the force error  
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Because we consider the single point contact in this chapter, the projection matrix )(qQ  can 
be simply defined as  
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We define the error vector with respect to the joint velocity of the manipulator dynamics as 
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Here, we know that the following relation holds (Liu et al., 1999)  
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Using (13)(16) and (18), the visual force feedback system with manipulator dynamics (we 
call the dynamic visual force feedback system) can be derived as follows:  
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are defined as the state, the input and the disturbance of the dynamic visual force feedback 
system, respectively. Here, we formulate the manipulator control problem as follows: 
Control problem : For the dynamic visual force feedback system with the eye-to-hand 
configuration described by (26), design a control input u such that  
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3.2 Passivity of Dynamic Visual Force Feedback System 
Before constructing the dynamic visual force feedback control law, we derive an important 
lemma.  

Lemma 2 :  If w = 0, then the dynamic visual force feedback system  (26) satisfies 
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Integrating (30) from 0 to T, we obtain 
¶(9pt) \label{eqn:dot_V } 
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where   is a positive scalar that only depends on the initial states of s, eF , ce  and ee .  
The block diagram of the passivity of the 3D dynamic visual force feedback system is shown 
in Fig. 3.  

Remark 1 :  The visual feedback system (13) satisfies the passivity property as described in 
(14). It is well known that the manipulator dynamics (16) also has the passivity. In Lemma 2, 
the inequality (27) says that the dynamic visual force feedback system (26) is passive from the 
input TT

e
T

hg
T
F
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d
])([ )( 1  to the output TT

e
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T
e

T eeFs ][    as shown in Fig. 3.  

 

 
Fig. 3. Block diagram of the 3D dynamic visual force feedback system 

¶(14pt) 
3.3 Passivity-based Dynamic Visual Force Feedback Control 
We now propose the following control input for the interconnected system:  
¶(9pt) \label{eqn:V} 

KNxKu        ref 29(32) 
                13,,,diag:  n

ecFs KKkKK  
where  snss kkK ,,diag: 1  , Fk ,  61 ,,diag: ccc kkK   and  61 ,,diag: eee kkK   denote 
the positive gain matrices.  
Theorem 1 : If w = 0, then the equilibrium point x = 0 for the  closed-loop system (26) and 
(32)is asymptotic stable.  

 

Proof:   In the proof of Lemma 2, we have already derived that the time derivative of V 
along the trajectory of the system (26) is formulated as (30). Using the control input  (32), 
(30) can be transformed into 
¶(9pt) \label{eqn:dot_V2_k} 
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This completes the proof. 
Theorem 1 shows the stability via Lyapunov method for the dynamic visual force feedback 
system. It is interesting to note that stability analysis is based on the passivity as described 
in (27). Our proposed method is valid for the 3D dynamic visual force feedback system, 
while previous works (Dean-Leon et al., 2006) (Kawai et al., 2007) consider the 2D dynamic 
visual force feedback control. Hence, we can control not only the position but also the 
orientation of the robot hand with a contact force in the visual force feedback system. 

¶(14pt) 
4. Simulation Results 
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The simulation results on 3DOF planar manipulator as depicted in Fig. 4 are shown in order 
to understand our proposed method simply, though it is valid for 3D dynamic visual force 
feedback systems. 
 

 
Fig. 4. Coordinate frames for dynamic visual force feedback system with three degree of 
freedom manipulator 
 
We present results for the stability analysis with a static target object. The simulation is 
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Integrating (30) from 0 to T, we obtain 
¶(9pt) \label{eqn:dot_V } 
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where   is a positive scalar that only depends on the initial states of s, eF , ce  and ee .  
The block diagram of the passivity of the 3D dynamic visual force feedback system is shown 
in Fig. 3.  
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Fig. 3. Block diagram of the 3D dynamic visual force feedback system 
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3.3 Passivity-based Dynamic Visual Force Feedback Control 
We now propose the following control input for the interconnected system:  
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Theorem 1 shows the stability via Lyapunov method for the dynamic visual force feedback 
system. It is interesting to note that stability analysis is based on the passivity as described 
in (27). Our proposed method is valid for the 3D dynamic visual force feedback system, 
while previous works (Dean-Leon et al., 2006) (Kawai et al., 2007) consider the 2D dynamic 
visual force feedback control. Hence, we can control not only the position but also the 
orientation of the robot hand with a contact force in the visual force feedback system. 
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4. Simulation Results 
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The simulation results on 3DOF planar manipulator as depicted in Fig. 4 are shown in order 
to understand our proposed method simply, though it is valid for 3D dynamic visual force 
feedback systems. 
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We present results for the stability analysis with a static target object. The simulation is 
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 Twcp 105.047.0  [m],  Twc 000  [rad]. The lengths of the three links of the 
manipulator are 2.01 l  [m], 2.02 l  [m] and 1.03 l  [m], respectively. The initial angles of 
the manipulator is set as 2/)0(1 q  [rad], 2/)0(3 q  [rad] and 2/)0(2 q  [rad]. In 

other words, the initial relative rigid body motion is  Twop 027.015.0   [m], 

 Tho 2/00    [rad]. The desired force d  and the desired relative rigid body 

motion ),(
ˆ
depg dd

  are given by 5d  [N],  Tdp 1003.0  [m] and  Td 000  
[rad] in this simulation. The initial errors of force and vision are calculated as 5e  [N], 

 Tecp 027.012.0   [m],  Tec 2/00    [rad],  Teep 095.053.0  [m] and 

 Tee 4/00    [rad], respectively. The controller parameters for Equation (32) were 
empirically selected as  10,10,10diagsK , 25Fk , 1 ,  0,20,4040,40,20,2diagcK  and 

650IKe  . The simulation results are shown in Figs. 5-7.  
Figs. 5-7 illustrate the control error ce , the estimatoin error ee , and the contact force  , 
respectively. In Figs. 5 and 6, we focus on the errors of the translations of x and y and the 
rotation of z, because the errors of the translation of z and the rotations of x and y are zeros 
ideally on the 3DOF planar manipulator. The control error ce  and the estimation error ee  
tended to zero, thus we can confirm that the relative rigid body motion hog  coincided with 
the desired one dg  by using image information. In Fig. 7, the pulse siglnal means the 
contact transition at around 0.2 [s]. The contact force   tended to 5 [N], i.e., converged to 
the desired one d . From these figures, the asymptotic stability can be also confirmed. 
 

 
Fig. 5. The control error ce  which defined the error between the relative rigid body motion 
of the robot hand hog  and desired one dg . Initial control errors are 12.0ecxp  [m], 

27.0ecyp  [m] and 2/ ecz  [rad], respectively. 

 

 

 
Fig. 6. The estimation error ee  which defined the error between the estimated value cog  and 
the actual relative rigid body motion cog . Initial estimation errors are 53.0eexp  [m], 

95.0eeyp  [m] and 4/ eez  [rad], respectively. 

 

 
Fig. 7. The contact force trajectory   

¶(14pt) 
5. Conclusions 
¶(6pt) 

This chapter considers 3D visual force feedback control for eye-to-hand systems.  In our 
approach, we can control not only the position but also the orientation of the robot hand 
with a contact force by using visual information. The proposed method can be regarded as 
an extension of the hybrid position/force control to the hybrid vision/force control. The 
main contribution of this chapter is to show that the visual force feedback system has the 
passivity which allows us to prove stability in the sense of Lyapunov. Both the passivity of 
the manipulator dynamics and the passivity of the visual feedback system are preserved in 
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This chapter considers 3D visual force feedback control for eye-to-hand systems.  In our 
approach, we can control not only the position but also the orientation of the robot hand 
with a contact force by using visual information. The proposed method can be regarded as 
an extension of the hybrid position/force control to the hybrid vision/force control. The 
main contribution of this chapter is to show that the visual force feedback system has the 
passivity which allows us to prove stability in the sense of Lyapunov. Both the passivity of 
the manipulator dynamics and the passivity of the visual feedback system are preserved in 
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the visual force feedback system. Finally simulation results are shown to verify the stability 
of the proposed method. 
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1. Introduction 
 

Mine rescue robot was developed to enter mines during emergencies, such as underground 
explosion, roof fall or water inundation, to locate possible escape routes for those trapped 
inside and determine whether it is safe for human to enter or not. Comparing with wheeled 
robots (Baker et al., 2004) and tracked robots (Tanaka et al., 2005; Wang et al., 2007), legged 
robots are flexible and effective to move on uneven surfaces and natural environments 
because of its adaptability to the geometry of the terrain and in principle support on very 
steep surfaces. Though thought as the promising systems, it is always challenging and 
complex to achieve robust locomotion of legged robots.  
Most of the recent prototypes of legged robots, including Lauron III (Gabmann et al., 2005), 
RHex (Koditschek et al., 2004) and SILO4 (Santos et al., 2005), adopted the serial leg 
manipulator. Due to better system rigidity, rapid motion velocity, high nominal load to 
weight ratio and flexible end position-stance, the parallel manipulators are feasible to be the 
leg manipulators of mine rescue robots. But it is well known that the close chain often leads 
to difficulty in its mechanical design. Since Clavel and his Delta structures (Clavel, 1988) in 
the late 80’s have reached extremely high performances, lower-mobility parallel 
manipulators have been under intensive study for over many years. Lower-mobility parallel 
manipulators have simpler mechanical structure, simpler control system, high speed 
performance, low manufacturing and operations cost (Kim, 2001). Therefore, they have been 
applied in some fields, including telescope applications (Carretero et al., 2000), flight 
simulation (Pouliot et al., 1996) and beam aiming applications (Dunlop & Jones, 1997). 
Among lower-mobility parallel manipulators, special attention has been paid to 
optimization and innovation of 3 degree-of-freedom (DOF) parallel manipulators. Some 
3-DOF translational and spherical parallel manipulators were proposed respectively.  
The topological structure of 3-UCR symmetrical parallel robot leg is described in Fig. 1(a). 
The parallel manipulator consists of a fixed base, a moving platform and three limbs with 
identical structure. In Fig. 1(a), OO-XOYOZO is the static coordinate system attached to the 
base, while OO′-XO′YO′ZO′ is the moving coordinate system attached to the moving platform. 
The lengths of the equilateral triangle lines in the moving platform and the base, such as 
LA′B′ and LAB, are denoted as Lm and LB, respectively. Each limb connects the moving 

19
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platform to the base by a revolute joint (R) followed by cylindrical joint (C) and universal 
joint (U) in sequence. The lengths of limbs are given as LII′ where I can be substituted by A, B, 
C. 

 
Fig. 1. 3-UCR spatial parallel manipulator: (a) 3-UCR parallel manipulator, (b) UCR 
topological limb 
 
As shown in Fig. 1(a), the number of links is n=8 for 1 platform, 3 cylinders, 3 piston-rods, 
and 1 base; the number of joints is 9 for 3 revolute joints, 3 cylindrical joints, and 3 universal 
joints. Based on a revised Kutzbach-Grübler equation, the DOF of 3-UCR parallel robot leg 
is 3. Therefore, any screw of the manipulator consisted of three linearly independent 
principal screws and it is known as third-order screw system. 

 
2. Instantaneous Kinematic Characteristics of 3-UCR Parallel Robot Leg 
 

The performance of parallel robot leg largely depends on the characteristics of the 
end-effector, including the DOF number, workspace, singularity and dynamic performance, 
decided by the instantaneous kinematics. Because of the kinematic coupling of parallel robot 
leg caused by the interaction of limbs, it is complicated to describe the instantaneous 
kinematics of parallel robot leg. The reciprocal screw theory was introduced by Fang and 
Alon and the spatial screw restrictions were used to analyze the kinematic characteristics of 
moving platform (Fang & Tsai, 2004; Alon & Moshe, 2006). Sokolov made the similar study 
on the basis of differential geometrical method and he further developed the singularities of 
moving platform (Sokolov & Xirouchakis, 2006). For the purpose of the instantaneous 
kinematic analysis of 3-UCR parallel robot leg with 2R1T DOF, the principal screw theory in 
reciprocal screw theory can be proposed to analyze the robot leg. By contrast with the 
first-order influence coefficient matrix between base and moving platform, the principal 
screw model can be established. So the spatial screw restrictions and the corresponding 
kinematics of moving platform can be also obtained. 

2.1 Principal Screw Theory 
Screw theory is important to analyze the kinematic characteristics of manipulators. The 
principal screws intersect perpendicularly each other in screw system, and the number of 
principal screws equals to the order of screw system. The principal screws describe the 
instantaneous independent motion of rigid body, and any screw in screw system is the 
linear combination of principal screws. Therefore, the principal screws are an important tool 
in the analysis of kinematic characteristics. In order to further understand the kinematic 
nature and all possible motions of the manipulators at any given instant, the principal 
screws of the manipulators should be identified from screw system. Compared with the 
principal screws in second-order screw system, the solving process of principal screws in 
third-order screw system is more complicated and there are three principal screw pitches h1, 
h2 and h3. All screw pitch values exist in the scale between two extreme values denoted as h1 
and h3. Ball deduced the principal screws of third-order system by means of mapping 
geometry method (Ball, 1900) and Fang analyzed for the same purpose based on conic 
section degenerating theory (Fang & Huang, 1998). 
The study (Hunt, 1978) indicated that the quadric surface would degenerate into principal 
screw axis 1or 3 when h=h1 or h=h3. The quadric surface would degenerate into a pair of 
intersecting planes and the corresponding intersecting line is principal screw axis 2 when 
h=h2. The middle symmetry axis in hyperboloid of one sheet is regarded as principal screw 
axis 1, and the semi-major axis of middle ellipse is principal screw axis 2 when h1>h>h2. The 
mid-symmetry axis in hyperboloid of one sheet is principal screw axis 3, and the semi-major 
axis of middle ellipse in the plane decided by axis 1 and axis 2 is still axis 2 when h2>h>h3. 
The second equation would degenerate if any pitch value in the system equals to any of h1, 
h2 and h3. For example, the planar quadratic equation would degenerate into two virtual 
lines crossing vertically at one point when h=h1 or h=h3, and the equation would degenerate 
into two solid lines when h=h2. 
Based on the screw theory (Hunt, 1978), a screw can be written as 
 

 hSSSS  0, ,                               (1) 
 
where S, S0 denote the direction and position of a line in space respectively and h is the pitch 
of the screw. h=0 and h=∞ correspond to pure rotation and pure translation of a rigid body, 
and the screw will have the form (S, S0) and (0, hS) respectively. 

 
2.2 Principal Screw Model 
From the theory as above mentioned, the screw pitch of rotation joint and translation joint 
respectively is 0 and ∞. For the purpose of analyzing DOF and kinematics characteristics of 
3-UCR parallel robot leg, the revolute and cylindrical characteristics of moving parts should 
be obtained. Therefore, it is necessary to put emphasis on the analysis of principal screw 
pitch. 
In order to solve the principal screw pitch, the first-order influence coefficient matrix G and 
G′ need to be analyzed firstly. The first-order influence coefficient matrix 0

iG  (i=1, 2, 3) of 
limbs can be deduced by means of imaginary mechanism principle as 
 

                iiiiii
ii SSSSSSAG 543210
00  ,                 (2) 
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platform to the base by a revolute joint (R) followed by cylindrical joint (C) and universal 
joint (U) in sequence. The lengths of limbs are given as LII′ where I can be substituted by A, B, 
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mid-symmetry axis in hyperboloid of one sheet is principal screw axis 3, and the semi-major 
axis of middle ellipse in the plane decided by axis 1 and axis 2 is still axis 2 when h2>h>h3. 
The second equation would degenerate if any pitch value in the system equals to any of h1, 
h2 and h3. For example, the planar quadratic equation would degenerate into two virtual 
lines crossing vertically at one point when h=h1 or h=h3, and the equation would degenerate 
into two solid lines when h=h2. 
Based on the screw theory (Hunt, 1978), a screw can be written as 
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where S, S0 denote the direction and position of a line in space respectively and h is the pitch 
of the screw. h=0 and h=∞ correspond to pure rotation and pure translation of a rigid body, 
and the screw will have the form (S, S0) and (0, hS) respectively. 

 
2.2 Principal Screw Model 
From the theory as above mentioned, the screw pitch of rotation joint and translation joint 
respectively is 0 and ∞. For the purpose of analyzing DOF and kinematics characteristics of 
3-UCR parallel robot leg, the revolute and cylindrical characteristics of moving parts should 
be obtained. Therefore, it is necessary to put emphasis on the analysis of principal screw 
pitch. 
In order to solve the principal screw pitch, the first-order influence coefficient matrix G and 
G′ need to be analyzed firstly. The first-order influence coefficient matrix 0

iG  (i=1, 2, 3) of 
limbs can be deduced by means of imaginary mechanism principle as 
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where 0
iA  is the transform matrix between the limb coordinate system and the static 

coordinate system. So the equation about the angular velocity ω of the end-effector in 
moving platform, the linear velocity vp of the chosen reference point and the input velocity 
vector  i  of every limb can be shown as 
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If the matrix  0iG  is non-singular, there would be     10
0


 i

i GG . If the velocities of 
cylindrical joint 1 and 3 can be chosen as the input velocities in third-order screw system, 
taking and combining the first row and third row corresponding to  i

0  and  i
2  from the 

matrix  iG0  of every limbs in Eq. (3) could get the following equation as 
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The manipulators with different DOF need different number of input parameters, except for 
redundant driving, so the forms of first-order influence matrix G and G′ are decided by the 
number of DOF. Since 3-UCR manipulator has three DOF, it is necessary to have three 
inputs. Therefore, the corresponding relation of inputs and outputs can be established as 
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where 1L , 2L , 3L  are the known input velocities of limbs and H

LG  formed by taking 

the first three columns of   1q
HG  is a 6×3 matrix. 

Fang analyzed the screw characteristics of instantaneous kinematics of robot, and the pitch 
and the axis of screw can be solved as 
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where    3231 LLLL  .  
It is obviously that any pair of variables (μ, σ) corresponds to a screw in space. Therefore, the 
screw in third-order system can be represented by using any point (μ, σ). Eliminating (x, y, z) 
from Eq. (6), we obtain 
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where 3×3 matrix aij (i, j=1, 2, 3) is the function about screw pitch of moving platform and 
elements of matrix [G] and [G′]. 

If the quadric curve expressed by Eq. (8) degenerates, that is σ becomes the linear function of 
μ, the following condition must be satisfied, 
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Expending Eq. (9), we obtain 
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where the coefficients ci (i=1, 2, 3, 4) are formed by the elements in matrix [G] and [G′]. Three 
possible roots corresponding to the pitches of three principal screws can be obtained by 
solving Eq. (10), and the instantaneous characteristics of the manipulator can be gotten by 
analyzing them. 

 
2.3 Screw Analysis of 3-UCR Parallel Robot Leg 
In order to solve first-order influence coefficient matrixes, the limb screw system should be 
constructed as shown in Fig. 1(b) by means of imaginary mechanism principal firstly. An 
imaginary link and an imaginary revolute pair denoted by a screw with zero pitch are 
added to every limb. Moreover, there are five unit-DOF kinematic pairs in every limb of 
3-UCR parallel robot leg. So every limb of this manipulator has six unit pairs. For the 
purpose of keeping equivalent kinematic effect between the imaginary manipulator and the 
real one, let the velocity amplitude of the imaginary unit screw 0S  of every limb be zero, 
and 0S  is linearly independent with the other five real screws of the primary limb. 
Therefore, the plücker coordinate of the imaginary screw 0S  in the static coordinate 
system is 

 00100 20 lS  ,                          (11) 
 
where l2 is the length from the origin to the centers of three imaginary pairs which is shown 
in Fig. 1(b). And the plücker coordinates of three original limbs in base system are 
 

 0000101 S , 
    iiS  cos0sin0002  , 

     000cos0sin3 iiS  ,                     (12) 
    iiii llS  sin0cos010 114  , 

    00sin0cos 15 iii lS   , 
 
where l1i is the instantaneous length of every limb and αi is the angel between limb li and Zi 
in the limb coordinate system,   ii lrr  arcsin . The first-order influence matrix 0

iG  
of every limb can be obtained by Eq. (11) and Eq. (12). By selecting the imaginary pair and 
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where 0
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the prismatic motion in cylindrical joint as the initiative inputs, the influent matrix q
HG  can 

be obtained as 
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The first-order influence coefficient matrixes G and G′ of 3-UCR parallel robot leg can be 
solved by the above principal screw model, and the pitches of the general screw can be 
gotten by Eq. (6) and Eq. (10). Analyzing the pitches shows that 3-UCR parallel robot leg 
with different position and orientation has only 3 DOF including 2R1T. In the following part, 
the principal screw when the base is parallel to the moving platform, as an example of 
numerical simulation, would be analyzed. 

 
2.4 Analysis of principal screw when the base is parallel to the moving platform 
According to the topological structure of UCR limb, the parameters need to be taken in this 
configuration. They are l1i=180mm, l2=35mm, r=45mm, and r′=35mm. By substituting those 
parameters into the above principal screw model, we obtain the influent matrix q

HG  as 
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By analyzing the previous equation, the first-order influence coefficient matrixes G and G′ 
are written as 
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Substituting Eq. (14) and Eq. (15) into Eq. (6) gets the following equation as  
 

0101126.1108077.110097.6100939.9 4936226344   hhh .       (17) 
 
By solving Eq. (16), the pitches of the instantaneous 3-UCR parallel robot leg are obtained as 
 

 12917 101421.610971.2107045.6  h .              (18) 
 
From the Eq. (18), it is shown that two possible roots of h are close to zero and one possible 
root of h can be seen as infinite in spite of any inputs. Based on the definition of screw 
theory, we can see that the screw is pure rotation when the pitch is zero and pure translation 
when the pitch is close to infinite. Therefore, the 3-UCR parallel robot leg has two 
instantaneous rotations and one instantaneous translation when the base is parallel to the 
moving platform. 

 
3. Inverse Kinematic Analysis of 3-UCR Parallel Robot Leg 
 

For better motion control, it is essential to analyze the kinematics of the parallel robot leg. 
Kim and Park considerably simplified the kinematic algorithm of 3-RS parallel manipulator 
based on Sylvester’s elimination method (Kim & Park, 2001). Kindermann and Cruse 
proposed the mean of multiple computations to solve the kinematics of manipulators of 
nearly arbitrary configuration and validated the method by the calculation of a hexapod 
walking system (Kindermann & Cruse, 2002). Sokolov introduced subtly some novel 
geometrical parameters and established the inverse kinematic model about a 3-RPS parallel 
manipulator (Sokolov & Xirouchakis, 2005). Through the double semi-ellipses approximate 
distribution model, Wang obtained the corrected inverse kinematic solution of the variable 
geometry parallel manipulator (Wang & Yang, 2005). It is necessary to choose the 
descriptions of the attitude motion of rigid bodies including direction-cosine, Euler angles, 
quaternion and Rodrigues parameters. But direction-cosine method needs nine parameters 
and six constraint equations and it is difficult to be solved. Quaternion method has four 
parameters which is more than the least number of parameters required to describe the 
orientation of a rotating rigid body that is three. Though described by three parameters, 
Euler angle method has singularities. Such this case is Rodirgues parameters can be used. 
Moreover, Rodrigues parameters stand for trigonometric functions in the kinematic model 
and improve the ability of real-time control. But when calculating by Rodirgues parameters, 
eigenaxis rotations greater than 180° cannot be allowed because of the corresponding 
singularities. The kinematic characteristics of the parallel robot leg decide that its motions 
are within the range of angle limits. So Rodrigues parameter method is adopted to describe 
the parallel robot leg. 
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the prismatic motion in cylindrical joint as the initiative inputs, the influent matrix q
HG  can 

be obtained as 
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By analyzing the previous equation, the first-order influence coefficient matrixes G and G′ 
are written as 
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Substituting Eq. (14) and Eq. (15) into Eq. (6) gets the following equation as  
 

0101126.1108077.110097.6100939.9 4936226344   hhh .       (17) 
 
By solving Eq. (16), the pitches of the instantaneous 3-UCR parallel robot leg are obtained as 
 

 12917 101421.610971.2107045.6  h .              (18) 
 
From the Eq. (18), it is shown that two possible roots of h are close to zero and one possible 
root of h can be seen as infinite in spite of any inputs. Based on the definition of screw 
theory, we can see that the screw is pure rotation when the pitch is zero and pure translation 
when the pitch is close to infinite. Therefore, the 3-UCR parallel robot leg has two 
instantaneous rotations and one instantaneous translation when the base is parallel to the 
moving platform. 

 
3. Inverse Kinematic Analysis of 3-UCR Parallel Robot Leg 
 

For better motion control, it is essential to analyze the kinematics of the parallel robot leg. 
Kim and Park considerably simplified the kinematic algorithm of 3-RS parallel manipulator 
based on Sylvester’s elimination method (Kim & Park, 2001). Kindermann and Cruse 
proposed the mean of multiple computations to solve the kinematics of manipulators of 
nearly arbitrary configuration and validated the method by the calculation of a hexapod 
walking system (Kindermann & Cruse, 2002). Sokolov introduced subtly some novel 
geometrical parameters and established the inverse kinematic model about a 3-RPS parallel 
manipulator (Sokolov & Xirouchakis, 2005). Through the double semi-ellipses approximate 
distribution model, Wang obtained the corrected inverse kinematic solution of the variable 
geometry parallel manipulator (Wang & Yang, 2005). It is necessary to choose the 
descriptions of the attitude motion of rigid bodies including direction-cosine, Euler angles, 
quaternion and Rodrigues parameters. But direction-cosine method needs nine parameters 
and six constraint equations and it is difficult to be solved. Quaternion method has four 
parameters which is more than the least number of parameters required to describe the 
orientation of a rotating rigid body that is three. Though described by three parameters, 
Euler angle method has singularities. Such this case is Rodirgues parameters can be used. 
Moreover, Rodrigues parameters stand for trigonometric functions in the kinematic model 
and improve the ability of real-time control. But when calculating by Rodirgues parameters, 
eigenaxis rotations greater than 180° cannot be allowed because of the corresponding 
singularities. The kinematic characteristics of the parallel robot leg decide that its motions 
are within the range of angle limits. So Rodrigues parameter method is adopted to describe 
the parallel robot leg. 
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3.1 RODRIGUES PARAMETERS 
In 1840, Rodrigues published a paper on the transformation groups, and Rodrigues 
parameters that integrate the direction cosines of a rotation axis with the tangent of half the 
rotation angle were presented with three quantities. The angles of the rotations appear as 
half-angles which occurred for the first time in the study of rotations. The half-angles are an 
essential feature of the parameterization of rotations and are the measure of pure rotation 
for the most elegant representation of rotations in kinematics (Dai, 2006). The Rodrigues 
parameters were further taken by Cayley to comprise a skew symmetric matrix which then 
formed Cayley’s formula (Cayley, 1875) for a rotation matrix (Altmann, 1986). 
Cayley-Rodrigues parameters can be used to eliminate the constraints associated with the 
Euler parameters, and further these parameters reduce the number of coordinates that 
describe the rigid body orientation from four to three. This fact can be established by 
defining so-called Cayley-Rodrigues parameters as follows: 
 

0iiΦ     (i=1, 2, 3),                        (19) 
 
where i (i=0, 1, 2, 3) are defined as the Euler parameters. 
The Cayley-Rodrigues parameters i (i=1, 2, 3) are also components of the Gibbes which 
defined as 

 2tanˆ ii pΦ    (i=1, 2, 3),                       (20) 
 
where ip̂ (i=1, 2, 3) are the components of principal vector of rotation p̂  referred to the 
body axes. 
Considering iΦ (i=1, 2, 3) as the projection of connected coordinates composes the 
Rodrigues vector denoted as Φ . So the direction-cosine matrix with Rodrigues parameters 
can be written as 
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3.2 Inverse kinematics of moving platform 
As shown in the topological figure of 3-UCR parallel robot leg, 0 0O I O   is considered as the 
closed-loop kinematic chain, and the corresponding vector of the chain can be written as 
 

0 0 0 0O I O I O O    A
  

,                            (22) 
 

where 0O I  , 0O I   and 0 0O O  correspond to the coordinates of the vector OoI′, Oo′I′ and 
OoOo′, respectively.  
Due to the geometrical characteristics of the parallel manipulator, the kinematic spaces of 
limbs are limited in three planes that are defined, respectively, as x=0 in limb AA′, 

yx 3  in limb BB′ and yx 3  in limb CC′. So substituting Eq. (21) into Eq. (22) gives 
the following equations: 

03 Φ ,                                  (23) 
2
021 32 ΦΦLx mO  ,                           (24) 

  2
0

2
1

2
2 3ΦΦLy mO  .                          (25) 

 
Suppose that the velocity of origin on the moving coordinate system is denoted as VO′ and 
the corresponding sub-velocities along coordinate axes are denoted as VO′x, VO′y, and VO′z. 
According to the corresponding differential equations of the above three equations with 
respect to time, the sub-velocities can be written as 
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where 2

0  equals to 2
2

2
11 ΦΦ   and 1Φ , 2Φ  represent the change velocities of the 

corresponding Rodrigues parameters, respectively. 
Suppose that the angular velocity of origin on the moving coordinate system is denoted as 
ωO′. Analyzing the geometrical characteristics of the parallel manipulator with 3-UCR limbs 
gives the following equation as 

I O O O I      V V ω


,                           (29) 
 
where VI′  (I′=A′, B′, C′) represents the velocity of the connectors on the moving platform 
relative to the static coordinate system and the vector between O′ and I′ is denoted as O I 


. 

Due to the restrictions of revolute joints on the base, the limb coordinates are located in 
three planes perpendicular to the axes of revolute joints. The normalization of the three axes 

can be obtained as  1 0 0 T
A  e ,  1 2 3 2 0

T

B e  and  1 2 3 2 0
T

C  e , so one can 

have 
0I I V e .                               (30) 

 
Analyzing the above equation gives the angular velocities of centroid on the moving 
platform as follows: 
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where the variables in the above three equations can be expressed analytically. 
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3.1 RODRIGUES PARAMETERS 
In 1840, Rodrigues published a paper on the transformation groups, and Rodrigues 
parameters that integrate the direction cosines of a rotation axis with the tangent of half the 
rotation angle were presented with three quantities. The angles of the rotations appear as 
half-angles which occurred for the first time in the study of rotations. The half-angles are an 
essential feature of the parameterization of rotations and are the measure of pure rotation 
for the most elegant representation of rotations in kinematics (Dai, 2006). The Rodrigues 
parameters were further taken by Cayley to comprise a skew symmetric matrix which then 
formed Cayley’s formula (Cayley, 1875) for a rotation matrix (Altmann, 1986). 
Cayley-Rodrigues parameters can be used to eliminate the constraints associated with the 
Euler parameters, and further these parameters reduce the number of coordinates that 
describe the rigid body orientation from four to three. This fact can be established by 
defining so-called Cayley-Rodrigues parameters as follows: 
 

0iiΦ     (i=1, 2, 3),                        (19) 
 
where i (i=0, 1, 2, 3) are defined as the Euler parameters. 
The Cayley-Rodrigues parameters i (i=1, 2, 3) are also components of the Gibbes which 
defined as 

 2tanˆ ii pΦ    (i=1, 2, 3),                       (20) 
 
where ip̂ (i=1, 2, 3) are the components of principal vector of rotation p̂  referred to the 
body axes. 
Considering iΦ (i=1, 2, 3) as the projection of connected coordinates composes the 
Rodrigues vector denoted as Φ . So the direction-cosine matrix with Rodrigues parameters 
can be written as 
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3.2 Inverse kinematics of moving platform 
As shown in the topological figure of 3-UCR parallel robot leg, 0 0O I O   is considered as the 
closed-loop kinematic chain, and the corresponding vector of the chain can be written as 
 

0 0 0 0O I O I O O    A
  

,                            (22) 
 

where 0O I  , 0O I   and 0 0O O  correspond to the coordinates of the vector OoI′, Oo′I′ and 
OoOo′, respectively.  
Due to the geometrical characteristics of the parallel manipulator, the kinematic spaces of 
limbs are limited in three planes that are defined, respectively, as x=0 in limb AA′, 

yx 3  in limb BB′ and yx 3  in limb CC′. So substituting Eq. (21) into Eq. (22) gives 
the following equations: 
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Suppose that the velocity of origin on the moving coordinate system is denoted as VO′ and 
the corresponding sub-velocities along coordinate axes are denoted as VO′x, VO′y, and VO′z. 
According to the corresponding differential equations of the above three equations with 
respect to time, the sub-velocities can be written as 
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where 2

0  equals to 2
2

2
11 ΦΦ   and 1Φ , 2Φ  represent the change velocities of the 

corresponding Rodrigues parameters, respectively. 
Suppose that the angular velocity of origin on the moving coordinate system is denoted as 
ωO′. Analyzing the geometrical characteristics of the parallel manipulator with 3-UCR limbs 
gives the following equation as 

I O O O I      V V ω


,                           (29) 
 
where VI′  (I′=A′, B′, C′) represents the velocity of the connectors on the moving platform 
relative to the static coordinate system and the vector between O′ and I′ is denoted as O I 


. 

Due to the restrictions of revolute joints on the base, the limb coordinates are located in 
three planes perpendicular to the axes of revolute joints. The normalization of the three axes 

can be obtained as  1 0 0 T
A  e ,  1 2 3 2 0

T

B e  and  1 2 3 2 0
T
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have 
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Analyzing the above equation gives the angular velocities of centroid on the moving 
platform as follows: 
 

     
   

22 33 32 23 41 31 23 33 21 42 32 21 31 22 43

12 33 21 31 23 13 31 22 32 21
O x

s s s s s s s s s s s s s s s
s s s s s s s s s s

 

    


  
,         (31) 

 
   

13 32 12 33 41 13 31 42 12 31 43

12 33 21 31 23 13 31 22 32 21
O y

s s s s s s s s s s s
s s s s s s s s s s

 

  


  
,                 (32) 

 
   

12 23 13 22 41 13 21 42 21 12 43

12 33 21 31 23 13 31 22 32 21
O z

s s s s s s s s s s s
s s s s s s s s s s

 

  


  
,                  (33) 

 
where the variables in the above three equations can be expressed analytically. 
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According to the differential forms of sub-velocities of origin on the moving coordinate 
system with respect to time, the corresponding linear accelerations can be obtained as 
 

O x O xa V   ,                               (34) 

O y O ya V   ,                               (35) 

O z O za V   .                               (36) 
 
Similarly, the differential forms of angular velocities of origin on the moving coordinate 
system with respect to time give the corresponding angular acceleration as 
 

O x O x    ,                               (37) 

O y O y    ,                               (38) 

O z O z    .                               (39) 

 
3.3 Inverse kinematics of limbs 
The coordinates of the connectors in the moving platform being reference to the static 
coordinate system can be obtained by substituting Eq. (23), Eq. (24) and Eq. (25) into Eq. (22). 
So the lengths of limbs described by Rodrigues parameters can be gotten as 
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The parallel manipulator includes three limbs denoted as AA′, BB′ and CC′. The following 
part shows the kinematic calculation of limb AA′ firstly. 
The coordinates of the connector A′ can be expressed as 
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Differentiating the above three equations with respect to time gets the sub-velocities of the 
connector A′ as follows: 
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The driving velocity of limb AA′ obtained by differentiating its length with Rodrigues 
parameters can be shown as 
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According to the motion of limb AA′ and the geometrical characteristics of this parallel 
manipulator, one can have 

 A AA AA AA AA AAL       v v e ω e .                      (50) 
 
By dot-multiplying both sides of the above equation with  AA AA AAL  e e , Eq. (50) can be 
simplified as 

  2
AA A AA AA AAL L    ω v e ,                        (51) 

 
where AAe  represents the unit vector of AA


, and AAω  is the angular velocity of limb AA′. 

Moreover, 
T

A A x A y A zv v v      v . 

Differentiating the velocities of the connector A′ with respect to time gets the linear 
accelerations of this connector relative to the static coordinate system, three 
sub-accelerations of which along different axes of the static coordinate system can be written 
as 
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                2 2 2 2 2 2 2 2
1 1 2 2 1 2 1 2 1 2 2 1 1 2 1 2 1 2 1 2
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2 4 3 4 1 4 2 3 4 1 4 3 4 1 4

3 3
m m
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L L
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                 

 

             
 

       
, (53) 

         2 2 2 2 2 2
1 1 2 2 1 2 1 1 2 2 1 1 2 1 2 1 1 2 2
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m m

Az

L L
a z

            

 

          
  

       
. (54) 

 

The angular acceleration can be obtained by differentiating the angular velocity of limb AA′ 
with respect to time as follows: 
 

     2 2 4
AA AA AA AA AA AA AA AAa L L L L        

   
 

v e .                (55) 

 

Similarly, the velocities and the accelerations of the other limbs can also be gotten by the 
corresponding calculations. 
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According to the differential forms of sub-velocities of origin on the moving coordinate 
system with respect to time, the corresponding linear accelerations can be obtained as 
 

O x O xa V   ,                               (34) 

O y O ya V   ,                               (35) 

O z O za V   .                               (36) 
 
Similarly, the differential forms of angular velocities of origin on the moving coordinate 
system with respect to time give the corresponding angular acceleration as 
 

O x O x    ,                               (37) 

O y O y    ,                               (38) 

O z O z    .                               (39) 

 
3.3 Inverse kinematics of limbs 
The coordinates of the connectors in the moving platform being reference to the static 
coordinate system can be obtained by substituting Eq. (23), Eq. (24) and Eq. (25) into Eq. (22). 
So the lengths of limbs described by Rodrigues parameters can be gotten as 
 

   
2 2

22 2 2 1
1 22 2

0 0

3 3 2 30 1 2 2
3 3 3

m m
AA m O

L LL L z  
  

   
            

   
,     (40) 
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22 22 2 2 2 2

1 2 1 22 1 0
1 2 1 2 22 2 2

0 0 0
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2 2 6 6 3

m m m m O
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L

        
  




                                          
, (41) 
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1 2 1 2 22 2 2
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2 2 6 6 3

m m m m O
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        
  




                                           
. (42) 

 
The parallel manipulator includes three limbs denoted as AA′, BB′ and CC′. The following 
part shows the kinematic calculation of limb AA′ firstly. 
The coordinates of the connector A′ can be expressed as 
 

0Ax   ,                                 (43) 

 2 2
1 22

0

3 1 2 2
3

m
A

Ly  
    ,                         (44) 

1
2
0

2 3
3

m
A O

Lz z
   .                            (45) 

 
Differentiating the above three equations with respect to time gets the sub-velocities of the 
connector A′ as follows: 

0A xv   ,                                (46) 

    2 2
1 2 1 2 1 2

4
0

2 3 4 1 4

3
m

A y

L
v

     



   


 
,                 (47) 

  2 2
1 2 1 1 2 2

4
0

2 1 2

3
m

A z

L
v z

   



  
 

 
 .                 (48) 

 
The driving velocity of limb AA′ obtained by differentiating its length with Rodrigues 
parameters can be shown as 

   2

2
AAAA

AA
AA

d Ld L
dt L dt






 v .                         (49) 

 
According to the motion of limb AA′ and the geometrical characteristics of this parallel 
manipulator, one can have 

 A AA AA AA AA AAL       v v e ω e .                      (50) 
 
By dot-multiplying both sides of the above equation with  AA AA AAL  e e , Eq. (50) can be 
simplified as 

  2
AA A AA AA AAL L    ω v e ,                        (51) 

 
where AAe  represents the unit vector of AA


, and AAω  is the angular velocity of limb AA′. 

Moreover, 
T

A A x A y A zv v v      v . 

Differentiating the velocities of the connector A′ with respect to time gets the linear 
accelerations of this connector relative to the static coordinate system, three 
sub-accelerations of which along different axes of the static coordinate system can be written 
as 

  0A xa   ,                               (52) 
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, (53) 
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  

       
. (54) 

 

The angular acceleration can be obtained by differentiating the angular velocity of limb AA′ 
with respect to time as follows: 
 

     2 2 4
AA AA AA AA AA AA AA AAa L L L L        

   
 

v e .                (55) 

 

Similarly, the velocities and the accelerations of the other limbs can also be gotten by the 
corresponding calculations. 
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4. Forward Kinematic Analysis of 3-UCR Parallel Robot Leg 
 

The forward position-stance analysis of the parallel manipulators is the basis of structure 
synthesis, kinematic analysis and dynamic optimization, and many researchers had paid 
more attention to it gradually (Ruggiu, 2008; Kim & Park, 2001; Jaime et al., 2006; Lu et al., 
2008). However, the forward position-stance analysis of the parallel manipulator is more 
difficult than the inverse position-stance analysis because it is essential to solve the 
multivariate nonlinear equations. 

 
4.1 Analytical model 
The constraint equations of the parallel robot leg can be obtained by the geometrical 
characteristics, and the variables in the equations can be eliminated by the successive 
elimination method. Then the constraint equations are changed into the unary polynomial 
equation.  
Three joints, denoted as A′, B′, and C′, can be described by another method by the angle 
between driving limbs and moving platform. The above angles are assumed as αA, αB, and αC 
respectively. And the joints in the moving platform can be expressed as 
 

     3, , 0, cos , sin
3A A A m AA A AA Ax y z L L L     

 
   
 

,              (56) 

       1 3 3 1, , cos , cos , sin
2 2 6 2B B B m BB B m BB B BB Bx y z L L L L L       

 
      
 

,   (57) 

       1 3 3 1, , cos , cos , sin
2 2 6 2C C C m CC C m CC C CC Cx y z L L L L L       

 
     
 

.   (58) 

 
Three joints in the moving platform are symmetrical and the distances between two joints of 
them are denoted as Lm. So the equations can be gotten as follows: 
 

     2 2 2 2
B A B A B A mx x y y z z L           ,                  (59) 

     2 2 2 2
C A C A C A mx x y y z z L           ,                  (60) 

     2 2 2 2
C B C B C B mx x y y z z L           .                  (61) 

 
Substituting the coordinates of three joints into the above equation gives 
 

              2 3 cos 3 cos cos cos 2sin sin 0AA BB m B BB AA m A A B A B BBL L L L L L L                 , (62) 

              2 3 cos 3 cos cos cos 2sin sin 0AA CC m C CC AA m A A C A C CCL L L L L L L                 , (63) 

              2 3 cos 3 cos cos cos 2sin sin 0BB CC m C CC BB m B B C B C CCL L L L L L L                 . (64) 

Substituting the universal trigonometric functions into the above transcendental equations 
and supposing    2sin 2 1i i ix x   ,      2 2cos 1 1i i ix x     where  tan 2i ix   (i=A, 

B, C), can simplify the above equations as follows: 
 

2
1 2 1 2 1 0G x H x J   ,                           (65) 

2
2 3 2 3 2 0G x H x J   ,                           (66) 

2
3 3 3 3 3 0G x H x J   ,                           (67) 

 
where 2 2 2 2 2 2 2 2 2

1 1 1 1 1 13 3 3 3m AA AA m BB AA BB BB m AA AA m BB AA BB BBG L L L L L L L L L L x L x L L x L L x L x                     , 
2 2 2 2 2 2 2 2 2

2 1 1 1 1 13 3 3 3m AA AA m CC AA CC CC m AA AA m CC AA CC CCG L L L L L L L L L L x L x L L x L L x L x                     , 
2 2 2 2 2 2 2 2 2

3 2 2 2 2 23 3 3 3m BB BB m CC BB CC CC m BB BB m CC BB CC CCG LL L LL L L L LL x L x LL x L L x L x                     , 
2 2 2 2 2 2 2 2 2

1 1 1 1 1 13 3 3 3m AA AA m BB AA BB BB m AA AA m BB AA BB BBJ L L L L L L L L L L x L x L L x L L x L x                     , 
2 2 2 2 2 2 2 2 2

2 1 1 1 1 13 3 3 3m AA AA m CC AA CC CC m AA AA m CC AA CC CCJ L L L L L L L L L L x L x L L x L L x L x                     , 
2 2 2 2 2 2 2 2 2

3 2 2 2 2 23 3 3 3m BB BB m CC BB CC CC m BB BB m CC BB CC CCJ L L L L L L L L L L x L x L L x L L x L x                     ,

1 12 AA BBH L L x  , 2 12 AA CCH L L x  , 3 22 BB CCH L L x  . 
 
The above equations can be simplified into the polynomial with sixteen degrees having one 
variable, and the main process can be described as the following steps. 
At first, simplifying the two equations about x3 gives 
 

2 3 3 2 2 3 2 3 3

2 3 2 3 2 3 2 3

0
1 0

G H G H G J J G x
J G G J J H H J

      
           

.                   (68) 

 
By analyzing the geometrical characteristics of the parallel robot leg, it is obvious that x3≠0. 
So the following equation can be gotten as 
 

    22 3 3 2 2 3 2 3 2 3 2 3 0G H G H J H H J G J J G     .               (69) 
 
Then simplifying x2 in the above equation gives 
 

4 3 2
4 2 3 2 2 2 1 2 0 0Q x Q x Q x Q x Q     ,                    (70) 

 
where Qi (i=0, 1, 2, 3, 4) is the polynomial about x1 having not more than four degrees. 
Because of 2

1 2 1 2 1 0G x H x J   , combining the above two equations can get the following 
equation as 
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4. Forward Kinematic Analysis of 3-UCR Parallel Robot Leg 
 

The forward position-stance analysis of the parallel manipulators is the basis of structure 
synthesis, kinematic analysis and dynamic optimization, and many researchers had paid 
more attention to it gradually (Ruggiu, 2008; Kim & Park, 2001; Jaime et al., 2006; Lu et al., 
2008). However, the forward position-stance analysis of the parallel manipulator is more 
difficult than the inverse position-stance analysis because it is essential to solve the 
multivariate nonlinear equations. 

 
4.1 Analytical model 
The constraint equations of the parallel robot leg can be obtained by the geometrical 
characteristics, and the variables in the equations can be eliminated by the successive 
elimination method. Then the constraint equations are changed into the unary polynomial 
equation.  
Three joints, denoted as A′, B′, and C′, can be described by another method by the angle 
between driving limbs and moving platform. The above angles are assumed as αA, αB, and αC 
respectively. And the joints in the moving platform can be expressed as 
 

     3, , 0, cos , sin
3A A A m AA A AA Ax y z L L L     

 
   
 

,              (56) 

       1 3 3 1, , cos , cos , sin
2 2 6 2B B B m BB B m BB B BB Bx y z L L L L L       

 
      
 

,   (57) 

       1 3 3 1, , cos , cos , sin
2 2 6 2C C C m CC C m CC C CC Cx y z L L L L L       

 
     
 

.   (58) 

 
Three joints in the moving platform are symmetrical and the distances between two joints of 
them are denoted as Lm. So the equations can be gotten as follows: 
 

     2 2 2 2
B A B A B A mx x y y z z L           ,                  (59) 

     2 2 2 2
C A C A C A mx x y y z z L           ,                  (60) 

     2 2 2 2
C B C B C B mx x y y z z L           .                  (61) 

 
Substituting the coordinates of three joints into the above equation gives 
 

              2 3 cos 3 cos cos cos 2sin sin 0AA BB m B BB AA m A A B A B BBL L L L L L L                 , (62) 

              2 3 cos 3 cos cos cos 2sin sin 0AA CC m C CC AA m A A C A C CCL L L L L L L                 , (63) 

              2 3 cos 3 cos cos cos 2sin sin 0BB CC m C CC BB m B B C B C CCL L L L L L L                 . (64) 

Substituting the universal trigonometric functions into the above transcendental equations 
and supposing    2sin 2 1i i ix x   ,      2 2cos 1 1i i ix x     where  tan 2i ix   (i=A, 

B, C), can simplify the above equations as follows: 
 

2
1 2 1 2 1 0G x H x J   ,                           (65) 

2
2 3 2 3 2 0G x H x J   ,                           (66) 

2
3 3 3 3 3 0G x H x J   ,                           (67) 

 
where 2 2 2 2 2 2 2 2 2

1 1 1 1 1 13 3 3 3m AA AA m BB AA BB BB m AA AA m BB AA BB BBG L L L L L L L L L L x L x L L x L L x L x                     , 
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The above equations can be simplified into the polynomial with sixteen degrees having one 
variable, and the main process can be described as the following steps. 
At first, simplifying the two equations about x3 gives 
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By analyzing the geometrical characteristics of the parallel robot leg, it is obvious that x3≠0. 
So the following equation can be gotten as 
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Then simplifying x2 in the above equation gives 
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where Qi (i=0, 1, 2, 3, 4) is the polynomial about x1 having not more than four degrees. 
Because of 2

1 2 1 2 1 0G x H x J   , combining the above two equations can get the following 
equation as 
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The above equation is the polynomial about x1 having sixteen degrees, and the 
corresponding solutions have sixteen groups. Putting the angle values of αi (i=1, 2, 3) into 
the coordinates joints in the moving platform gives the forward position-stance solutions of 
three spheral joints. Because three spheral joint coordinates do not exist in the same line, the 
plane decided by the spheral joints can be solved. Moreover, the coordinates of any points in 
the moving platform can also be gotten. So knowing the exact values of the inputs, denoted 
as LAA′, LBB′, LCC′, can get the corresponding values of the outputs, denoted as Φ1, Φ2, ZO′. 
And the forward position-stance model of the parallel robot leg with the analytical form has 
been established. 

 
4.2 Numerical model 
Though all position-stance solutions of the robot leg can be gotten by the analytical model, 
the elimination process is complicated and sometimes it is not necessary to get all of them in 
practice. In the given workspace, the only one forward position-stance solution of the 
structure is available. So the numerical solutions can be easier to be calculated and it 
becomes the feasible method to analyze the forward kinematics. 

 
4.2.1 Iterative algorithm 
Bracketing methods such as the bisection method and the false position method of finding 
roots of a nonlinear equation require bracketing of the root by two guesses. These methods 
are always convergent since they are based on reducing the interval between the two 
guesses to zero on the root. In the Newton-Raphson method, only one initial guess of the 
root is needed to get the iterative process started to find the root of an equation. This 
method is based on the principle that if the initial guess of the root of f(x)=0 is at xi , then if 
one draws the tangent to the curve at f(xi), the point xi+1 where the tangent crosses the x-axis 
is an improved estimate of the root. So the Newton-Raphson method is applied as the 
iterative algorithm. 
The iterative steps of numerical model of the parallel robot leg can be written as follows. 
At first, the iterative function is defined as 
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measured values of three driving limbs. Substituting the iterated values of three outputs 
into the inverse kinematic model of the parallel robot leg can obtain the theoretical values of 
three driving limbs. 
Based on the Newton-Raphson method, supposing QK as  1 2, ,K K O KZ   gets the following 
equation as 
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where g′(QK) can be replaced by the Jacobi matrix of the robot leg. That can be expressed as 
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The tolerances of the driving limbs are defined as LII′�. If the iterative terminational 
condition could be reached, the corresponding outputs about QK+1 can be calculated by the 
above equation. Corresponding to the preceding inputs, the values of three outputs are the 
forward kinematic solutions of 3-UCR parallel robot leg. 

 
4.2.2 Numerical simulation 
In order to validate the iterative process of forward kinematics, the initial structure 
parameters of 3-UCR parallel robot leg need to be defined and put into the Matlab program 
written by the preceding steps. Then the output values of 3-UCR parallel robot leg can be 
obtained after several iterative circles. 
Firstly, the distances between the joints in the moving platform, denoted as Lm, are 
initialized as 50 3 mm, and the circumcircle radius of the equilateral triangle formed by 
three spheral joints is set as 50mm. The distances between the rotational joints, denoted as LB, 
are 68 3 mm, and the corresponding circumcircle radius of the equilateral triangle is 
68mm. 
For the purpose of getting the target values of the outputs, it is necessary to assume the 
position-stance outputs as [Φ1Φ2 z O′] = [-0.2 0.5 320] in advance. By the relations among 
three spheral joints and the outputs, the position-stance output values caused by the other 
related DOF can be obtained as [Φ3 x O′ y O′] = [0 7.7519 8.1395]. 
Substituting the output values into the inverse kinematic model gives [LAA′ LBB′ LCC′] = 
[304.7719 295.1586 364.8734]. The units in the above matrix are millimeter, and the above 
input values of three driving limbs are assumed as the measured values by the displacement 
sensors.  
The choice of the initial values in the course of calculation is important, especially the 
parallel manipulators, because the number of the forward position-stance solutions of the 
parallel manipulators is more than the number of the serial manipulators. If the errors of 
initial values are enough large, the other group of forward solutions would be gotten. So the 
initial search values of the outputs are set as Q0 = [-0.22 0.48 318]T. 
By calculating circularly the iterative parameter, denoted as   0K K

Q 


, and defining the 

terminational tolerance value as LII′�=0.0001, the accurate values of the outputs can be 
obtained when the calculated tolerance is less than the terminational tolerance. According to 
the above parameter choice, the output values in the different iterative steps have been 
solved and the corresponding values are written in Table 1. 
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The tolerances of the driving limbs are defined as LII′�. If the iterative terminational 
condition could be reached, the corresponding outputs about QK+1 can be calculated by the 
above equation. Corresponding to the preceding inputs, the values of three outputs are the 
forward kinematic solutions of 3-UCR parallel robot leg. 

 
4.2.2 Numerical simulation 
In order to validate the iterative process of forward kinematics, the initial structure 
parameters of 3-UCR parallel robot leg need to be defined and put into the Matlab program 
written by the preceding steps. Then the output values of 3-UCR parallel robot leg can be 
obtained after several iterative circles. 
Firstly, the distances between the joints in the moving platform, denoted as Lm, are 
initialized as 50 3 mm, and the circumcircle radius of the equilateral triangle formed by 
three spheral joints is set as 50mm. The distances between the rotational joints, denoted as LB, 
are 68 3 mm, and the corresponding circumcircle radius of the equilateral triangle is 
68mm. 
For the purpose of getting the target values of the outputs, it is necessary to assume the 
position-stance outputs as [Φ1Φ2 z O′] = [-0.2 0.5 320] in advance. By the relations among 
three spheral joints and the outputs, the position-stance output values caused by the other 
related DOF can be obtained as [Φ3 x O′ y O′] = [0 7.7519 8.1395]. 
Substituting the output values into the inverse kinematic model gives [LAA′ LBB′ LCC′] = 
[304.7719 295.1586 364.8734]. The units in the above matrix are millimeter, and the above 
input values of three driving limbs are assumed as the measured values by the displacement 
sensors.  
The choice of the initial values in the course of calculation is important, especially the 
parallel manipulators, because the number of the forward position-stance solutions of the 
parallel manipulators is more than the number of the serial manipulators. If the errors of 
initial values are enough large, the other group of forward solutions would be gotten. So the 
initial search values of the outputs are set as Q0 = [-0.22 0.48 318]T. 
By calculating circularly the iterative parameter, denoted as   0K K
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, and defining the 

terminational tolerance value as LII′�=0.0001, the accurate values of the outputs can be 
obtained when the calculated tolerance is less than the terminational tolerance. According to 
the above parameter choice, the output values in the different iterative steps have been 
solved and the corresponding values are written in Table 1. 
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 Φ1 Φ2 zO′ 

0 -0.22 0.48 318 
1 -0.196089 0.505499 320.46100 
2 -0.200635 0.499836 319.90179 
3 -0.199858 0.499836 320.01285 
4 -0.200032 0.499996 319.99716 
5 -0.199993 0.500000 320.00063 
6 -0.200002 0.500000 319.99992 

Table 1. Numerical solution of the outputs parameters of forward kinematics 
 
The data in Table 1 have been calculated by the taking or rejecting way, and the values of 
the last two iterative steps meet with the iterative terminational condition. Calculation of the 
six cycles shows that the Newton-Raphson method can search the exact forward 
position-stance solutions rapidly. However, for the reason of the choice of initializations and 
limitation of iteration step, it is necessary to pay attention to solution precision and 
algorithm stability. So we need take the following measures during the calculation process 
of forward kinematics. 
At first, if the function equals to zero, the program would have faults. So we need to judge 
the value of f′(Q) and eliminate the condition. Then the slope value of f′(Q) is so little that 
{QK} converges to another group of the solutions. So we should define the initial values 
accurately. Finally, if the items of {QK} tend to repetition, the calculation process would run 
into limitless cycles. So the maximum steps should be chosen to improve the validity of the 
program. 

 
5. Conclusions 
 

Based on principal screw theory and imaginary manipulator method, the kinematic 
characteristics of 3-UCR spatial parallel robot leg with three DOF were analyzed. According 
to the topologic structure of limbs, the screw coordinate system was obtained and the 
kinematics of limbs was studied. By the relation of the matrices of influence coefficient 
between limbs and moving platform, the kinematic model with the screw coordinates was 
established. It shows that the matrices of influence coefficient is only dependent on the 
inputs and kinematic parameters and the method analyzing instantaneous motion is fit for 
others kinds of lower-mobility parallel manipulators. The instantaneous pitches of the 
principal screws gained decide that the kind of manipulator has always three DOF 
including one translation and two rotations. By the numerical simulation when the moving 
platform is parallel to the base, the pitch analysis of principal screws validates the kinematic 
characters of 3-UCR parallel robot leg.  
A new method to describe the position-stance of 3-UCR parallel robot leg was proposed 
based on the Rodrigues theory. Comparing with others methods, the kinematic model with 
Rodrigues parameters has the advantages including least computational parameters, no 
trigonometric function calculation and convenient real-time control. The model of the 
inverse kinematics was established and the inverse solutions of the position-stance were 
obtained by analyzing the topologic structure of 3-UCR parallel robot leg. By analyzing the 
vectors of the manipulator, the velocity and acceleration models of moving platform, limbs 

and end-effector were deduced. According to the designed kinematic track, it is convenient 
to control accurately 3-UCR parallel robot leg by the inverse kinematic model. 
According to the topologic system of 3-UCR parallel robot leg, the geometrical constraints 
are obtained. And the forward kinematic model with analytical expressions can be 
established by eliminating the unknown terms. It is shown that the analytical solutions of 
the forward kinematic model have 16 groups. In order to decrease the number of solutions 
and get the exact position-stance of 3-UCR parallel robot leg, the Newton-Raphson method 
was used to search the best numerical solutions by the judgment of the terminal value. The 
corresponding numerical simulation proved that the exact forward solution can be found 
rapidly by the iterative steps. Moreover, aiming at improving the numerical precision, some 
measures on the choice of initial value and iterative step had been put forward. The forward 
kinematic model provides the basis of the perfect control of 3-UCR parallel robot leg. 

 
6. Acknowledgment 
 

Financial support for this work, provided by the National Natural Science Foundation of 
China (Grant No. 50905180, 60808017) and the youth foundation and Qihang Project of 
China University of Mining and Technology, are gratefully acknowledged. 

 
7. References 
 

Alon, W. & Moshe, S. (2006). Screw theory tools for the synthesis of the geometry of a parallel 
robot for a given instantaneous task. Mechanism and Machine Theory, 41: 656-670. 

Altmann, S. L. (1986). Rotations, quaternions, and double groups, Clarendon Press, Oxford, 
England. 

Baker, C.; Morris, A. & Ferguson, D. (2004). A campaign in autonomous mine mapping, IEEE 
International Conference on Robotics and Automation, New Orleans, pp. 2004-2009. 

Ball, R. S. (1900). A treatise on the theory of screws . Cambridge University Press, Cambridge. 
Carretero, J. A.; Podhorodeski, R. P. & Nahon, M. A. ; et al. (2000). Kinematic analysis and 

optimization of a new three degree-of-freedom spatial parallel manipulator, Journal 
of Mechanical Design, 122(1): 17-24. 

Cayley, A. (1875). On three-bar motion, Proceedings of the London Mathematical Society VⅡ, pp. 
136-166. 

Clavel R. (1988). DELTA, A Fast Robot with Parallel Geometry. The 18th International 
Symposium on Industrial Robot, Lausanne, pp. 91-100. 

Dai, J. (2006). An historical review of the theoretical development of rigid body 
displacements from Rodrigues parameters to the finite twist. Mechanism and Machine 
Theory, 41: 41-52. 

Dunlop, G. R. & Jones, T. P. (1997). Position analysis of a 3-DOF parallel manipulator, 
Mechanism and Machine Theory, 32(8): 903-920. 

Fang, Y. F. & Huang Z. (1998). Analytical identification of the principal screws of the third 
order screw system. Mechanism and Machine Theory, 33(7): 987-992. 

Fang, Y. F. & Tsai, L. W. (2004). Structure synthesis of a class of 3-DOF rotational parallel 
manipulators. IEEE Transactions on Robotics and Automation, 1: 117-121. 

Gabmann, B.; Zacharias, F. & Zollner, J. (2005). Location of walking robots, IEEE International 
Conference on Robotics and Automation, Barcelona, Spain, pp. 1471-1476. 



Kinematic Analysis of 3-UCR Parallel Robot Leg 359

 Φ1 Φ2 zO′ 

0 -0.22 0.48 318 
1 -0.196089 0.505499 320.46100 
2 -0.200635 0.499836 319.90179 
3 -0.199858 0.499836 320.01285 
4 -0.200032 0.499996 319.99716 
5 -0.199993 0.500000 320.00063 
6 -0.200002 0.500000 319.99992 

Table 1. Numerical solution of the outputs parameters of forward kinematics 
 
The data in Table 1 have been calculated by the taking or rejecting way, and the values of 
the last two iterative steps meet with the iterative terminational condition. Calculation of the 
six cycles shows that the Newton-Raphson method can search the exact forward 
position-stance solutions rapidly. However, for the reason of the choice of initializations and 
limitation of iteration step, it is necessary to pay attention to solution precision and 
algorithm stability. So we need take the following measures during the calculation process 
of forward kinematics. 
At first, if the function equals to zero, the program would have faults. So we need to judge 
the value of f′(Q) and eliminate the condition. Then the slope value of f′(Q) is so little that 
{QK} converges to another group of the solutions. So we should define the initial values 
accurately. Finally, if the items of {QK} tend to repetition, the calculation process would run 
into limitless cycles. So the maximum steps should be chosen to improve the validity of the 
program. 

 
5. Conclusions 
 

Based on principal screw theory and imaginary manipulator method, the kinematic 
characteristics of 3-UCR spatial parallel robot leg with three DOF were analyzed. According 
to the topologic structure of limbs, the screw coordinate system was obtained and the 
kinematics of limbs was studied. By the relation of the matrices of influence coefficient 
between limbs and moving platform, the kinematic model with the screw coordinates was 
established. It shows that the matrices of influence coefficient is only dependent on the 
inputs and kinematic parameters and the method analyzing instantaneous motion is fit for 
others kinds of lower-mobility parallel manipulators. The instantaneous pitches of the 
principal screws gained decide that the kind of manipulator has always three DOF 
including one translation and two rotations. By the numerical simulation when the moving 
platform is parallel to the base, the pitch analysis of principal screws validates the kinematic 
characters of 3-UCR parallel robot leg.  
A new method to describe the position-stance of 3-UCR parallel robot leg was proposed 
based on the Rodrigues theory. Comparing with others methods, the kinematic model with 
Rodrigues parameters has the advantages including least computational parameters, no 
trigonometric function calculation and convenient real-time control. The model of the 
inverse kinematics was established and the inverse solutions of the position-stance were 
obtained by analyzing the topologic structure of 3-UCR parallel robot leg. By analyzing the 
vectors of the manipulator, the velocity and acceleration models of moving platform, limbs 

and end-effector were deduced. According to the designed kinematic track, it is convenient 
to control accurately 3-UCR parallel robot leg by the inverse kinematic model. 
According to the topologic system of 3-UCR parallel robot leg, the geometrical constraints 
are obtained. And the forward kinematic model with analytical expressions can be 
established by eliminating the unknown terms. It is shown that the analytical solutions of 
the forward kinematic model have 16 groups. In order to decrease the number of solutions 
and get the exact position-stance of 3-UCR parallel robot leg, the Newton-Raphson method 
was used to search the best numerical solutions by the judgment of the terminal value. The 
corresponding numerical simulation proved that the exact forward solution can be found 
rapidly by the iterative steps. Moreover, aiming at improving the numerical precision, some 
measures on the choice of initial value and iterative step had been put forward. The forward 
kinematic model provides the basis of the perfect control of 3-UCR parallel robot leg. 

 
6. Acknowledgment 
 

Financial support for this work, provided by the National Natural Science Foundation of 
China (Grant No. 50905180, 60808017) and the youth foundation and Qihang Project of 
China University of Mining and Technology, are gratefully acknowledged. 

 
7. References 
 

Alon, W. & Moshe, S. (2006). Screw theory tools for the synthesis of the geometry of a parallel 
robot for a given instantaneous task. Mechanism and Machine Theory, 41: 656-670. 

Altmann, S. L. (1986). Rotations, quaternions, and double groups, Clarendon Press, Oxford, 
England. 

Baker, C.; Morris, A. & Ferguson, D. (2004). A campaign in autonomous mine mapping, IEEE 
International Conference on Robotics and Automation, New Orleans, pp. 2004-2009. 

Ball, R. S. (1900). A treatise on the theory of screws . Cambridge University Press, Cambridge. 
Carretero, J. A.; Podhorodeski, R. P. & Nahon, M. A. ; et al. (2000). Kinematic analysis and 

optimization of a new three degree-of-freedom spatial parallel manipulator, Journal 
of Mechanical Design, 122(1): 17-24. 

Cayley, A. (1875). On three-bar motion, Proceedings of the London Mathematical Society VⅡ, pp. 
136-166. 

Clavel R. (1988). DELTA, A Fast Robot with Parallel Geometry. The 18th International 
Symposium on Industrial Robot, Lausanne, pp. 91-100. 

Dai, J. (2006). An historical review of the theoretical development of rigid body 
displacements from Rodrigues parameters to the finite twist. Mechanism and Machine 
Theory, 41: 41-52. 

Dunlop, G. R. & Jones, T. P. (1997). Position analysis of a 3-DOF parallel manipulator, 
Mechanism and Machine Theory, 32(8): 903-920. 

Fang, Y. F. & Huang Z. (1998). Analytical identification of the principal screws of the third 
order screw system. Mechanism and Machine Theory, 33(7): 987-992. 

Fang, Y. F. & Tsai, L. W. (2004). Structure synthesis of a class of 3-DOF rotational parallel 
manipulators. IEEE Transactions on Robotics and Automation, 1: 117-121. 

Gabmann, B.; Zacharias, F. & Zollner, J. (2005). Location of walking robots, IEEE International 
Conference on Robotics and Automation, Barcelona, Spain, pp. 1471-1476. 



Robot Manipulators, New Achievements360

Hunt, K. H. (1978). Kinematic geometry of mechanisms. Cambridge University Press, 
Cambridge. 

Jaime, G. A.; Jose, M. R. & Gursel, A. (2006). Kinematics and singularity analysis of a 4-dof 
parallel manipulator using screw theory. Mechanism and Machine Theory, 41: 
1048-1061. 

Kim, J. (2001). Design and analysis of an overactuated parallel mechanism for rapid 
machining, IEEE Trans. Robotics & Automation, 17(4): 423-434. 

Kim, J. & Park, F. (2001). Direct kinematic analysis of 3-RS parallel mechanisms. Mechanism 
and Machine theory, 36: 1121-1134. 

Kindermann, H. & Cruse, H. (2002). MMC – a new numerical approach to the kinematics of 
complex manipulators. Mechanism and Machine Theory, 37: 375-394. 

Koditschek, D.; Full, R. & Buehler, M. (2004). Mechanical aspects of legged locomotion 
control, Arthropod Structure & Development, 33: 251-272. 

Lu, Y.; Shi, Y. & Hu, B. (2008). Kinematic analysis of two novel 3UPUⅠand 3UPUⅡPKMs. 
Robotics and Autonomous Systems, 56: 296-305. 

Pouliot, N. A.; Nahon, M. A. & Gosselin, C. M. (1996). Analysis and comparison of the 
motion simulation capabilities of three degree-of-freedom flight simulators, 
Proceedings of AIAA Flight Simulation Technologies Conference, San Diego, PP. 37-47. 

Ruggiu, M. (2008). Kinematics analysis of the CUR translational manipulator. Mechanism and 
Machine Theory, 43: 1087-1098. 

Santos, P.; Estremera, J. & Garcia, E. (2005). Including joint torques and power consumption 
in the stability margin of walking robots, Autonomous Robots, 18: 43-57. 

Sokolov, A. & Xirouchakis, P. (2005). Kinematics of a 3-DOF parallel manipulator with an 
R-P-S joint structure. Robotica, 23: 207-217. 

Sokolov, A. & Xirouchakis, P. (2006). Singularity analysis of a 3-DOF parallel manipulator 
with R-P-S joint structure. Robotica, 24: 131-142. 

Tanaka, J.; Suzumori, K. & Takata, M. (2005). A mobile Jack robot for rescue operation, IEEE 
International Workshop on Safety, Security and Rescue Robotics, Kobe Japan, pp. 99-104. 

Wang, W.; Du, Z. & Sun, L. (2007). Obstacle performance analysis of mine research robot 
based on terramechanics, IEEE International Conference on Mechatronics and 
Automation, Harbin, China, pp. 1382-1387. 

Wang, Y. & Wang, Y. (2005). Inverse kinematics of variable geometry parallel manipulator. 
Mechanism and Machine Theory, 40: 141-155. 



Digital Control of Free Floating Space Robot Manipulators 	
Using Transpose of Generalized Jacobian Matrix 361

Digital Control of Free Floating Space Robot Manipulators Using 
Transpose of Generalized Jacobian Matrix

Shinichi Sagara and Yuichiro Taira

0

Digital Control of Free Floating Space Robot
Manipulators Using Transpose of Generalized

Jacobian Matrix

Shinichi Sagara1 and Yuichiro Taira2

1Kyushu Institute of Technology
2National Fisheries University

Japan

1. Introduction

Space robots having manipulators are expected to work in future space missions (Xu &
Kanade, 1993). Since it is difficult to supply fuel to the robots equipped with rocket motors
during manipulation, control methods for free-floating space robots consisting of a base and a
manipulator have been proposed (Dubowsky & Papadopulos, 1993; Masutani et al., 1989a;b;
Sagara et al., 1998a;b; Shin et al., 1995; Umetani & Yoshida, 1989; Yamamoto et al., 1995). Most
of them use the inverse of the Generalized Jacobian Matrix (GJM) which is a coefficient ma-
trix between the velocity of the end-effector of the manipulator and the manipulator’s joint
velocity (Umetani & Yoshida, 1989). Therefore, in a case that the robot manipulator gets into
a singular configuration, the inverse of the GJM does not exist and the manipulator is out of
control. For this problem, a continuous-time control method using the transpose of the GJM
has been proposed for manipulators equipped with joint torque controllers (Masutani et al.,
1989a;b).
In practical systems digital computers are utilized for controllers. So, we have proposed a
discrete-time control method using the transpose of the GJM (Taira et al, 2001). The control
method using the transpose of the GJM uses position and orientation errors between the de-
sired and actual values of the end-effector. Namely, the control method belongs to a class
of constant value control such as PID control. Therefore, the value of the errors depends on
the desired linear and angular velocities of the end-effector based on the desired trajectory.
To obtain higher control performance we have proposed a digital trajectory tracking control
method that has variable feedback gains depending on the desired linear and angular veloc-
ities of the end-effector (Sagara & Taira, 2007). Moreover, we have also proposed the control
method for manipulators with velocity type joint controllers (Sagara & Taira, 2008b).
In addition, it is considered that many tasks will be achieved by cooperative motions of sev-
eral space robots in future space missions. We have studied control problems for realizing
cooperative manipulations, and reported that a system consisting of space robots with ma-
nipulators and a floating object can be treated as a kind of distributed system (Katoh et al.,
1997; Sagara et al., 1998b). Using the distributed system representation, each robot consisting
of the distributed system can be designed by the control system individually, and we have re-
ported a cooperative manipulation of a floating object by some space robots with the control
methods using the transpose of the GJM (Sagara & Taira, 2008a; 2009).

20
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In this chapter, our proposed control methods for space robot manipulators using the trans-
pose of the GJM are described and the computer simulations are performed. First, for ma-
nipulators equipped with joint torque controllers we explain about a basic control method
using constant feedback gains with the proof of stability. Next, to obtain higher control per-
formance, we introduce a trajectory tracking control method with variable feedback gains for
both torque and velocity joint inputs. Moreover, we address a cooperative manipulation of a
floating object by some space robots with the control methods using the transpose of the GJM.
Simulations where manipulators get into a singular configuration are also performed for the
cooperative manipulation.

2. Modelling of space robot

We consider a free-floating space robot manipulator, as shown in Figure 1. It has an uncon-
trolled base and an n-DOF manipulator with revolute joints. Let link 0 denote a base main
body, link i (i = 1, · · · , n) the i-th link of the manipulator and joint j a joint connecting
link (i − 1) and link i. The target of the end-effector of the manipulator is stationary in an
inertial coordinate frame.

Σ

Σ

Σ

Σ

Fig. 1. Model of a space robot manipulator with an uncontrolled base

Assumptions and symbols used in this chapter are defined as follows:

Assumptions

A1) All elements of the space robot are rigid.

A2) The robot system is standing still at an initial state, i.e., the initial linear momentum and
angular momentum of the space robots are zero.

A3) No external force acts on the robot system.

A4) Positions and attitude angles of robots and an object in inertial coordinate frame can be
measured.

Symbols

ΣI : inertial coordinate frame

ΣB : base coordinate frame

ΣE : end-effector coordinate frame

ΣT : target coordinate frame

Σi : link i coordinate frame

pE : position vector of origin of ΣE

pT : position vector of origin of ΣT

pi : position vector of joint i

r0 : position vector of center of mass of base

ri : position vector of center of mass of link i

rg : position vector of center of mass of system

v0 : linear velocity vector of origin of ΣB

vE : linear velocity vector of origin of ΣE

ω0 : angular velocity vector of origin of ΣB

ωE : angular velocity vector of origin of ΣE

ki : unit vector indicating joint axis direction of joint i

φ : joint angle vector

τ : joint torque vector

m0 : mass of base

mi : mass of link i

I0 : inertia tensor of base

Ii : inertia tensor of link i

E : identity matrix
˜{·} : Tilde operator stands for a cross product such that r̃a = r× a

Note that all vectors and inertia tensors are defined with respect to the inertial reference frame.

2.1 kinematics and dynamics in continuous-time domain
In this subsection, kinematics and dynamics of the robot shown in Figure 1 are briefly de-
scribed. The derivation of the following equations are founded in reference (Umetani &
Yoshida, 1989).
First, a kinematic equation of the robot is described as

ν(t) =

[
vE(t)
ωE(t)

]
= Js

[
v0(t)
ω0(t)

]
+ Jmφ̇(t) (1)

where

Js =

[
E r̃0 − p̃E

0 E

]
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2.1 kinematics and dynamics in continuous-time domain
In this subsection, kinematics and dynamics of the robot shown in Figure 1 are briefly de-
scribed. The derivation of the following equations are founded in reference (Umetani &
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First, a kinematic equation of the robot is described as

ν(t) =
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and

Jm =

[
k̃1(pE − p1) k̃2(pE − p2) · · · k̃n(pE − pn)

k1 k2 · · · k1

]

are Jacobian matrices for a robot base motion dependent part and a manipulator dependent
part, respectively.
Next, with an assumption that total momentum of the system is held to zero, a linear and an
angular momentum of the system, P and L, are described as follows:

[
P

L

]
=

[
wE w(r̃g − r̃0)

T

wr̃g Iω

] [
v0(t)
ω0(t)

]
+

[
JTw

Iφ

]
φ̇(t) = 0 (2)

where

Iω =
n

∑
i=1

{Ii − mir̃i(r̃i − r̃0)}+ I0,

Iφ =
n

∑
i=1

(IiJRi + mir̃iJTi ),

JTw =
n

∑
i=1

miJTi ,

JTi =
[
k̃1(ri − p1), k̃2(ri − p2), · · · , k̃i(ri − pi), 0, · · · , 0

]
,

JRi = [k1, k2, · · · , ki, 0, · · · , 0] .

Furthermore, an equation of motion of the robot is

Hφ̈(t) +Cφ̇(t) = τ (t) (3)

where

H = Hφ −
[
JT

Tw HT
ωφ

] [ wE w(r̃g − r̃0)
T

w(r̃g − r̃0) Hω

]−1 [
JTw

Hωφ

]
,

C =
1
2
Ḣ +S,

Sφ̇ =
1
2
Ḣφ̇− ∂

∂φ

{
1
2
φ̇THφ̇

}
,

Hω =
n

∑
i=1

{
Ii + mi(r̃i − r̃0)

T(r̃i − r̃0)
}
+ I0,

Hωφ =
n

∑
i=1

{
IiJRi + mi(r̃i − r̃0)JTi

}
,

Hφ =
n

∑
i=1

(
JT

Ri
IiJRi + miJ

T
Ti
JTi

)
.

From Equations (1) and (2), the following relationship between the end-effector velocity and
the joint velocity can be obtained:

ν(t) =

[
vE(t)
ωE(t)

]
= Jφ̇(t) =

[
JL

JA

]
φ̇(t) (4)

where

J = J̄m − J̄sI
−1
s Im,

Is =
n

∑
i=0

{Ii − mi(r̃i − r̃g)(r̃i − r̃g)},

Im = Iφ − r̃gJTw,

J̄m = Jm − Js




1
w
JTw

0


 ,

J̄s = Js

[
r̃g − r̃0

E

]
.

J is the GJM that is an extended and generalized form of manipulator Jacobian implying the
reaction dynamics of free-floating systems. JL and JA are the GJMs of the linear and angular
velocities, respectively.

2.2 Discrete-time representation
To design digital control systems, discrete-time representation of Equations (4) and (3) are
given.
Discretizing Equation (4) by a sampling period T, the following discrete-time relationship
between the end-effector velocity and the joint velocity can be obtained:

vE(k) = JL(k)φ̇(k), (5)

ωE(k) = JA(k)φ̇(k). (6)

Note that the discrete-time kT is abbreviated to k.
Similarly, the equation of motion (3) is descretized applying φ̈(k) to the backward Euler ap-
proximation:

φ̇(k) = φ̇(k − 1)− TH−1(k)
{
C(k)φ̇(k)− τ (k)

}
(7)

where

C(k) =
1
2
Ḣ(k) +S(k),

S(k)φ̇(k) =
1
2
Ḣ(k)φ̇(k)− ∂

∂φ(k)

{
1
2
φ̇T(k)H(k)φ̇(k)

}
.
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.
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2.3 Position and orientation errors
In this subsection, a position and an orientation errors, which are used as feedback signals in
the control methods described below, are defined (Taira et al, 2001).

2.3.1 Position error
The discrete-time position error between the target and the end-effector is defined as

eL(k) = pT − pE(k). (8)

Using Equations (5) and (8), and the backward Euler approximation of vE, i.e.,

vE(k) =
1
T
{pE(k)− pE(k − 1)},

the following difference equation of the position error is obtained:

eL(k) = eL(k − 1)− TvE(k)

= eL(k − 1)− TJL(k)φ̇(k). (9)

2.3.2 Orientation error
In order to represent orientation of the end-effector and the target, we introduce the following
rotation matrices:

AE(t) =
[
nE(t) sE(t) aE(t)

]
, (10)

AT =
[
nT sT aT

]
(11)

where n∗, s∗ and a∗ (∗ = E, T) are unit vectors along the axes of Σ∗ with respect to ΣI , and

ṅE(t) = ω̃E(t)nE(t) = −ñE(t)ωE(t)

ṡE(t) = ω̃E(t)sE(t) = −s̃E(t)ωE(t)

ȧE(t) = ω̃E(t)aE(t) = −ãE(t)ωE(t)




(12)

is satisfied.
The continuous-time orientation error between the target and the end-effector is defined as

EA(t) =



nT −nE(t)
sT − sE(t)
aT − aE(t)


 . (13)

Using Equations (6), (12) and (13), we have

ĖA(t) = −



ṅE(t)
ṡE(t)
ȧE(t)


 = EX(t)JA(t)φ̇ (14)

where

EX(t) =



ñE(t)
s̃E(t)
ãE(t)


 .

Discretizing Equation (14) by the sampling period T, and the backward Euler approximation
of ĖA, the following difference equation of the orientation error is obtained:

EA(k) = EA(k − 1) + TEX(k)JA(k)φ̇(k). (15)

Furthermore, the discrete-time orientation error used in the control method described below
is defined as

eA(k) =
1
2
{ñE(k)nT + s̃E(k)sT + ãE(k)aT} . (16)

It should be noted that a relationship between EA and eA is given by the following equation:

eA(k) = −1
2
EX

T(k)EA(k). (17)

Hence, if a condition

nE
T(k)nT + sE

T(k)sT + aE
T(k)aT > −1

is satisfied, EA(k) = 0 is equivalent to eA(k) = 0 (Masutani et al., 1989b).

3. Basic control method using transpose of GJM

In this section, we address a basic digital control method using the transpose of the GJM (Taira
et al, 2001). The control method guarantees the stability of system in discrete-time domain by
using Lyapunov’s direct method for difference equations.
A joint torque command is given by

τd(k) = JL
T(k) {kL(k)eL(k)−KL(k)vE(k)}+ JA

T(k) {kA(k)eA(k)−KA(k)ωE(k)} (18)

where, k† († = L, A) is a positive scalar gain and K† is a symmetric and positive definite gain
matrix.
The following theorem establishes the stability properties of the Equation (18).

Theorem 1. Assume that the joint torque of the manipulator is identical to the joint torque command
given by Equation (18), i.e., τ (k) ≈ τd(k), and number of joints is n = 6. In the system represented
by Equations (7), (9), (15) and (18), the equilibrium state

rE(k) = rT , nE(k) = nT , sE(k) = sT , aE(k) = aT , φ̇(k) = 0 (19)

is asymptotically stable, if the following conditions hold during manipulation:

rank
[
JL

T(k) JA
T(k)

]
= 6 ( f ull rank), (20)

nE
T(k)nT + sE

T(k)sT + aE
T(k)aT > −1. (21)

Proof.
We choose

W(k) = W1(k) + W2(k) + W3(k) (22)
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of ĖA, the following difference equation of the orientation error is obtained:

EA(k) = EA(k − 1) + TEX(k)JA(k)φ̇(k). (15)

Furthermore, the discrete-time orientation error used in the control method described below
is defined as

eA(k) =
1
2
{ñE(k)nT + s̃E(k)sT + ãE(k)aT} . (16)

It should be noted that a relationship between EA and eA is given by the following equation:

eA(k) = −1
2
EX

T(k)EA(k). (17)

Hence, if a condition

nE
T(k)nT + sE

T(k)sT + aE
T(k)aT > −1

is satisfied, EA(k) = 0 is equivalent to eA(k) = 0 (Masutani et al., 1989b).

3. Basic control method using transpose of GJM

In this section, we address a basic digital control method using the transpose of the GJM (Taira
et al, 2001). The control method guarantees the stability of system in discrete-time domain by
using Lyapunov’s direct method for difference equations.
A joint torque command is given by

τd(k) = JL
T(k) {kL(k)eL(k)−KL(k)vE(k)}+ JA

T(k) {kA(k)eA(k)−KA(k)ωE(k)} (18)

where, k† († = L, A) is a positive scalar gain and K† is a symmetric and positive definite gain
matrix.
The following theorem establishes the stability properties of the Equation (18).

Theorem 1. Assume that the joint torque of the manipulator is identical to the joint torque command
given by Equation (18), i.e., τ (k) ≈ τd(k), and number of joints is n = 6. In the system represented
by Equations (7), (9), (15) and (18), the equilibrium state

rE(k) = rT , nE(k) = nT , sE(k) = sT , aE(k) = aT , φ̇(k) = 0 (19)

is asymptotically stable, if the following conditions hold during manipulation:

rank
[
JL

T(k) JA
T(k)

]
= 6 ( f ull rank), (20)

nE
T(k)nT + sE

T(k)sT + aE
T(k)aT > −1. (21)

Proof.
We choose

W(k) = W1(k) + W2(k) + W3(k) (22)
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as a candidate for a Lyapunov function which is positive definite, and its first difference ∆W(k)
is defined as

∆W(k) = W(k)− W(k − 1) =
3

∑
i=1

∆Wi(k) (23)

where

W1(k) = kpeL
T(k)eL(k), (24)

W2(k) =
1
2

kAEA
T(k)EA(k), (25)

W3(k) = φ̇T(k)H(k)φ̇(k), (26)

∆Wi(k) = Wi(k)− Wi(k − 1) (i = 1, 2, 3). (27)

From Equation (9), ∆W1(k) is represented as follows:

∆W1(k) = −2kLTφ̇T(k)JL
T(k)eL(k)− kLT2φ̇T(k)JL

T(k)JL(k)φ̇(k). (28)

Similarly, using Equations (15) and (17) and the property that EX
T(k)EX(k) = 2E, ∆W2(k)

can be rewritten as

∆W2(k) = kATφ̇T(k)JA
T(k)EX

T(k)EA(k)−
1
2

kAT2φ̇T(k)JA
T(k)EX

T(k)EX(k)JA(k)φ̇(k)

= −2kATφ̇T(k)eA(k)− kAT2φ̇T(k)JA
T(k)JA(k)φ̇(k). (29)

For ∆W3(k), assuming H(k) ≈ H(k − 1) for one sampling period, i.e., Ḣ(k) ≈ 0, and using
Equation (7) and the property

φ̇T(k)S(k)φ̇(k) = 0, ∀k

we have

∆W3(k) = 2Tφ̇T(k)τ (k)− T2{S(k)φ̇(k)− τ (k)}TH−1(k){S(k)φ̇(k)− τ (k)} (30)

Substituting τ (k) ≈ τd(k) and Equations (5), (6) and (18) into Equation (30) yields

∆W3(k) =2kLTφ̇T(k)JL
T(k)eL(k) + 2kATφ̇T(k)JA

T(k)eL(k)

− 2Tφ̇T(k)JL
T(k)KAvE(k)− 2Tφ̇T(k)JA

T(k)KAωE(k)

− T2{S(k)φ̇(k)− τd(k)}TH−1(k){S(k)φ̇(k)− τd(k)}
=2kLTφ̇T(k)JL

T(k)eL(k) + 2kATφ̇T(k)JA
T(k)eL(k)

− 2Tφ̇T(k)JL
T(k)KAJL(k)φ(k)− 2Tφ̇T(k)JA

T(k)KAJA(k)φ(k)

− T2{S(k)φ̇(k)− τd(k)}TH−1(k){S(k)φ̇(k)− τd(k)}. (31)

From Equations (28), (29) and (31), Equation (23) can be rewritten as

∆W(k) =− kLT2φ̇T(k)JL
T(k)JL(k)φ̇(k)− kAT2φ̇T(k)JA

T(k)JA(k)φ̇(k)

− 2Tφ̇T(k)JL
T(k)KAJL(k)φ(k)− 2Tφ̇T(k)JA

T(k)KAJA(k)φ(k)

− T2{S(k)φ̇(k)− τd(k)}TH−1(k){S(k)φ̇(k)− τd(k)}
=− 2Tφ̇T(k)K̄(k)φ̇(k)− T2φ̇T(k)Q̄(k)φ̇(k)

− T2{S(k)φ̇(k)− τd(k)}TH−1(k){S(k)φ̇(k)− τd(k)}
≤0 (32)

where

K̄(k) =
[
JL

T(k) JA
T(k)

] [KL 0
0 KA

] [
JL(k)
JA(k)

]
,

Q̄(k) =
[
JL

T(k) JA
T(k)

] [kLE 0
0 kAE

] [
JL(k)
JA(k)

]

and K̄(k) and Q̄(k) are positive definite matrices.
In Equation (32), ∆W(k) = 0 is satisfied if and only if φ̇(k) = 0 and τd(k) = 0. In addition,
from Equations (5) and (6), the condition of φ̇(k) = 0 holds vE(k) = 0 and ωE(k) = 0. Then,
in the case of φ̇(k) = 0 and τd(k) = 0, Equation (18) becomes

[
JL

T(k) JA
T(k)

] [ kLeL(k)
kAeA(k)

]
= 0 (33)

and this equation is equivalent to eL(k) = 0 and eA(k) = 0 under the condition (20). Further-
more, eA(k) = 0 is equivalent to EOI = 0 under the condition (21).
Therefore, since W(k) = 0 and ∆W(k) = 0 are satisfied if and only if the state is (19), and the
other state keeps W(k) > 0 and ∆W(k) < 0, W(k) is a Lyapunov function and the equilibrium
state (19) is is asymptotically stable. �
In order to validate the effectiveness of the control law (18), computer simulations were per-
formed. Figure 2 shows the simulation model which has a 6-DOF manipulator, whose physi-
cal parameters are shown in Table 1.
To avoid excessive inputs and to improve the end-effector path from the initial point to the
target, the following conditions are used:

ēL(k) =




eL(k) (||eL(k)|| ≤ eLmax )
eL(k)

||eL(k)||
eLmax (||eL(k)|| > eLmax )

, (34)

ēA(k) =




eA(k) (||EA(k)|| ≤
√

2eAmax )√
2eA(k)

||EA(k)||
eAmax (||EA(k)|| >

√
2eAmax )

, (35)

Simulation was carried out under the following condition. The sampling period is T = 0.01[s]
and t the controller parameters are kL = 150, kA = 150, KL = diag[300 150 600], KA =
diag[10 10 50], eLmax = 0.2 and eAmax = 0.2.
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as a candidate for a Lyapunov function which is positive definite, and its first difference ∆W(k)
is defined as
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3

∑
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where

W1(k) = kpeL
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1
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kAEA
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W3(k) = φ̇T(k)H(k)φ̇(k), (26)
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From Equation (9), ∆W1(k) is represented as follows:
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Similarly, using Equations (15) and (17) and the property that EX
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For ∆W3(k), assuming H(k) ≈ H(k − 1) for one sampling period, i.e., Ḣ(k) ≈ 0, and using
Equation (7) and the property

φ̇T(k)S(k)φ̇(k) = 0, ∀k

we have

∆W3(k) = 2Tφ̇T(k)τ (k)− T2{S(k)φ̇(k)− τ (k)}TH−1(k){S(k)φ̇(k)− τ (k)} (30)

Substituting τ (k) ≈ τd(k) and Equations (5), (6) and (18) into Equation (30) yields

∆W3(k) =2kLTφ̇T(k)JL
T(k)eL(k) + 2kATφ̇T(k)JA

T(k)eL(k)
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T(k)KAvE(k)− 2Tφ̇T(k)JA

T(k)KAωE(k)

− T2{S(k)φ̇(k)− τd(k)}TH−1(k){S(k)φ̇(k)− τd(k)}
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T(k)eL(k) + 2kATφ̇T(k)JA
T(k)eL(k)

− 2Tφ̇T(k)JL
T(k)KAJL(k)φ(k)− 2Tφ̇T(k)JA

T(k)KAJA(k)φ(k)

− T2{S(k)φ̇(k)− τd(k)}TH−1(k){S(k)φ̇(k)− τd(k)}. (31)

From Equations (28), (29) and (31), Equation (23) can be rewritten as

∆W(k) =− kLT2φ̇T(k)JL
T(k)JL(k)φ̇(k)− kAT2φ̇T(k)JA

T(k)JA(k)φ̇(k)

− 2Tφ̇T(k)JL
T(k)KAJL(k)φ(k)− 2Tφ̇T(k)JA

T(k)KAJA(k)φ(k)

− T2{S(k)φ̇(k)− τd(k)}TH−1(k){S(k)φ̇(k)− τd(k)}
=− 2Tφ̇T(k)K̄(k)φ̇(k)− T2φ̇T(k)Q̄(k)φ̇(k)

− T2{S(k)φ̇(k)− τd(k)}TH−1(k){S(k)φ̇(k)− τd(k)}
≤0 (32)

where

K̄(k) =
[
JL

T(k) JA
T(k)

] [KL 0
0 KA

] [
JL(k)
JA(k)

]
,

Q̄(k) =
[
JL

T(k) JA
T(k)

] [kLE 0
0 kAE

] [
JL(k)
JA(k)

]

and K̄(k) and Q̄(k) are positive definite matrices.
In Equation (32), ∆W(k) = 0 is satisfied if and only if φ̇(k) = 0 and τd(k) = 0. In addition,
from Equations (5) and (6), the condition of φ̇(k) = 0 holds vE(k) = 0 and ωE(k) = 0. Then,
in the case of φ̇(k) = 0 and τd(k) = 0, Equation (18) becomes

[
JL

T(k) JA
T(k)

] [ kLeL(k)
kAeA(k)

]
= 0 (33)

and this equation is equivalent to eL(k) = 0 and eA(k) = 0 under the condition (20). Further-
more, eA(k) = 0 is equivalent to EOI = 0 under the condition (21).
Therefore, since W(k) = 0 and ∆W(k) = 0 are satisfied if and only if the state is (19), and the
other state keeps W(k) > 0 and ∆W(k) < 0, W(k) is a Lyapunov function and the equilibrium
state (19) is is asymptotically stable. �
In order to validate the effectiveness of the control law (18), computer simulations were per-
formed. Figure 2 shows the simulation model which has a 6-DOF manipulator, whose physi-
cal parameters are shown in Table 1.
To avoid excessive inputs and to improve the end-effector path from the initial point to the
target, the following conditions are used:

ēL(k) =




eL(k) (||eL(k)|| ≤ eLmax )
eL(k)

||eL(k)||
eLmax (||eL(k)|| > eLmax )

, (34)

ēA(k) =




eA(k) (||EA(k)|| ≤
√

2eAmax )√
2eA(k)

||EA(k)||
eAmax (||EA(k)|| >

√
2eAmax )

, (35)

Simulation was carried out under the following condition. The sampling period is T = 0.01[s]
and t the controller parameters are kL = 150, kA = 150, KL = diag[300 150 600], KA =
diag[10 10 50], eLmax = 0.2 and eAmax = 0.2.
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Fig. 2. Simulation model of 6-DOF space robot

Length Mass Moment of inertia
m kg kg·m2

Iix Iiy Iiz
Base 3.5 2000 1933 1936 2537

Link 1 0.25 5 0.16 0.06 0.17
Link 2 2.5 50 0.79 35.0 35.4
Link 3 2.5 50 0.79 35.0 35.4
Link 4 0.5 10 0.27 0.45 0.27
Link 5 0.25 5 0.04 0.06 0.06
Link 6 0.5 5 0.07 0.23 0.26

Table 1. Physical parameters of 6-DOF space robot

Simulation result is shown in Figure 3. From this figure, we can see that the position and
orientation of the end-effector are well controlled nevertheless the base is moved.

4. Trajectory tracking control

The basic control law (18) uses position and orientation errors between the desired and actual
values of the end-effector of the manipulator. Namely, the basic control method using Equa-
tion (18) belong to a class of constant value control such as PID control. So, the basic control
method can adopt a desired trajectory of the end-effector for practical purposes. The value
of errors, however, depends on the desired linear and angular velocities of the end-effector
based on the desired trajectory. In this section, we address digital trajectory tracking control
methods using the transpose of the GJM (Sagara & Taira, 2007; 2008b).
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Fig. 3. Simulation result of 6-DOF robot using basic control law (18)
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Link 2 2.5 50 0.79 35.0 35.4
Link 3 2.5 50 0.79 35.0 35.4
Link 4 0.5 10 0.27 0.45 0.27
Link 5 0.25 5 0.04 0.06 0.06
Link 6 0.5 5 0.07 0.23 0.26

Table 1. Physical parameters of 6-DOF space robot

Simulation result is shown in Figure 3. From this figure, we can see that the position and
orientation of the end-effector are well controlled nevertheless the base is moved.

4. Trajectory tracking control

The basic control law (18) uses position and orientation errors between the desired and actual
values of the end-effector of the manipulator. Namely, the basic control method using Equa-
tion (18) belong to a class of constant value control such as PID control. So, the basic control
method can adopt a desired trajectory of the end-effector for practical purposes. The value
of errors, however, depends on the desired linear and angular velocities of the end-effector
based on the desired trajectory. In this section, we address digital trajectory tracking control
methods using the transpose of the GJM (Sagara & Taira, 2007; 2008b).
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4.1 Tracking control
To apply the basic control law (18) to tracking control, the following equations are utilized
instead of Equations (8) and (17):

ēL(k) = pT(k)− pE(k), (36)

ēA(k) = −1
2
EX

T(k)ĒA(k) (37)

where

ĒA(k) =



nT(k)−nE(k)
sT(k)− sE(k)
aT(k)− aE(k)


 .

To examine the performance of the tracking control using Equation (18), three types of simu-
lations were performed using a horizontal planar 3-DOF robot shown in Figure 4 with object.
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Fig. 4. Simulation model of 3-DOF space robot

Simulations were carried out under the following condition. A point of interest of the object
moves along a straight path from the initial position to the target position, and the object angle
is set to the initial value. The sampling period is T = 0.01s and the feedback gains are set for
the following cases.

Case 1: This is the basic case. The feedback gains are kL = kA = 50000, KL =
diag{5000, 5000} and KA = 5000.

Case 2: Position and orientation feedback gains, kL and kA, are set to larger values than those
in Case 1. The gains are kL = kA = 100000, KL = diag{5000, 5000} and KA = 5000.

Case 3: Linear and angular velocity feedback gains KL and KA are set to smaller values
than those in Case 1. The gains are kL = kA = 50000, KL = diag{3000, 3000} and
KA = 3000.

-8� -4� 0� 4�
-4

0�

4�

Initial state� Final state�

Target�
Actual path of point of interest�

X �[m]�

Y
 �[

m
]�

Object�Robot�

(a) Motion (Case 1)

0

3

0

1

2

0

1

2

-4

0

4

-4

0

4

-4

0

4

0 5 10 15
-2

0

2

Time [s]

P
o

si
ti

o
n

 e
rr

o
r

D
e
si

re
d

(x
) 

[m
]

(y
) 

[m
]

P
o

si
ti

o
n

 e
rr

o
r

e
rr

o
r 

[r
a
d

]

O
ri

e
n

ta
ti

o
n

v
e
lo

c
it

y
 [

m
/s

]

x10
-1

x10
-2

x10
-2

x10
-4

x10

x10

x10

In
p

u
t

τ
1
[N

m
]

In
p

u
t

τ
2
[N

m
]

In
p

u
t

τ
3
[N

m
]

Case 1

Case 2

Case 3

(b) Time history

Fig. 5. Simulation result of using basic control law (18)
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4.1 Tracking control
To apply the basic control law (18) to tracking control, the following equations are utilized
instead of Equations (8) and (17):

ēL(k) = pT(k)− pE(k), (36)

ēA(k) = −1
2
EX

T(k)ĒA(k) (37)

where

ĒA(k) =


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nT(k)−nE(k)
sT(k)− sE(k)
aT(k)− aE(k)


 .

To examine the performance of the tracking control using Equation (18), three types of simu-
lations were performed using a horizontal planar 3-DOF robot shown in Figure 4 with object.
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Fig. 4. Simulation model of 3-DOF space robot

Simulations were carried out under the following condition. A point of interest of the object
moves along a straight path from the initial position to the target position, and the object angle
is set to the initial value. The sampling period is T = 0.01s and the feedback gains are set for
the following cases.

Case 1: This is the basic case. The feedback gains are kL = kA = 50000, KL =
diag{5000, 5000} and KA = 5000.

Case 2: Position and orientation feedback gains, kL and kA, are set to larger values than those
in Case 1. The gains are kL = kA = 100000, KL = diag{5000, 5000} and KA = 5000.

Case 3: Linear and angular velocity feedback gains KL and KA are set to smaller values
than those in Case 1. The gains are kL = kA = 50000, KL = diag{3000, 3000} and
KA = 3000.
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Fig. 5. Simulation result of using basic control law (18)
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Figure 5(a) shows the motion of the robot in Case 1. From Figure 5(a), it can be seen that
tracking control using the control law (18) is valid. Figure 5(b) shows the simulation results
in all cases. This figure consists of the norm of the desired linear velocity of the object, the
position errors of x and y directions, the orientation error, and the control inputs of joint 1,
2 and 3. Furthermore, Figure 6 shows the time-history of the position and orientation errors
after the object reaches the vicinity of the target. From Figure 5(b), the tracking errors in
Case 2 and 3 are smaller than the errors in Case 1, while the desired velocity is transitional.
From Figure 6, however, the convergent performance of the target becomes slightly worse.
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Fig. 6. Position and orientation errors after the object reaches the vicinity of the target

So, to get good control performance, we propose the modified control law (Sagara & Taira,
2007):

τd(k) = JL
T(k)

{
k̂L(k)êL(k)− K̂L(k)vE(k)

}
+ JA

T(k)
{

k̂A(k)êA(k)− K̂A(k)ωE(k)
}

(38)

where

k̂†(k) = k†{1 + α†ν†(k)}, K̂†(k) = K†{1 − β†ν†(k)} († = L, A),

νL(k) =
||vintd (k)||

vdmax

, νA(k) =
||ωintd (k)||

ωdmax

,

and vEd (k) and ωEd (k) are the desired velocities of vE(k) and ωE(k), respectively, vdmax and
ωdmax are the maximum values of the norm of vEd (k) and ωEd (k), α∗ (α∗ ≥ 0) and β∗ (0 ≤
β∗ ≤ 1) (∗ = L, A) are setting parameters.
To verify the validity of the tracking control law (38), a simulation was performed. The values
of the feedback gains, kL, kA, KL and KA, for this simulation and for Case 1 are the same. The
setting parameters are αA = αL = 0.8 and βA = βL = 0.3.
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Fig. 7. Simulation result using tracking control law (38)

Figure 7 shows simulation result using the tracking control law (38). From Figure 7, it can be
seen that good control performance can be achieved using the tracking control law.

4.2 Tracking control for joint velocity controller
The tracking control law (38) can be utilized for manipulators equipped with joint torque
controller. It is considered that joint velocity controllers are also used for space robot ma-
nipulators. In this subsection, we address a tracking control method for robot manipulators
equipped with joint velocity controller (Sagara & Taira, 2008b).
Figure 8(a) shows the time-history of the joint torque and velocity of the simulation result in
case of Figure 7. And Figure 8(b) shows the relation between the actual joint input torque
and the joint angular velocity. From Figure 8(b) we can see that the value of angular velocity
is varying with the constant torque input during the sampling interval T. In other words,
if the control inputs vary roughly for manipulators with joint velocity controllers, the joint
controllers give large torques to the robot.
For manipulators with joint velocity controllers the tracking control law (38) cannot be applied
directly. To obtain similar control performance to the case of the joint torque controllers, we
use the following discrete-time dynamic equation of the robot.

φ̇(k1) = φ̇(k1 − 1)− T1H
−1(k1) {c(k1)− τ (k1)} (39)
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Figure 5(a) shows the motion of the robot in Case 1. From Figure 5(a), it can be seen that
tracking control using the control law (18) is valid. Figure 5(b) shows the simulation results
in all cases. This figure consists of the norm of the desired linear velocity of the object, the
position errors of x and y directions, the orientation error, and the control inputs of joint 1,
2 and 3. Furthermore, Figure 6 shows the time-history of the position and orientation errors
after the object reaches the vicinity of the target. From Figure 5(b), the tracking errors in
Case 2 and 3 are smaller than the errors in Case 1, while the desired velocity is transitional.
From Figure 6, however, the convergent performance of the target becomes slightly worse.
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So, to get good control performance, we propose the modified control law (Sagara & Taira,
2007):

τd(k) = JL
T(k)

{
k̂L(k)êL(k)− K̂L(k)vE(k)

}
+ JA

T(k)
{

k̂A(k)êA(k)− K̂A(k)ωE(k)
}

(38)

where

k̂†(k) = k†{1 + α†ν†(k)}, K̂†(k) = K†{1 − β†ν†(k)} († = L, A),

νL(k) =
||vintd (k)||

vdmax

, νA(k) =
||ωintd (k)||

ωdmax

,

and vEd (k) and ωEd (k) are the desired velocities of vE(k) and ωE(k), respectively, vdmax and
ωdmax are the maximum values of the norm of vEd (k) and ωEd (k), α∗ (α∗ ≥ 0) and β∗ (0 ≤
β∗ ≤ 1) (∗ = L, A) are setting parameters.
To verify the validity of the tracking control law (38), a simulation was performed. The values
of the feedback gains, kL, kA, KL and KA, for this simulation and for Case 1 are the same. The
setting parameters are αA = αL = 0.8 and βA = βL = 0.3.
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Figure 7 shows simulation result using the tracking control law (38). From Figure 7, it can be
seen that good control performance can be achieved using the tracking control law.

4.2 Tracking control for joint velocity controller
The tracking control law (38) can be utilized for manipulators equipped with joint torque
controller. It is considered that joint velocity controllers are also used for space robot ma-
nipulators. In this subsection, we address a tracking control method for robot manipulators
equipped with joint velocity controller (Sagara & Taira, 2008b).
Figure 8(a) shows the time-history of the joint torque and velocity of the simulation result in
case of Figure 7. And Figure 8(b) shows the relation between the actual joint input torque
and the joint angular velocity. From Figure 8(b) we can see that the value of angular velocity
is varying with the constant torque input during the sampling interval T. In other words,
if the control inputs vary roughly for manipulators with joint velocity controllers, the joint
controllers give large torques to the robot.
For manipulators with joint velocity controllers the tracking control law (38) cannot be applied
directly. To obtain similar control performance to the case of the joint torque controllers, we
use the following discrete-time dynamic equation of the robot.

φ̇(k1) = φ̇(k1 − 1)− T1H
−1(k1) {c(k1)− τ (k1)} (39)
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Fig. 8. Joint torque and velocity in case of tracking control for joint torque controller

where the sampling period T1 (T = nT1, n is positive integer) is used to Equation (7) instead of
T, and c(k1) = C(k1)φ̇(k1). Here, we assume that φ is constant during the sampling interval
T and c(k1) ≈ c(k1 − 1) during the sampling interval T1. Then for Equation (39) the actual
joint velocity control input φ̇d(k1) is determined as

φ̇d(k1) = φ̇(k1 − 1)− T1H
−1(k) {c(k1 − 1)− τ (k)} (40)

To verify the validity of the control law (38) with Equation (40) simulations were performed.
The condition is the same to the torque input case and the sampling period for Eq. (40) is
T1 = 0.001s (n = 10).
Simulation result is shown in Figure 9. Furthermore, Figure 10 shows the difference of the
joint angular velocity between the case of torque input control and velocity input control.
From these figures, the both control performances are similar and good control performance
can be achieved using the control law (38) with Equation (40).

5. Cooperative manipulation of object

It is considered that many tasks will be achieved by cooperative motions of some space robots
in future space missions. We have studied on control problems for realizing cooperative ma-
nipulations and reported that a system consisting of some space robots with manipulators and
a floating object can be treated as a kind of distributed system (Katoh et al., 1997; Sagara et al.,
1998b). Using the distributed system representation each robot constituting the distributed
system can be designed the control system individually.
In this section, the tracking control method using the transpose of the GJM is applied to coop-
erative manipulations of a floating object by some space robots (Sagara & Taira, 2008a; 2009).

5.1 Robot system model
In this subsection, we consider a space robot system consisting of M robots with manipulators
and a floating object shown in Figure 11. The h-th robot (h = 1, · · · , M) is consisting of an
uncontrolled base and nh-DOF manipulator with revolute joints.
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Fig. 9. Simulation result using tracking control for joint velocity controller
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where the sampling period T1 (T = nT1, n is positive integer) is used to Equation (7) instead of
T, and c(k1) = C(k1)φ̇(k1). Here, we assume that φ is constant during the sampling interval
T and c(k1) ≈ c(k1 − 1) during the sampling interval T1. Then for Equation (39) the actual
joint velocity control input φ̇d(k1) is determined as

φ̇d(k1) = φ̇(k1 − 1)− T1H
−1(k) {c(k1 − 1)− τ (k)} (40)

To verify the validity of the control law (38) with Equation (40) simulations were performed.
The condition is the same to the torque input case and the sampling period for Eq. (40) is
T1 = 0.001s (n = 10).
Simulation result is shown in Figure 9. Furthermore, Figure 10 shows the difference of the
joint angular velocity between the case of torque input control and velocity input control.
From these figures, the both control performances are similar and good control performance
can be achieved using the control law (38) with Equation (40).

5. Cooperative manipulation of object

It is considered that many tasks will be achieved by cooperative motions of some space robots
in future space missions. We have studied on control problems for realizing cooperative ma-
nipulations and reported that a system consisting of some space robots with manipulators and
a floating object can be treated as a kind of distributed system (Katoh et al., 1997; Sagara et al.,
1998b). Using the distributed system representation each robot constituting the distributed
system can be designed the control system individually.
In this section, the tracking control method using the transpose of the GJM is applied to coop-
erative manipulations of a floating object by some space robots (Sagara & Taira, 2008a; 2009).

5.1 Robot system model
In this subsection, we consider a space robot system consisting of M robots with manipulators
and a floating object shown in Figure 11. The h-th robot (h = 1, · · · , M) is consisting of an
uncontrolled base and nh-DOF manipulator with revolute joints.
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The robot system shown in Figure 11 can be understood as one robot with M manipulators by
regarding the object as a robot body, and M robot arms and robot bodies as M manipulators.
The kinematic formulation of such space system has been derived by (Yoshida et al., 1991a;b).
So, several symbols defined in Section 2 are changed. These symbols used in this section are
redefined as follows:

r0 : position vector of center of mass of base

pE : position vector of center of object

pint : position vector of point of interest on object

pT : position vector of point of interest

v0 : linear velocity vector of center of mass of object

vint : linear velocity vector of point of interest

ω0 : angular velocity vector of center of mass of object

ωint : angular velocity vector of point of interest

ih: number of link or joint i of robot h

ph
i : position vector of joint ih

rh
i : position vector of mass center of link ih

kh
i : unit vector indicating joint axis direction of joint ih

rh
g : position vector of mass center of robot h

φh
i : relative angle of joint ih

m0: mass of object

mh
i : mass of link ih

I0: inertia tensor of object

Ih
i : inertia tensor of link ih

The relation obtained from the geometrical relationships of the robot system, and the conser-
vation laws of linear momentum and angular momentum as follows:

νint =

[
vint
ωint

]
= J c

s

[
v0
ω0

]
, Hc

s

[
v0
ω0

]
+Hc

mφ̇ = 0 (41)

where

J c
s =

[
E r̃0 − p̃int
0 E

]
, Hc

s =

[
wE w(r̃0 − r̃g)
wr̃g Ic

w

]
, Hc

m =

[
J c

Tw
Ic

φ

]
,

φc =
[
(φ1)T , (φ2)T , · · · , (φM)T

]T
,

Ic
w =

M

∑
h=1

Ih
w + Io, J c

Tw
=

M

∑
h=1

Jh
Tw

, Ic
φ =

M

∑
h=1

Ih
φ ,

Ih
w =

nh

∑
i=1

{Ih
i − mh

i r̃
h
i (r̃

h
i − r̃h

0 )}, Jh
Tw

=
nh

∑
i=1

mh
i J

h
Ti

, Ih
φ =

nh

∑
i=1

(Ih
i J

h
Ri
+ mh

i r̃
h
i J

h
Ti
),

Jh
Ti
=

[
Oa J̄h

Ti
Ob

]
, Jh

Ri
=

[
Oa J̄h

Ri
Ob

]
,

J̄h
Ti
=

[
k̃h

1(r
h
i − ph

1), · · · , k̃h
i (r

h
i − ph

i ), 0, · · · , 0
]

, J̄h
Ri

=
[
kh

1, · · · , kh
i , 0, · · · , 0

]
,

and Oa ∈ R3×na (na = ∑h−1
i=1 ni) and Ob ∈ R3×nb (nb = ∑M

i=h+1 ni) are zero matrices.
Form Equation (41), the relation between velocity νint of the object and joint angular velocity
φ̇c of the manipulator can be derived as

νint = J cφ̇c (42)

where J c = −J c
s (H

c
s )

−1Hc
m is a GJM of the system shown in Figure 11.
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The robot system shown in Figure 11 can be understood as one robot with M manipulators by
regarding the object as a robot body, and M robot arms and robot bodies as M manipulators.
The kinematic formulation of such space system has been derived by (Yoshida et al., 1991a;b).
So, several symbols defined in Section 2 are changed. These symbols used in this section are
redefined as follows:

r0 : position vector of center of mass of base

pE : position vector of center of object

pint : position vector of point of interest on object

pT : position vector of point of interest

v0 : linear velocity vector of center of mass of object

vint : linear velocity vector of point of interest

ω0 : angular velocity vector of center of mass of object

ωint : angular velocity vector of point of interest

ih: number of link or joint i of robot h

ph
i : position vector of joint ih

rh
i : position vector of mass center of link ih

kh
i : unit vector indicating joint axis direction of joint ih

rh
g : position vector of mass center of robot h

φh
i : relative angle of joint ih

m0: mass of object

mh
i : mass of link ih

I0: inertia tensor of object

Ih
i : inertia tensor of link ih

The relation obtained from the geometrical relationships of the robot system, and the conser-
vation laws of linear momentum and angular momentum as follows:

νint =

[
vint
ωint

]
= J c

s

[
v0
ω0

]
, Hc

s

[
v0
ω0

]
+Hc

mφ̇ = 0 (41)

where

J c
s =

[
E r̃0 − p̃int
0 E

]
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=
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=
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=
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,
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=
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1(r
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1), · · · , k̃h
i (r

h
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i ), 0, · · · , 0
]

, J̄h
Ri

=
[
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1, · · · , kh
i , 0, · · · , 0

]
,

and Oa ∈ R3×na (na = ∑h−1
i=1 ni) and Ob ∈ R3×nb (nb = ∑M

i=h+1 ni) are zero matrices.
Form Equation (41), the relation between velocity νint of the object and joint angular velocity
φ̇c of the manipulator can be derived as

νint = J cφ̇c (42)

where J c = −J c
s (H

c
s )

−1Hc
m is a GJM of the system shown in Figure 11.
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5.2 System partition
For the system shown in Figure 11 control systems can be easily constructed by using Equa-
tion (42). However, if the number of robots is changed, Equation (42) must be recalculated.
Furthermore, if the number of robots becomes increased, a large amount of calculation for
the system is necessary. To solve the problems described above, This total robot system is
regarded as a distributed system.
By examining parameters and variables included in the matrix Hc

s and vector Hc
mφ̇

c in Equa-
tion (41), the matrix and vector can be rewritten as

Hc
s = H0

s +
M

∑
h=1

Hh
s , Hc

mφ̇
c =

M

∑
h=1

Hh
mφ̇

h (43)

where

H0
s =

[
m0E 0
m0r̃0 I0

]
, Hh

s =

[
mhE mh(r̃h

0 − r̃h
g)

mhr̃h
g Ih

w

]
, Hh

m =

[
J̄h

Tw

Īh
φ

]
,

mh =
nh

∑
i=1

mh
i , J̄h

Tw
=

nh

∑
i=1

mh
i J̄

h
Ti

, Īh
φ =

nh

∑
i=1

(
Ih

i J̄
h
Ri
+ mh

i r̃
h
i J̄

h
Ti

)
.

Hh
s and Hh

m are matrices including parameters the h-th robot only, and H0
s is a matrix includ-

ing parameters of the object only.
Equations (41) and (43) make the following relation:

(
H0

s +
M

∑
h=1

Hh
s

)
(J c

s )
−1 νint +

M

∑
h=1

Hh
mφ̇

h = 0. (44)

It is clear that the following set of equations is one of solutions of Equation (44), when a
constant and diagonal matrix Ah is introduced.

H̄h
s (J c

s )
−1 νint +Hh

mφ̇
h = 0 (h = 1, · · · , M) (45)

where

H̄h
s = Hh

s +AhH
0
s ,

M

∑
h=1

Ah = E.

Then, the following relation can be derived from Equations (45).

νint = −J c
s

(
H̄h

s

)−1
Hh

mφ̇
h (h = 1, · · · , M). (46)

Therefore, for each robot of the system the control system can be designed individually.

5.3 Simulation
To examine the performance of the control methods using the transpose of the GJM, simula-
tions are performed by using three of the horizontal planar 3-DOF robots shown in Figure 12
and an object. Note that the physical parameters of the robots shown in Figure 12 and 4 are
the same, except for numbering the links and the joints.
All simulations were carried out under the following condition. A point of interest on the
object moves along a straight path from the initial position to the target position and the object
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Fig. 12. Simulation model of 3-DOF space robot

angle is set up the initial value. The sampling period is T = 0.01s and the coefficient matrices
are A1 = A2 = 0.33E and A3 = 0.34E.

5.3.1 Robustness for singular configuration
Our proposed control methods using the transpose of the GJM can be utilized to the case
of a singular configuration of manipulator. The robustness for the singular configuration is
demonstrated by simulations using the basic control law (18).
Simulations were carried out under the following condition. The feedback gains are kL =
kA = 3× 104, KL = diag{2× 103, 2× 103} and KA = 2× 103. Furthermore, one of the robots
breaks down 2.5s after simulations are started, and the physical parameters of the floating
object are shown in Table 2.

Diameter [m] Mass [kg] Moment of inertia [kg·m2]
Object 3.0 100 106.2

Table 2. Physical parameters of floating object

Figure 13 shows the simulation result. From this figure, we can see that the determinant of
GJM of Robot 1 changes from positive values to negative values affected by the breakdown of
Robot 3, and the floating object can be manipulated by the robot system in spite of the singular
configuration of Robot 1. Therefore, our proposed control methods using the transpose of the
GJM have the robustness for the singular configuration of manipulator.

5.3.2 Tracking control for joint torque controller
Next, the tracking control law (38) is applied to the robot system (Sagara & Taira, 2008a).
Simulations were carried out under the following condition. The feedback gains are kL =
kA = 2 × 105, KL = diag{2 × 104, 2 × 104} and KA = 2 × 104. The setting parameters are
α† = 2 and β† = 0.2 († = L, A). The physical parameters of the floating object are shown in
Table 3.

Diameter [m] Mass [kg] Moment of inertia [kg·m2]
Object 4.0 1200 2400.0

Table 3. Physical parameters of floating object for tracking control method

Figure 14 shows the simulation result. Figure 14(b) also shows the case of the basic control,
i. e., α† = β† = 0. From Figure 14, it can be seen that good control performance can be
achieved using the tracking control law (38).



Digital Control of Free Floating Space Robot Manipulators 	
Using Transpose of Generalized Jacobian Matrix 381

5.2 System partition
For the system shown in Figure 11 control systems can be easily constructed by using Equa-
tion (42). However, if the number of robots is changed, Equation (42) must be recalculated.
Furthermore, if the number of robots becomes increased, a large amount of calculation for
the system is necessary. To solve the problems described above, This total robot system is
regarded as a distributed system.
By examining parameters and variables included in the matrix Hc

s and vector Hc
mφ̇

c in Equa-
tion (41), the matrix and vector can be rewritten as
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s +
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Hh
s and Hh

m are matrices including parameters the h-th robot only, and H0
s is a matrix includ-

ing parameters of the object only.
Equations (41) and (43) make the following relation:

(
H0

s +
M

∑
h=1

Hh
s

)
(J c

s )
−1 νint +

M

∑
h=1

Hh
mφ̇

h = 0. (44)

It is clear that the following set of equations is one of solutions of Equation (44), when a
constant and diagonal matrix Ah is introduced.

H̄h
s (J c

s )
−1 νint +Hh

mφ̇
h = 0 (h = 1, · · · , M) (45)

where

H̄h
s = Hh

s +AhH
0
s ,

M

∑
h=1

Ah = E.

Then, the following relation can be derived from Equations (45).

νint = −J c
s

(
H̄h

s

)−1
Hh

mφ̇
h (h = 1, · · · , M). (46)

Therefore, for each robot of the system the control system can be designed individually.

5.3 Simulation
To examine the performance of the control methods using the transpose of the GJM, simula-
tions are performed by using three of the horizontal planar 3-DOF robots shown in Figure 12
and an object. Note that the physical parameters of the robots shown in Figure 12 and 4 are
the same, except for numbering the links and the joints.
All simulations were carried out under the following condition. A point of interest on the
object moves along a straight path from the initial position to the target position and the object
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angle is set up the initial value. The sampling period is T = 0.01s and the coefficient matrices
are A1 = A2 = 0.33E and A3 = 0.34E.

5.3.1 Robustness for singular configuration
Our proposed control methods using the transpose of the GJM can be utilized to the case
of a singular configuration of manipulator. The robustness for the singular configuration is
demonstrated by simulations using the basic control law (18).
Simulations were carried out under the following condition. The feedback gains are kL =
kA = 3× 104, KL = diag{2× 103, 2× 103} and KA = 2× 103. Furthermore, one of the robots
breaks down 2.5s after simulations are started, and the physical parameters of the floating
object are shown in Table 2.

Diameter [m] Mass [kg] Moment of inertia [kg·m2]
Object 3.0 100 106.2

Table 2. Physical parameters of floating object

Figure 13 shows the simulation result. From this figure, we can see that the determinant of
GJM of Robot 1 changes from positive values to negative values affected by the breakdown of
Robot 3, and the floating object can be manipulated by the robot system in spite of the singular
configuration of Robot 1. Therefore, our proposed control methods using the transpose of the
GJM have the robustness for the singular configuration of manipulator.

5.3.2 Tracking control for joint torque controller
Next, the tracking control law (38) is applied to the robot system (Sagara & Taira, 2008a).
Simulations were carried out under the following condition. The feedback gains are kL =
kA = 2 × 105, KL = diag{2 × 104, 2 × 104} and KA = 2 × 104. The setting parameters are
α† = 2 and β† = 0.2 († = L, A). The physical parameters of the floating object are shown in
Table 3.

Diameter [m] Mass [kg] Moment of inertia [kg·m2]
Object 4.0 1200 2400.0

Table 3. Physical parameters of floating object for tracking control method

Figure 14 shows the simulation result. Figure 14(b) also shows the case of the basic control,
i. e., α† = β† = 0. From Figure 14, it can be seen that good control performance can be
achieved using the tracking control law (38).
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Fig. 13. Simulation result of robot system using basic control law (18)

5.3.3 Tracking control for joint velocity controller
From the simulation result shown in Figure 9, the tracking control law (38) with discrete-time
dynamic equation (40) can be applied to single manipulators equipped with joint velocity
controllers. For the robot system shown in Figure 11, the dynamics of each robot is affected
by other robots. Thus, the external force affected by other robots must be considered (Sagara
& Taira, 2009).
Based on the dynamic equation (39), the dynamic equation of the h-th robot shown in Figure 11
is obtained:

χh(k1) = χh(k1 − 1)− T1H
h−1

(k1)
{
ch(k1)−uh(k1)

}
. (47)

where

χ =

[
η0
φ̇h

]
, u =

[
f h

τ h

]
,

and Hh is the symmetric and positive definite inertia matrix, ch is the vector of Coliolis and
centrifugal forces, η0 = [v0

T , ω0
T ]T is the velocity of the mass center of object, f h is the

external force affected by other robots.
For Eq. (47) the actual joint velocity control input φ̇h

d(k1) is determined as

χh
d(k1) = χh(k1 − 1)− T1H

h−1
(k)

{
ch(k1 − 1)−uh

d(k1)
}

(48)
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Fig. 14. Simulation result of robot system using tracking control law (38) (torque input)

where

χd(k1) =

[
ηh

0d
(k1)

φ̇h
d(k1)

]
, ud(k1) =

[
f h(k1)
τ h

d (k)

]
.

Since the value of the external force fh affected by other robots cannot obtained directly, a
disturbance observer in discrete time (Godler et al., 2002) is used to estimate fh.
The equation of motion of the floating object with respect to the h-th robot is

Hh
0 (k1)η̇0(k1) = f h(k1) + H̄h

0 η̇
h
0d
(k1) (49)

where Hh
0 (k1) is the inertia matrix of the floating object and

H̄h
0 = Ah

[
m0E 0
0 I0

]

is the nominal model of Hh
0 (k1).

For Equation (49) the estimated value of fh, f̂h, can be obtained from the disturbance ob-
server as shown in Figure 15. In this figure, (a), (b) and (c) show the basic configuration in
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5.3.3 Tracking control for joint velocity controller
From the simulation result shown in Figure 9, the tracking control law (38) with discrete-time
dynamic equation (40) can be applied to single manipulators equipped with joint velocity
controllers. For the robot system shown in Figure 11, the dynamics of each robot is affected
by other robots. Thus, the external force affected by other robots must be considered (Sagara
& Taira, 2009).
Based on the dynamic equation (39), the dynamic equation of the h-th robot shown in Figure 11
is obtained:

χh(k1) = χh(k1 − 1)− T1H
h−1

(k1)
{
ch(k1)−uh(k1)

}
. (47)

where

χ =

[
η0
φ̇h

]
, u =

[
f h

τ h

]
,

and Hh is the symmetric and positive definite inertia matrix, ch is the vector of Coliolis and
centrifugal forces, η0 = [v0

T , ω0
T ]T is the velocity of the mass center of object, f h is the

external force affected by other robots.
For Eq. (47) the actual joint velocity control input φ̇h

d(k1) is determined as

χh
d(k1) = χh(k1 − 1)− T1H

h−1
(k)

{
ch(k1 − 1)−uh

d(k1)
}

(48)

8 4 0 4 8
8

4

0

4

Initial state

Final state

Target

 Actual path of 

point of interest

X [m]

Y
 [

m
]

Object

Robot 1

4[s]

8[s]

Robot 2

Robot 3

0

3

0

1

2

0

1

2

2

0

2

0 5 10 15

e
rr

o
r 

(x
)

v
e
lo

c
it

y

[m
]

[m
]

e
rr

o
r 

(y
)

[r
a
d

]

e
rr

o
r

x10
1

x10
2

x10
2

x10
4

p
o

si
ti

o
n

d
e
si

re
d

Time [s]

[m
/s

]

p
o

si
ti

o
n

o
ri

e
n

ta
ti

o
n

Basic
Tracking

1

0

1

1

0

1

1

0

1

1

0

1

1

0

1

1

0

1

1

0

1

1

0

1

0 5 10 15
1

0

1

τ
1

1

[N
m

]

x10
2

x10
2

x10
2

x10
2

x10
2

Time [s]

x10
2

x10
2

in
p
u
t

τ
1

2

[N
m

]

in
p
u
t

τ
1

3

[N
m

]

in
p
u
t

τ
2

1

[N
m

]

in
p
u
t

τ
2

2

[N
m

]

in
p
u
t

τ
2

3

[N
m

]

in
p
u
t

τ
3

1

[N
m

]

in
p
u
t

τ
3

2
2

[N
m

]

in
p
u
t

τ
3

3

[N
m

]

in
p
u
t

x10
2

x10
2

Fig. 14. Simulation result of robot system using tracking control law (38) (torque input)

where

χd(k1) =

[
ηh

0d
(k1)

φ̇h
d(k1)

]
, ud(k1) =

[
f h(k1)
τ h

d (k)

]
.

Since the value of the external force fh affected by other robots cannot obtained directly, a
disturbance observer in discrete time (Godler et al., 2002) is used to estimate fh.
The equation of motion of the floating object with respect to the h-th robot is

Hh
0 (k1)η̇0(k1) = f h(k1) + H̄h

0 η̇
h
0d
(k1) (49)

where Hh
0 (k1) is the inertia matrix of the floating object and

H̄h
0 = Ah

[
m0E 0
0 I0

]

is the nominal model of Hh
0 (k1).

For Equation (49) the estimated value of fh, f̂h, can be obtained from the disturbance ob-
server as shown in Figure 15. In this figure, (a), (b) and (c) show the basic configuration in
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Fig. 15. Disturbance observer

continuous-time, the equivalent transformation of (a) and the discrete-time version, respec-
tively, Tf is a time constant of a low-pass filter, p and q are the differential and shift operators.
From Figure 15(c), the estimated force can be obtained as follows:

f̂ h(k1) =f̂ h(k1 − 1) +
(

1 − e−T1/Tf
)
H̄h

0 η̇0d (k1 − 1)

+
1

Tf
H̄h

0

{
η0(k1) +

(
1 − 2e−T1/Tf

)
η0(k1 − 1)

}
. (50)

Simulations were performed to validate the effectiveness of the control method described
above. The simulation condition for the joint velocity controllers is the same as those for
the joint torque controllers. In addition, the time constant for the low-pass filter is Tf = 1s.
Figure 16 shows the simulation result. From Figure 16(a), the object is successfully moved
by three robots. And from Figure 16(b), it can be seen that good control performance can be
achieved.

6. Conclusion

In this chapter, our proposed control methods for space robot manipulators using transpose
of GJM were described and the computer simulations were performed. For manipulators
equipped with joint torque controllers we explained about a basic control method using con-
stant feedback gains with the proof of stability. To obtain higher control performance, we
addressed trajectory tracking control methods with variable feedback gains for both torque
and velocity joint inputs. Moreover, we addressed a cooperative manipulation of a floating
object by some space robots with the control methods using transpose of GJM. For the coop-
erative manipulation, simulations where manipulators get into a singular configuration were
also performed.
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continuous-time, the equivalent transformation of (a) and the discrete-time version, respec-
tively, Tf is a time constant of a low-pass filter, p and q are the differential and shift operators.
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Simulations were performed to validate the effectiveness of the control method described
above. The simulation condition for the joint velocity controllers is the same as those for
the joint torque controllers. In addition, the time constant for the low-pass filter is Tf = 1s.
Figure 16 shows the simulation result. From Figure 16(a), the object is successfully moved
by three robots. And from Figure 16(b), it can be seen that good control performance can be
achieved.

6. Conclusion

In this chapter, our proposed control methods for space robot manipulators using transpose
of GJM were described and the computer simulations were performed. For manipulators
equipped with joint torque controllers we explained about a basic control method using con-
stant feedback gains with the proof of stability. To obtain higher control performance, we
addressed trajectory tracking control methods with variable feedback gains for both torque
and velocity joint inputs. Moreover, we addressed a cooperative manipulation of a floating
object by some space robots with the control methods using transpose of GJM. For the coop-
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1. Introduction    
 

Parallel manipulators have separate serial kinematic chains that are linked to the ground 
and the moving platform at the same time. They have some potential advantages over serial 
robot manipulators such as high accuracy, greater load capacity, high mechanical rigidity, 
high velocity and acceleration (Kang et al., 2001; Kang & Mills, 2001). Planar Parallel 
Manipulators (PPMs), performing two translations along the x and y axes, and rotation 
through an angle of  around the z axis are a special group among the parallel robot 
manipulators. They have potential advantages for microminiaturization (Hubbard et al., 
2001) and pick-and-place operations (Heerah et al., 2003). However, due to the complexity 
of the closed-loop chain mechanism, the kinematics analysis of parallel manipulators is 
more difficult than their serial counterparts. Therefore selection of an efficient mathematical 
model is very important for simplifying the complexity of the kinematics problems in 
parallel robots. In this book chapter, the forward and inverse kinematics problems of PPMs 
are solved based on D-H method (Denavit & Hartenberg, 1955) which is a common 
kinematic modelling convention using 4x4 homogenous transformation matrices. The easy 
physical interpretation of the robot mechanisms is the main advantage of this method. The 
Forward kinematics problem calculates the position and orientation of the end-effector if the 
set of joint angles are known. The inverse kinematics problem solves for the joint angles 
when the position and orientation of the end effector is given. In contrast to serial 
manipulators, the forward kinematics problem is much more difficult than the inverse 
kinematic problem for parallel manipulators. Afterwards very practical definitions are 
provided for Jacobian matrix and workspace determination of PPMs which are required for 
singularity and dexterity analyses. Rest of this book chapter is composed of the following 
sections. Some fundamental definitions about D-H method as a kinematics modelling 
convention, Jacobian matrix, condition number, global dexterity index, singularity and 
workspace determination are presented in Section 2. A two-degree-of-freedom (2-dof) PPM 
and a 3-dof Fully Planar Parallel Manipulator (FPPM) are given as examples to illustrate the 
methodology in the following Section. FPPMs are composed of a moving platform linked to 
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the ground by three independent limbs including one active (actuated) joint in each (Merlet, 
1996). The conclusions with final remarks are presented in the last section. 

 
2. Background  
 

2.1 Denavit-Hartenberg convention 
The D-H convention (Denavit & Hartenberg, 1955) based on 4x4 homogenous 
transformation matrices is commonly used kinematic modelling convention for the robotics 
community. The easy physical interpretation of the robot mechanisms is the main advantage 
of this method. A spatial transformation between two consecutive links can be described by 
a set of parameters, namely ,1j  1ja  , j  and jd . Using these parameters, the general 

form of the transformation matrix for adjacent coordinate frames, j-1 and j is obtained as 
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The transformation of the link n coordinate frame into the base coordinate frame of the 
robot manipulator is given by 
 

TTTTT 1n
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where j=1, 2, 3, ..., n. 
 
2.2 Jacobian Matrix, Condition Number and Global Dexterity Index 
Dexterity is an essential topic for design and conceptual control of robotic manipulators. It 
can be described as the ability to perform infinitesimal movement in the arbitrary directions 
as easily as possible in the workspace of the robotic manipulators. It is based on the 
condition number () of the manipulator Jacobian matrix (Gosselin & Angeles, 1991). 
 

1JJ   (3) 

 
where J illustrates the Jacobian matrix and   denotes the Frobenius norm of the matrix.  
varies between 1 to . In general, =1/ is used for limiting the dexterity between 0 and 1. 
Thus dexterity of a manipulator can be easily measured. It is well known that as =1 
represents a perfect isotropic dexterity, =0 illustrates singular configuration. Then the 
kinematic relations for the planar parallel manipulators can be expressed as 
 

f(x,q)=0 (4) 
 

 

where f is the function of x ),y,x(  T and q=(q1, q2, and qn) T, and 0 is n dimensional zero 
vector.  The parameters x, y and  are the position and orientation of the end-effector in 
terms of base frame. Additionally, q1, q2 and qn represent the actuated joint variables. The 
following term is obtained differentiating the equation 4 with respect to the time. 

Ax+Bq=0 (5) 
 
where x and q are the time derivatives of x and q, respectively. A and B are two separate 
Jacobian matrices. The overall Jacobian matrix for a parallel manipulator can be obtained as  
 

ABJ 1  (6) 
 
Since the dexterity demonstrates the local property of a mechanism, designers requires a 
global one. Gosselin and Angeles (1991) introduced Global Dexterity Index (GDI) in order to 
measure the global property of the manipulators. GDI defined as 
 

B
AGDI   (7) 

 
where B represents the area of the workspace and A is 
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dxdyd1A  (8) 

 
2.3 Singularity  
Three types of singularities exist for planar parallel manipulators (Tsai, 1999; Merlet, 2000). 
They occur when either determinant of the matrices A or B or both are zero. When the 
determinant of A and B goes to zero, the direct and inverse kinematics singularities occur, 
respectively. Direct kinematics singularity occurs inside the workspace of the manipulator. 
Inverse kinematics singularity occurs at the boundaries of the manipulator’s workspace 
where any limb is completely stretched-out or folded-back.  

 
2.4 Workspace Determination 
Workspace determination is a very significant step in analyzing robot manipulators. Its 
determination is necessary for conceptual design and trajectory planning. Many researches 
(Agrawal, 1990; Gosselin, 1990; Merlet, 1995; Merlet et al., 1998) focused on the workspace 
determination of parallel manipulators. Merlet, Gosselin and Mouly (1998) outlined some 
workspace definitions for PPMs such as constant orientation workspace, reachable 
workspace and dexterous workspace. The constant orientation workspace (considered also 
in this book chapter) is the area that can be reached by the end-effector with constant 
orientation. In general, geometrical (Bonev & Ryu, 2001; Gosselin & Guillot, 1991) and 
numerical methods (Kim et al., 1997) are used for workspace determination of parallel 
manipulators. Computation of workspace based on geometrical method is difficult and may 
not be obtained due to the complexity of the closed-loop chain mechanisms (Fichter, 1986). 
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Three types of singularities exist for planar parallel manipulators (Tsai, 1999; Merlet, 2000). 
They occur when either determinant of the matrices A or B or both are zero. When the 
determinant of A and B goes to zero, the direct and inverse kinematics singularities occur, 
respectively. Direct kinematics singularity occurs inside the workspace of the manipulator. 
Inverse kinematics singularity occurs at the boundaries of the manipulator’s workspace 
where any limb is completely stretched-out or folded-back.  

 
2.4 Workspace Determination 
Workspace determination is a very significant step in analyzing robot manipulators. Its 
determination is necessary for conceptual design and trajectory planning. Many researches 
(Agrawal, 1990; Gosselin, 1990; Merlet, 1995; Merlet et al., 1998) focused on the workspace 
determination of parallel manipulators. Merlet, Gosselin and Mouly (1998) outlined some 
workspace definitions for PPMs such as constant orientation workspace, reachable 
workspace and dexterous workspace. The constant orientation workspace (considered also 
in this book chapter) is the area that can be reached by the end-effector with constant 
orientation. In general, geometrical (Bonev & Ryu, 2001; Gosselin & Guillot, 1991) and 
numerical methods (Kim et al., 1997) are used for workspace determination of parallel 
manipulators. Computation of workspace based on geometrical method is difficult and may 
not be obtained due to the complexity of the closed-loop chain mechanisms (Fichter, 1986). 
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Alternatively, numerical methods based on the discretization of Cartesian space (Kim et al., 
1997) in general, are also used in this study due to their simplicity according to the 
geometrical methods. In discretization method, firstly a Cartesian area is discretized into 
“PxQ” points along the X and Y axes. Secondly each pose in this discretized Cartesian area 
is examined whether belonging to the workspace of the manipulator. 

 
3. Examples 
 

3.1. The 2-dof RPR planar parallel manipulator 
The 2-dof RPR (Revolute-Prismatic-Revolute) planar parallel manipulator given by Figure 1 
has two limbs BiMi, where i=1, 2, a moving platform M1M2 and a fixed base B1B2. The 
lengths of the actuated prismatic joints vary between di(min) and di(max). The end-effector is 
attached to the pint P on the moving platform. The position P(px, py) and orientation () of 
the end-effector is defined with respect to the {XYZ}  coordinate system.  
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Fig. 1. The planar 2-dof RPR parallel manipulator. 
 
The following equation can be written using the geometric identities on Figure 1.  
 

iiii PMOPMBOB   (9) 
 
where i=1, 2.  
 
In order to solve the inverse kinematics problem, the relation in equation 9 is adapted to 
the manipulator in Figure 1. Thus the 1M

O Ti
i

 and 2M
O Ti

i
homogeneous transformation 

matrices can be obtained as 
 

 




































































1000
0010

dl100
0001

1000
0100
00cossin
00sincos

1000
0100

OB010
OB001

T iiii

ii

y

x

1M
O

i

i

i
i

 

























1000
0010

)ld(cosOBcos0sin
)ld(sinOBsin0cos

iiiyii

iiixii

i

i

 

 
 
 
 
 

(10) 

































































1000
0100
0010

PM001

1000
0100
00cossin
00sincos

1000
0100

p010
p001

T

i

ii

ii

y

x

2M
O

i
i

 

























1000
0100

sinPMp0cossin
cosPMp0sincos

iiy

iix

 

 
 
 
 

(11) 

where 1  and 2 . Since the position vectors of 1M
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equal, one can write the following equations easily. 
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Summing the squares of the both sides in the equation 12, we obtain, after simplification, 
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The active joint variables di can be found using equation 13 as follows. 
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Once the active joint variables d1 and d2 are solved, the passive joint variable θ1 and θ2 can 
be found from the equation 12 by back substitution. 
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Fig. 1. The planar 2-dof RPR parallel manipulator. 
 
The following equation can be written using the geometric identities on Figure 1.  
 

iiii PMOPMBOB   (9) 
 
where i=1, 2.  
 
In order to solve the inverse kinematics problem, the relation in equation 9 is adapted to 
the manipulator in Figure 1. Thus the 1M

O Ti
i

 and 2M
O Ti

i
homogeneous transformation 

matrices can be obtained as 
 

 




































































1000
0010

dl100
0001

1000
0100
00cossin
00sincos

1000
0100

OB010
OB001

T iiii

ii

y

x

1M
O

i

i

i
i

 

























1000
0010

)ld(cosOBcos0sin
)ld(sinOBsin0cos

iiiyii

iiixii

i

i

 

 
 
 
 
 

(10) 

































































1000
0100
0010

PM001

1000
0100
00cossin
00sincos

1000
0100

p010
p001

T

i

ii

ii

y

x

2M
O

i
i

 

























1000
0100

sinPMp0cossin
cosPMp0sincos

iiy

iix

 

 
 
 
 

(11) 

where 1  and 2 . Since the position vectors of 1M
O Ti

i
and 2M

O Ti
i

matrices are 

equal, one can write the following equations easily. 
 


























i

i

yiiy

xiix

iii

iii
OBsinPMp
OBcosPMp

)ld(cos
)ld(sin

 
 

(12) 
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Once the active joint variables d1 and d2 are solved, the passive joint variable θ1 and θ2 can 
be found from the equation 12 by back substitution. 
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The Jacobian matrix of the 2-dof RPR is computed using the equation 13 as follows. 
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The overall Jacobian matrix is obtained as 
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Numerical example for the inverse kinematics: The dimensions of the planar 2-dof RPR 
parallel manipulator are given as l1=l2=12, PM1=PM2=3, OBx1=0, OBy1=0, OBx2=15, OBy2=0, 
px=11, py=20 and =30º. According to the data above, the active joint variables d1 and d2 can 
be found as 8.3185 and 9.5457, respectively. The passive joint variables θ1 and θ2 are found as 
-24.4256 and 3.7307, respectively by back substitution. 
 
Numerical example for the Jacobian matrix and condition number: Using the dimensions of 
the inverse kinematics example above, the Jacobian matrix and condition number are found as  
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Numerical example for the workspace determination: The dimensions of the manipulator 
are given as l1=l2=10, PM1=PM2=2, OBx1=0, OBy1=0, OBx2=20 and OBy2=0 and. The lengths of 
the actuated prismatic joints vary between di(min)=0 and di(max)=7, where i=1,2. The 
workspace is obtained as 102.3888 for =0º orientation. The limits of the discretized 
Cartesian area are denoted by the red rectangle shown in Figure 2a. The black and green 
areas show reachable and non-reachable workspaces of the manipulator, respectively. 
Numerical example for the dexterity and singularity analysis: The Figure 2b shows the 
inverse dexterity of the manipulator using the same dimensions given by example for 
workspace determination. The GDI of the manipulator are found as 0.0012. As seen in 
Figure 2b, since the inverse of the condition numbers colored with red areas are so close to 

 

the unity, there isn’t any singular point occurred inside reachable workspace. The red and 
blue areas show reachable and non-reachable workspaces of the manipulator, respectively. 

 
3.2. The 3-dof RPR planar parallel manipulator 
The 3-dof RPR planar parallel manipulator shown in Figure 3 has three limbs BiMi, where 
i=1, 2, 3. P denotes the point where the end-effector is located at the moving platform which 
is chosen as equilateral triangle. The angle  represents the orientation of the end-effector. If 
a line AB passing through the point P is drawn parallel to the M1M2, the angles PM1M2  ( 1 ) 
and PM2M1 ( 2 ) are equal to the angles APM1 and M2PB, respectively. The angles between 
the lines BP and PM1, M2P and PB, BP and PM3 are denoted as λ1, λ2 and λ3, respectively.  
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Fig. 2. a) Workspace, b) dexterity graph, for planar 2-dof RPR parallel manipulator. 
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Fig. 3. The planar 3-dof RPR parallel manipulator. 
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The Jacobian matrix of the 2-dof RPR is computed using the equation 13 as follows. 
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The overall Jacobian matrix is obtained as 
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Numerical example for the inverse kinematics: The dimensions of the planar 2-dof RPR 
parallel manipulator are given as l1=l2=12, PM1=PM2=3, OBx1=0, OBy1=0, OBx2=15, OBy2=0, 
px=11, py=20 and =30º. According to the data above, the active joint variables d1 and d2 can 
be found as 8.3185 and 9.5457, respectively. The passive joint variables θ1 and θ2 are found as 
-24.4256 and 3.7307, respectively by back substitution. 
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Numerical example for the workspace determination: The dimensions of the manipulator 
are given as l1=l2=10, PM1=PM2=2, OBx1=0, OBy1=0, OBx2=20 and OBy2=0 and. The lengths of 
the actuated prismatic joints vary between di(min)=0 and di(max)=7, where i=1,2. The 
workspace is obtained as 102.3888 for =0º orientation. The limits of the discretized 
Cartesian area are denoted by the red rectangle shown in Figure 2a. The black and green 
areas show reachable and non-reachable workspaces of the manipulator, respectively. 
Numerical example for the dexterity and singularity analysis: The Figure 2b shows the 
inverse dexterity of the manipulator using the same dimensions given by example for 
workspace determination. The GDI of the manipulator are found as 0.0012. As seen in 
Figure 2b, since the inverse of the condition numbers colored with red areas are so close to 

 

the unity, there isn’t any singular point occurred inside reachable workspace. The red and 
blue areas show reachable and non-reachable workspaces of the manipulator, respectively. 

 
3.2. The 3-dof RPR planar parallel manipulator 
The 3-dof RPR planar parallel manipulator shown in Figure 3 has three limbs BiMi, where 
i=1, 2, 3. P denotes the point where the end-effector is located at the moving platform which 
is chosen as equilateral triangle. The angle  represents the orientation of the end-effector. If 
a line AB passing through the point P is drawn parallel to the M1M2, the angles PM1M2  ( 1 ) 
and PM2M1 ( 2 ) are equal to the angles APM1 and M2PB, respectively. The angles between 
the lines BP and PM1, M2P and PB, BP and PM3 are denoted as λ1, λ2 and λ3, respectively.  
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Fig. 2. a) Workspace, b) dexterity graph, for planar 2-dof RPR parallel manipulator. 
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Fig. 3. The planar 3-dof RPR parallel manipulator. 
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If the relation in equation 9 is adapted to the manipulator in Figure 3, the 1M
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where i=1, 2, 3. 
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where 11   and 22  . Since the position vectors of 1M

O Ti
i

 and 2M
O Ti

i
matrices are 

equal, one can write easily the following equations. 
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where  iix cosPM

i
  and iiiy sinPM  . Summing the squares of the both sides in the 

equation 21, we obtain, after simplification,  
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The inverse kinematics problem is solved using the equation 22 as follows. 
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Once the d1, d2 and d3 are obtained, the angles θ1, θ2 and θ3 can be determined from the 
equation 21 by back substitution. 
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The forward kinematics problem is found rearranging the equation 22 as follows. 
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One can obtain the following new system of equations using equation 25. 
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One can write the following equations using the equation 26. 
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where 2112 aaa  , 2112 bbb  , 1212 ccc  , 3113 aaa  , 3113 bbb   and 

1313 ccc  . The px and py can be obtained applying the elimination method to the 
equation 27 as  
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The orientation angle (  ) can be found using i=3 in equation 25. 
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If the relation in equation 9 is adapted to the manipulator in Figure 3, the 1M
O Ti
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 and 

2M
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i
homogeneous transformation matrices can be obtained as 
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where i=1, 2, 3. 
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where 11   and 22  . Since the position vectors of 1M

O Ti
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 and 2M
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matrices are 

equal, one can write easily the following equations. 
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where  iix cosPM
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  and iiiy sinPM  . Summing the squares of the both sides in the 

equation 21, we obtain, after simplification,  
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The inverse kinematics problem is solved using the equation 22 as follows. 
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Once the d1, d2 and d3 are obtained, the angles θ1, θ2 and θ3 can be determined from the 
equation 21 by back substitution. 
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The forward kinematics problem is found rearranging the equation 22 as follows. 
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One can obtain the following new system of equations using equation 25. 
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One can write the following equations using the equation 26. 
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The orientation angle (  ) can be found using i=3 in equation 25. 
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If px and py  in equation 28 are substituted in equation 29, one can obtain after simplification 
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can be converted into the eight-degree polynomial using 2t1
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The roots of this polynomial are the answer of the forward kinematics problem. Once  is 
determined, px and py can be found easily substituting the angle  in equation 28. After 
having position (px, py) and orientation (), the passive joint angles can be found using the 
equation 21 by back substitution   
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The Jacobian matrix of the 3-dof PPM shown in Figure 3 is computed as follows. 
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where  
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The overall Jacobian matrix is obtained as 
























































33

3

33

3

33

3

22

2

22

2

22

2

11

1

11

1

11

1

ldldld

ldldld

ldldld

J                 (36) 

 
Numerical example for the inverse kinematics: The dimensions of the planar 3-dof RPR 
parallel manipulator are given as l1=10, l2=10, l3=10, OBx1=0, OBy1=0, OBx2=20, OBy2=0, 
OBx3=10, OBy3=45, M1M2=15. The position of the point P in terms of the coordinate frame 
{xyz} attached to the M1 corner of the moving platform is chosen as (4, 5). The angles λ1, λ2 
and λ3 are computed as 231.3402, -24.4440 and 66.3453, where 51.34021   and 

24.4440,2   respectively. Moreover, the lengths PM1, PM2 and PM3 are determined as 
6.4031, 12.0830 and 8.7233, respectively. If the position and orientation in terms of the base 
frame {XYZ} are given as px=12, py=18 and =30º, the active joint variables d1 d2 and d3 can 
be found as 6.0617, 9.5881 and 8.3594, respectively. The passive joint variables θ1, θ2 and θ3 

are found as    -43.4006, -11.8615 and -176.7655, respectively by back substitution.  
 
Numerical example for the forward kinematics: The dimensions of manipulator are given as 
l1=11, l2=11, l3=11, OBx1=0, OBy1=0, OBx2=10, OBy2=0, OBx3=5, OBy3=32, M1M2=10. The 
position of the point P in terms of the coordinate frame {xyz} is chosen as (5, 2.8868). The 
angles λ1, λ2 and λ3 are computed as 210.0004, -30.0004 and 90, where 301   and 

30.0004,2   respectively. Moreover, the lengths PM1, PM2 and PM3 are determined as 
8.4853, 7.8102 and 3.5616, respectively. If the active and passive joint variables are given as 
d1=8, d2=7.9999, d3=7.9999 and θ1=-52.1046, θ2=-52.105, θ3=-127.8937, the position and 
orientation of end-effector in terms of base coordinate frame {XYZ} are found as px=19,9936 
py=14.5569 and =0.000932º, respectively.  
 
Numerical example for the Jacobian matrix and condition number: Using the dimensions of 
numerical example for the inverse kinematics above, the Jacobian matrix and condition 
number are found as  
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Numerical example for the workspace determination: The dimensions of the manipulator 
are given as l1=l2=l3=8.5, OBx1=0, OBy1=0, OBx2=17, OBy2=0, OBx3=9, OBy3=40, M1M2=16.   
The lengths of the actuated prismatic joints vary between di(min)=0 and di(max)=8.5, where 
i=1,2,3. If the position of the point P in terms of the coordinate frame {xyz} is chosen as (7, 7), 
the angles λ1, λ2 and λ3 are computed as 225, -37.8750 and 81.7020, where 541   and 
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If px and py  in equation 28 are substituted in equation 29, one can obtain after simplification 
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can be converted into the eight-degree polynomial using 2t1
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The roots of this polynomial are the answer of the forward kinematics problem. Once  is 
determined, px and py can be found easily substituting the angle  in equation 28. After 
having position (px, py) and orientation (), the passive joint angles can be found using the 
equation 21 by back substitution   
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The Jacobian matrix of the 3-dof PPM shown in Figure 3 is computed as follows. 
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The overall Jacobian matrix is obtained as 
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Numerical example for the inverse kinematics: The dimensions of the planar 3-dof RPR 
parallel manipulator are given as l1=10, l2=10, l3=10, OBx1=0, OBy1=0, OBx2=20, OBy2=0, 
OBx3=10, OBy3=45, M1M2=15. The position of the point P in terms of the coordinate frame 
{xyz} attached to the M1 corner of the moving platform is chosen as (4, 5). The angles λ1, λ2 
and λ3 are computed as 231.3402, -24.4440 and 66.3453, where 51.34021   and 

24.4440,2   respectively. Moreover, the lengths PM1, PM2 and PM3 are determined as 
6.4031, 12.0830 and 8.7233, respectively. If the position and orientation in terms of the base 
frame {XYZ} are given as px=12, py=18 and =30º, the active joint variables d1 d2 and d3 can 
be found as 6.0617, 9.5881 and 8.3594, respectively. The passive joint variables θ1, θ2 and θ3 

are found as    -43.4006, -11.8615 and -176.7655, respectively by back substitution.  
 
Numerical example for the forward kinematics: The dimensions of manipulator are given as 
l1=11, l2=11, l3=11, OBx1=0, OBy1=0, OBx2=10, OBy2=0, OBx3=5, OBy3=32, M1M2=10. The 
position of the point P in terms of the coordinate frame {xyz} is chosen as (5, 2.8868). The 
angles λ1, λ2 and λ3 are computed as 210.0004, -30.0004 and 90, where 301   and 

30.0004,2   respectively. Moreover, the lengths PM1, PM2 and PM3 are determined as 
8.4853, 7.8102 and 3.5616, respectively. If the active and passive joint variables are given as 
d1=8, d2=7.9999, d3=7.9999 and θ1=-52.1046, θ2=-52.105, θ3=-127.8937, the position and 
orientation of end-effector in terms of base coordinate frame {XYZ} are found as px=19,9936 
py=14.5569 and =0.000932º, respectively.  
 
Numerical example for the Jacobian matrix and condition number: Using the dimensions of 
numerical example for the inverse kinematics above, the Jacobian matrix and condition 
number are found as  
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Numerical example for the workspace determination: The dimensions of the manipulator 
are given as l1=l2=l3=8.5, OBx1=0, OBy1=0, OBx2=17, OBy2=0, OBx3=9, OBy3=40, M1M2=16.   
The lengths of the actuated prismatic joints vary between di(min)=0 and di(max)=8.5, where 
i=1,2,3. If the position of the point P in terms of the coordinate frame {xyz} is chosen as (7, 7), 
the angles λ1, λ2 and λ3 are computed as 225, -37.8750 and 81.7020, where 541   and 
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37.8750,2   respectively. Moreover, the lengths PM1, PM2 and PM3 are determined as 
9.8995, 11.4018 and 6.9289, respectively. The workspace is obtained as 110.6180 for =0º 
orientation. The red rectangle given by Figure 4 illustrates the limits of the discretized 
Cartesian area. Additionally, the black region shows the reachable workspaces of the 
manipulator. 
 

 
Fig. 4. The workspace of the planar 3-dof RPR parallel manipulator. 
 
Numerical example for the dexterity and singularity analysis: The Figure 5 shows the 
inverse dexterity of the manipulator using the same dimensions given by the example for 
workspace determination. The GDI of the manipulator is found as 0.00018179. As can be 
illustrated in Figure 5, as the inverse of the condition numbers increase the manipulator 
accomplish better gross motion capability like the regions represented with red color.  At the 
same time, the diagonal line divides the workspaces of the manipulator into two regions, 
illustrates the singular points.  The dark blue areas illustrate the non-reachable workspaces 
of the manipulator. 

 
Fig. 5. The inverse dexterity graph for planar 3-dof RPR parallel manipulator. 

 

4. Conclusion 
 

In this book chapter, the forward and inverse kinematics problems of planar parallel 
manipulators are obtained using Denavit & Hartenberg (1955) kinematic modelling 
convention. Afterwards some fundamental definitions about Jacobian matrix, condition 
number, global dexterity index, singularity and workspace determination are provided for 
performing the analyses of a two-degree-of-freedom (2-dof) PPM and a 3-dof Fully Planar 
Parallel Manipulator. 
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1. Introduction     
 

The probabilistic modelling of a robot manipulator workspace when combined with a 
Human-Machine Interface (HMI) allows the extraction and learning of the spatial 
preferences of the user. Furthermore, the knowledge of the most accessed zones of the 
robot’s workspace permits the bounding of the time needed for the robot to reach a given 
position at its workspace.  
From its early beginning, the use of robot manipulators within the robotic assistance field 
was concerned to emulate an orthopaedic arm (Fukuda et al, 2003; Zecca et al, 2002; Lopez 
et al, 2009). Therefore, the robot manipulator was considered as the final actuator of the 
assistive system where its main goal was to imitate the movements of an arm. Depending on 
the user/patient capabilities, the robot manipulator was commanded by either electro-
myographic or electro-encephalic signals (Ferreira et al, 2006a; 2006b; 2008). A robotic device 
controlled by a Muscle-Computer Interface (MCI) can be found in (Artemiadis & 
Kyriakopoulos, 2006; Lopez et al, 2007; Millan et al, 2004; Ferreira et al, 2006b; Lopez et al, 
2009; Ferreira et al, 2008). In these works, the electro-miographic signal is acquired, 
processed, classified and converted to motion commands. The system is closed by a bio-
feedback loop. When used with a robot manipulator, a MCI is usually connected to a set of 
muscles that the patient is able to move at its own will. The number of channels used by the 
interface increases as increases the number of the degrees of freedom (DOF) of the robot 
(Yatsenko et al, 2007; Lopez et al, 2009; Ferreira et al, 2008). Thus, for a single 2DOF robot 
manipulator are necessary three different muscles: two to govern each DOF and a third to 
set a sign (if the manipulator is moving to the left or to the right), for a direct control of the 
robot manipulator.  
For robotic devices controlled by Brain-Computer Interfaces (BCI’s), the situation is 
analogous to the MCI; the number of signals or patterns to be extracted from the EEG 
(electro-encephalogram) increases as increases with the number of DOF’s –or actions– to be 
performed by the robot. Although most applications of BCI’s are oriented to govern a 
mobile robot –because of its direct analogy with a motorized wheelchair (Bastos Filho et al, 
2007a; Bastos Filho, 2007; Ferreira et al, 2008; Bastos Filho et al, 2007b)– some works have 
been published showing the implementation of a BCI to control the movements of a robot 

22
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manipulator (Oskoei & Hu, 2007; Farry et al, 1996; Auat Cheein et al, 2007a; Auat Cheein et 
al, 2007b; Auat Cheein et al, 2008). 
The way that the patient interacts with the interface is determined by the objective of the 
HMI. Thus, for a HMI connected to a robot, the proper motion of the automata serves as a 
bio-feedback channel to the user (Wolpaw et al, 2002 ; Ferreira et al, 2008). A more suitable 
way to interact with the user is by means of scan modes. The scan modes have been widely 
used in the recent years for assistance technology. It is not restricted only to BCI’s or MCI’s 
but to most of HMI. 
The scan mode applied to a HMI’s in robotic assistance is mainly composed by a series of 
icons; each icon represents an action or a place attached to the robotic task; the patient, using 
its biological signals, displace the scan over the several icons; once an icon is selected –also 
using the biological signals– the robot performs the task associated with the selected icon. 
This kind of interface decreases the effort of the user when generating the biological signals, 
relegating the control of the interface to the control of the scan.  Moreover, some HMI 
include an automatic scan; thus the user only has to accept –or cancel if needed– an icon 
within the scan. Figure 1 shows a general architecture of a HMI with a scan mode 
incorporated. 
 

Robot Manipulator

Motorized Weelchair

Mobile Robot

scan mode bio-
feedback

robotic device bio-feedback

Signal Acquisition/
Digitalization

user/patient

Signal Processing
Feature

Extraction Translation

 
Fig. 1. General architecture of a HMI. The dashed and solid blue-lines correspond to a HMI 
that control the robotic device in a direct way; the solid and dashed-red lines refer to a HMI 
with a scan mode incorporated on it. 
 

 

Figure 1 shows the general architecture of a HMI. When the HMI has a scan mode, the bio-
feedback loop is closed by both the robot’s movements and the scan mode itself. As was 
stated before, the scan mode reduces the work of the HMI’s user, although it restricts the 
interface to a number of actions associated with the icons within the scan. 
In this work we show the implementation of a robot manipulator workspace scan mode 
applied to a HMI. Although we have used a BCI, any other HMI can be adapted to the 
system presented in this work. The robotic device used is a SCARA robot manipulator 
(Sciavicco & Siciliano, 2000). The robot’s workspace is divided into cells. Each cell has a 
probability value associated with it. The scan mode is run according the probability 
information of the cell, decreasing in that way the time needed for the robot to reach the 
desire cell. Once a cell is chosen by the user, the robot manipulator reaches the center of 
mass of the cell using a kinematic controller.  
Three types of scan modes are shown in this work: an uniform scan mode and two based on 
the probabilistic information of the workspace. The three scan modes are tested by Monte 
Carlo experiments. The probability-based scan modes learn the preferences of the patient by 
the measure of the probability of a cell in being selected by the user. The probability value of 
each cell at the robot’s workspace is dynamically maintained according to the patient cell’s 
selection. Considering that the robot’s workspace behaves as a probability density function, 
the Kullback-Liebler (relative entropy) measure is shown in order to establish a measure of 
divergence between the different scan modes. 

 
2. Overview of the System 
 

The main objective of the HMI is that the user/patient be capable of generating a set of 
commands by means of his/her biological signals in order to control the robotic device 
used. In this work, the HMI used is a BCI but is not restricted to it. The BCI is controlled by 
event related potentials (ERP) acquired from the occipital lobe of the patient. Such potentials 
are the event related synchronization/desynchronization (ERS/ERD). The ERS/ERD 
potentials are measured in the alpha band (8–13 Hz) of the EEG from the occipital lobe. The 
BCI conform an alphabet of commands from the ERS and ERD which are then sent to a 
Finite State Machine (FSM). The FSM contains actions or desired behaviors of the robot to be 
performed if the user generates the appropriate command. The BCI was tested in a 
population of 25 cognitive normal volunteers and the results can be seen in  (Ferreira et al, 
2008). 
The robot manipulator is the actuator device that completes the HMI system. The robot used 
in this work is a SCARA type, Bosch SR-800 (see Fig. 2). In the absence of perturbations and 
without considering gravity effects, the dynamic of a rigid robot manipulator with n joints 
can be expressed as (1). 
 

 )(),()( qfqqqCqqM   (1) 
 
In (1), q is an n1-array of joint angular positions;  is an n1-array of applied torques; M(q) 
is the nn positive definite inertia matrix; ),( qqC   is an nn matrix of centripetal and Coriolis 
effect and )(qf   is an n1-array of friction moments. More information about the robot’s 
parameters can be found in (Bastos Filho et al, 2006 ; Ferreira et al, 2006c). 
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manipulator (Oskoei & Hu, 2007; Farry et al, 1996; Auat Cheein et al, 2007a; Auat Cheein et 
al, 2007b; Auat Cheein et al, 2008). 
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include an automatic scan; thus the user only has to accept –or cancel if needed– an icon 
within the scan. Figure 1 shows a general architecture of a HMI with a scan mode 
incorporated. 
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Fig. 1. General architecture of a HMI. The dashed and solid blue-lines correspond to a HMI 
that control the robotic device in a direct way; the solid and dashed-red lines refer to a HMI 
with a scan mode incorporated on it. 
 

 

Figure 1 shows the general architecture of a HMI. When the HMI has a scan mode, the bio-
feedback loop is closed by both the robot’s movements and the scan mode itself. As was 
stated before, the scan mode reduces the work of the HMI’s user, although it restricts the 
interface to a number of actions associated with the icons within the scan. 
In this work we show the implementation of a robot manipulator workspace scan mode 
applied to a HMI. Although we have used a BCI, any other HMI can be adapted to the 
system presented in this work. The robotic device used is a SCARA robot manipulator 
(Sciavicco & Siciliano, 2000). The robot’s workspace is divided into cells. Each cell has a 
probability value associated with it. The scan mode is run according the probability 
information of the cell, decreasing in that way the time needed for the robot to reach the 
desire cell. Once a cell is chosen by the user, the robot manipulator reaches the center of 
mass of the cell using a kinematic controller.  
Three types of scan modes are shown in this work: an uniform scan mode and two based on 
the probabilistic information of the workspace. The three scan modes are tested by Monte 
Carlo experiments. The probability-based scan modes learn the preferences of the patient by 
the measure of the probability of a cell in being selected by the user. The probability value of 
each cell at the robot’s workspace is dynamically maintained according to the patient cell’s 
selection. Considering that the robot’s workspace behaves as a probability density function, 
the Kullback-Liebler (relative entropy) measure is shown in order to establish a measure of 
divergence between the different scan modes. 

 
2. Overview of the System 
 

The main objective of the HMI is that the user/patient be capable of generating a set of 
commands by means of his/her biological signals in order to control the robotic device 
used. In this work, the HMI used is a BCI but is not restricted to it. The BCI is controlled by 
event related potentials (ERP) acquired from the occipital lobe of the patient. Such potentials 
are the event related synchronization/desynchronization (ERS/ERD). The ERS/ERD 
potentials are measured in the alpha band (8–13 Hz) of the EEG from the occipital lobe. The 
BCI conform an alphabet of commands from the ERS and ERD which are then sent to a 
Finite State Machine (FSM). The FSM contains actions or desired behaviors of the robot to be 
performed if the user generates the appropriate command. The BCI was tested in a 
population of 25 cognitive normal volunteers and the results can be seen in  (Ferreira et al, 
2008). 
The robot manipulator is the actuator device that completes the HMI system. The robot used 
in this work is a SCARA type, Bosch SR-800 (see Fig. 2). In the absence of perturbations and 
without considering gravity effects, the dynamic of a rigid robot manipulator with n joints 
can be expressed as (1). 
 

 )(),()( qfqqqCqqM   (1) 
 
In (1), q is an n1-array of joint angular positions;  is an n1-array of applied torques; M(q) 
is the nn positive definite inertia matrix; ),( qqC   is an nn matrix of centripetal and Coriolis 
effect and )(qf   is an n1-array of friction moments. More information about the robot’s 
parameters can be found in (Bastos Filho et al, 2006 ; Ferreira et al, 2006c). 
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Considering that the objective of the HMI is to position the robot manipulator at a specific 
cell of its workspace, a kinematic controller was used (Kelly et al, 2004). 
 

 
Fig. 2. Robot manipulator Bosch SR-800. 

 
3. Sequential Scan Mode 
 

The scan mode developed in this work is an automatic one. The workspace of the robot 
manipulator is divided into cells. As a first approach lets considerer that the cells do not 
have a probability value associated with them. Thus, the probability of a cell to be chosen by 
the patient is the same for all the cells at the robot’s workspace. Moreover, the probability of 
being scanned is also the same. Figure 3.a shows the cells’ distribution of the robot’s 
workspace. The number of cells can be increased if the application requires it. Instead of 
scanning cell by cell, the robot’s workspace is divided into three main zones. Then, the scan 
mode is first made zone by zone until one zone is selected by the user (see Fig. 3.b). Once a 
zone is selected, the scan is made row by row of the selected zone. If after three row-by-row 
scans, no row is selected, the scan returns to be executed zone-by-zone. On the other hand, if 
a row is selected, then the scan passes to be cell-by-cell until a cell is selected (see Fig. 3.c). 
The scan returns to be row-by-row if no cell is selected after three runs. Once a cell is 
selected, the robot is positioned at the center of mass of the cell and the scan mode begins 
again zone-by-zone.  
The three zones division of the robot manipulator’s workspace is based on the fact that a 
normal limbed patient grasps the elements of the environment from the right, center or left 
to his/her body. 
The final interface is presented in Fig. 4. 
 

 

a) 

 
b) 

 
c) 

 
Fig. 3. Sequential scan mode. a) The scan is first executed zone-by-zone until one zone is 
selected by the user; b) then the scan is executed row-by-row of the selected zone; c) the scan 
is run cell-by-cell of the selected row. 
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is run cell-by-cell of the selected row. 
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Fig. 4. Visualization of the robot manipulator’s workspace according to the user interface. 

 
4. Probability-based Scan Mode 
 

Two probability-based scan modes have been implemented in this work. A first approach is 
based on maintaining the workspace zones with a fixed number of cells. On the other hand, 
the second approach has a variable number of cells assigned to each zone depending on 
their probability values. The probability value in both approaches represents the probability 
of accessing a cell. 

 
4.1 First Approach: Fixed zones division 
The first approach of the probability-based scan mode works as follows: 

 The workspace resolution is set to 72 cells (4 rows and 18 columns) and can be 
easely changed depending on the application. The worspace behaves as a pmd 
(probability mass distribution) and can be interpreted as a 418-matrix ( 
where jic , is the cell at the i-row and j-column). 

 When the HMI is loaded by the first time, the robot’s workspace has a uniform 
distribution over their cells ( 72

1)( , jicp , con 4..1i  and 18..1j ). 

 Each zone (see Fig. 4) has a probability value associated with it, which is the sum of 
the probability values contained in each zone. Thus, for example: 
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probability value of the cells contained in that row. This is so because the robot’s 
workspace is considered as a pmd, then the sum of all probability values of the cells 
sum the unity. 

 The division of the zones remain unchanged with the evolution of the probability 
values of the cells. 

 The scan starts at the zone with the highest probability value. If such a zone does 
not exists, the scan starts at the rightest zone (i.e., zone 1 in Fig. 4). The scan 
highlights one zone at a time and waits 2 seconds  (Ferreira et al, 2008) until 
passing to the next zone. The scan is cyclic, which means that if the scan has passed 
from zone 2 to zone 3, it then goes to zone 1 instead of returning to zone 2. 

 Once the patient selects a zone –using his/her ERS/ERD potentials– the scan is 
made row-by-row in the selected zone. As before, the scan starts at the row with 
the highest probability value and runs decreasing to the row with the lowest 
probability value of the same zone. The scan is also cyclic. Once a row is selected, 
the scan is run cell-by-cell of the selected row only, starting from the cell with the 
highest probability value. 

 Once a cell is selected, the robot manipulator is driven to the center of mass of such 
a cell and the probability value of it is updated. The update procedure is performed 
by the recursive Bayes rule. Once a probablity value of a cell is updated, the 
probability values of all cells at the robot’s workspace are also updated. The update 
procedure is shown in the following sections. 

 When the scan is on the row-by-row mode or cell-by-cell mode, after three runs 
with no selection, the scan returns to its previous mode. 

 Finally, in every mode, the scan waits 2 seconds before changing the highlighting. 

 
4.2 Second Approach: Dynamic zone division 
The second approach works under the same criteria of the first approach: the workspace is 
divided into three zones, although in this case, the number of cells that belong to each zone 
is determined by their probability values. The scan mode can be summarized as follows. 

 When the scan starts the first time, the robot’s workspace is considered as a 
uniform probability mass distribution; each cell has the same probability value. 
The scan mode up to this point has the same execution than the first approach. 
Experimentally was determined that after 20 runs (i.e., twenty cells were reached 
by the robot manipulator) the dynamic zone’s division is able to be performed. 

 Let a and b be the higher and lower probability cells’ values respectively after the 
first 20 runs. Then, the workspace is divided into three zones according to these 
values. Table 1 shows how the division is made. The number of cells belonging to 
each zone is now governed by their probability values and is not a fixed number –
of 24 cells– as it is in the first approach. 

 Then, each zone is divided into three sub-zones under the same criteria of the last 
paragraph: each one of these sub-zones contains a set of probability weighted cells 
according to Table 1 but divided with respect to the zone instead the workspace. 
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 The scan mode proceeds as follows: 
o First, the zone with the highest probability value at the workspace is 

highlighted. If after two seconds this zone is not selected by the user of the 
HMI, the second probability zone is highlighted. If it is not selected, the 
highlight passes to the third and last zone –which has the lowest 
probability value associated with it–. The scan is cyclic –as it is the first 
approach– and the probability of each zone equals the sum of the 
probability values of the cells contained within them. 

o When a zone is selected, the scan highlights the sub-zone with the highest 
probability value inside the previous zone. Thus, all cells within this sub-
zone are highlighted. Also, the cells may not be consecutive. If the user 
does not select this sub-zone, the scan passes to the next one. The scan 
mode is also cyclic. 

o Once a sub-zone is selected, the scan highlights each cell of the current 
sub-zone. In this case, the scan starts at the cell with the highest 
probability value associated with it and finishes at the cell with the lowest 
probability value. If all cells of the sub-zone have the same probability 
value, the scan starts randomly. 

o At every stage, the scan is cyclic and remains highlighting during two 
seconds before changing. If no selection is performed by the user after 
three runs, the system returns to the previous scan mode. 

o If a cell is selected, the probability value of the cell and of the rest of the 
cells of the workspace is updated according to the recursive Bayes rule.  

o The dimensions of the zones and sub-zones are re-calculated after a cell is 
selected. 
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Zone 2: is the set of 
all cells whose 
probabilities are of 
middle range 
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Table 1. Workspace zones definitions. 
 
As it can be seen, the number of cells that belong to a sub-zone or zone is variable. Then, the 
organization of the zones at the robot’s workspace is dynamic. This allows the improving of 
the scan mode in order to access in a priority way to the most probably cells. 

 

4.3 Recursive Bayes Rule 
 

The probability update of each cell at the robot’s workspace is based on the recursive Bayes 
rule (Fishman, 1996 ; Papoulis, 1980). Once the patient directs the HMI to access a specific 
cell, the probability value of that cell changes according to (2).  
Let ci,j be a cell at the robot’s workspace and G a zone to which that cell belongs (e.g., zone 1). 
Thus, the updating algorithm is given by, 
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In (2), )|( , Gcp jit  is the current probability of the cell ci,j given the zone G; )|( ,1 Gcp jit  is the 

previous probability value of ci,j. Though (2) is mainly used in very simple applications 
(Auat Cheein et al, 2008; Ferreira et al, 2006c) it fits as an updating rule for the purpose of 
this work. The rest of the cells at the robot’s workspace are also updated using (2), but 
with )|( , Gcp jit   -the probability of ci,j not been selected with respect to the zone- instead of 

)|( , Gcp jit  in the appropriate places of (2).  

In order to make sense to the use of the recursive Bayes rule, an initial probability value must 
be given to all cells at the workspace. Thus, it is initialized as a uniform pmd. Figure 4 shows 
the evolution of a cell’s probability when it is successively accessed by the patient. As the 
probability of this cell tends to 1, the probability value of the non-accessed cells tends to zero 
according to (2). 
 

 
Fig. 4. Probability cell evolution when it is constantly accessed (Auat Cheein et al, 2008). 
 
Considering that the scan mode of this approach is based on the probability weight of the 
cells of the robot’s workspace, if a cell, e.g., has the highest probability value of the zone 2 at 
time t, and it is successively accessed, then at the instant t + k that cell might abandon the 
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Considering that the scan mode of this approach is based on the probability weight of the 
cells of the robot’s workspace, if a cell, e.g., has the highest probability value of the zone 2 at 
time t, and it is successively accessed, then at the instant t + k that cell might abandon the 
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zone 2 -because of it probability value increases- and enter to zone 1. Nevertheless, having 
into account that zone 1 is composed by those cells with the highest probability values of the 
entire robot’s workspace, then the cell that has recently enter this zone, might not be one of 
the first to be scanned. This situation will be shown in the experimental results. 

 
5. Experimental Results 
 

This section shows the time consuming differences of the three scan modes shown in this 
work. In order to do this, a Monte Carlo experiment was designed (Auat Cheein et al, 2008; 
Fishman, 1996). The time analysis establishes a performance comparison between the three 
scan modes. In addition, the final distribution of the robot’s workspace for a right-handed 
user after 100 trials is also shown. This distribution is shown for both probability scan 
modes –the accessed cells are the same–. The Kullback-Liebler relative entropy is calculated 
between both probability-based workspaces in order to establish a divergence value. 

 
5.1 Monte Carlo Experiment 
In this work, the robot’s workspace is divided into 72 cells (see Fig. 3). It also can be 
considered as a 418-matrix. Then, a cell’s position can be defined by the number of row and 
column of the 418-matrix. Considering the number of row and column as a random 
variable, the Monte Carlo experiment was designed as follows: 

 A uniform random source generates two random variables: x and y. 
 The random variable x is mapped into the rows of the robot’s workspace (m). 
 The random variable y is mapped into the columns of the robot’s workspace (n). 
 The pair <m,n> determines the position of a cell at the robot’s workspace. This cell 

is the one that will be accessed by the scan modes. The three scan modes start. 
 The time needed by the patient to reach a cell is recorded for each scan mode. 
 Once the robot reaches the proposed cell, a new cell is generated and the process 

starts all over. 

 
5.2 Mapping Functions 
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where A is again  )1,0(~ UxA   and    NnnC  18,...,2,1: . Equations (3) and (4) show 
the  domain  and  range  of  the mapping  functions.  The mapping  is made  according  to  the 
following statements (Auat Cheein et al, 2008). 

 Let )( , jicp   the probability value of a  cell  located at  the  i‐row  and  j‐column  of  the 
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that Ax  should be greater or equal to the sum of all probability cell’s 
values over row 1 and lower than the sum of all probability cell’s values 
over row 2 for 2)(  ixfx . 

o The process continues up to the last row whose expression is: if 
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 For the mapping over rows, the procedure is the same. However, in this case, the 
sum of probability values is made over the columns. 

 Each time a cell is reached by the scan, the mapping functions (fx and fy) vary. It is 
so because these functions depend on the probability values of the cells at the 
robot’s workspace. Thus, the most accessed cells will have more probability in 
being mapped. This allows us to emulate, e.g., a right-handed user. 

 
5.3 Monte Carlo Simulation Results 
The objective of the Monte Carlo experiments was to test the performance of both scanning 
methods: probability-based and sequential ones. The performance is measured in function 
of the time needed to access a given position. This position is generated by the uniform 
random source shown in (3) and (4). After 500 trials the mean time needed to access a 
random position by the first approach of the probability-based scan was of 16.8 seconds. For 
the second approach of the probability-based scan the mean time needed was of 20.4 and for 
the sequential scan was of 19.8 seconds. The three results are in the same order but the 
probability based first approach of the scan mode requires less time.  
Lets consider now only the right side of the workspace. This situation is suitable for a right-
arm amputee patient. The mean time of access for all points belonging to the workspace 
right side is of 8.4 seconds under the second approach of the probability-based scan instead 
of 11.3 seconds corresponding to the first approach of the probability-based scan mode. 
Under sequential scan, the mean time is of 14.8 seconds. The probability-based scan mode 
second approach is 43% faster than the sequential scan for cells over the right side of the 
workspace whereas the first probability-based approach is 23.7% faster. Details of these 
results can be seen in (Auat Cheein et al, 2008). The accessing time values can be interpreted 
as the patient needs an overall time of 8.4 seconds to access any cell of the right side of the 
robot’s workspace using the second scan mode approach instead of 11.3 seconds of the first 
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probability-based approach. If the whole workspace is to be used, then the first approach is 
more convenient.  
The Figures 5 and 6 show the mapping function for the probability-based scans at the end of 
the Monte Carlo simulation. The mapping functions are dependent on the probability values 
of the cells. 
 

 
Fig. 5. Row mapping function of the Monte Carlo experiment –see Eq. (3)–. 
 

 
Fig. 6. Column mapping function of the Monte Carlo experiment –see Eq. (4)–. 
 
In section 4.3 was stated that a cell may change of zones as its probability grows or decrease 
during the scan mode of the second probability-based approach. Figure 7 shows this 
situation. A specific cell was successively accessed (see Fig. 4). The cell was initially in zone 3 

 

(the group with the lowest probability value). During the successive calls of the cell, its 
probability was growing and the cell passed from zone 3 to zone 2 and then to zone 1.  
 

 
Fig. 7. Evolution of the accessing time of a cell during successive calls. 
 
Figure 7 shows that the time of access of the cell by the sequential scan mode remains 
constant whereas varies for the second approach of the probability-based scan mode. When 
a cell changes to a greater probability zone, it abandons its scan priority. Thus, if it was 
previously in zone 3 with the highest probability value in that zone (it is the first cell in being 
scanned inside that zone), when it passes to zone 2 it will be one of the cells with the lowest 
probability value of that zone. This situation explains why the time of access of a cell grows 
every time a cell change its zone (as it is shown in Fig. 7). Nevertheless, the final time of 
access is lower than the initial value. 
Figure 8 shows the final zone’s division of the robot’s workspace at the end of the Monte 
Carlo experiment for the two probability scan mode approaches. Figure 8.a shows the 
probability workspace distribution for the first probability based scan mode approach; the 
zone 2 represents the most accessed zone. This situation means that, for a right-handed user, 
every location at the front of the hand will be the most reached. Figure 8.b shows the 
probability workspace distribution of the second probabilistic scan mode approach. The zone 
3 -which contains the cells with the lowest probability according to Table 1- is limited by a 
solid-black line; zone 2 is formed by those cells with a solid-blue line at their limits. The zone 
1 -the set of cells with the highest probability value according to Table 1- remains 
unbounded in Fig. 8.b. The probability value of the cells and zones in Fig. 8 is represented 
by the gray-bar at the top of each figure. 
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a) 

 
b) 

 
Fig. 8. Robot’s workspace zones’ division after the Monte Carlo experiment. a) Zones 
probability distribution according to the first approach of the probability scan mode. b) Cells 
probability distribution according to the second approach of the probability-based scan 
mode; cells with the lowest probability value -zone 1- are limited by the solid-black line; cells 
of the zone 2 are bounded by a solid-blue line; cells of the zone 1 -with the highest 
probability value- remain unbounded. 

 
5.4 Right-handed Workspace Distribution 
Figure 8 has shown the zones divisions for the two probability-based scan modes for the 
Monte Carlo experiment. Figure 9, on the other hand, shows a real workspace distribution 
for a right-handed user. For the experiment, the BCI connected to the HMI was used. Figure 
9 shows the cell’s probabilities after 100 trials. As it can be seen, the right side of the 
workspace is the most accessed one.  
By inspection, it is possible to see that both workspaces’ pmds shown in Fig. 8 look very 

 

similar. Considering that the pmd represents the learning of the HMI with respect to the 
patient’s needs, the Kullback-Liebler relative entropy is calculated between both pmds of Fig. 
9 in order to have a divergence value of the workspaces probability mass distributions. 
 
a)  

 
b) 

 
 

Fig. 9. Cells probability values for the two probability scan modes approaches after 100 
trials. a) Final workspace’s pmd for the first approach of the probability-based scan 
mode. b) Final workspace’s pmd for the second approach of the probability-based scan 
mode. The difference between both pmds lies on the fact that the recursive Bayes rule is 
calculated based on the zone’s probability information and not the workspace’s 
probability (which is the unity). 

 
5.5 Kullback-Liebler divergence 
The Kullback-Liebler relative entropy is a pseudometric (Cover & Thomas, 2006) that gives a 
measure of the divergence between two probability density functions and it is presented in 
(5) -for the continuum case- and (6) -for the discrete case-. The reference functions in (5) and 
(6) are (.)g  -density function- and (.)q  -mass function- respectively. 
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Considering that the set of cells is the same for both probability based scan modes 
approaches, equation (6) is directly applied to the pmds of the robot manipulator. Thus, for 
the experiment shown in Fig. 9, the divergence between the first workspace probability 
based scan mode approach and the second workspace probability-based scan mode 
approach is of 0.0832. Thus, it is possible to say that both probability scan modes approaches 
lead to a very similar workspace’s pmds -both learn the user’s preferences in the same way-. 

 
6. Conclusion 
 

This work has shown the implementation of three scan modes of a robot manipulator 
workspace governed by a Human Machine Interface. The first scan approach was a 
sequential one with no consideration of preferences of the user/patient of the HMI. The 
other two scan approaches were based on the probability information attached to every cell 
at the robot’s workspace. The probability value was updated by means of the recursive Bayes 
rule. The whole workspace was seen as a single probability mass distribution. Thus, each 
cell’s probability value reflects the times that cell was accessed by the user and it governs the 
scan (the probability of been accessed). The cells with the highest probability value will be 
scanned first.  
A time analysis between the three methods presented here showed that the probability-
based scans improves the access time of the most accessed cells. Thus, if the HMI is going to 
be used for the first time (the robot manipulator workspace is an uniform pmd), the first 
approach of the probability-based scan mode has shown a better performance than the other 
approaches. On the other hand, once the preference of the patient (right/center/left side of 
the workspace) is well defined, the second approach of the probability based scan mode has 
shown lesser time requirements.  
Although the system was primary designed to be implemented via a Brain Computer 
Interface, it could be used with any HMI with the same Finite State Machine implemented 
on it. 
Experimental results showed that the time needed to access a specific position at the 
workspace is decreased each time that position is reached. This is due to the fact that the 
recursive Bayes algorithm implemented updates the probability value of the selected 
position after it is reached by the robot. A decrement of the time of access implies less effort 
by the user/patient of the HMI in reaching the objective. 
In this work, a right-handed workspace distribution case was presented. This case showed 
that all cells to the right of the workspace have the higher probability value and the lower 
time needed to be accessed. 
The robot workspace resolution was set to 72 cells in this work, although it could be 
adjusted according to the HMI destination. In addition, the interface can be extended to 
operate in 3D.  

 

The probabilistic workspace configuration learns the user’s preferences and uses this 
knowledge in the scan mode. It pays special attention to those cells with the highest 
probability value thus minimizing the time needed to access them. 
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probability value thus minimizing the time needed to access them. 
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1. Introduction

Bringing robot manipulators in the same environment as humans seems a natural evolution
in the path towards more advanced robotics. This upcoming co-existence will offer a tremen-
dous potential to improve many industrial applications such as manufacturing and assembly.
In this paradigm, an efficient synergy between human and robot can be obtained by com-
bining the human’s reasoning ability and adaptability in unstructured environments with the
inexhaustible strength of robots.
The current generation of commercially available robot manipulators is not designed to fit the
specific needs required by this novel collaboration. Indeed, control algorithms that enable an
intuitive and efficient interaction between humans and robots are still missing to industrial
robots. At an even more fundamental level, the way they are currently designed presents
significant risks in the proximity of humans. Many studies have investigated this last aspect
to demonstrate the potential danger of a robot Zinn, Khatib, Roth & Salisbury (2004a) and to
understand and provide metrics to characterize to the level of this threat Haddadin, Albu-
Schaffer, Frommberger & Hirzinger (2008); Haddadin, Albu-Schaffer & Hirzinger (2008); Ya-
mada et al. (1997). The next step for robot designers should focus on increasing human safety
to an acceptable level according to the conclusion of these studies.
The aim of this chapter is to present how, at the conceptual level, robot manipulators should be
mechanically designed to be harmless for humans. Both established and novel concepts will
be reviewed to provide actual guidelines to the robot designer. Serial elastic actuators (SAE),
distributed macro-mini (DM2) and variable stiffness joints will be reviewed whereas more
emphasis will be placed on force limiting devices (FLD), robot soft covering and a method for
efficiently coupling robot joint actuators for reducing their potential of transferring energy to
the surrounding environment.

2. Review

To build safe and dependable robots, engineers and researchers are using three different strate-
gies:

1. to develop algorithms that use vision systems or proximity sensors to anticipate and
avoid potentially harmful contacts Ebert et al. (2005); Lu et al. (2005);
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2. to detect a collision by monitoring joint torques or a robot skin and quickly react to main-
tain the contact forces under a certain levelDe Luca et al. (2006); Duchaine, Lauzier,
Baril, Lacasse & Gosselin (2009);

3. to design robots that are intrinsically safe, i.e., that are physically unable to hurt a per-
sonChoi et al. (2008); Kim et al. (2007); Park et al. (2009; 2008); Sardellitti et al. (2007);
Tonietti et al. (2005); Zinn, Khatib & Roth (2004).

It is clear that the avoidance, reaction and design strategies can be combined together to
create safer and more dependable robots. However, the first two options alone cannot fully
guarantee human safety. This can be explained by considering that a robot intended to
interact physically with a person will require the ability to distinguish between desirable and
undesirable contacts (or good and bad contacts). This can be done either by disabling safety
sensors on the robot parts intended to interact or by running an algorithm that will decide if
the upcoming contacts are desirable or not. In either case, safety is compromised either by
unprotecting certain parts of the manipulator or by giving the robot some sort of ’judgment
capability’ which, even in the case of the human, is condemned to occasionally be wrong.
Furthermore, the avoidance and reaction strategies rely on electronic components that can
fail. Finally, one could argue that an operator would feel insecure working with a powerful
machine with his safety guaranteed only by an algorithm. It can thus be concluded that the
only way to obtain safe and dependable robots is to use the design strategy, which leads to the
development of robots that are intrinsically safe.

2.1 Series Elastic Actuators (SEA)
To create intrinsically safe robots, the usual approach is to make them compliant. Indeed, com-
pliance reduces the peak force attained during a collision. By extending the duration of the
contact, it also allows the controller to sense it and react to reduce potential damages, under
certain constraints (i.e., reaction time). One early technique Pratt & Williamson (1995) to create
compliant robots consists in placing the actuators of a serial robot at its base and linking them
to the joints with an elastic transmission. However, the resulting Series Elastic Actuators (SEA)
also limit the precision and stiffness of the robot. Moreover, as stated by the authors of Pratt
& Williamson (1995), compliant joints can store potential energy. It can be argued that this
energy could be harmful if released in an uncontrolled manner. Thus, a compromise must be
achieved between safety and performance. The following sections present publications that
propose solutions to increase safety while maintaining precision as much as possible.

2.2 Active Compliance
Active compliance Hogan (1987); Salisbury (1980) is a technique in which a regular robot is
controlled to present a compliant interface at its effector. In a certain way, this technique is
the ancestor of admittance control: efforts are measured at the effector and processed to com-
mand a displacement equal to the contact force divided by a virtual spring stiffness. Thus, the
robot behaves like a spring around its trajectory and the compliance can be adapted online to
match variable safety requirements. Unfortunatly, the response time of traditional actuators is
longer than what is required to accommodate high frequency forces applied during collisions.
Consequently, during a collision, the robot does not have a compliant behaviour and thus this
technique is not suitable for the design of safe robots.

2.3 Programmable Passive Compliance
Programmable Passive Compliance Choi et al. (2008); Kim et al. (2007); Tonietti et al. (2005);
Wolf & Hirzinger (2008) consists in using a compliant joint for each axis of the robot and a sec-
ond set of actuators that allow the adjustment of each joint stiffness. This is obtained either by
using two antagonistic actuators or by having a second actuator that adjusts the stiffness via a
mechanism. This technique allows high stiffness (precision) at low velocity in addition to low
stiffness (safety) at high velocity, i.e. when the manipulator is usually dangerous. This gives
the controller the ability to continuously adjust the compromise between safety and perfor-
mance. However, these characteristics are obtained by adding weight and complexity to the
manipulator. Also, for the mechanisms currently proposed in the literature, the ratio between
the largest and lowest stiffnesses is not sufficient to obtain high precision — by manufacturing
standards — at low velocity, when collisions are less dangerous.

2.4 Distributed Macro-Mini Actuation (DM2)
Distributed Macro-Mini Actuation (DM2) Zinn, Khatib & Roth (2004), developed at Standford
University, consists in actuating each joint with two actuators in parallel. The macro actuator is
powerful but has a limited bandwidth. It is located at the base (to reduce inertia) and actuates
the joint via an elastic cable transmission unable to transmit high frequency forces, character-
istic of a collision. The mini actuator is directly located at the joint and has a large bandwidth.
However, its size prevents the transmission of high torques, which makes the robot safer dur-
ing collisions. The result is a combination of a large actuator that supplies large static torques,
such as the ones induced by the robot’s weight, and a smaller one that compensates for high
frequency perturbations. In practice, this technique seems difficult to implement because it
adds complexity to the manipulator’s design, especially by doubling the number of required
actuators. Recent developments Sardellitti et al. (2007) use two antagonistic pneumatic mus-
cles as the macro actuator.

2.5 Nonlinear Passive Compliance
It has recently been proposed Park et al. (2009; 2008) to place on each joint a mechanism whose
compliance varies by purely mechanical means. It is composed of two disks linked by a force
transmitting pin and two mechanisms, each comprising two bars, one slider and one pre-
loaded spring. In a normal situation, the force in the spring prevents the mechanism from
moving. When the transmitted torque exceeds the threshold, the initial spring force is over-
come and the mechanism starts moving in the slider. As the mechanism moves, the transmit-
ted torque is reduced by the linkage geometry, even if the spring force is increased. The result
is a rigid mechanism that becomes highly compliant when the transmitted torque exceeds a
threshold that depends on the design parameters. Thus, the mechanism acts like a torque
limiter (or a clutch) until the slider hits the end stop.
This is an interesting solution since by placing such torque limiter in series with each actuator,
the resulting manipulator will be rigid unless external forces applied on it exceed a certain
threshold, in which case it will become compliant and safer. This technique allows the design
of robots that are stiff and accurate under normal conditions, but safer when collisions occur.
Moreover, this principle is realized mechanically, which means that the reliability of this safety
system does not depend on electronic components. Also, the mechanism is simple, compact
and light. For all these reasons, nonlinear passive compliance is a promising approach.
However, this method also has some disadvantages. First, by adding a torque limiter on each
joint of a serial robot, the force threshold will depend on the configuration of the manipulator.
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2. to detect a collision by monitoring joint torques or a robot skin and quickly react to main-
tain the contact forces under a certain levelDe Luca et al. (2006); Duchaine, Lauzier,
Baril, Lacasse & Gosselin (2009);

3. to design robots that are intrinsically safe, i.e., that are physically unable to hurt a per-
sonChoi et al. (2008); Kim et al. (2007); Park et al. (2009; 2008); Sardellitti et al. (2007);
Tonietti et al. (2005); Zinn, Khatib & Roth (2004).

It is clear that the avoidance, reaction and design strategies can be combined together to
create safer and more dependable robots. However, the first two options alone cannot fully
guarantee human safety. This can be explained by considering that a robot intended to
interact physically with a person will require the ability to distinguish between desirable and
undesirable contacts (or good and bad contacts). This can be done either by disabling safety
sensors on the robot parts intended to interact or by running an algorithm that will decide if
the upcoming contacts are desirable or not. In either case, safety is compromised either by
unprotecting certain parts of the manipulator or by giving the robot some sort of ’judgment
capability’ which, even in the case of the human, is condemned to occasionally be wrong.
Furthermore, the avoidance and reaction strategies rely on electronic components that can
fail. Finally, one could argue that an operator would feel insecure working with a powerful
machine with his safety guaranteed only by an algorithm. It can thus be concluded that the
only way to obtain safe and dependable robots is to use the design strategy, which leads to the
development of robots that are intrinsically safe.

2.1 Series Elastic Actuators (SEA)
To create intrinsically safe robots, the usual approach is to make them compliant. Indeed, com-
pliance reduces the peak force attained during a collision. By extending the duration of the
contact, it also allows the controller to sense it and react to reduce potential damages, under
certain constraints (i.e., reaction time). One early technique Pratt & Williamson (1995) to create
compliant robots consists in placing the actuators of a serial robot at its base and linking them
to the joints with an elastic transmission. However, the resulting Series Elastic Actuators (SEA)
also limit the precision and stiffness of the robot. Moreover, as stated by the authors of Pratt
& Williamson (1995), compliant joints can store potential energy. It can be argued that this
energy could be harmful if released in an uncontrolled manner. Thus, a compromise must be
achieved between safety and performance. The following sections present publications that
propose solutions to increase safety while maintaining precision as much as possible.

2.2 Active Compliance
Active compliance Hogan (1987); Salisbury (1980) is a technique in which a regular robot is
controlled to present a compliant interface at its effector. In a certain way, this technique is
the ancestor of admittance control: efforts are measured at the effector and processed to com-
mand a displacement equal to the contact force divided by a virtual spring stiffness. Thus, the
robot behaves like a spring around its trajectory and the compliance can be adapted online to
match variable safety requirements. Unfortunatly, the response time of traditional actuators is
longer than what is required to accommodate high frequency forces applied during collisions.
Consequently, during a collision, the robot does not have a compliant behaviour and thus this
technique is not suitable for the design of safe robots.

2.3 Programmable Passive Compliance
Programmable Passive Compliance Choi et al. (2008); Kim et al. (2007); Tonietti et al. (2005);
Wolf & Hirzinger (2008) consists in using a compliant joint for each axis of the robot and a sec-
ond set of actuators that allow the adjustment of each joint stiffness. This is obtained either by
using two antagonistic actuators or by having a second actuator that adjusts the stiffness via a
mechanism. This technique allows high stiffness (precision) at low velocity in addition to low
stiffness (safety) at high velocity, i.e. when the manipulator is usually dangerous. This gives
the controller the ability to continuously adjust the compromise between safety and perfor-
mance. However, these characteristics are obtained by adding weight and complexity to the
manipulator. Also, for the mechanisms currently proposed in the literature, the ratio between
the largest and lowest stiffnesses is not sufficient to obtain high precision — by manufacturing
standards — at low velocity, when collisions are less dangerous.

2.4 Distributed Macro-Mini Actuation (DM2)
Distributed Macro-Mini Actuation (DM2) Zinn, Khatib & Roth (2004), developed at Standford
University, consists in actuating each joint with two actuators in parallel. The macro actuator is
powerful but has a limited bandwidth. It is located at the base (to reduce inertia) and actuates
the joint via an elastic cable transmission unable to transmit high frequency forces, character-
istic of a collision. The mini actuator is directly located at the joint and has a large bandwidth.
However, its size prevents the transmission of high torques, which makes the robot safer dur-
ing collisions. The result is a combination of a large actuator that supplies large static torques,
such as the ones induced by the robot’s weight, and a smaller one that compensates for high
frequency perturbations. In practice, this technique seems difficult to implement because it
adds complexity to the manipulator’s design, especially by doubling the number of required
actuators. Recent developments Sardellitti et al. (2007) use two antagonistic pneumatic mus-
cles as the macro actuator.

2.5 Nonlinear Passive Compliance
It has recently been proposed Park et al. (2009; 2008) to place on each joint a mechanism whose
compliance varies by purely mechanical means. It is composed of two disks linked by a force
transmitting pin and two mechanisms, each comprising two bars, one slider and one pre-
loaded spring. In a normal situation, the force in the spring prevents the mechanism from
moving. When the transmitted torque exceeds the threshold, the initial spring force is over-
come and the mechanism starts moving in the slider. As the mechanism moves, the transmit-
ted torque is reduced by the linkage geometry, even if the spring force is increased. The result
is a rigid mechanism that becomes highly compliant when the transmitted torque exceeds a
threshold that depends on the design parameters. Thus, the mechanism acts like a torque
limiter (or a clutch) until the slider hits the end stop.
This is an interesting solution since by placing such torque limiter in series with each actuator,
the resulting manipulator will be rigid unless external forces applied on it exceed a certain
threshold, in which case it will become compliant and safer. This technique allows the design
of robots that are stiff and accurate under normal conditions, but safer when collisions occur.
Moreover, this principle is realized mechanically, which means that the reliability of this safety
system does not depend on electronic components. Also, the mechanism is simple, compact
and light. For all these reasons, nonlinear passive compliance is a promising approach.
However, this method also has some disadvantages. First, by adding a torque limiter on each
joint of a serial robot, the force threshold will depend on the configuration of the manipulator.
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This is because the relation between external forces and articular torques is determined by
the Jacobian matrix of the manipulator, which is a function of the manipulator’s pose. The
threshold will also depend on the contact location and on the force orientation, which is not
desirable since it means that the safety level will vary throughout the robot’s external surface.
Moreover, a manipulator in a singular configuration could theoretically apply infinite forces
in certain directions that would not induce any articular torque. These issues arise from the
articular architecture of the safety mechanism and consequently a mechanism using torque
limiters in a Cartesian architecture would circumvent them and offer the same safety level,
regardless of the manipulator’s configuration.
Some Cartesian safety devices already exist. One of them Park et al. (2007) was developed
by the same researchers as the previously mentioned torque limiter. In this case, the slider-
spring mechanism is packaged in the robot’s last member, allowing the end-effector to become
compliant if a collision induces a large moment relative to the mechanism. The other one is
a commercial product Collision Sensor for Robotic Safety - Robotic Crash Sensors from ATI (n.d.)
that is mainly used to protect a tool if an unexpected contact occurs. These devices, however,
possess disadvantages similar to those of the articular mechanisms. Since they are sensitive to
external moments, the force threshold depends on the contact orientation and location on the
end-effector. Therefore, they are reliable only when collisions occur at a pre-determined loca-
tion, which is not the case in general for large end-effectors in an uncontrolled environment.

3. Cartesian Force Limiting Devices

A technique that combines torque limiters with parallel mechanisms to create Cartesian force
limiting devices (CFLD) was recently proposed in Lauzier et al. (2009). The device behaves
like a structure unless the external forces exceed a certain threshold, leading to the activation
of one or more degree of freedom. If the parallel mechanism performs pure translation mo-
tions, replacing the actuators with torque limiters results in a CFLD that is sensitive to forces
– not moments – and thus the threshold is independent from the location of the force applica-
tion point. Cartesian force limiting devices are particularly well suited for ceiling-suspended
robots because their end-effector is the only part on which a collision can occur. During a
collision, the motion of the end-effector can thus be decoupled from the rest of the robot if a
CFLD is placed between them.
Fig. 1 shows an example of a simple 1-DOF CFLD mounted between a suspended robot and
its end-effector. The mechanism is a parallelogram linkage in which one revolute joint was
replaced with a torque limiter. Under normal conditions, the torque limiter prevents the
mechanism from moving and thus the end-effector is fixed rigidly to the robot. However,
if a collision occurs, the couple passing through the torque limiter becomes too high and the
mechanism is allowed to move, as shown in the middle and right pictures. This practically
“disconnects” the end-effector from the robot and thus the person involved in the collision
is only subjected to the inertia of the end-effector, which can be significantly lower than the
inertia of the whole robot. For the mechanism to be effective in increasing the safety level, the
collision has to be detected and the robot must stop before the mechanism reaches the end of
its travel. The collision can be detected with a limit switch placed on one of the links and an
emergency stop signal can be sent directly to brakes without passing through the controller,
thus improving the reliability of the system by reducing the risks of electronic components
failure. Once the robot is stopped, gravity tends to naturally return the mechanism to its orig-
inal position. One important advantage of the parallelogram architecture is that the couple

passing through the torque limiter only depends on the magnitude of the horizontal force ap-
plied on the end-effector and is not affected by the height of the point of application of the force. This
implies that the same force level will cause the activation of the safety mechanism whether
the collision occurs at the head or at the knee of the person. This is an important advantage
since a collision can occur anywhere on the end-effector.

robot
torque
limiter

end-effector

(a) Before collision

limit torque
reached

(b) Collision

brake activated

torque limiter
activated

(c) After collision

Fig. 1. Example of a 1-DOF Cartesian FLD using torque limiters(©2009 IEEE).

In Lauzier et al. (2009), this simple 1-DOF architecture was extended to a 2-DOF mechanism
that reacts to collisions occuring in the whole horizontal plane. It is also possible to extend it
to 3-DOF, thus covering all possible collisions occuring on the end-effector. For example, the
Delta architecture can be used to create a 3-DOF CFLD by replacing the actuators with torque
limiters, as shown in Fig. 2. However, since the mechanism is sensitive to vertical forces, the
end-effector’s weight (plus the carried load) will induce articular torques that will limit the
robot’s ability to apply forces before reaching its threshold. To circumvent this problem, the
device has to be statically balanced.
Experiments were performed using a reduced-scale prototype of a 2-DOF CFLD to evaluate
the behaviour of such a device during a collision. Fig. 3 shows the experimental setup and the
contact force over time for a collision occuring at a low velocity. On the graph, it is possible to
see that the contact force is slowly increasing until it reaches the preset threshold, after which
it drops sharply to a level corresponding to the friction force until the motion is stopped. This
shows that for collisions occuring at a low velocity, the maximum contact force is approxi-
mately limited to the preset threshold. For higher velocities, the inertia of the end-effector
and the stiffness of the contact interface must be taken into account. More detailed results are
presented in Lauzier et al. (2009).

3.1 Safety Improvements
It is important to evaluate the safety improvements and the limitations of the proposed ap-
proach which consists in placing a mechanism on the robot that can disconnect the end-
effector if the forces applied on it are excessive.
Firstly, in the case of mechanisms performing horizontal motion only, the load to be carried by
the robot is not limited. This is also the case for the 3-DOF architectures if gravity is compen-
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Moreover, a manipulator in a singular configuration could theoretically apply infinite forces
in certain directions that would not induce any articular torque. These issues arise from the
articular architecture of the safety mechanism and consequently a mechanism using torque
limiters in a Cartesian architecture would circumvent them and offer the same safety level,
regardless of the manipulator’s configuration.
Some Cartesian safety devices already exist. One of them Park et al. (2007) was developed
by the same researchers as the previously mentioned torque limiter. In this case, the slider-
spring mechanism is packaged in the robot’s last member, allowing the end-effector to become
compliant if a collision induces a large moment relative to the mechanism. The other one is
a commercial product Collision Sensor for Robotic Safety - Robotic Crash Sensors from ATI (n.d.)
that is mainly used to protect a tool if an unexpected contact occurs. These devices, however,
possess disadvantages similar to those of the articular mechanisms. Since they are sensitive to
external moments, the force threshold depends on the contact orientation and location on the
end-effector. Therefore, they are reliable only when collisions occur at a pre-determined loca-
tion, which is not the case in general for large end-effectors in an uncontrolled environment.

3. Cartesian Force Limiting Devices

A technique that combines torque limiters with parallel mechanisms to create Cartesian force
limiting devices (CFLD) was recently proposed in Lauzier et al. (2009). The device behaves
like a structure unless the external forces exceed a certain threshold, leading to the activation
of one or more degree of freedom. If the parallel mechanism performs pure translation mo-
tions, replacing the actuators with torque limiters results in a CFLD that is sensitive to forces
– not moments – and thus the threshold is independent from the location of the force applica-
tion point. Cartesian force limiting devices are particularly well suited for ceiling-suspended
robots because their end-effector is the only part on which a collision can occur. During a
collision, the motion of the end-effector can thus be decoupled from the rest of the robot if a
CFLD is placed between them.
Fig. 1 shows an example of a simple 1-DOF CFLD mounted between a suspended robot and
its end-effector. The mechanism is a parallelogram linkage in which one revolute joint was
replaced with a torque limiter. Under normal conditions, the torque limiter prevents the
mechanism from moving and thus the end-effector is fixed rigidly to the robot. However,
if a collision occurs, the couple passing through the torque limiter becomes too high and the
mechanism is allowed to move, as shown in the middle and right pictures. This practically
“disconnects” the end-effector from the robot and thus the person involved in the collision
is only subjected to the inertia of the end-effector, which can be significantly lower than the
inertia of the whole robot. For the mechanism to be effective in increasing the safety level, the
collision has to be detected and the robot must stop before the mechanism reaches the end of
its travel. The collision can be detected with a limit switch placed on one of the links and an
emergency stop signal can be sent directly to brakes without passing through the controller,
thus improving the reliability of the system by reducing the risks of electronic components
failure. Once the robot is stopped, gravity tends to naturally return the mechanism to its orig-
inal position. One important advantage of the parallelogram architecture is that the couple

passing through the torque limiter only depends on the magnitude of the horizontal force ap-
plied on the end-effector and is not affected by the height of the point of application of the force. This
implies that the same force level will cause the activation of the safety mechanism whether
the collision occurs at the head or at the knee of the person. This is an important advantage
since a collision can occur anywhere on the end-effector.

robot
torque
limiter

end-effector

(a) Before collision

limit torque
reached

(b) Collision

brake activated

torque limiter
activated

(c) After collision

Fig. 1. Example of a 1-DOF Cartesian FLD using torque limiters(©2009 IEEE).

In Lauzier et al. (2009), this simple 1-DOF architecture was extended to a 2-DOF mechanism
that reacts to collisions occuring in the whole horizontal plane. It is also possible to extend it
to 3-DOF, thus covering all possible collisions occuring on the end-effector. For example, the
Delta architecture can be used to create a 3-DOF CFLD by replacing the actuators with torque
limiters, as shown in Fig. 2. However, since the mechanism is sensitive to vertical forces, the
end-effector’s weight (plus the carried load) will induce articular torques that will limit the
robot’s ability to apply forces before reaching its threshold. To circumvent this problem, the
device has to be statically balanced.
Experiments were performed using a reduced-scale prototype of a 2-DOF CFLD to evaluate
the behaviour of such a device during a collision. Fig. 3 shows the experimental setup and the
contact force over time for a collision occuring at a low velocity. On the graph, it is possible to
see that the contact force is slowly increasing until it reaches the preset threshold, after which
it drops sharply to a level corresponding to the friction force until the motion is stopped. This
shows that for collisions occuring at a low velocity, the maximum contact force is approxi-
mately limited to the preset threshold. For higher velocities, the inertia of the end-effector
and the stiffness of the contact interface must be taken into account. More detailed results are
presented in Lauzier et al. (2009).

3.1 Safety Improvements
It is important to evaluate the safety improvements and the limitations of the proposed ap-
proach which consists in placing a mechanism on the robot that can disconnect the end-
effector if the forces applied on it are excessive.
Firstly, in the case of mechanisms performing horizontal motion only, the load to be carried by
the robot is not limited. This is also the case for the 3-DOF architectures if gravity is compen-
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Fig. 2. Example of a collision between a person and a suspended robot with a 3-DOF CFLD
using Delta architecture.

sated for. However, accelerations of the robot will induce inertial forces that can activate the
torque limiters of the mechanism. Thus, for a given load, accelerations must be limited to a cer-
tain level to prevent the end-effector from being disconnected without collisions. This is a po-
tential disadvantage because a robot usually aims at maximizing accelerations/decelerations.
Secondly, there is always a maximum velocity that can be imposed to a robot that will ensure
that blunt, unconstrained collisions will be safe. This “safe” velocity is usually very low for
heavy robots. However, if during a collision the end-effector is disconnected from the robot,
the effective inertia to which the person is subjected is then greatly reduced. Therefore, it can
be assumed that using this type of mechanism will allow to increase the maximum velocity of
a robot moving around people. This maximum velocity should be evaluated using a collision
model that considers all collision parameters, including the way the robot reacts when the
collision is detected (braking force, delay before the brakes are applied, etc.).
Thirdly, as explained in Haddadin, Albu-Schaffer, Frommberger & Hirzinger (2008), collisions
in which a human body is clamped to a wall by a robot can be very dangerous. With the
mechanism described in this paper, however, the maximum clamping force that the robot
can apply in quasistatic conditions is determined by the limit torques of the limiters. As the
velocity increases, the safety is still improved because the inertia crushing the person’s body
against the wall is reduced. Again, the maximum velocity should be calculated using an
appropriate model to ensure safety.
Also, because the mechanism is unable to store elastic potential energy (as opposed to compli-
ant robots), it will not make the robot continue pushing on the person’s body after the collision
has taken place. This is an advantage since it will help the person to push the robot away after
the collision.

Advantages over Existing Devices
Some robots designed for pHRI, such as the Kuka KR3-SI Haddadin, Albu-Schaffer &
Hirzinger (2008), incorporate a flexible flange with breakaway function that links the tool
to the manipulator. This device triggers an emergency stop when the contact force at the tool
control point exceeds a certain threshold. Although this type of device behaves similarly on
many aspects to the devices described in this section, it differs on certain points. Firstly, it lim-

(a) Experimental setup(©2009 IEEE).
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Fig. 3. Experimental collision between a 2-DOF CFLD prototype mounted on a structure and
a linear actuator.

its the moment – not the force – that can be transmitted by the manipulator to the end-effector.
This means that the threshold depends on the location of the collision point, as opposed to the
proposed Cartesian FLDs. The latter behaviour is preferable since a collision can generally
occur anywhere on the end-effector. Also, the proposed mechanism has a large achievable
displacement compared to the existing device. This is an advantage since it yields the space
required by a heavy ceiling mounted manipulator to stop without crushing the person in-
volved in the collision.

4. Robot Soft Covering

The key idea behind compliant joints is to reduce the peak force attained during a collision.
Covering a robot with a soft material can provide a very similar feature by absorbing directly
the collision energy. However, since this safety element is an external cover, therefore isolated
from the internal forces given by the robot dynamics, this approach does not suffer from the
same drawback as compliant joints. Indeed, in this case the compliance has no effect on the
robot end-effector stiffness and thus no tradeoff has to be made between the ideal compliance
required for safety and minimum wanted robot stiffness. This characteristic gives to the robot
designer a total freedom in the choice of the compliance.
This approach does not only have advantages. The thickness of the covering material required
for attaining a good level of safety could be relatively large as mentioned in Zinn, Khatib,
Roth & Salisbury (2004b). This extra material could significantly increased the weight of the
robot with a negative impact on its dynamics performance . Fig. 4 shows some collision tests
that have been presented in Duchaine, Lauzier, Lacasse, Baril & Gosselin (2009). From these
curves it is possible to observe that with the 3 mm thick sample tested, even if the soft cover
has a measurable impact in reducing the collision peak forces, this reduction is not enough
to make the robot safe. The data of collision peak force for the case where the soft covering
can provide sensing to detect contact is also provided. In this case the reduction is drastic
and the robot is easily in the safe zone. This latter approach that combines soft covering and
active sensing is often referred to robot skin. This concept is a promising solution that could
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in which a human body is clamped to a wall by a robot can be very dangerous. With the
mechanism described in this paper, however, the maximum clamping force that the robot
can apply in quasistatic conditions is determined by the limit torques of the limiters. As the
velocity increases, the safety is still improved because the inertia crushing the person’s body
against the wall is reduced. Again, the maximum velocity should be calculated using an
appropriate model to ensure safety.
Also, because the mechanism is unable to store elastic potential energy (as opposed to compli-
ant robots), it will not make the robot continue pushing on the person’s body after the collision
has taken place. This is an advantage since it will help the person to push the robot away after
the collision.

Advantages over Existing Devices
Some robots designed for pHRI, such as the Kuka KR3-SI Haddadin, Albu-Schaffer &
Hirzinger (2008), incorporate a flexible flange with breakaway function that links the tool
to the manipulator. This device triggers an emergency stop when the contact force at the tool
control point exceeds a certain threshold. Although this type of device behaves similarly on
many aspects to the devices described in this section, it differs on certain points. Firstly, it lim-
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Fig. 3. Experimental collision between a 2-DOF CFLD prototype mounted on a structure and
a linear actuator.

its the moment – not the force – that can be transmitted by the manipulator to the end-effector.
This means that the threshold depends on the location of the collision point, as opposed to the
proposed Cartesian FLDs. The latter behaviour is preferable since a collision can generally
occur anywhere on the end-effector. Also, the proposed mechanism has a large achievable
displacement compared to the existing device. This is an advantage since it yields the space
required by a heavy ceiling mounted manipulator to stop without crushing the person in-
volved in the collision.

4. Robot Soft Covering

The key idea behind compliant joints is to reduce the peak force attained during a collision.
Covering a robot with a soft material can provide a very similar feature by absorbing directly
the collision energy. However, since this safety element is an external cover, therefore isolated
from the internal forces given by the robot dynamics, this approach does not suffer from the
same drawback as compliant joints. Indeed, in this case the compliance has no effect on the
robot end-effector stiffness and thus no tradeoff has to be made between the ideal compliance
required for safety and minimum wanted robot stiffness. This characteristic gives to the robot
designer a total freedom in the choice of the compliance.
This approach does not only have advantages. The thickness of the covering material required
for attaining a good level of safety could be relatively large as mentioned in Zinn, Khatib,
Roth & Salisbury (2004b). This extra material could significantly increased the weight of the
robot with a negative impact on its dynamics performance . Fig. 4 shows some collision tests
that have been presented in Duchaine, Lauzier, Lacasse, Baril & Gosselin (2009). From these
curves it is possible to observe that with the 3 mm thick sample tested, even if the soft cover
has a measurable impact in reducing the collision peak forces, this reduction is not enough
to make the robot safe. The data of collision peak force for the case where the soft covering
can provide sensing to detect contact is also provided. In this case the reduction is drastic
and the robot is easily in the safe zone. This latter approach that combines soft covering and
active sensing is often referred to robot skin. This concept is a promising solution that could
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Fig. 4. Maximum force measured for different collision velocities. (©2009 IEEE)

become a must have feature on the next generation of cooperative robots. However, so far
there is no commercially available robot skin on the market and there is still many research
challenges associated to this topic such as manufacturing, wire routing and post processing
of the signals. An interesting review of the state of the art in this area and an overview of the
remaining challenges is presented in Cutkosky et al. (2008).

5. Efficient Joint Actuation Coupling

Conventional serial manipulators typically have one motor attached at each joint, thus lead-
ing to a direct relationship between the vectors of actuation torque (τm) and the joint torque
(τ ). In the design of such robots, each actuator is chosen so that it has the capability to deliver
the maximum torque required at its associated joint. One way to improve safety in pHRI is
by coupling the actuation of some of these joints. Indeed, actuation coupling for some very
specific robot architectures could lead to a significant reduction of the maximum force that the
robot can apply to a human being in the case of a malfunction or an unwanted contact. The
capability of a robot to apply forces to its environment is maximized when the robot is in an
equilibrium configuration, i.e., when no joint torque is required to maintain its pose. In such
a configuration and for a short period of time, all the available torque can be directly used to
apply forces to the surrounding environment. Reducing this maximum torque while main-
taining the same static capability could greatly enhance the overall safety of a robot without
affecting its performances.

i θi αi ai bi

1 θ1
π
2 0 l1

2 θ2 0 l2 0
Table 1. HD parameters of the robot of figure 5.

For a general manipulator with a direct relationship between joint torque and actuator torque
as described above, the maximum torque at each joint can happen independently from the
others, therefore, one has:

max(τi + τj) = max(τi) + max(τj), ∀i, j (1)

where τi is the ith joint torque. In this case, coupling the actuation of the joints will not lead to
a significant improvement since instead of requiring two actuators with a maximum torque
capability of τ we will end up with one more powerful actuator that can supply a torque of
2τ. However, for some specific serial architectures, it can be observed that eq. (1) becomes:

max(τi + τj) < max(τi) + max(τj). (2)

This equation means that, for this architecture, the maximum torque at each joint is not in-
dependent from the others and that the maxima cannot happen simultaneously. This kind of
architecture can lead to what we call efficient joint actuation coupling. One good example of
such an architecture is the human arm, where the largest muscle, the biceps, is involved in the
upperarm supination as well as in the forearm extension.
The intent of this section is not to show how to mechanically achieve efficient joint actuation
coupling but to demonstrate the potential contribution of this concept to safe pHRI and to
illustrate how the joints to be coupled can be selected in order to maximize the benefits. In-
deed, among all the possible joint arrangements in a serial robot, very few combinations will
lead to a beneficial actuation coupling. Therefore, some design guidelines to achieve such
coupling will be given by finding the corresponding constraints on the Denavit-Hartenberg
(D-H) parameters.

5.1 Constraints on the Denavit-Hartenberg Parameters to Achieve Efficient Joint actuation
Coupling

In this section, conditions on the Denavit-Hartenberg (D-H) parameters are derived that lead
to a serial arrangement providing an efficient coupling of two of its joints. The conditions
obtained are sufficient to satisfy eq. 2 but they may not be necessary. In other words, there is
no proof yet that these conditions are the only possible combinations of D-H parameters that
satisfy eq. 2.

5.1.1 Two-Degree-of-Freedom Serial Architecture
One simple architecture that leads to an efficient coupling is a two-dof serial combination of
revolute joints with the D-H parameters given in Table (1). In this table, θi is used to denote the
ith joint variable, αi is the twist, ai is the length and bi the offset. A schematic representation
of the corresponding robot is given in fig. 5. By observation of the figure, it is possible to ob-
serve that the maximum static torque at each joint cannot occur simultaneously for this serial
arrangement. Using the expression of the corresponding joint torques helps understanding
the reasons behind this behaviour.
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become a must have feature on the next generation of cooperative robots. However, so far
there is no commercially available robot skin on the market and there is still many research
challenges associated to this topic such as manufacturing, wire routing and post processing
of the signals. An interesting review of the state of the art in this area and an overview of the
remaining challenges is presented in Cutkosky et al. (2008).

5. Efficient Joint Actuation Coupling

Conventional serial manipulators typically have one motor attached at each joint, thus lead-
ing to a direct relationship between the vectors of actuation torque (τm) and the joint torque
(τ ). In the design of such robots, each actuator is chosen so that it has the capability to deliver
the maximum torque required at its associated joint. One way to improve safety in pHRI is
by coupling the actuation of some of these joints. Indeed, actuation coupling for some very
specific robot architectures could lead to a significant reduction of the maximum force that the
robot can apply to a human being in the case of a malfunction or an unwanted contact. The
capability of a robot to apply forces to its environment is maximized when the robot is in an
equilibrium configuration, i.e., when no joint torque is required to maintain its pose. In such
a configuration and for a short period of time, all the available torque can be directly used to
apply forces to the surrounding environment. Reducing this maximum torque while main-
taining the same static capability could greatly enhance the overall safety of a robot without
affecting its performances.

i θi αi ai bi

1 θ1
π
2 0 l1

2 θ2 0 l2 0
Table 1. HD parameters of the robot of figure 5.

For a general manipulator with a direct relationship between joint torque and actuator torque
as described above, the maximum torque at each joint can happen independently from the
others, therefore, one has:

max(τi + τj) = max(τi) + max(τj), ∀i, j (1)

where τi is the ith joint torque. In this case, coupling the actuation of the joints will not lead to
a significant improvement since instead of requiring two actuators with a maximum torque
capability of τ we will end up with one more powerful actuator that can supply a torque of
2τ. However, for some specific serial architectures, it can be observed that eq. (1) becomes:

max(τi + τj) < max(τi) + max(τj). (2)

This equation means that, for this architecture, the maximum torque at each joint is not in-
dependent from the others and that the maxima cannot happen simultaneously. This kind of
architecture can lead to what we call efficient joint actuation coupling. One good example of
such an architecture is the human arm, where the largest muscle, the biceps, is involved in the
upperarm supination as well as in the forearm extension.
The intent of this section is not to show how to mechanically achieve efficient joint actuation
coupling but to demonstrate the potential contribution of this concept to safe pHRI and to
illustrate how the joints to be coupled can be selected in order to maximize the benefits. In-
deed, among all the possible joint arrangements in a serial robot, very few combinations will
lead to a beneficial actuation coupling. Therefore, some design guidelines to achieve such
coupling will be given by finding the corresponding constraints on the Denavit-Hartenberg
(D-H) parameters.

5.1 Constraints on the Denavit-Hartenberg Parameters to Achieve Efficient Joint actuation
Coupling

In this section, conditions on the Denavit-Hartenberg (D-H) parameters are derived that lead
to a serial arrangement providing an efficient coupling of two of its joints. The conditions
obtained are sufficient to satisfy eq. 2 but they may not be necessary. In other words, there is
no proof yet that these conditions are the only possible combinations of D-H parameters that
satisfy eq. 2.

5.1.1 Two-Degree-of-Freedom Serial Architecture
One simple architecture that leads to an efficient coupling is a two-dof serial combination of
revolute joints with the D-H parameters given in Table (1). In this table, θi is used to denote the
ith joint variable, αi is the twist, ai is the length and bi the offset. A schematic representation
of the corresponding robot is given in fig. 5. By observation of the figure, it is possible to ob-
serve that the maximum static torque at each joint cannot occur simultaneously for this serial
arrangement. Using the expression of the corresponding joint torques helps understanding
the reasons behind this behaviour.



Robot Manipulators, New Achievements428

θ2

θ1

l1

l2

Fig. 5. Two do f serial architecture.

As suggested in the ANSI/RIA R15.06-1999 Standard for robot safety in factories, the maxi-
mum acceleration and velocity of a robot is typically low in the context of pHRI. Therefore,
The maximum torque needed at each joint can be roughly estimated from the static forces, i.e.,
from the effect of gravity on the robot and its payload. The mathematical expressions for the
torque induced by gravity at each joint of the robot of fig. 5 are given by:

τ1 =
∂V
∂θ1

=
m2gl2

2
cos θ1 cos θ2 (3)

τ2 =
∂V
∂θ2

=
m2gl2

2
sin θ1 sin θ2, (4)

where V is the gravitational potential energy given by

V = V(θ) =
n

∑
i=1

mighi, (5)

in which mi is the mass of the ith member, g the gravitational acceleration, hi the elevation of
the centre of mass of the ith member measured from a fixed reference and n is the total number
of links. In order to verify if this architecture can lead to efficient coupling by satisfying eq. (2),
the sum of the joint torques is computed, namely:

τ1 + τ2 =
m2gl2

2
cos θ1 cos θ2 +

m2gl2
2

sin θ1 sin θ2. (6)

Using the following trigonometric identity:

cos(a ± b) = cos a cos b ∓ sin a sin b, (7)

eq. (6) can be reduced to:

τ1 + τ2 =
m2gl2

2
cos (θ1 − θ2). (8)

Therefore, since:

max(cos a) = max(sin a) = max(cos (a + b + ...)) = 1, (9)

we obtain:

max(τ1 + τ2) = max(τ1) = max(τ2) =
m2gl2

2
. (10)

This result is the minimum possible value for eq. 2, which means that it could be possible,
with appropriate coupling, to drive these two joints with only one of the two motors. The key
to this reduction lies in the fact that the sine and cosine expressions for the individual joint
torques, when added together, can be combined into another cosine function by virtue of the
trigonometric identity of eq. (7).

5.1.2 Generalization
The architecture described above is one possible example of application of efficient joint ac-
tuation coupling. However, it is important to generalize the results in order to determine all
the possible serial architectures that can lead to efficient joint actuation coupling. One way
to proceed is by finding the constraints on the DH parameters that allow the satisfaction of
eq. (2).
For a 2-dof architecture, the expression of the joint static torques for a general value of the
DH-parameters can be written as:

τ1 =
1
2

a2 cos θ1 cos θ2 −
1
2

a2 cos α1 sin θ1 sin θ2 +
1
2

b2 sin α1 sin θ1 (11)

τ2 = −1
2

a2 sin θ1 sin θ2 +
1
2

a2 cos α1 cos θ1 cos θ2. (12)

As demonstrated above, the trigonometric indentity of eq. (7) is the key that led to eq. (10).
In order to make it possible for the sum of eqs. (11) and (12) to be manipulated using this
trigonometric identity, the following constraints need to be introduced:

cos α1 = b2 sin α1 = 0 (13)

and
a2 �= 0 (14)

This imposes the following constraints on the DH-parameters:

α1 = (2n + 1)
π

2
(15)

b2 = 0 (16)

where n is any integer.
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in which mi is the mass of the ith member, g the gravitational acceleration, hi the elevation of
the centre of mass of the ith member measured from a fixed reference and n is the total number
of links. In order to verify if this architecture can lead to efficient coupling by satisfying eq. (2),
the sum of the joint torques is computed, namely:
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we obtain:
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This result is the minimum possible value for eq. 2, which means that it could be possible,
with appropriate coupling, to drive these two joints with only one of the two motors. The key
to this reduction lies in the fact that the sine and cosine expressions for the individual joint
torques, when added together, can be combined into another cosine function by virtue of the
trigonometric identity of eq. (7).

5.1.2 Generalization
The architecture described above is one possible example of application of efficient joint ac-
tuation coupling. However, it is important to generalize the results in order to determine all
the possible serial architectures that can lead to efficient joint actuation coupling. One way
to proceed is by finding the constraints on the DH parameters that allow the satisfaction of
eq. (2).
For a 2-dof architecture, the expression of the joint static torques for a general value of the
DH-parameters can be written as:
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a2 cos α1 sin θ1 sin θ2 +
1
2

b2 sin α1 sin θ1 (11)

τ2 = −1
2

a2 sin θ1 sin θ2 +
1
2
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As demonstrated above, the trigonometric indentity of eq. (7) is the key that led to eq. (10).
In order to make it possible for the sum of eqs. (11) and (12) to be manipulated using this
trigonometric identity, the following constraints need to be introduced:

cos α1 = b2 sin α1 = 0 (13)

and
a2 �= 0 (14)

This imposes the following constraints on the DH-parameters:

α1 = (2n + 1)
π

2
(15)

b2 = 0 (16)

where n is any integer.
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i θi αi ai bi

1 θ1
π
2 0 l1

2 θ2
π
2 0 l2

3 θ3 0 l3 0
Table 2. HD parameters of the robot of figure 6.

5.1.3 Three-Degree-of-Freedom Serial Architecture
The previous example is rather trivial since the first member of the robot is fixed relative to
the direction of gravity. In order to obtain a more realistic situation, a three-dof architecture
is now considered. Table (2) provides the HD-parameters of the chosen architecture, which is
illustrated schematically in fig. (6). The possible coupling of the last two joints is investigated.
Computing the static forces from the potential energy as in eq. (5), the sum of the gravity
torques of the last two joints of this serial architecture can be written as:

τ2 + τ3 =
m2gl2

2
(sin θ1 sin θ2 cos θ3 + sin θ1 cos θ2 sin θ3 + cos θ1 cos θ3) . (17)

The trigonometric identity of eq. (8) is now used, together with the following identity:

sin (a ± b) = sin a cos b ± cos a sin b (18)

and eq. (17) can then be reduced to

τ2 + τ3 =
m2gl2

2
(sin θ1 sin (θ2 + θ3) + cos θ1 cos θ3) . (19)
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Fig. 7. Five do f serial architecture.

The maximum value of this expression can be obtained as:

max(τ2 + τ3) =
m2gl2

2
max (sin θ1 sin (θ2 + θ3) + cos θ1 cos θ3) (20)

=
m2gl2

2
max (sin `1 + cos `1) (21)

=

√
2

2
m2gl2 (22)

and therefore
max(τ2 + τ3) =

√
2max(τ2) =

√
2max(τ3). (23)

In this case, the gravity torque cannot be perfectly combined and it will not be possible to
drive both joints with a motor that would have been selected for driving only one of the joints.
However eq. (23) still satisfies eq. (2), meaning that combining the motion of both joints will
require significantly less torque than driving both separately.
If the above exercise is repeated with three orghogonal revolute joints prior to the last two
members, then the latter can have any possible orientation with respect to gravity. One then



On the Design of Human-Safe Robot Manipulators 431

l1

l3

l2

l4

θ2

θ1

θ3

Fig. 6. Three do f serial architecture.

i θi αi ai bi

1 θ1
π
2 0 l1

2 θ2
π
2 0 l2

3 θ3 0 l3 0
Table 2. HD parameters of the robot of figure 6.

5.1.3 Three-Degree-of-Freedom Serial Architecture
The previous example is rather trivial since the first member of the robot is fixed relative to
the direction of gravity. In order to obtain a more realistic situation, a three-dof architecture
is now considered. Table (2) provides the HD-parameters of the chosen architecture, which is
illustrated schematically in fig. (6). The possible coupling of the last two joints is investigated.
Computing the static forces from the potential energy as in eq. (5), the sum of the gravity
torques of the last two joints of this serial architecture can be written as:

τ2 + τ3 =
m2gl2

2
(sin θ1 sin θ2 cos θ3 + sin θ1 cos θ2 sin θ3 + cos θ1 cos θ3) . (17)

The trigonometric identity of eq. (8) is now used, together with the following identity:

sin (a ± b) = sin a cos b ± cos a sin b (18)

and eq. (17) can then be reduced to

τ2 + τ3 =
m2gl2

2
(sin θ1 sin (θ2 + θ3) + cos θ1 cos θ3) . (19)

θ2

θ1

θ3

θ4

θ5

l1

l2

l3

l4

Fig. 7. Five do f serial architecture.

The maximum value of this expression can be obtained as:

max(τ2 + τ3) =
m2gl2

2
max (sin θ1 sin (θ2 + θ3) + cos θ1 cos θ3) (20)

=
m2gl2

2
max (sin `1 + cos `1) (21)

=

√
2

2
m2gl2 (22)

and therefore
max(τ2 + τ3) =

√
2max(τ2) =

√
2max(τ3). (23)

In this case, the gravity torque cannot be perfectly combined and it will not be possible to
drive both joints with a motor that would have been selected for driving only one of the joints.
However eq. (23) still satisfies eq. (2), meaning that combining the motion of both joints will
require significantly less torque than driving both separately.
If the above exercise is repeated with three orghogonal revolute joints prior to the last two
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obtains:

τ4 + τ5 =
m5gl5

2
(sin θ2 cos θ3 sin (θ4 + θ5) (24)

+ cos θ2 cos (θ4 + θ5)− sin θ2 sin θ3 cos θ5)

and the maximum for the sum of the torques is again given as

max(τ4 + τ5) =

√
2

2
m5gl5 =

√
2max(τ4) =

√
2max(τ5). (25)

Figure (7) provides a schematic illustration of such an architecture. Since this architecture al-
lows all possible orientations of the member of length l3, it is possible to make a generalization
of the results. Therefore, if the HD parameters associated with the last two dofs of the manip-
ulator satisfy the constraints given by eqs. (15) and (16), no matter what will be the prior serial
arrangement, coupling the actuation of the last two dofs will result in a significant reduction
of the maximal torque compared to separate actuation.
If the designer wants to add other dofs after the member of length l4 of the architecture pre-
sented in figure (7), eq. (25) will no longer be true. However, if all ai and bi for i > 5 in the
HD parameters are kept as small as possible relative to the length of l4, or if the centre of mass
of these extra dofs are close to the end of l4 or if the extra links are light, the gain can still
be significant. The human arm is a good example of this situation, with is maximum reach
mainly given by the upper arm(l3) and the forearm (l4).

6. Conclusion

Human-robot interaction is the next logical step in the evolution of robotics. However, the
challenge of bringing robots in our environment is not simply about increasing their capa-
bilities and their functionalities. Even before that, robots need to be built in a way that they
cannot hurt human beings. In this chapter, we have reviewed several concepts that have been
proposed in the recent years in order to address this particular challenge. The popular idea
of compliant joints was exposed from Series Elastic Actuators (SEA) to the distributed Macro-
Mini concept (DM2). A special emphasis was placed on the recent concept of Force Limiting
Device (FLD), which we believe circumvents some of the drawbacks associated with compli-
ant joints. We have also presented the concept of external compliance via soft covering of
the robot. Finally, a new concept of efficient joint actuation coupling was proposed to reduce
the capability of a robot to transfer energy to its environment while maintaining the same
dynamic performances.
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1. Introduction      
 

Robotic manipulators are widely used to help in dangerous, monotonous, and tedious jobs. 
Most of the existing robotic manipulators are designed and built in a manner to maximize 
stiffness in an attempt to minimize the vibration of the end-effectors. This high stiffness is 
achieved by using heavy material and bulky design. Hence, the existing heavy rigid 
manipulators are shown to be inefficient in terms of power consumption or speed with 
respect to the operating payload. Also, the operation of high precision robots is severely 
limited by their dynamic deflection, which persists for a period of time after a move is 
completed. The settling time required for this residual vibration delays subsequent 
operations, thus conflicting with the demand of increased productivity. These conflicting 
requirements between high speed and high accuracy have rendered the robotic assembly 
task a challenging research problem. In addition, many industrial manipulators face the 
problem of arm vibrations during high-speed motion. In order to improve industrial 
productivity, it is required to reduce the weight of the arms and/or to increase their speed 
of operation. For these purposes, it is very desirable to build flexible robotic manipulators. 
Compared to the conventional heavy and bulky robots, flexible link manipulators have the 
potential advantage of lower cost, larger work volume, higher operational speed, greater 
payload-to-manipulator weight ratio, smaller actuators, lower energy consumption, better 
manoeuvrability, better transportability and safer operation due to reduced inertia. 
However, the major drawback of these robots is the inaccuracy of the end effectors due to 
low stiffness. Due to the importance and usefulness of these robots, researchers are 
nowadays engaged in the investigation of control of flexible manipulator. The issue of tip 
position control for flexible link manipulator has gained a lot of attention due to the great 
benefits, which can be achieved by changing the traditional rigid robots with flexible ones. 
Then, by measuring the elastic deformations of the link and using a more sophisticated 
control algorithm, the endpoint of the robot can be controlled with a relatively high degree 
of precision with minimal vibration. Using the vibration signal that is from the motion of the 
flexible links robot is one of the important methods used in controlling the tip position of 
the single-link arms. Compared with the common methods for controlling the base of the 
flexible arm the vibration feedback can improve the use of the flexible-link robot systems. 
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The control of a flexible robot arm has attracted many researchers either to design advanced 
and intelligent controllers or to use smart actuators in order to achieve a high positioning 
accuracy at the end of the arm.  An initial experiment on the control of a single-link flexible 
robot moving in a plane was done by (Cannon & Schmitz, 1984). After then many researches 
have been done in all topics related to the control of flexible robot arms. Some researches 
focus on the modelling of the flexible arm such as (Zhu & Mote, 1997); (Kariz & Heppler, 
2000). (Ge et al., 1997); (Ge et al., 1998) uses the finite element method to model flexible 
arms. The use of smart material and piezoelectric actuators in suppressing the vibration for 
a flexible robot has been investigated by (Tawfeic et al., 1997). (Lee et al., 1988) proposed 
PDS (proportional-derivative-strain) control for vibration suppression of multi-flexible-link 
manipulators and analyzed the Lyapunov stability of the PDS control while (Matsuno & 
Hayashi, 2000) applied the PDS control to a cooperative task of two one-link flexible arms. 
They aimed to accomplish the desired grasping force for a common rigid object and the 
vibration absorption of the flexible arms. Control policy had attracted (Menq & Xia, 1993) to 
investigate the use of classical control for the single-link flexible arm. The optimal control of 
the flexible link is highlighted by (Rai & Asada, 1995) while (Etxebarria et al., 2005) have 
proposed a robust control scheme for flexible link robotic manipulators.  
The motivation for this research is to find a simple controller, which can be able to achieve 
final accurate tip position for the flexible arm and at the same time reduce resulting 
vibration. The use of the deflection signal or its derivatives in the feedback is one of the 
effective methods used in controlling the vibration of the tip position. A modified PID 
(MPID) control that uses the rate of change of the tip deflection is investigated in this 
chapter. 
In this chapter, a Modified PID control (MPID) is proposed to control flexible link 
manipulator. The MPID control depends mainly on vibration feedback to improve the 
response of the flexible arm without the massive need of measurements. First, we give a 
brief introduction about the experimental set-up then the dynamic model of the system is 
driven. A detailed of the controller design is shown and the analysis of this controller is 
highlighted. The stability of the system is checked with the proposed controller. A case 
study for a single link flexible manipulator is chosen to verify the proposed controller. 
Simulation results are exposed for the system using the MPID to suppress the vibration. 
Finally, the experimental results for the response of the flexible manipulator are shown. A 
concluding summary is ending the chapter. 
Unlike other research (Ge et al., 1998), the effect of static deformation is taken into 
consideration when evaluating the effect of the vibration on the control signal. As this 
control signal will drive the flexible manipulator, residual strain due to material defect 
and/or static deformation may lead to inaccurate movement. In addition to that, an 
experimental verification has been done in parallel with a simulation study to evaluate the 
performance of the MPID control. Using the rate of deflection at the tip of flexible 
manipulator as an indication for the vibration of the tip can remove successfully the effect of 
static deformation that may appears in the generated control signal.  
The main contribution point with this controller is the usage of the rate of deflection at the 
tip as an indication of the vibration. The controller succeeds to remove the quasi-static 
component in the strain instead of using high-pass filter, which is used in general. However, 
a high-pass filter may bring a phase shift, which may cause the instability. The MPID 

controller uses rate of deflection; therefore, neither quasi-static strains due to gravity nor 
residual strains in the material bring a problem. 

 
2. Experimental setup 

 

In this section, the details of the experimental flexible robot system are presented. As shown 
in Fig. 1, the flexible robot consists of a motor/actuator, an arm of length l and an end-point 
payload Mt. All the three elements are related to each other through the shear force and the 
bending moment. The motor torque T drives the whole system. The flexural rigidity EI and 
the mass per unit length ρ of the arm are assumed uniform along the length of the arm. A 
motor armature and gearbox are described by an equivalent moment of inertia Ih at the hub. 
A payload Mt is mounted at the tip of the arm. The variable δ(x, t) is the deflection of the 
arm at a point located a distance x from the hub, measured relative to the non-deformed 
position of the arm. θ is the rotary angle of the arm from its reference position. The geometry 
of the single-link flexible robot is shown in Fig. 1. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1. Flexible arm system. 
 
The experimental apparatus shown in Fig. 2 consists of a flexible arm, an actuator and 
sensors for tip and hub. An aluminum thin plate is used for the arm. The payload at the tip 
of the arm is detachable. The base end of the arm is clamped onto the hub that is driven by a 
DC permanent magnet servomotor, which is controlled by a PWM servo amplifier through a 
reduction gearbox. A tachometer is used to measure the rotary velocity of the joint. The 
flexible arm can freely bend in the horizontal plane but not in the vertical plane nor in 
torsion in order to eliminate the gravitational effects. Strain gauges are used to measure the 
strain at the base of the arm, which is an indication for the deflection of the tip. A measuring 
circuit with an amplifier is applied to get the value of the deflection.  A/D converter is used 
to convert the analog signals into digital signals through an interface card. The hub position 
is measured using a rotary encoder. A digital controller is used through PC computer. The 
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controller uses rate of deflection; therefore, neither quasi-static strains due to gravity nor 
residual strains in the material bring a problem. 

 
2. Experimental setup 
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of the single-link flexible robot is shown in Fig. 1. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1. Flexible arm system. 
 
The experimental apparatus shown in Fig. 2 consists of a flexible arm, an actuator and 
sensors for tip and hub. An aluminum thin plate is used for the arm. The payload at the tip 
of the arm is detachable. The base end of the arm is clamped onto the hub that is driven by a 
DC permanent magnet servomotor, which is controlled by a PWM servo amplifier through a 
reduction gearbox. A tachometer is used to measure the rotary velocity of the joint. The 
flexible arm can freely bend in the horizontal plane but not in the vertical plane nor in 
torsion in order to eliminate the gravitational effects. Strain gauges are used to measure the 
strain at the base of the arm, which is an indication for the deflection of the tip. A measuring 
circuit with an amplifier is applied to get the value of the deflection.  A/D converter is used 
to convert the analog signals into digital signals through an interface card. The hub position 
is measured using a rotary encoder. A digital controller is used through PC computer. The 
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measurement instruments used for measuring the joint angle, joint velocity and the 
deflection is shown in Fig. 2.  
 

 
Fig. 2. The experimental setup. 
 
A program written in C language is used for the interfacing and controlling processes. In 
addition, a digital low pass filter based on Hamming window is used to eliminate the noise 
from the deflection-measured signal. The physical parameters of the system are shown in 
Table 1.  

Parameter Values 

l  b  h (Arm dim.) 0.5 0.003  0.05 m 

 (Uniform mass/unit length) 0.403 kg/m 

EI (Flexural rigidity)  7.85 Nm2  

Mt (Tip payload)  0.0, 0.25, 0.5 kg  

K1 (Motor amplifier gain)  4.8 V/V  

K2 (Motor torque const.)  0.11 Nm/A  

K3 (Back E.M.F const.)  0.117 V/rpm  

G (Gear ratio)  80 

L (Inductance)  1.4 Mh  

R (Armature resistance)  0.4 .  

b (Viscous friction coeff.)  0.003 Nm/(rad/s)  

J (Inertia for the motor)  3.48104 kgm2  
Table 1. Physical parameters of the system. 

The mathematical equations, which represent the motor dynamics and the reduction 
gearbox, are expressed as: 
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where u(t) is the control signal generated from the controller and va(t) is the armature 
voltage. 
As the speed of a armature-controlled dc servo motor is controlled by the armature voltage 
va(t) which is the output from the amplifier. The differential equation for the armature 
circuit is 
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where ia(t) is the armature current and vb(t) is the back EMF voltage.    
For a constant flux, the back EMF voltage vb(t) is directly proportional to the angular 
velocity d  dt, or      
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The equations for torque equilibrium are 
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where Tm(t) is  the output torque from the motor and Jo , bo are the inertia and viscous friction 
of the combination of the motor, load, and gear referred to the motor shaft respectively.  

 
3. Dynamic modelling  

 

In this section, the mathematical model of the flexible link manipulator is driven in order to 
be used in the simulation program. First, we construct a simple block diagram to explain the 
complete system. The block diagram, which represents the system of the single-link flexible 
robot, is illustrated in Fig. 3. As shown previously in section 2 the mathematical equation of 
the actuator is driven starting from the output signal of the controller u(t) to the output from 
the motor. Equation (6) gives the relation between the motor torque and arm torque as 
follows: 
 

)()( tGTtT marm  ,                                                            (6) 
 
where Tm (t) is the motor torque and Tarm (t) is the arm torque . 

 
Three measurements are available on the experiment, the hub rotational angle θ(t) is 
measured using the rotary encoder, the tip deflection δ(l, t) is calculated from the strain at 
the base of the arm assuming the first vibration mode shape, and the velocity of the hub     
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the base of the arm assuming the first vibration mode shape, and the velocity of the hub     
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d  dt is measured by the tachometer.  
From the analysis of the single-link flexible arm in the experimental work, a continuous 
clamped-free beam approximates the flexible link. The flexible arm shown in Fig. 1 is 
rotating in the horizontal plane and the effect of gravity is not taken into consideration. 
Frame O-XY is the fixed base frame and frame O-xy  is the local frame rotating with the hub. 
The deflection δ(x, t) is assumed to be small compared to the length of the arm. Let p(x, t) 
represents the tangential position of a point on the flexible arm and with respect to the 
frame O-XY. From the assumption of the deflection of the flexible arm, the equation that 
describes the position is given by: 
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where p(x, t) is the position of a point at distance x from the base of the arm at any time and 
δ(x, t)  is the distance from the local rotating frame O-xy to the arm for a point at distance x 
from the base of the arm at any time. 
 

Fig. 3. Block diagram for single-link manipulator. 
 
The flexible arm is modelled as Euler-Bernoulli beam under the assumption of simple beam 
theory, which is valid when the ratio between beam’s length and its height is relatively large 
(>10) and if the beam does become too wrinkled because of flexure. Also, it is assumed that 
the beam has a uniform cross-sectional area and constant characteristics. If the flexible beam 
treated as a simple cantilever as shown in Fig. 4. The deflection at the free end of the beam 
can be estimated as  
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where F is the force at the free end and EI is the uniform flexural rigidity of the beam. 
Then, the Euler-Bernoulli equation for the link is given as follows : 
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Substituting equation (7) into (9), the following equation is obtained: 
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Fig. 4. Cantilever beam. 
 
As the flexible arm is clamped at its base, both the deflection and the slope of the deflection 
curve must be zero at the clamped end (Meirovitch, 1967). Those conditions are represented 
by equations (11) and (12) respectively. Equation (13) presents the bending moment at the 
free end that is equal zero. Finally, if we make force balance at the tip of the flexible 
manipulator we can get equation (14). The boundary conditions can be summarized as 
follow: 
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where l is the length of the arm. Using the Lagrangian equations 
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where l is the length of the arm. Using the Lagrangian equations 
 

 













LL

dt
dT ,                                                (15) 

 













LL

dt
d0 .                                                (16) 



Robot Manipulators, New Achievements442

 

With the assumptions that the mass is only concentrated at the tip of the arm (i.e. neglect the 
weight of the link) and the deflection is small, the dynamic equations which describes the 
system can be written as  
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 4. Controller Design  

 

The control of the single flexible link SFL robot has created a great deal of interest in the 
control theory field. It can be argued that it has become a benchmark problem for comparing 
the performance of newly developed control strategies. The reason for this is the inherent 
difficulty in controlling such a system. This is caused by several factors. First, this is 
mathematically an infinite-dimensional problem. This will make it very difficult to 
implement some control strategies, Controllers generally need to be finite-order in order to 
be implementable (with exception of time delays). Also, the internal damping in the beam is 
extremely difficult to model accurately, resulting in a plant with parametric uncertainties. 
Finally, if the tip deflection is chosen as the output, then the transfer function of the plant is 
nonminimum phase (i.e., it contains unstable zeros). This will make it very difficult to 
implement some control strategies which are commonly used for conventional rigid link 
robots. Not only that but the inherent non-minimum phase behavior of the flexible 
manipulator system makes it very difficult to achieve high level performance and 
robustness simultaneously. For the methods of collocating the sensors and actuators at the 
joint of a flexible manipulator, for example, the joint PD control, which is considered the 
most widely used controller for industrial robot applications, only a certain degree of 
robustness of the system can be guaranteed. As studied before (Spector & Flashner , 1990) 
and (Luo , 1993) the robustness of collocated controllers comes directly from the energy 
dissipating configuration of the resulting system. However, the performance of the flexible 
system with only a collocated controller, for example, the joint PD controller is often not 
very satisfactory because the elastic modes of the flexible beam are seriously excited and not 
effectively suppressed. Due to this reasons, numerous kinds of control techniques have been 
investigated as shown in section 1 to improve the performance of flexible systems. In 
general, the desired tip regulation performance of a flexible manipulator can be described 
as: 

1- The joint motion converges to the final position fast. 
2- The elastic vibrations are effectively suppressed. 

Obviously there is a trade-off between the two requirements so the successive control try to 
achieve both of them together. 

  
4.1 Controller analysis 
The input for the flexible link system is a step input with a reference angle θref with no 
deflection at the tip. Thus, the equivalent effect at the tip position, which is denoted herein 
as the effective input is ( lθref + zero deflection at the tip). The output of the system is the tip 

position, which is defined by rigid arm motion plus tip deflection. The error in the tip 
position can be defined as (effective input - output). Therefore, the following relation gives 
the error in the tip position of the flexible arm: 
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where e(t) is the total error in the tip. It is indicated from equation (19) that the error 
includes two components. The first component ej(t) is the tangential position error due to the  
joint motion and it equals to l(θref-θ(t)) which is identical with the rigid arm error. The 
second one is much more important and is due to the flexibility of the arm and equals δ(l, t). 
These two error components are coupled to each other. On the other hand, a single 
controller is used to develop a single control signal u(t) which drives a single actuator in the 
arm system. The drive torque T(t) is proportional to the control signal u(t) as expressed by 
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where K1, K2 and G are presented in Table 1. 
Thus, the current flexible arm control problem described by the two error components 
coupled to each other and having only one control command to actuate the joint actuator, is 
rather complicated and difficult to be solved by traditional controller strategies.  
One of the best ways to overcome the problem of inaccuracy in the tip position of the 
flexible manipulator is to add a vibration feedback from the tip to the controller which 
control the base joint. Many researchers had used this algorithm like (Lee et al., 1988). They 
proposed PDS (proportional-derivative-strain) control, which is composed of a conventional 
PD control and feedback of strain detected at the root of link. Also (Matsuno & Hayashi, 
2000), as they proposed the PDS control for a cooperative two one-link flexible arm. Other 
trails is done by (Ge et al., 1997); (Ge et al., 1998) to enhance the control of the flexible 
manipulator by using non-linear feedback controller based on the feedback of the vibration 
signal to the controller. 
The Modified PID controller replaces the classical integral term of a PID control with a 
vibration feedback term to affect the effect flexible modes of the beam in the generated 
control signal. The MPID controller is formed as follows (Mansour et al., 2008):  
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where  ubias  is the bias or null value.   

Kjp, Kjd  are the joint proportional and joint derivative gains respectively. 
Kvc  is the vibration control gain. 
g(t) is the vibration variable used in the controller. 

 
The value of ubias is the compensated control signal needed for the motor to overcome 
friction losses without causing any motion to the arm. The sign of this value depends on the 
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With the assumptions that the mass is only concentrated at the tip of the arm (i.e. neglect the 
weight of the link) and the deflection is small, the dynamic equations which describes the 
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1- The joint motion converges to the final position fast. 
2- The elastic vibrations are effectively suppressed. 

Obviously there is a trade-off between the two requirements so the successive control try to 
achieve both of them together. 

  
4.1 Controller analysis 
The input for the flexible link system is a step input with a reference angle θref with no 
deflection at the tip. Thus, the equivalent effect at the tip position, which is denoted herein 
as the effective input is ( lθref + zero deflection at the tip). The output of the system is the tip 

position, which is defined by rigid arm motion plus tip deflection. The error in the tip 
position can be defined as (effective input - output). Therefore, the following relation gives 
the error in the tip position of the flexible arm: 
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where e(t) is the total error in the tip. It is indicated from equation (19) that the error 
includes two components. The first component ej(t) is the tangential position error due to the  
joint motion and it equals to l(θref-θ(t)) which is identical with the rigid arm error. The 
second one is much more important and is due to the flexibility of the arm and equals δ(l, t). 
These two error components are coupled to each other. On the other hand, a single 
controller is used to develop a single control signal u(t) which drives a single actuator in the 
arm system. The drive torque T(t) is proportional to the control signal u(t) as expressed by 
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where K1, K2 and G are presented in Table 1. 
Thus, the current flexible arm control problem described by the two error components 
coupled to each other and having only one control command to actuate the joint actuator, is 
rather complicated and difficult to be solved by traditional controller strategies.  
One of the best ways to overcome the problem of inaccuracy in the tip position of the 
flexible manipulator is to add a vibration feedback from the tip to the controller which 
control the base joint. Many researchers had used this algorithm like (Lee et al., 1988). They 
proposed PDS (proportional-derivative-strain) control, which is composed of a conventional 
PD control and feedback of strain detected at the root of link. Also (Matsuno & Hayashi, 
2000), as they proposed the PDS control for a cooperative two one-link flexible arm. Other 
trails is done by (Ge et al., 1997); (Ge et al., 1998) to enhance the control of the flexible 
manipulator by using non-linear feedback controller based on the feedback of the vibration 
signal to the controller. 
The Modified PID controller replaces the classical integral term of a PID control with a 
vibration feedback term to affect the effect flexible modes of the beam in the generated 
control signal. The MPID controller is formed as follows (Mansour et al., 2008):  
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where  ubias  is the bias or null value.   

Kjp, Kjd  are the joint proportional and joint derivative gains respectively. 
Kvc  is the vibration control gain. 
g(t) is the vibration variable used in the controller. 

 
The value of ubias is the compensated control signal needed for the motor to overcome 
friction losses without causing any motion to the arm. The sign of this value depends on the 
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direction of motion, which means that if the arm motion is in the clockwise direction then 
the value of ubias is equal to (uhold), and if the motion of the arm is reversed then the value of 
ubias will be (-uhold). The value of ubias is evaluated as given in terms of the torque from the 
motor or voltage to the servo amplifier (Mansour et al., 2008).  
The signum function (sgn) is defined as 
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The value of ej(t) is defined in equation (19). The vibration variable g(t) such as 

,),(,),0(
2

2

t
tl

x
t





  etc. 

One of the contributions of this research is the utilizing of rate of deflection signal as an 
indication of the vibration of the tip to enhance the response of the flexible manipulator. In 
this research the rate of change of the deflection at the tip ),( tl  is chosen as the vibration 

variable g(t), while (Ge et al., 1998)  used ),0( t   for g(t). The use of  ),( tl   has an 
advantage over the use of ),0( t    when the flexible-links have quasi-static strains due to 

gravity or initial strains due to material problems, because ),( tl   is not affected by such 
static deformations. When ),0( t    is used for g(t), the static components in ),0( t   must be 
removed by some means. (Ge et al., 1998) did not consider the static deformations; however, 
such static deformations are generally seen in a real manipulator system. 
The mathematical equation for the MPID when using the rate of deflection as the vibration 
feedback signal is given by: 
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First, we wish to show the steps for enhancement the classic PD control to reach the MPID. 
The most common way to enhance the response is to include the vibration of the flexible 
manipulator in the generated control signal as in (Matsuno & Hayashi, 2000). A joint PD 
controller, which is given by: 
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is compared with an enhancement for the controller by feeding back the deflection signal. 
The mathematical equation, which represents the controller, in this case is give by:  
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where Kd is the deflection gain.      
 
The response of the flexible manipulator using those two controllers is shown in Fig. 5. As 

shown form the response that feeding the deflection had improved the defection of the 
response but on the same time, it creates an overshoot on the joint response. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5. Step response for the deflection and joint with reference angle 300 with 0.5 kg payload 
using PD and PD plus deflection. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6. Step response for the deflection and joint with reference angle 250with 0.5 kg payload. 
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The value of ej(t) is defined in equation (19). The vibration variable g(t) such as 
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First, we wish to show the steps for enhancement the classic PD control to reach the MPID. 
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where Kd is the deflection gain.      
 
The response of the flexible manipulator using those two controllers is shown in Fig. 5. As 

shown form the response that feeding the deflection had improved the defection of the 
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Fig. 5. Step response for the deflection and joint with reference angle 300 with 0.5 kg payload 
using PD and PD plus deflection. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6. Step response for the deflection and joint with reference angle 250with 0.5 kg payload. 
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The next step that we modify the effect of the vibration feedback and use it is an integral 
form as given by equation (23). The response of the flexible arm corresponding to 250 step 
input is presented in Fig. 6. Two figures are drawn one for the base joint of the flexible arm 
and the other for the tip deflection. Two types of controller are tested to control the flexible 
arm through the joint. First controller is a simple PD controller for the joint plus a 
proportional gain for the deflection of the tip and the second one is the MPID control.  
The response for the first controller is represented with the dotted line while the response 
using the MPID is plotted using continuous line. The MPID control given by equation (23) 
uses the rate of deflection ),( tl  as a vibration feed back signal. 
To compare between the behaviour of the classic PD controller and the proposed MPID 
controller Fig. 7 is drawn. In this figure both the PD controller and the MPID is used to 
control the joint of the flexible arm. The continuous lines represent the tip deflection and the 
joint angle when using the MPID controller while the dotted lines represent them when 
using PD control.  

 
Fig. 7. Step response for the deflection and joint with reference angle 300with 0.5 kg payload. 
 
As it noticeable from Fig. 7 that the PD control can achieve a fast and accurate response for 

the joint but on the same time it increased the oscillations on the tip while the MPID can 
achieve a damping for the tip deflection on approximate time for reaching the joint angle 
without causing overshoot for the response of the joint.  
A simulation analysis for the single-link flexible manipulator system is presented using 
MATLAB software package. The mathematical equations used in building the simulation 
have been discussed in section 3. The aim of the simulation is to highlight the effect of 
adding the modified term, which contains the vibration feedback variable to the normal 
servo control for the joint. A simple joint PD controller and MPID controller are examined in 
the simulation. The MPID controller is compared with the traditional joint PD control to see 
the merits of using the rate of change of the tip deflection as the vibration variable in the 
feedback signal. The joint PD control is given by equation (24) while the MPID is designed 
using the rate of deflection at the tip of the flexible manipulator as the vibration variable g(t) 
as shown in equation (23).  

 
4.2 Stability analysis 
After the MPID control is analysed on subsection 4.1. The stability of the MPID controller 
around a stationary point (  , ) = ( 0,ref ) is analysed in this section. Note that )()( tte j    

because θref is constant. 
Fundamental contribution to the stability theory for non-linear systems were made by the 
Russian mathematician Lyapunov where he investigated the non-linear differential equation 
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Since f(x) the equation has the solution x(t)=0. To guarantee that a solution exists and is 
unique, it is necessary to make some assumptions about f(x). A sufficient assumption is that 
f(x) is Lipschitz, that is  
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in the neighborhood of the origin. Before we proceed in the stability prove two important 
definitions needs to be highlighted. 
1- The solution x(t) = 0 to the differential equation (26) is called stable for given  > 0 there 

exists a number () > 0 such that all solutions with initial conditions 
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have the property 
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the solution is unstable if it is not stable. The solution is asymptotically stable if it is stable 
and can be found such that all solutions with )0(x have the property that 
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                                                            0)0( x as  t .                                                  (30) 

 
2- A continuously differentiable function V : Rn → R is called positive definite in a region    

U   Rn contains the origin if 
1- 0)0( V  
2- UxxV  ,0)( and 0x , 

and the function is called positive semi-definite if condition 2 is replaced by 0)( xV . 
As stated by the Lyapunov stability theorem, If there exists a function V : Rn → R that is 
positive definite such that its derivative along the solution of equation (26), 
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is negative semi-definite, then the solution x(t) = 0 to equation (26) is stable. If 
dt
dV is 

negative definite, then the solution is also asymptotically stable. The function V is called a 
Lyapunov function for the system. 
 
To check the stability of the MPID controller we start by forming the Lyapunov function 
V(t). V (t) is formed using the following relation 
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where KE is the total kinetic energy of the system and PE the total potential energy of the 
system.  
From the analysis of the flexible link manipulator system, the total Kinetic energy of the 
system can be calculated by            
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Where KEm, KEb, KEp are the kinetic energy of the motor, beam and payload respectively. And 
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By substituting equations (34), (35), (36) into (33), the total kinetic energy of the system can 
be rewritten as 
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Consider that the beam only vibrates in horizontal direction, any effect of gravity are 
neglected such that the potential energy of the system is 
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Recalling equation (7), the total potential energy of the system can be rewritten as 
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Differentiating equation (32) and (37) with respect to time gives 
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From equation (7) the middle term of equation (41) can be written as 
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substituting equations (7) and (42) into equation (41) gives 
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negative definite, then the solution is also asymptotically stable. The function V is called a 
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where KE is the total kinetic energy of the system and PE the total potential energy of the 
system.  
From the analysis of the flexible link manipulator system, the total Kinetic energy of the 
system can be calculated by            
 

                                                      ,EpEbEmE KKKK                                              (33)            

 
Where KEm, KEb, KEp are the kinetic energy of the motor, beam and payload respectively. And 
 

)(
2
1 2 tIK hEm  ,                                                  (34) 

  
t

Eb dxtxpK
0

2 ),(
2
1  ,                                     (35) 

),(
2
1 2 tlpMK tEp  .                                          (36) 

 
By substituting equations (34), (35), (36) into (33), the total kinetic energy of the system can 
be rewritten as 

),(
2
1),(

2
1)(

2
1 2

0

22 tlpMdxtxptIK t

l

hE    .             (37) 

 
Consider that the beam only vibrates in horizontal direction, any effect of gravity are 
neglected such that the potential energy of the system is 
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Recalling equation (7), the total potential energy of the system can be rewritten as 
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Differentiating equation (32) and (37) with respect to time gives 
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From equation (7) the middle term of equation (41) can be written as 
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substituting equations (7) and (42) into equation (41) gives 
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Substituting equation (17) into (44), we have 
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From equation (10), using integration by parts with the fourth boundary condition is it 
proved that 
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Substituting equation (46),(20) and (21) into equation (40) we get 
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which is negative semi-definite as long as Kjd ≥ 0 which means that the system is stable. 
 
After showing the controller analysis and the stability analysis, some important points need 

to be highlighted.  
  Include the deflection effect in the controller enable generating a control signal take 

into consideration the effect of the end effector vibration. The generated control signal 
have the ability to achieve accurate tip position without neither overshoot for the joint 
nor vibration at the tip.  

   Only three measurements needed to apply this controller, the measurements are the 
base joint angle )(t , base joint velocity )(t  and the rate of deflection ),( tl   unlike other 
types of controller which needs a full states measurements like (Cannon & Schmitz, 
1984) and (Siciliano, 1988).  

 The stability of the system is shown experimentally and theoretically when using the rate 
of deflection at the tip  ),( tl  as the vibration signal in the controller.  The stability is 
depend mainly of the joint derivative gain Kjd and will not be affected by the vibration 
feedback. 

 
5. Case study  
   

In this section, we test the proposed MPID control with the rate of change of deflection 
),( tl  as a vibration signal to control a single link moving horizontally. The MPID 

represented by equation (23) is compared in simulation with a PI control as a classic control. 
The main function of the integral action in the PI is to make sure that the system output 
agrees with the set point in steady state. The equation representing the PI controller is 
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where Kp, Ki are the proportional and integral feedback gains, respectively. The PI control is 
represented by equation (49) 
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where Kjp, Kji are the joint proportional, joint integral gains while Kdp, Kdi are the and 
deflection proportional, deflection integral gains respectively. As the tip deflection response 
is oscillatory, we set the deflection integral gain in equation (49) equal to zero to eliminate 
this problem. The mathematical equation representing the PI controller in this case is given 
by: 
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5.1 Simulation results 
A simulation model using MATLAB-Simulink software is used to simulate the performance 
of the controller with different working conditions. As shown previously in section 3 the 
mathematical model of the flexible arm is used in the simulation.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 8. Step response for the reference angle 100 with 0.5 kg payload (simulation). 
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The system does not model the friction of the motors so in the simulation we put the value 
of ubias equals zero. As shown in Fig. 8 the dotted represents the response of the system 
when using the PI control plus the deflection feedback while the continuous line represents 
the response of the system when using the MPID given by equation (23). 
It is clear that the MPID control can successfully suppress the vibration at the end effector of 
the flexible manipulator while it does not create an over shoot on the joint response. 
After changing the tip payload and the input angle of the manipulator, the MPID control 
success to achieve a noticeable damping for the tip deflection of the flexible manipulator 
compared with the PI control as shown in Fig. 9. Compared with the MPID control based on 
rate of deflection at the tip as a vibration variable, the PI control can achieves an accurate 
joint angle at the steady state but it have an undesirable effect on the vibration of the end 
effector.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 9. Step response for the reference angle 150 with 0.25 kg payload (simulation). 
 
Another set of simulation results is obtained by comparing the MPID with the PD joint 
control. Different payloads of 0.25 kg and 0.5 kg are tested in the simulation. A simulation 
result for the step input of 150 with tip payload 0.25 kg is shown in Fig. 10. The joint 
proportional gain Kjp and the joint differential gain Kjd for both PD and MPID control are set 
to be equal. The vibration control gain Kvc equals 744340 V.s2/rad.m2. The MPID succeeded 
to suppress the vibration in the tip of the flexible manipulator after 2 seconds as shown in 
Fig. 10(a). On the same time the joint angle reached its desired value.  
 
 

 
 
 
 
 
 
 
 
 
 
 

(a) Tip deflection with input 150. 
 
 
 
 
 
 
 
 
 
 
 

(b) Joint angle with input 150. 
 
 
 
 
 
 
 
 
 
 
 
 

(c) Tip position with input 150. 
Fig. 10. Step response for the reference angle 150 with 0.25 kg payload (simulation). 

 
5.2 Experimental results 
Since the performance of the new scheme is confirmed by simulation in the previous 
subsection, now it will be tested experimentally with PI controller as a classical controller. 
The experimental setup which had been highlighted before is used to verify the efficient of 
the MPID control. The MPID control given by equation (23) and PI control given by 
equation (50) are tested experimentally.  
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The experimental setup which had been highlighted before is used to verify the efficient of 
the MPID control. The MPID control given by equation (23) and PI control given by 
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The experimental results of the tip position and the tip deflection with both PI and MPID 
controllers are shown for different payloads. The value of ubias in equations (50) and (23) is 
determined experimentally. As a vibration variable g(t) in equation (21), the tip velocity is 
chosen in the experiments. The gains for the PI in is optimized using Ziegler- Nichols 
method while for the MPID it is first treated as PD controller to get the optimum gains then 
by trial and error get the values of Kvc. The response when using MPID controller is 
indicated with the continuous line, while the response with PI is indicated with the dashed 
line.  

 
 
 

                
 
 

 
 
 
 
 

    
 
 
 
 

             (a) Input 100  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

             (b) Input 150  

Fig. 11. Tip position with 0.25 kg payload for 100 and 150 step input (experimental). 
 
First, a 0.25 kg tip payload is used, and tip position response with 100 step input for the joint 
angle shown in Fig. 11(a) and a step input response with 150 is shown in Fig. 11(b). Using 
the MPID the steady state error ess has a value of 0.1 mm, while it reaches a value of 1.3 
mm when using PI controller for the same step input. It is noticed from the response that the 
MPID has a desirable response especially near the steady state. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

(a) Input 100 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

(b) Input 150 
Fig. 12. Tip position with 0.5 kg payload for 100 and 150 step input (experimental). 
 
After then the tip payload is increased to 0.5 kg and the tip response is recorded. In Fig. 
12(a) and (b) the response of the single-link flexible arm is indicated. The same gains for 
both of the controllers, PI and MPID are used in the new experiment. In this case also the 
MPID gives a speedy rise time; tr for the response of the tip position equals 0.95 s and ess 0.2 
mm while the PI shows rise time, tr 1.23 s and steady state error 2.0 mm.  
To focus on the effect of the MPID controller on the response, the tip deflection with a 0.25 
kg tip payload is shown in Fig. 13 (a) and also for the 0.5 kg tip payload appeared on Fig. 13 
(b). It is well noticed that MPID controller could succeed to make remarkable vibration 
suppression for tip defection of the single-link flexible arm.  
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 (a) payload 0.25 kg                                                                                (b) payload 0.5 kg 

Fig. 13. Tip deflection with different payload (experimental). 

 
7. Conclusion 
    

In this chapter, a Modified Proportional-Integral-Derivative (MPID) controller is utilized to 
solve the problem of achieving an accurate tip position of a flexible manipulator. The aim of 
the control of the flexible manipulator is to achieve the final position of the manipulator 
with the minimal vibration. The controller consists of a PD for the joint and an integral term 
including the vibration of the tip. As a result introducing vibration feedback, compared with 
traditional joint PD control allows explicit evaluation of vibration and, thus, provides 
explicit control effort in vibration suppression. The rate of change in the deflection of the tip 
is used as a vibration feedback signal in the MPID. In addition, the way the rate of deflection 
is used as a vibration feedback is different from other similar work. The advantage of the 
proposed MPID controller over the strain-based MPID controller is that the proposed 
controller does not receive a bad influence from the quasi-static strain or initial strain of the 
flexible links. The performance of the MPID controller is evaluated by simulation study. An 
experimental validation of the tip position control of a single-link flexible arm is carried out 
using the MPID. The implementation of the MPID showed that it is an easy controller to use. 
The MPID is compared with other standard controller in theoretical and experimental. The 
comparison shows good behave for the MPID. The settling time of the flexible manipulator 
using the MPID control is noticeably shorten compared with other control method. This will 
enable a fast task execution.  The stability of the proposed controller is tested and it was 
proven that this controller can achieve stable operation for the flexible manipulator. The 
future work is aim to extend the use of MPID with the rate of deflection as vibration signal 
in the multiple link flexible manipulator 
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proven that this controller can achieve stable operation for the flexible manipulator. The 
future work is aim to extend the use of MPID with the rate of deflection as vibration signal 
in the multiple link flexible manipulator 
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1. Introduction      
 

Flexible-link robots comprise an important class of systems that include lightweight arms 
for assembly, civil infrastructure, bridge/vehicle systems, military applications and large-
scale space structures.  Modelling and vibration control of flexible systems have received a 
great deal of attention in recent years (Kanoh, Tzafestas, et. al., 1986), (Rigatos, 2009), 
(Rigatos, 2006), (Aoustin, Fliess, et al.,1997 ). Conventional approaches to design a control 
system for a flexible-link robot often involve the development of a mathematical model 
describing the robot dynamics, and the application of analytical techniques to this model to 
derive an appropriate control law (Cetinkunt & Yu, 1991), (De Luca & Siciliano, 1993), 
(Arteaga & Siciliano, 2000). Usually, such a mathematical model consists of nonlinear partial 
differential equations, most of which are obtained using some approximation or 
simplification (Kanoh, Tzafestas, et al., 1986), (Rigatos, 2009). The inverse dynamics model-
based control for flexible link robots is based on modal analysis, i.e. on the assumption that 
the deformation of the flexible link can be written as a finite series expansion containing the 
elementary vibration modes (Wang & Gao, 2004). However, this inverse-dynamics model-
based control may result into unsatisfactory performance when an accurate model is 
unavailable, due to parameters uncertainty or truncation of high order vibration modes 
(Lewis, Jagannathan & Yesildirek, 1999). 
In parallel to model-based control for flexible-link robots,  model-free control methods have 
been studied (Rigatos, 2009), (Benosman & LeVey 2004). A number of research papers 
employ model-free approaches for the control of flexible-link robots based on fuzzy logic 
and neural networks. In (Tian & Collins, 2005) control of a flexible manipulator with the use 
of a neuro-fuzzy method is described, where the weighting factor of the fuzzy logic 
controller is adjusted by a dynamic recurrent identification network. The controller works 
without any prior knowledge about the manipulator's dynamics. Control of  the end-
effector's position of a flexible-link manipulator with the use of neural and fuzzy controllers 
has been presented in (Wai & Lee, 2004), (Subudhi & Morris, 2009), (Talebi, Khorasani, et. al, 
1998), (Lin & Lewis, 2002), (Guterrez, Lewis & Lowe, 1998). In (Wai & Lee, 2004) an 
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intelligent optimal control for a nonlinear flexible robot arm driven by a permanent-magnet 
synchronous servo motor has been designed using a fuzzy neural network control 
approach. This consists of an optimal controller which minimizes a quadratic performance 
index and a fuzzy neural-network controller that learns the uncertain dynamics of the 
flexible manipulator. In (Talebi, Khorasani, et. al, 1998) a fuzzy controller has been 
developed for a  three-link robot with two rigid links and one flexible fore-arm. This 
controller design is based on fuzzy Lyapunov synthesis where a Lyapunov candidate 
function has been chosen to derive the fuzzy rules. In (Subudhi & Morris, 2003) a neuro-
fuzzy scheme has been proposed for position control of the end effector of a single-link 
flexible robot manipulator. The scale factors of the neuro-fuzzy controller are adapted on-
line using a neural network which is trained with an improved back-propagation algorithm.  
In (Caswara & Ubenhauen, 2002) two different neuro-fuzzy feed-forward controllers have 
been proposed to compensate for the nonlinearities of a flexible manipulator. In (Renno, 
2007) the dynamics of a flexible link has been modeled using modal analysis and then an 
inverse dynamics fuzzy controller has been employed to obtain tracking and deflection 
control. In (Shi & Trabia, 2006) a fuzzy logic controller has been applied to a flexible-link 
manipulator. In this distributed fuzzy logic controller the two velocity variables which have 
higher importance have been grouped together as the inputs to a velocity fuzzy controller 
while the two displacement variables which have lower importance degrees have been used 
as inputs to a displacement fuzzy logic controller. In (Hui, Fuchun & Zenghi, 2002) adaptive 
control for a flexible-link manipulator has been achieved using a neuro-fuzzy time-delay 
controller. In (Nguyen & Morris, 2007) a genetic algorithm has been used to improve the 
performance of a fuzzy controller designed to compensate for the links' flexibility and the 
joints' flexibility of a robotic manipulator.  
In this paper, a neural controller using orthogonal wavelet basis functions is first proposed 
for the control of the flexible-link robot. The neural controller operates in parallel to a PD 
controller the gains of which are calculated assuming rigid link dynamics. Neural networks 
with wavelet basis functions, also known as 'wavelet networks', were first introduced in 
(Zhang & Benveniste, 1993) aiming at giving to feed-forward neural networks multi-
resolution analysis features and at providing neural models with good approximation 
features while using a small number of tunable parameters. Wavelet neural networks can be 
classified into orthogonal and non-orthogonal. In orthogonal wavelet networks an 
orthonormal basis is generated, using the wavelet function. However, in order to create the 
orthonormal basis the wavelet function has to satisfy restrictions. The training of the 
orthonormal wavelet network is fast and its expansion is easy. On the other hand, the non-
orthogonal wavelet network uses the so-called wavelet frame. The family of the wavelet 
functions that constitute a frame are such that the energy of the resulting wavelet 
coefficients lies within a certain bounded range of the energy of the original signal 
(Addison, 2002). Controllers based on Haar orthogonal wavelets have been used in vibration 
control problems (Karimi & Lohmann, 2006).  
Next, a neural network with Gauss-Hermite polynomial basis functions is considered for the 
control of flexible-link manipulators. This neural model employs Gauss-Hermite basis 
functions which are localized both in space and frequency, as which, as wavelet basis 
functions, allow for better approximation of the multi-frequency characteristics of vibrating 
structures (Cannon & Slotine, 1995), (Krzyzak & Sasiadek, 1991), (Lin, 2006), (Sureshbabu & 
Farell, 1999). Gauss-Hermite basis functions have also some interesting properties 

 

(Refregier, 2003), (Rigatos & Tzafestas, 2006): (i) they remain almost unchanged by the 
Fourier transform, which means that the weights of the associated neural network 
demonstrate the energy which is distributed to the various eigenmodes of the vibrating 
structure. This in turn enables to define thresholds for truncating the basis functions 
expansion and to design a neural controller with a small number of adaptable parameters, 
(ii) unlike wavelet basis functions the Gauss-Hermite basis functions have a clear physical 
meaning since they represent the solutions  of differential equations describing stochastic 
oscillators and each neuron can be regarded as the frequency filter of the respective 
vibration eigenfrequency.  
The structure of the chapter is as follows: In Section 2 the dynamic model of flexible-link 
robots is analyzed. In Section 3 a neural control scheme for flexible link robots is introduced.  
In Section 4 wavelet basis functions are proposed to implement the neural controller for the 
flexible-link manipulator. In Section 5 Hermite-polynomial basis functions are used to 
implement the neural controller which stabilizes the flexible-link robot dynamics. In Section 
6 simulation experiments are presented. Finally in Section 7 concluding remarks are stated.   

 
2. Dynamic model of flexible-link robots 
 

A common approach in modelling of flexible-link robots is based on the Euler-Bernoulli 
model (Talebi, Khorasani, et. al, 1998) , (Wang & Gao, 2004). This model consists of 
nonlinear partial differential equations, which are obtained using some approximation or 
simplification. In case of a single-link flexible manipulator the basic variables of this model 
are ),( txw  which is the deformation of the flexible link, and )(t  which is the joint's angle. 
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analytically the above partial differential equations, modal analysis can be used which 
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where index ],...,2,1[ eni  denotes the normal modes of vibration of the flexible link. Using 
modal analysis a dynamical model of finite-dimensions is derived for the flexible link robot. 
Without loss of generality assume a 2-link flexible robot (Fig. 1) and that only the first two 
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intelligent optimal control for a nonlinear flexible robot arm driven by a permanent-magnet 
synchronous servo motor has been designed using a fuzzy neural network control 
approach. This consists of an optimal controller which minimizes a quadratic performance 
index and a fuzzy neural-network controller that learns the uncertain dynamics of the 
flexible manipulator. In (Talebi, Khorasani, et. al, 1998) a fuzzy controller has been 
developed for a  three-link robot with two rigid links and one flexible fore-arm. This 
controller design is based on fuzzy Lyapunov synthesis where a Lyapunov candidate 
function has been chosen to derive the fuzzy rules. In (Subudhi & Morris, 2003) a neuro-
fuzzy scheme has been proposed for position control of the end effector of a single-link 
flexible robot manipulator. The scale factors of the neuro-fuzzy controller are adapted on-
line using a neural network which is trained with an improved back-propagation algorithm.  
In (Caswara & Ubenhauen, 2002) two different neuro-fuzzy feed-forward controllers have 
been proposed to compensate for the nonlinearities of a flexible manipulator. In (Renno, 
2007) the dynamics of a flexible link has been modeled using modal analysis and then an 
inverse dynamics fuzzy controller has been employed to obtain tracking and deflection 
control. In (Shi & Trabia, 2006) a fuzzy logic controller has been applied to a flexible-link 
manipulator. In this distributed fuzzy logic controller the two velocity variables which have 
higher importance have been grouped together as the inputs to a velocity fuzzy controller 
while the two displacement variables which have lower importance degrees have been used 
as inputs to a displacement fuzzy logic controller. In (Hui, Fuchun & Zenghi, 2002) adaptive 
control for a flexible-link manipulator has been achieved using a neuro-fuzzy time-delay 
controller. In (Nguyen & Morris, 2007) a genetic algorithm has been used to improve the 
performance of a fuzzy controller designed to compensate for the links' flexibility and the 
joints' flexibility of a robotic manipulator.  
In this paper, a neural controller using orthogonal wavelet basis functions is first proposed 
for the control of the flexible-link robot. The neural controller operates in parallel to a PD 
controller the gains of which are calculated assuming rigid link dynamics. Neural networks 
with wavelet basis functions, also known as 'wavelet networks', were first introduced in 
(Zhang & Benveniste, 1993) aiming at giving to feed-forward neural networks multi-
resolution analysis features and at providing neural models with good approximation 
features while using a small number of tunable parameters. Wavelet neural networks can be 
classified into orthogonal and non-orthogonal. In orthogonal wavelet networks an 
orthonormal basis is generated, using the wavelet function. However, in order to create the 
orthonormal basis the wavelet function has to satisfy restrictions. The training of the 
orthonormal wavelet network is fast and its expansion is easy. On the other hand, the non-
orthogonal wavelet network uses the so-called wavelet frame. The family of the wavelet 
functions that constitute a frame are such that the energy of the resulting wavelet 
coefficients lies within a certain bounded range of the energy of the original signal 
(Addison, 2002). Controllers based on Haar orthogonal wavelets have been used in vibration 
control problems (Karimi & Lohmann, 2006).  
Next, a neural network with Gauss-Hermite polynomial basis functions is considered for the 
control of flexible-link manipulators. This neural model employs Gauss-Hermite basis 
functions which are localized both in space and frequency, as which, as wavelet basis 
functions, allow for better approximation of the multi-frequency characteristics of vibrating 
structures (Cannon & Slotine, 1995), (Krzyzak & Sasiadek, 1991), (Lin, 2006), (Sureshbabu & 
Farell, 1999). Gauss-Hermite basis functions have also some interesting properties 

 

(Refregier, 2003), (Rigatos & Tzafestas, 2006): (i) they remain almost unchanged by the 
Fourier transform, which means that the weights of the associated neural network 
demonstrate the energy which is distributed to the various eigenmodes of the vibrating 
structure. This in turn enables to define thresholds for truncating the basis functions 
expansion and to design a neural controller with a small number of adaptable parameters, 
(ii) unlike wavelet basis functions the Gauss-Hermite basis functions have a clear physical 
meaning since they represent the solutions  of differential equations describing stochastic 
oscillators and each neuron can be regarded as the frequency filter of the respective 
vibration eigenfrequency.  
The structure of the chapter is as follows: In Section 2 the dynamic model of flexible-link 
robots is analyzed. In Section 3 a neural control scheme for flexible link robots is introduced.  
In Section 4 wavelet basis functions are proposed to implement the neural controller for the 
flexible-link manipulator. In Section 5 Hermite-polynomial basis functions are used to 
implement the neural controller which stabilizes the flexible-link robot dynamics. In Section 
6 simulation experiments are presented. Finally in Section 7 concluding remarks are stated.   
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simplification. In case of a single-link flexible manipulator the basic variables of this model 
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where index ],...,2,1[ eni  denotes the normal modes of vibration of the flexible link. Using 
modal analysis a dynamical model of finite-dimensions is derived for the flexible link robot. 
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vibration modes of each link are significant ( 2en ). 1 is a point on the first link with 
reference to which the deformation vector is measured. Similarly, 2 is a point on the 
second link with reference to which the associated deformation vector is measured. In that 
case the dynamic model of the robot becomes (Wang & Gao, 2004), (Lewis, Jagannathan & 
Yelsidirek, 1999): 
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Fig. 1. A 2-DOF flexible-link robot 

 
3. Neural control for flexible-link robots 
 

3.1 Neural network-based control of flexible manipulators 
Adaptive neural network control of robotic manipulators has been extensively studied 
(Lewis, Jagannathan & Yelsidirek, 1999), (Ge, Lee & Harris, 1998). Following (Tian, Wang & 
Mao, 2004) a method of neural adaptive control for flexible-link robots will be proposed. 

 

Eq. (4) represents the dynamics of the flexible-link manipulator. It actually refers to a 
nonlinear transformation (mapping) from inputs (torques )(tT  generated by the motors) to 
outputs (motion of the joints). This nonlinear model can be written in the general form: 
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Consequently, the inverse dynamics of the flexible-link manipulator, is a relation that 
provides the torque that should be generated by the motors of the joints so as the joints 
angle, angular velocity and acceleration to take certain values. The inverse model of Eq. (5) 
is given by 
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The dynamic model and its inverse are time dependent. If the inverse dynamic model of Eq. 
(6) can be explicitly calculated then a suitable control law for the flexible-link robot is 
available.   
However, this model is not usually available and the system dynamics has to be adaptively 
identified. A neural network model can be used to effectively approximate the inverse 

dynamical model of Eq. (6). Variables , ,  
 

 can be measured while variables ,v v


 are 
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where each nigi ,...,2,1,1    defines the inverse dynamics of the corresponding joint, while 
n  is the number of joints of the manipulator.  

A neural network can be employed to approximate each sub-model 1
ig of the flexible 

robot's inverse dynamics. Therefore, the inverse dynamics of the overall system can be 

represented by a neural network ),,,( wN


 (Tian, Wang & Mao, 2004) 
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Fig. 1. A 2-DOF flexible-link robot 

 
3. Neural control for flexible-link robots 
 

3.1 Neural network-based control of flexible manipulators 
Adaptive neural network control of robotic manipulators has been extensively studied 
(Lewis, Jagannathan & Yelsidirek, 1999), (Ge, Lee & Harris, 1998). Following (Tian, Wang & 
Mao, 2004) a method of neural adaptive control for flexible-link robots will be proposed. 

 

Eq. (4) represents the dynamics of the flexible-link manipulator. It actually refers to a 
nonlinear transformation (mapping) from inputs (torques )(tT  generated by the motors) to 
outputs (motion of the joints). This nonlinear model can be written in the general form: 
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Consequently, the inverse dynamics of the flexible-link manipulator, is a relation that 
provides the torque that should be generated by the motors of the joints so as the joints 
angle, angular velocity and acceleration to take certain values. The inverse model of Eq. (5) 
is given by 
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where each nigi ,...,2,1,1    defines the inverse dynamics of the corresponding joint, while 
n  is the number of joints of the manipulator.  

A neural network can be employed to approximate each sub-model 1
ig of the flexible 

robot's inverse dynamics. Therefore, the inverse dynamics of the overall system can be 

represented by a neural network ),,,( wN


 (Tian, Wang & Mao, 2004) 
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where ),,,( ii wN


 , ni ,...,2,1 is the i -th neural network that approximates the i -th 
sub-model of robot's inverse dynamics and iw is the associated weights vector. 
Using a NN to model the dynamics of the flexible-link robot provides a mapping of the joint 
angles vector to the motor torques vector.  The torque appearing at the output of the neural 
network can be combined with a PD-feedback controller to generate the overall control 
signal that will finally drive the motors (Tzafestas & Rigatos, 1998). Therefore, the control 
scheme can be given as 


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 is the neural network approximation of the actual inverse dynamics of 

the manipulators, while mn
p RK   and mn

d RK   are the diagonal gain matrices with 

entries pK and dK , respectively, denoting a servo feedback that is introduced to stabilize 

the system. In Eq. (9) de   , and de


   denote the position and velocity error of 

the robot's joints, respectively, and 2Rd    is the vector of the position and velocity set-
points. 
The architecture of NN-based control of flexible-link robots is depicted in  Fig. 2. Making 
use of Eq. (7) and Eq. (8), the neural network controller that is described by Eq. (9) becomes 
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Eq. (11) represents a decoupled linear system, driven by the nonlinear vector function 
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Fig. 2. NN-based control of the flexible-link robot 
 
Instead of using one neural network to approximate the inverse dynamics of the flexible-
link robot one can use a separate network for each joint of the manipulator. In that case and 
using Eq. (12), the error equation for the i -th joint of the manipulator becomes 
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where ie and ie


denote the position and velocity errors of the i -th joint respectively, i
pK  

and i
dK are the proportional and derivative gains of the PD controller of the i -th joint, and 
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  is the approximation error of the NN assigned to the i -th joint. The objective 

is to eliminate the approximation error, i.e. to succeed   0),,,(lim
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 . In that  case, 

a suitable selection of the control gains i
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dK  results into 
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Eq. (14) denotes that, the convergence condition for the closed-loop system is to make the 
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Thus a measure of the output error can be considered to be 
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which reflects the discrepancy between the actual inverse dynamics of the manipulator and 
its neural network approximation. To this end, the following cost function is defined for 
each joint 

2
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This cost function gives the squared distance of the error function i
i
di

i
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

  from 

0 . The weights update algorithm is derived from the minimization of the cost function 
)(tEi over the weight space of the corresponding NN model. 

 
3.2 Feed-forward neural networks for flexible-link robot control 
The NN-based control for the flexible-link robots, which is depicted in Fig. 2, can be 
substantiated with the use of feed-forward neural networks (Rigatos, 2009).  Feed-forward 
neural networks (FNN) serve as powerful computational tools, in a diversity of applications 
including function approximation, classification and pattern recognition. When equipped 
with procedures for learning from measurement data they can generate models of unknown 
systems. Feed-forward neural networks are the most popular neural architectures due to 
their structural flexibility, good representational capabilities, and availability of a large 
number of training algorithms.  
The idea of function approximation with the use of feed-forward neural networks (FNN) 

comes from generalized Fourier series. It is known that any function )(x  in a 2L space can 
be expanded in a generalized Fourier series in a given orthonormal basis, i.e. 
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If the coefficients ka are taken to be equal to the generalized Fourier coefficients, i.e. when 
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Unlike generalized Fourier series, in FNN the basis functions are not necessarily orthogonal. 
The hidden units in a FNN usually have the same activation functions and are often selected 
as sigmoidal functions or gaussians. A typical feed-forward neural network consists of n  
inputs nixi ,...,2,1,   , a hidden layer of m neurons with activation function RRh  : and 
a single output unit (see Fig. 3(a)). The FNN's output is given by 
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Fig. 3. (a) Feed-forward neural network 
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Fig. 3. (b) Neural network with Hermite basis functions 
 
The root mean square error in the approximation of function )(x  by the FNN is given by 
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where ],...,,[ 21
k
n

kkk xxxx   is the k -th input vector of the neural network. The activation 

function is usually a sigmoidal function 
xe

xh



1

1)(  while in the case of radial basis 

functions networks it is a Gaussian (Haykin, 1994). Several learning algorithms for neural 
networks have been studied. The objective of all these algorithms is to find numerical values 
for the network's weights so as to minimize the mean square error RMSE of Eq. (21). The 
algorithms are usually based on first and second order gradient techniques. These 
algorithms belong to: i) batch-mode learning, where to perform parameters update the 
outputs of a large training set are accumulated and the mean square error is calculated 
(back-propagation algorithm, Gauss-Newton method, Levenberg-Marquardt method, etc.), 
ii) pattern-mode learning, in which training examples are run in cycles and the parameters 
update is carried out each time a new training pattern becomes available (Extended Kalman 
Filter algorithm). 
Unlike conventional FNN with sigmoidal or Gaussian basis functions, Hermite polynomial-
based FNN remain closer to Fourier series expansions by employing activation functions 
which satisfy the property of orthogonality (Zuo, Zhu and Cai, 2009).  Other basis functions 

 

with the property of orthogonality  are Hermite, Legendre, Chebyshev, and Volterra 
polynomials (Refregier, 2003), (Rigatos & Tzafestas, 2006), (Yang & Cheng, 1996).  

 
4. Neural control using wavelet basis functions 
 

4.1 Wavelet frames 
First,  as basis functions of the feed-forward neural network orthogonal wavelet functions 
will be considered.  The continuous time wavelet is defined at scale a  and b  as 
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It will be shown that a continuous time signal )(xf  can be expressed as a series expansion 
of discrete wavelet basis functions. The discrete wavelet has the form (Addison, 2002) 
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The wavelet transform of a continuous signal )(xf  using discrete wavelets of the form of 
Eq. (23) is given by 
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which can be also expressed as the inner product  nmnm fT ,, , . For the discrete 

wavelet transform, the values nmT ,  are known as wavelet coefficients. To determine how 
good the representation of a signal is in the wavelet space one can use the theory of wavelet 
frames. The family of wavelet functions that constitute a frame are such that the energy of 
the resulting wavelet coefficients lies within a certain bounded range of the energy of the 
original signal 
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where nmT ,  are the discrete wavelet coefficients, A and B  are the frame bounds, and E  is 

the energy of the signal given by 22 ||)(|||)(| xfdtxfE  
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Fig. 3. (b) Neural network with Hermite basis functions 
 
The root mean square error in the approximation of function )(x  by the FNN is given by 
 





N

k

kk
RMS xx

N
E

1

2^
))()((1                                                 (21) 

 

where ],...,,[ 21
k
n

kkk xxxx   is the k -th input vector of the neural network. The activation 
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functions networks it is a Gaussian (Haykin, 1994). Several learning algorithms for neural 
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update is carried out each time a new training pattern becomes available (Extended Kalman 
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Unlike conventional FNN with sigmoidal or Gaussian basis functions, Hermite polynomial-
based FNN remain closer to Fourier series expansions by employing activation functions 
which satisfy the property of orthogonality (Zuo, Zhu and Cai, 2009).  Other basis functions 

 

with the property of orthogonality  are Hermite, Legendre, Chebyshev, and Volterra 
polynomials (Refregier, 2003), (Rigatos & Tzafestas, 2006), (Yang & Cheng, 1996).  

 
4. Neural control using wavelet basis functions 
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It will be shown that a continuous time signal )(xf  can be expressed as a series expansion 
of discrete wavelet basis functions. The discrete wavelet has the form (Addison, 2002) 
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The wavelet transform of a continuous signal )(xf  using discrete wavelets of the form of 
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which can be also expressed as the inner product  nmnm fT ,, , . For the discrete 

wavelet transform, the values nmT ,  are known as wavelet coefficients. To determine how 
good the representation of a signal is in the wavelet space one can use the theory of wavelet 
frames. The family of wavelet functions that constitute a frame are such that the energy of 
the resulting wavelet coefficients lies within a certain bounded range of the energy of the 
original signal 
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function used. If BA  the frame is known as tight and has a simple reconstruction formula 
given by the infinite series 
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A tight frame with 1 BA  is redundant, with A  being a measure of the redundancy. 
When 1 BA the wavelet family defined by the frame forms an orthonormal basis. Even 
if BA   a reconstruction formula of )(xf can be obtained in the form: 
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where )(' xf is the reconstruction which differs from the original signal )(xf by an error 
which depends on the values of the frame bounds. The error becomes acceptably small for 
practical purposes when the ratio AB / is near unity. The closer this ratio is to unity, the 
tighter the frame.   

 
4.2 Dyadic grid scaling and orthonormal wavelet transforms 
The dyadic grid is the simplest and most efficient discretization for practical purposes and is 
used for the construction of an orthonormal wavelet basis. Substituting 20 a and 

10 b into Eq. (23) the dyadic grid wavelet can be written as 
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Discrete dyadic grid wavelets are commonly chosen to be orthonormal. These wavelets are 
both orthogonal to each other and normalized to have unit energy. This is expressed as 
 

  

otherwise  0

'  and  '  if  1)()( {'',,
nnmmdxxx

nmnm





                         (30) 

 
Thus, the products of each wavelet with all others in the same dyadic system are zero. This 
also means that the information stored in a wavelet coefficient nmT ,  is not repeated 
elsewhere and allows for the complete regeneration of the original signal without 
redundancy. In addition to being orthogonal, orthonormal wavelets are normalized to have 

unit energy. This can be seen from Eq. (30), as using 'mm  and  'nn  the integral gives 

 

the energy of the wavelet function equal to unity. Orthonormal wavelets have frame bounds 
1 BA and the corresponding wavelet family is an orthonormal basis. An orthonormal 

basis has components which, in addition to being able to completely define the signal, are 
perpendicular to each other.   
Using the dyadic grid wavelet of Eq. (28) the discrete wavelet transform is defined as 
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By choosing an orthonormal wavelet basis )(, xnm one can reconstruct the original signal 

)(xf  in terms of the wavelet coefficients mnT  using the inverse discrete wavelet transform: 
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Moreover, the energy of the signal can be expressed as 
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4.3 The scaling function and the multi-resolution representation 
Orthonormal dyadic discrete wavelets are associated with ‘scaling functions’ and their 
dilation equations (Addison, 2002), (Mallat, 1999). The scaling function is associated with the 
smoothing of the signal and has the same form as the wavelet 
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The scaling functions have the property 
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where )()(0,0 xx    is sometimes referred as the mother scaling function or mother 
wavelet. The scaling function is orthogonal to translations of itself, but not to dilations of 
itself. The scaling function can be convolved with the signal to produce approximation 
coefficients as follows: 
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where )(' xf is the reconstruction which differs from the original signal )(xf by an error 
which depends on the values of the frame bounds. The error becomes acceptably small for 
practical purposes when the ratio AB / is near unity. The closer this ratio is to unity, the 
tighter the frame.   
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Thus, the products of each wavelet with all others in the same dyadic system are zero. This 
also means that the information stored in a wavelet coefficient nmT ,  is not repeated 
elsewhere and allows for the complete regeneration of the original signal without 
redundancy. In addition to being orthogonal, orthonormal wavelets are normalized to have 

unit energy. This can be seen from Eq. (30), as using 'mm  and  'nn  the integral gives 

 

the energy of the wavelet function equal to unity. Orthonormal wavelets have frame bounds 
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basis has components which, in addition to being able to completely define the signal, are 
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Using the dyadic grid wavelet of Eq. (28) the discrete wavelet transform is defined as 
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4.3 The scaling function and the multi-resolution representation 
Orthonormal dyadic discrete wavelets are associated with ‘scaling functions’ and their 
dilation equations (Addison, 2002), (Mallat, 1999). The scaling function is associated with the 
smoothing of the signal and has the same form as the wavelet 
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One can represent a signal )(xf  using a combined series expansion using both the 
approximation coefficicents and the wavelet (detail) coefficients as follows: 
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It can be seen from this equation that the original continuous signal is expressed as a 
combination of an approximation of itself, at arbitrary scale index 0m  added to a succession 
of signal details form scales 0m  down to negative infinity. The signal detail at scale m  is 
defined as 
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and hence one can write Eq. (37) 
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From this equation it can be shown that 
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which shows that if one adds the signal detail at an arbitrary scale (index m ) to the 
approximation at that scale he gets the signal approximation at an increased resolution (at a 
smaller scale index 1m ). This is the so-called multi-resolution representation.  

 
4.4 Examples of orthonormal wavelets 
Wavelet functions can be further analyzed in terms of ‘scaling functions’. The scaling 
equation (or dilation equation) describes the scaling function )(t in terms of contracted and 
shifted versions of itself as follows (Addison, 2002), (Mallat, 1999): 
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where )2( kx  is a contracted version of )(x shifted along the x axis by an integer step 
k and factored by an associated scaling coefficient kc . The coefficients of the scaling 
equation should satisfy the condition 
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This also shows that the sum of the squares of the scaling coefficients is equal to 2.  The 
same coefficients are used in reverse with alternate signs to produce the associated wavelet 
equation 
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This construction ensures that the wavelets and their corresponding scaling functions are 
orthogonal. For wavelets of compact support, which have a finite number of scaling 
coefficients kN the following wavelet function is defined 
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This ordering of scaling coefficients used in the wavelet equation allows for our wavelets 
and their corresponding scaling equations to have support over the same interval ],0[ 1kN . 
Often the reconfigured coefficients used for the wavelet function are written more 
compactly as 
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where the sum of all coefficients kb is zero. Using this reordering of the coefficients Eq. (45) 
can be written as 
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From the previous equations and examining the wavelet at scale index 1m one can see 
that for arbitrary integer values of m  the following holds 
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which may be written more compactly as 
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One can represent a signal )(xf  using a combined series expansion using both the 
approximation coefficicents and the wavelet (detail) coefficients as follows: 
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That is the scaling function at an arbitrary scale is composed of a sequence of shifted 
functions at the next smaller scale each factored by their respective scaling coefficients. 
Similarly, for the wavelet function one obtains 
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4.5 The Haar wavelet 
The Haar wavelet is the simplest example of an orthonormal wavelet (see Fig. 4 and Fig. 5). 
Its scaling equation contains only two nonzero scaling coefficients and is given by 
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that is, its scaling coefficients are 110  cc . These values can be obtained from Eq. (42) 
and Eq. (43). The solution of the Haar scaling equation is the single block pulse defined as 
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Using this scaling function, the Haar wavelet equation is 
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The Haar wavelet is finally found to be  (see Fig. 4 and Fig. 5) 
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The mother wavelet for the Haar wavelet system )()( 0,0 xx    is formed from two 
dilated unit block pulses sitting next to each other on the time axis, with one of them 
inverted. From the mother wavelet one can construct the Haar system of wavelets on a 
dyadic grid )(, xnm . 
 

 

 
Fig. 4 (i) The Haar scaling function in terms of shifted and dilated versions of itself, (ii) The 
Haar wavelet in terms of shifted and dilated versions of the scaling function. 
 

 
Fig. 5. (i) Three consecutive scales shown from the Haar wavelet family specified on a dyadic 
grid, e.g. from the bottom )(, xnm , )(,1 xnm , )(,2 xnm , (ii) Three Haar wavelets at three 
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consecutive scales on a dyadic grid, iii) Three Haar wavelets at different scales. In this case, the 
Haar wavelets are not defined on a dyadic grid and are hence not orthogonal to each other. 

 
5. Neural Networks using Hermite activation functions  
 

5.1 The Gauss-Hermite series expansion 
Next, as orthogonal basis functions of the feed-forward neural network Hermite 
polynomials are considered. These are the spatial components )(xX k of the solution of 
Schrödinger's differential equation and describe a stochastic oscillation: 
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where )(xH k  are the Hermite orthogonal functions (see Fig. 6(a) and Fig. 6(b)). The 
Hermite functions )(xH k  are the eigenstates of the quantum harmonic oscillator. The 
general relation for the Hermite polynomials is 
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According to Eq. (56) the first five Hermite polynomials are: 1)(0 xH , 
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Fig. 6(a). First five one-dimensional 
Hermite polynomial basis functions 

Fig. 6(b). Analytical represenation of the 1D-
Hermite polynomial basis function 

 
Hermite polynomials are orthogonal, i.e. it holds 
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Using now, Eq. (57), the following basis functions can be defined (Refregier, 2003): 
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where )(xH k is the associated Hermite polynomial. From Eq. (57), the orthogonality of 
basis functions of Eq. (58) can be deduced, which means 
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Moreover, to succeed multi-resolution analysis Hermite basis functions of Eq. (58) are 
multiplied with the scale coefficient a . Thus the following basis functions are derived 
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which also satisfy orthogonality condition 
 

km
km

dxaxax km 





   if   0
  if   1

),(),( {                                          (61) 

Any function Rxxf    )( can be written as a weighted sum of the above orthogonal basis 
functions, i.e. 

),()(
0

axcxf k
k

k 



                                                        (62) 

 
where coefficients kc are calculated using the orthogonality condition 
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Assuming now that instead of infinite terms in the expansion of Eq. (62), M  terms are 
maintained, then an approximation of )(xf  is succeeded.  The expansion of )(xf  using Eq. 
(62) is a Gauss-Hermite series. Eq. (62) is a form of Fourier expansion for )(xf . Eq. (62) can 
be considered as the Fourier transform of )(xf subject only to a scale change. Indeed, the 
Fourier transform of )(xf  is given by 
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The Fourier transform of the basis function )(xk of Eq. (58) satisfies (Refregier, 2003) 
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which means that the Fourier transform of Eq. (62) is the same as the initial function , subject 
only to a change of scale. The structure of a a feed-forward neural network with Hermite 
basis functions is  depicted in Fig. 3(b).  

 
5.2 Neural Networks using 2D Hermite activation functions 
Two-dimensional feedforward neural networks can be constructed by taking products of the 
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The choice of an appropriate scale coefficient a  and maximum order maxk  is of practical 
interest. The coefficients kc are given by 
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Indicative basis functions ),(2 axB , ),(6 axB , ),(9 axB , ),(11 axB and 

),(13 axB , ),(15 axB  of a 2D feed-forward neural network with Hermite basis functions  are 
depicted in Fig. 7, Fig. 8 and Fig. 9. 
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Fig. 7(a). 2D Hermite polynomial basis 
functions:  basis function ),(2 axB  

Fig. 7(b). 2D Hermite polynomial basis 
functions: ),(6 axB  
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Fig. 9(a). 2D Hermite polynomial basis 
function ),(13 axB  

Fig. 9(b). 2D Hermite polynomial  basis 
function ),(15 axB  

 
6. Simulation tests 
 

The 2-DOF flexible link robot of Fig. 1 is considered. The robot is planar and consists of two 
flexible links of length mL 45.01  and mL 45.02  , respectively. The dynamic model of 
the robot is given by Eq. (4). The elements of the inertia matrix M  are: 
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The damping matrix was taken to be }06.0 ,03.0 ,08.0 ,04.0{diagD  while the stiffness 
matrix was selected as }06.0 ,03.0 ,04.0 ,02.0{K . Initially only a PD controller is used. 
The selection of the gain matrices pK  and dK  determines the transient response of the 

closed loop system. The following controller gains have been considered: 
}2.0 ,2.0{diagK p  and }1.0 ,1.0{diagKd  . The desirable joints positions are 

radd 11  and radd 4.12  . Moreover, it is considered that an additive disturbance 

torque appears on each joint. The disturbance  is given by )cos(3.0)( ttdi  . The simulation 
diagram of Fig. 9(a) shows the evolution in time of the angles of the robot's joints 1 and 2 , 
respectively, when only a PD controller is used in the loop and the flexibility of the link is 
not taken into account int the controller's design. In Fig. 9(b) the evolution in time of the 
vibration modes of the first link 11v , 12v  and of the second link 21v  and 22v , respectively, 
is presented.  It can be seen that vibrations around the desirable joint positions cannot be 
eliminated.  
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Fig. 9(a). (a) Diagrams of the angles 1  and 

2 , and of the angular velocities 1  and 2  
of  the joints of the flexible link manipulator  
when only a PD controller is used 

Fig. 9(b). Diagrams of the vibration modes 
the two flexible links of the robotic 
manipulator when only a PD controller is 
used 
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Fig. 10(a).  Diagrams of the  angles 1 and 2 , 
and of the angular velocities 1  and 2 of the 
flexible-link robot when a wavelet-based NN 
controller is used  to suppress vibrations. 

Fig. 10(b). Diagrams of the robot's joint 
angles 1 and 2 , and of the angular 
velocities 1  and 2 of the flexible-link 
robot when a Hermite polynomial-based 
NN controller is used  to suppress 
vibrations. 

 
Next, a control loop with a NN which uses the Haar orthogonal wavelet functions of 
subsection 4.5 is considered. The neural controller is a single layer NN with wavelet basis 
functions, as shown in Fig. 3(b), and it is linear with respect to the output weights.  
Fig. 10(a) presents the evolution in time of the joint angles of the robot when NN with 
wavelet basis functions are used for suppressing the vibrations of the flexible links. Fig. 
10(b) shows the variation in time of the joint angles of the robot 1  and 2 , respectively, 
when the neural controller uses Gauss-Hermite basis functions. 
Finally, simulation diagrams are presented showing how the proposed neural controllers 
succeed the suppression of the vibration modes of the flexible links. Fig. 11 (a) shows the 
evolution in time of the vibration modes 11v  and 12v  of the first link, as well as of the 
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Fig. 9(a). 2D Hermite polynomial basis 
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The damping matrix was taken to be }06.0 ,03.0 ,08.0 ,04.0{diagD  while the stiffness 
matrix was selected as }06.0 ,03.0 ,04.0 ,02.0{K . Initially only a PD controller is used. 
The selection of the gain matrices pK  and dK  determines the transient response of the 

closed loop system. The following controller gains have been considered: 
}2.0 ,2.0{diagK p  and }1.0 ,1.0{diagKd  . The desirable joints positions are 

radd 11  and radd 4.12  . Moreover, it is considered that an additive disturbance 

torque appears on each joint. The disturbance  is given by )cos(3.0)( ttdi  . The simulation 
diagram of Fig. 9(a) shows the evolution in time of the angles of the robot's joints 1 and 2 , 
respectively, when only a PD controller is used in the loop and the flexibility of the link is 
not taken into account int the controller's design. In Fig. 9(b) the evolution in time of the 
vibration modes of the first link 11v , 12v  and of the second link 21v  and 22v , respectively, 
is presented.  It can be seen that vibrations around the desirable joint positions cannot be 
eliminated.  
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Fig. 9(a). (a) Diagrams of the angles 1  and 

2 , and of the angular velocities 1  and 2  
of  the joints of the flexible link manipulator  
when only a PD controller is used 

Fig. 9(b). Diagrams of the vibration modes 
the two flexible links of the robotic 
manipulator when only a PD controller is 
used 
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Fig. 10(a).  Diagrams of the  angles 1 and 2 , 
and of the angular velocities 1  and 2 of the 
flexible-link robot when a wavelet-based NN 
controller is used  to suppress vibrations. 

Fig. 10(b). Diagrams of the robot's joint 
angles 1 and 2 , and of the angular 
velocities 1  and 2 of the flexible-link 
robot when a Hermite polynomial-based 
NN controller is used  to suppress 
vibrations. 

 
Next, a control loop with a NN which uses the Haar orthogonal wavelet functions of 
subsection 4.5 is considered. The neural controller is a single layer NN with wavelet basis 
functions, as shown in Fig. 3(b), and it is linear with respect to the output weights.  
Fig. 10(a) presents the evolution in time of the joint angles of the robot when NN with 
wavelet basis functions are used for suppressing the vibrations of the flexible links. Fig. 
10(b) shows the variation in time of the joint angles of the robot 1  and 2 , respectively, 
when the neural controller uses Gauss-Hermite basis functions. 
Finally, simulation diagrams are presented showing how the proposed neural controllers 
succeed the suppression of the vibration modes of the flexible links. Fig. 11 (a) shows the 
evolution in time of the vibration modes 11v  and 12v  of the first link, as well as of the 
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vibration modes 21v and 22v  of the second link, when the neural controller uses wavelet 
basis functions. Similarly, Fig. 11 (b) shows the variation in time of the vibration modes 11v , 

12v  of the first link and 21v , 22v of the second link, respectively, when the neural controller 
uses Gauss-Hermite basis functions.  
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Fig. 11(a).  Diagrams of the vibration modes 
of the two flexilbe links of the robotic 
manipulator, when a wavelet-based NN 
controller is used  to suppress vibrations 

Fig. 11(b). Diagrams of the vibration modes 
of the two flexilbe links of the robotic 
manipulator, when a Hermite polynomial-
based NN controller is used  to suppress 
vibrations 

 
From the simulation experiments it can be observed, that using a neural controller with 
basis functions which are localized both in space and frequency allows better approximation 
of the multi-frequency characteristics of the vibrating robot links. The angles of the robot's 

joints converge to the desirable set-points d
1  and d

2  , while fast and efficient suppression 

of the vibration modes 11v , 12v  and 21v , 22v  is also succeeded.   Finally, in the above 
simulation experiments it was observed that the control signal (torque) generated by the 
neural controller with Hermite basis functions was smoother than the control signal of the 
neural controller which employs Haar wavelet basis functions. 
Comparing the Gauss-Hermite basis functions to the Haar wavelet basis functions one can 
note the following: (i) both are basis functions which are local in space and spatial 
frequency. This allows better approximation of the multi-frequency characteristics of 
vibrating structures, such as the flexible-link robot, (ii) both satisfy the orthogonality 
property which helps to locally improve the accuracy of approximation of the unknown 
system dynamics. This means that the neural controller can be dynamically expanded by 
adding new basis functions which are orthogonal to the existing ones, while the coefficients 
of the new basis functions can be computed independently of the existing coefficients (iii) 
unlike wavelet basis functions, the Gauss-Hermite basis functions have a clear physical 
meaning, since they represent the solutions of differential equations of stochastic oscillators 
and each neuron can be regarded as the frequency filter of the respective vibration 
eigenfrequency, (iv) unlike the Haar wavelet basis functions, the Gauss-Hermite basis 
functions remain almost unchanged by the Fourier transform, which means that the weights 

 

of the associated neural network demonstrate the energy which is distributed in the various 
eigenmodes of the vibrating structure. This in turn allows to define thresholds for truncating 
the expansion and using neural controller with a small number of nodes and weight 
coefficients. 

 
7. Conclusions 
 

Neural networks with Gauss-Hermite polynomial basis functions have been proposed for 
the control of flexible-link manipulators.  The Gauss-Hermite basis functions are local in 
both space and spatial frequency. Locality in spatial frequency allows the representation to 
be adaptively tuned to the variations of the local bandwidth of the  system dynamics. 
Moreover,adding new basis functions helps to locally improve the accuracy of 
approximation of the unknown system dynamics. Since the new basis functions are 
orthogonal to the existing ones, the new NN weights can be computed independently of the 
existing weights.  Comparing to Haar wavelet basis functions which are also orthogonal, the 
Gauss-Hermite basis functions have some interesting properties: (i) they remain almost 
unchanged by the Fourier transform, which means that the weights of the associated neural 
network demonstrate the energy which is distributed to the various eigenmodes of the 
vibrating structure, (ii) unlike wavelet basis functions the Gauss-Hermite basis functions 
have a clear physical meaning since they represent the solutions  of differential equations of 
stochastic oscillators and each neuron can be regarded as the frequency filter of the 
respective vibration eigenfrequency.  
The proposed neural controller operates in parallel to a PD controller the gains of which 
have been selected assuming rigid-link robot dynamics. The performance of the control 
scheme has been tested through simulation experiments. Comparison to a neural controller 
with  Haar orthogonal wavelet functions has been provided.  The simulation tests showed 
that using a neural controller with basis functions which are localized both in space and 
frequency allows for better approximation of the multi-frequency characteristics of the 
vibrating robot links.   

 
8. References 
 

Addison P.S (2002). The illustrared wavelet transform handbook, Institute of Physics Publishing. 
Aoustin Y.; Fliess M., Mounier H., Rouchon P., & Rudoplh J. (1997).  Theory and practice in 

the motion planning control of a flexible robot arm using Mikusinki operators, Proc. 
of 4th Symposium on Robotics and Control, pp. 287-293 Nantes. 

Arteaga M.A. & Siciliano B. (2000). On Tracking Control of Flexible Robot Arms, IEEE 
Transactions on Automatic Control, Vol. 45, No. 3, pp. 520-527. 

Benosman A. & Le Vey G (2004). Control of flexible manipulators: a survey,  Robotica , 
Cambridge University Press, Vol. 22, No 5, pp. 533-545. 

Bernard C.P.  & Slotine J.J.E, (1997). Adaptive Control with Multiresolution Bases, Proc. IEEE 
CDC 97, 36th IEEE Intl. Conference on Decision and Control, San Diego, Califormia, 
USA. 

Cannon M. & Slotine J.J.E. (1995). Space-frequency localized basis function networks for 
nonlinear system estimation and control, Neurocomputing, Elsevier, Vol. 9, No 3, pp. 
293-342. 



Control of Robotic Systems with Flexible Components 	
using Hermite Polynomial-Based Neural Networks 483

 

vibration modes 21v and 22v  of the second link, when the neural controller uses wavelet 
basis functions. Similarly, Fig. 11 (b) shows the variation in time of the vibration modes 11v , 

12v  of the first link and 21v , 22v of the second link, respectively, when the neural controller 
uses Gauss-Hermite basis functions.  
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Fig. 11(a).  Diagrams of the vibration modes 
of the two flexilbe links of the robotic 
manipulator, when a wavelet-based NN 
controller is used  to suppress vibrations 

Fig. 11(b). Diagrams of the vibration modes 
of the two flexilbe links of the robotic 
manipulator, when a Hermite polynomial-
based NN controller is used  to suppress 
vibrations 

 
From the simulation experiments it can be observed, that using a neural controller with 
basis functions which are localized both in space and frequency allows better approximation 
of the multi-frequency characteristics of the vibrating robot links. The angles of the robot's 

joints converge to the desirable set-points d
1  and d

2  , while fast and efficient suppression 

of the vibration modes 11v , 12v  and 21v , 22v  is also succeeded.   Finally, in the above 
simulation experiments it was observed that the control signal (torque) generated by the 
neural controller with Hermite basis functions was smoother than the control signal of the 
neural controller which employs Haar wavelet basis functions. 
Comparing the Gauss-Hermite basis functions to the Haar wavelet basis functions one can 
note the following: (i) both are basis functions which are local in space and spatial 
frequency. This allows better approximation of the multi-frequency characteristics of 
vibrating structures, such as the flexible-link robot, (ii) both satisfy the orthogonality 
property which helps to locally improve the accuracy of approximation of the unknown 
system dynamics. This means that the neural controller can be dynamically expanded by 
adding new basis functions which are orthogonal to the existing ones, while the coefficients 
of the new basis functions can be computed independently of the existing coefficients (iii) 
unlike wavelet basis functions, the Gauss-Hermite basis functions have a clear physical 
meaning, since they represent the solutions of differential equations of stochastic oscillators 
and each neuron can be regarded as the frequency filter of the respective vibration 
eigenfrequency, (iv) unlike the Haar wavelet basis functions, the Gauss-Hermite basis 
functions remain almost unchanged by the Fourier transform, which means that the weights 

 

of the associated neural network demonstrate the energy which is distributed in the various 
eigenmodes of the vibrating structure. This in turn allows to define thresholds for truncating 
the expansion and using neural controller with a small number of nodes and weight 
coefficients. 

 
7. Conclusions 
 

Neural networks with Gauss-Hermite polynomial basis functions have been proposed for 
the control of flexible-link manipulators.  The Gauss-Hermite basis functions are local in 
both space and spatial frequency. Locality in spatial frequency allows the representation to 
be adaptively tuned to the variations of the local bandwidth of the  system dynamics. 
Moreover,adding new basis functions helps to locally improve the accuracy of 
approximation of the unknown system dynamics. Since the new basis functions are 
orthogonal to the existing ones, the new NN weights can be computed independently of the 
existing weights.  Comparing to Haar wavelet basis functions which are also orthogonal, the 
Gauss-Hermite basis functions have some interesting properties: (i) they remain almost 
unchanged by the Fourier transform, which means that the weights of the associated neural 
network demonstrate the energy which is distributed to the various eigenmodes of the 
vibrating structure, (ii) unlike wavelet basis functions the Gauss-Hermite basis functions 
have a clear physical meaning since they represent the solutions  of differential equations of 
stochastic oscillators and each neuron can be regarded as the frequency filter of the 
respective vibration eigenfrequency.  
The proposed neural controller operates in parallel to a PD controller the gains of which 
have been selected assuming rigid-link robot dynamics. The performance of the control 
scheme has been tested through simulation experiments. Comparison to a neural controller 
with  Haar orthogonal wavelet functions has been provided.  The simulation tests showed 
that using a neural controller with basis functions which are localized both in space and 
frequency allows for better approximation of the multi-frequency characteristics of the 
vibrating robot links.   
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1. Introduction 

Cable driven parallel manipulator develops rapidly from 1980s which is also called cable 
robot, cable driven robot or wire driven parallel robot. Cable driven parallel manipulator 
has lots of desirable characteristics, including low inertial properties, high payload-to-
weight ratios, potentially vast workspace, transportability, ease of disassembly/ reassembly, 
reconfigurability, and economical construction and maintenance(Alp & Agrawal, 2002). At 
present, giving full play to its advantage on large workspace, more and more large span 
cable driven parallel manipulator are used in Large radio telescopes or Wind tunnel support 
system(Lambert et al., 2007). 
Since the cable driven parallel manipulator can only bear tension but not compression, a 
cable system with n end-effector Degrees of Freedom (DOFs) requires at least m=n+1 cables. 
When m=n+1, the cable driven parallel manipulator is Completely Restrained Positioning 
(CRP) (Verhoeven et al., 1998; Hiller & Fang, 2005). When a cable length is longer than 10m 
in a cable driven parallel manipulator, it is called a large span cable driven parallel 
manipulator. In this paper, we will take a six-cable driven parallel manipulator as an 
example to study the modeling and dimensional optimization method of a CPR cable driven 
parallel manipulator with large span. 
The optimization target of the previous work on dimensional optimization design is 
workspace requirement and constraint condition is cable tension, stiffness or motion Index 
(Hassan & Khajepour, 2008; Yang et al., 2006; Fang et al., 2004), which will greatly influence 
the accuracy and vibration of a cable driven parallel manipulator. So, the purpose of this 
paper is to optimize dimensions of the six-cable driven parallel manipulator to meet the 
workspace requirement of constraint condition in terms of cable tension. So far, great 
progress has been made in this field. However, two difficulties arose during the dimensional 
optimization of cable driven parallel manipulator: cable catenary algorithm (Yao et al., 2007) 
and optimization target of a cable driven parallel manipulator. Firstly, the weight of cable 
itself results in catenary. But most of previous research neglected the cable's catenary 
because they thought the weight of cable is inconsiderable, and did not consider the 
deformation of cable (Duan et al., 2008). For a CPR cable driven parallel manipulator with 

26



Robot Manipulators, New Achievements488

large span, the deformation and catenary greatly influence the modeling and control 
accuracy (Kozak et al., 2006). Many of the current study on this topic can be introduced from 
bridge and construction fields (Krishna & Prem. 1978; Yang & Chen, 2003). Based on 
previous improvements, modeling method for a CPR cable driven parallel manipulator is 
adopted in this paper. 
Secondly, cable tension is always used as the optimization target in a cable driven parallel 
manipulator because it is a tension redundant mechanism. If one of the cable tensions is 
negative or small, cable driven parallel manipulator will be uncontrollable. So it is necessary 
to optimize the geometric parameters by adopting a cable tension as a constraint condition 
in the required workspace. 
In China, a Five Hundred meter Aperture Spherical radio Telescope (FAST) employs a cable 
driven parallel manipulator with large span (more than 300m) as the first adjustable feed 
support system (Tang, et al.). For the design of the cable driven parallel manipulator in 
FAST, several design proposals are made, one of which is the six-cable driven parallel 
manipulator (Nan, 2006). This chapter will study the modeling and dimensional 
optimization method of this six-cable driven parallel manipulator. 
In this chapter, section 2 introduces the classification of cable driven parallel manipulator. 
Section 3 gives the modeling method for a large cable drive parallel manipulator. The 
tension static equilibrium equation is set up by cable catenary equation with cable 
deformation. In Section 4, the six-cable driven parallel manipulator in FAST is taken as an 
example. The description and modeling method of the six-cable driven parallel manipulator 
is presented, and Tilt-and-Torsion Angles is adopted for modeling. Section 5 gives a 
dimensional optimization method. Taking the six-cable driven parallel manipulator in FAST 
as an example, the optimization target is pose angle of the six-cable driven parallel 
manipulator and constraint condition is cable tensions. Finally, a set of optimized 
dimensional parameters of the six-cable driven parallel manipulator is available for building 
the feed support system in FAST. 
The result indicates that the methods in this chapter are feasible for modeling and 
optimizing a CPR cable driven parallel manipulator with large span. More importantly, it 
provides a theoretical basis for further study. 

 
2. Classification of a cable driven parallel manipulator 

A cable driven parallel manipulator, according to its number of cables (m) and degrees of 
freedom (DOFs) of end-effector (n), can be classified as follows (Verhoeven et al., 1998; 
Hiller & Fang, 2005): 
IRPMs: Incompletely Restrained Positioning Mechanisms. The number of cables is less than 
or equal to the number of DOFs, namely, 
 

m n 
 
CRPMs: Completely Restrained Positioning Mechanisms. There has a one extra cable for an 
n DOFs end-effector, 
 

m = n + 1 
 

RRPMs: Redundantly Restrained Positioning Mechanisms. 
 

m > n  +  1  
 
Then, R stands for rotational, T for translational DOFs. The possible DOF classes are as 
follows, 
 

DOFs n Type of motion 
1T 1 Linear motion of a body 
2T 2 Planar motion of a point 
1R2T 3 Planar motion of a body 
3T 3 Spatial motion of a point 
2R3T 5 Spatial motion of a beam 
3R3T 6 Spatial motion of a body 

Table 1. possible DOF classes 

 
3. Tension static equilibrium equation for a large cable drive parallel 
manipulator 

3.1 cable static tension equilibrium equation with catenary and elastics deformation 
In small cable driven mechanism, due to the relatively inconsiderable weight of the cable, a 
cable is often analyzed as a two-force member. However, the cable span of a large cable 
driven parallel manipulator is no less than 10m, so the cable weight and deformation are 
non-negligible. The catenary and deformation of the cable must be taken into account in the 
modeling of a large cable driven parallel manipulator.A meaningful work for analyzing a 
large cable driven parallel manipulator with catenary and elastic deformation is to describe 
the cable model mathematically. 
 

      
Fig. 1. catenary modelling of a cable 
 
For setting up the cable model and cable static equilibrium equation, the symbols used in 
Fig. 1 are defined as:  
l0 is the unstrained length of the cables; A( the stain of the cable; T the force applied to the 
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For setting up the cable model and cable static equilibrium equation, the symbols used in 
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fixed end of the cable; E the elastic modulus; A0 the unstrained cross-sectional area. Using 
the variables and coordinate system above, we will briefly reproduce Irvine's derivation in 
this paper (Irivne, 1981). 
To begin with, the cable must satisfy the geometric constraint: 
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Integrating and applying the boundary conditions as follows: 
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The length of cable is l, the unstained length of the cable l0 , and ∆l represents the stain of the 
cable, respectively. The relationship can be expressed as :l=l0+∆l. 
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The numerical method is presented in the flow chart below: 
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Fig. 2. Solution of a cable catenary with deformation 

 
3.2 Static tension equilibrium equation for a cable driven parallel manipulator 
In this paper, the CPR cable driven parallel manipulator with large span has following 
characteristics. The manipulator is static or moving slowly enough to be considered static. 
Gravity is considerable. The cables are assumed to be elastic. When cable catenary is not 
neglected, the static tension equation for a cable driven parallel manipulator becomes quite 
difficult to compute. In this section, the cable static tension equation is posed, and a solution 
method is presented for the CPR cable driven parallel manipulator. 
 

 
  

Fig. 3. A n DOFs cable driven parallel manipulator 
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Fig.3 is a n DOFs cable driven parallel manipulator, and two coordinates are set up: an 
inertial frame :O XYZR  is located at the center of the fixed platform. Another moving 
frame : ' ' ' 'O X Y ZR'  is located at the center of the moving platform. Bi ( i= 1,2,...,m) are 
connected points of the cables and fixed platform, and Ai( i=1,2,...,m) are hinge center of the 
cables and moving platform. 
For analysis, the symbols used in this section are defined as: 
'O R  is the O' expressed in the inertial frame; iB

R the vector Bi expressed in the inertial frame; 

iA
R  the vector Ai expressed in the inertial frame; iA

R'  the vector Ai expressed in the moving 
frame; The symbols with subscript i express the parameters of the i — th cable.  
According to Fig. 3, the vector of the cables can be defined as: 
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Where σ  is the vector quantity of the cable tension (like T in Fig.1); JT the tension 

transmission matrix of the cable driven parallel manipulator; nRF  the wrench of the 
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According to the section 3.1, the cable vertical tension can be expressed as: 
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The static tension equilibrium equation for a cable driven parallel manipulator can be 
derived as: 
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So the solution flow chart can be shown in Fig.4. 
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method is presented for the CPR cable driven parallel manipulator. 
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Fig.3 is a n DOFs cable driven parallel manipulator, and two coordinates are set up: an 
inertial frame :O XYZR  is located at the center of the fixed platform. Another moving 
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For analysis, the symbols used in this section are defined as: 
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According to the section 3.1, the cable vertical tension can be expressed as: 
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The static tension equilibrium equation for a cable driven parallel manipulator can be 
derived as: 
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So the solution flow chart can be shown in Fig.4. 



Robot Manipulators, New Achievements494

Yes

No

Calculate and set the 
initial value H of each 
cable with Eq. (13-14) 

Calculate V and z(x) of each cable 
using flow progress in Fig. 2 with 

horizontal force vector H 

Calculate the force vector 
 with Eq. (16)  

If  Change horizontal 
force vector H slightly 

Complete position and 
force inverse solution 

Calculate the change of F to 
evaluate Jacobi Matrix  

Adjust horizontal force vector 
H with   

 
Fig. 4. Solution of a cable driven parallel manipulator with cable catenary and deformation 

 
4. Description and modelling of the six-cable driven parallel manipulator in 
FAST 

4.1 Description of the six-cable driven parallel manipulator 
China began to build a Five-hundred meter Aperture Spherical radio Telescope (FAST). Due 
to the largeness in FAST, no solid support system is available for orientation of the feed. 
Therefore, a cable driven parallel manipulator is introduced for the first adjustable feed 
support system to provide a primary orientation. For the design of the cable driven parallel 
manipulator in FAST, several design proposals are made, one of which is the six-cable 
driven parallel manipulator. 
In Figure 5, the feed support system of FAST is a hybrid manipulator which includes two 
parts: a cable driven parallel manipulator is the first adjustable feed support system and a 
feed mechanism is the second adjustable feed support system which includes an A-B 
platform and a Stewart platform with a feed on its moving platform. 

 
Fig. 5. Feed support system of FAST 
 
The six-cable driven parallel manipulator in FAST draws the feed mechanism to primary 
orientation. The A-B platform, as the moving platform of the six-cable driven parallel 
manipulator, can provide accurate pose angle of feed to track celestial bodies. The Stewart 
platform, fixed on the A-B platform, is to improve the orientation accuracy of the feed. Due 
to the distribution of the cables, spin angle of this six-cable driven parallel manipulator is 
small, and the magnitude order of spin angel is 0.1°. The spin angle will influence the 
motion stability of the moving platform, so we restrict the spin angle. Therefore, we suppose 
the six-cable driven parallel manipulator is a CPR cable driven parallel manipulator with 5 
DOFs. 

 
4.2 The coordinate-axis rotation matrix based on Tilt-and-Torsion Angles 
As shown in Fig.6, pose angle of the six-cable driven parallel manipulator is the tracking 
angle of feed. The tracking angle can be described as an azimuth angle and a tilt angle, 
which is difficult to be discriminated by Euler-angles description. Gosselin C.M (Gosselin, 
2002) presented a T&T (Tilt-and-Torsion) angle to set up the coordinate-axis rotation matrix 
R, which can directly discriminate the azimuth and tilt angles. 
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small, and the magnitude order of spin angel is 0.1°. The spin angle will influence the 
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Fig. 6. Pose angle of the six-cable driven parallel manipulator 
 
In Fig.7, three angles are defined: azimuth 0 ,  tilt 6 and torsion <x>. These new angles are easier 
to interpret geometrically and allow simple computation and representation of the 3D 
orientation workspace 
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Fig. 7. Tilt-and-Torsion Angles The rotation matrix is derived as follows: 
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Where c(*) and s(*) correspond to the cos(*) and sin(*) , respectively. 
The torsion angle of the six-cable driven parallel manipulator is restricted, the 0) = 0. The 
rotation matrix can be derived as: 
 

 
       
       

   

c c c s s c c s s c c s
R s c c c s s c s c c s c

s c s c c

           
           

    

       
         
    

 (18) 

 
For the six-cable driven parallel manipulator, the azimuth 0  is the tracking azimuth and tilt 
θ is the pitching angle of the feed. For a cable driven parallel manipulator without torsion 
angle, it is useful to set up the coordinate-axis rotation matrix fi by the Tilt-and-Torsion 
Angles. 

 
4.3 modeling of the six-cable driven parallel manipulator 

  
Fig. 8. Geometric parameter of the parallel mechanism 
 
Fig.8 is the six-cable driven parallel manipulator in FAST, and two coordinates are set up: an 
inertial frame 5R: 0 —XYZ is located at the center of the reflector's bottom. Another moving 
frame SR': 0' — X'Y'Z' is located at the center of the moving platform. ß; (i = 1,2, ...,6) are 
connected points of the cables and cable towers, and Aj (i = 1,2,3) are hinge center of the 
cables and moving platform. 
For analysis, the symbols used in this section are defined as: 
0'M is the O'expressed in the inertial frame; the vector ß; expressed in the inertial frame; Â  
the vector Aj expressed in the inertial frame; the vector Aj expressed in the moving frame; rb 
the radius of the cable towers' distributed circle; ra the radius of the moving platform; D the 
aperture of the reflector; h the height of the cable tower; d the diameter of the cable; m the 
weight of the feed mechanism. It is defined as: 
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Where is R is the coordinate-axis rotation matrix based on Tilt-and-Torsion Angles. Then, 
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Where c(*) and s(*) correspond to the cos(*) and sin(*) , respectively. 
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rotation matrix can be derived as: 
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according to the section 3, the static tension equilibrium equation for the six-cable driven 
parallel manipulator and its solution can be given. 

 
5. Dimensional optimization of the six-cable driven parallel manipulator in 
FAST 

5.1 Geometric parameters of the six-cable driven parallel manipulator 
According to the reference report of FAST provided by National Astronomical 
Observatories Chinese Academy of Science (Nan, 2005), the related geometric parameters 
are given in Table 2. 
 

Geometric Parameters Symbol dimension 
Aperture of the reflector D 500            (m) 
Radius of the moving platform ra 5             (m) 
Weight of the feed mechanism m 30           (ton) 
Young's modular E 1.6 X 1011     (Pa) 
Radius of cable tower's distributed circle r„ To be optimized (m) 
Height of cable tower h To be optimized (m) 
Diameter of cable d To be optimized (mm) 
Density of cable P To be optimized (Kg/m) 

Table 2. related geometric parameters of the six-cable driven parallel manipulator 
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Fig. 9. required workspace of the feed 
 
The required workspace of the feed is shown in Fig.9. It is a sphere crown with a radius of 
160m. The center of the sphere and the reflector are concentric. Height of the required 
workspace is from 140m to 177m above the bottom of the reflector. The tracking angle of the 
feed is: azimuth �: 0° - 360°, tilt θ: 0° -40°. 

 
5.2 Dimensional optimization method for the six-cable driven parallel manipulator 
Cable driven parallel manipulator is a tension redundant mechanism. If one of the cable 
tensions is negative or small, cable driven parallel manipulator will be uncontrollable. So it 
is necessary to optimize the geometric parameters by adopting a cable tension constraint 
condition in the required workspace. 
The constraint conditions of cable tension are given as follows: 

 min maxi        1,2,3,...,6i   (22) 

where σmin  is pretightening tension of cable, σmax is the maximum tension of cable. Feed 
support system in FAST is a hybrid manipulator, and the six-cable driven parallel 
manipulator is used to primary orientation. The required tilt angle of feed is 0° —40°, and 
we hope the tilt angle of the six-cable driven parallel manipulator can closest to required 
title angle of feed. So, the optimization target is tilt angle of the six-cable driven parallel 
manipulator. 
In the Six-cable driven parallel manipulator, assuming the tilt angle is  and the required 
tilt angle is  , the optimization target and conditions are as follows: Optimization target: 
 

 min req   (23) 

Optimization constraint conditions: 

 min maxi        1,2,3,...,6i   (24) 

    , , , required workspacex y z    (25) 

 
5.3 Dimensional optimization for the six-cable driven parallel manipulator 
The purpose of the dimensional design is to optimize the three important geometric 
parameters for the four-cable driven parallel manipulator: diameter of cable d, cable tower 
height h, and the radius of cable tower's distributed circle rb. Considering the maximum 
observation scope, the cable tower height should be less than 290m (ref). A given route is the 
boundary of feed required workspace. The required pose angle in this route is azimuth 
angle �:0° — 360°, tilt angle 6:40°. For the sake of safety, the cable tension is roughly 
calculated in an interval solution [80KN, 400KN ]. 
So, 
 min max40 ; 80KN 400KN;req        

 
According to the equation (22)-(25), the influence of the dimensional parameters on the tilt 
angle of the six-cable driven parallel manipulator is shown in Fig.10-13. 

  
Fig. 10. Influence of cable tower height on tilt angle 
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according to the section 3, the static tension equilibrium equation for the six-cable driven 
parallel manipulator and its solution can be given. 
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observation scope, the cable tower height should be less than 290m (ref). A given route is the 
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In Fig.10, assuming the radius of the cable tower's distributed circle rb is 290m and the 
cable's diameter d is 40mm.Given the selective cable tower heights, it shows that cable tower 
height has influence on workspace. Tilt angle of the six-cable driven parallel manipulator is 
larger by increasing the radius of the cable tower height h. So, the cable tower height h is 
designed as 285m. 
 

 
Fig. 11. Influence of radius of cable tower's distributed circle on tilt angle 
 
As shown in Fig.11, the radius of the cable tower's distributed circle has not great influence 
on tilt angle. But, the increasing radius of the cable tower's distributed circle will slightly 
decrease the tilt angle. Therefore, the radius of the cable tower's distributed circle is 
designed rb as 290m. 

 
Fig. 12. Influence of diameter of cable on tilt angle 
 
Fig.12 shows that the diameter of cable has almost no influence on tilt angle. It indicates that 
all the given diameter of cable can be used in FAST. However, For the sake of safety, cable's 
diameter d is designed as 42mm and its density is 7.35kg/m. 
According to the dimensional optimization method, a set of final optimized dimensional 

parameters of the six-cable driven parallel manipulator are obtained in Table 3.This set of 
optimized dimensional parameters can be applied in the construction of the feed support 
system in FAST. 
 

Geometric Parameters Symbol Optimized dimension 
Aperture of the reflector D 500 (m) 
the radius of the moving platform ra 5 (m) 
Weight of the feed mechanism m 30 (ton) 
Young's modular E 1.6 X1011 (Pa) 
Radius of cable tower's distributed circle rh 290 (m) 
Height of cable tower h 285 (m) 
Diameter of cable d 42 (mm) 
Density of cable P 7.35 (Kg/m) 

Table 3. optimized geometric parameters of the six-cable driven parallel manipulator 

 
6. Conclusion 

This paper addressed several important issues related to a large CPR cable driven parallel 
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driven parallel manipulator. This method set up the effective catenary formula with cable 
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Secondly, according to the modeling method, a coordinate-axis rotation matrix based on 
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1. Introduction

In the last twenty years genetic algorithms (GAs) were applied in a plethora of fields such as: control,
system identification, robotics, planning and scheduling, image processing, and pattern and speech
recognition (Bäck et al., 1997). In robotics the problems of trajectory planning, collision avoidance
and manipulator structure design considering a single criteria has been solved using several techniques
(Alander, 2003).
Most engineering applications require the optimization of several criteria simultaneously. Often the
problems are complex, include discrete and continuous variables and there is no prior knowledge about
the search space. These kind of problems are very more complex, since they consider multiple design
criteria simultaneously within the optimization procedure. This is known as a multi-criteria (or multi-
objective) optimization, that has been addressed successfully through GAs (Deb, 2001). The overall
aim of multi-criteria evolutionary algorithms is to achieve a set of non-dominated optimal solutions
known as Pareto front. At the end of the optimization procedure, instead of a single optimal (or near
optimal) solution, the decision maker can select a solution from the Pareto front. Some of the key issues
in multi-criteria GAs are: i) the number of objectives, ii) to obtain a Pareto front as wide as possible
and iii) to achieve a Pareto front uniformly spread.
Indeed, multi-objective techniques using GAs have been increasing in relevance as a research area.
In 1989, Goldberg suggested the use of a GA to solve multi-objective problems and since then other
researchers have been developing new methods, such as the multi-objective genetic algorithm (MOGA)
(Fonseca & Fleming, 1995), the non-dominated sorted genetic algorithm (NSGA) (Deb, 2001), and
the niched Pareto genetic algorithm (NPGA) (Horn et al., 1994), among several other variants (Coello,
1998).
In this work the trajectory planning problem considers: i) robots with 2 and 3 degrees of freedom (dof ),
ii) the inclusion of obstacles in the workspace and iii) up to five criteria that are used to qualify the
evolving trajectory, namely the: joint traveling distance, joint velocity, end effector / Cartesian distance,
end effector / Cartesian velocity and energy involved. These criteria are used to minimize the joint
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and end effector traveled distance, trajectory ripple and energy required by the manipulator to reach at
destination point.
Bearing this ideas in mind, the paper addresses the planning of robot trajectories, meaning the devel-
opment of an algorithm to find a continuous motion that takes the manipulator from a given starting
configuration up to a desired end position without colliding with any obstacle in the workspace.
The chapter is organized as follows. Section 2 describes the trajectory planning and several approaches
proposed in the literature. Section 3 formulates the problem, namely the representation adopted to
solve the trajectory planning and the objectives considered in the optimization. Section 4 studies the
algorithm convergence. Section 5 studies a 2Rmanipulator (i.e., a robot with two rotational joints/links)
when the optimization trajectory considers two and five objectives. Sections 6 and 7 show the results for
the 3R redundant manipulator with five goals and for other complementary experiments are described,
respectively. Finally, section 8 draws the main conclusions.

2. Trajectory planning

Trajectory planning for robotic manipulators is the process of creating trajectories free of collisions
allowing the manipulators to perform the required task. The robotic planners substitute the human
operator to specify explicitly the trajectory. Consequently, the operator is free to focus his attention on
the task instead of worrying about the robot movement. Therefore, the operator only needs to specify
the start and the end path points, leaving the planner to generate the appropriate trajectory that the
manipulator must perform.
The trajectories are made by successive displacements of the robotic end effector and a trajectory can
be seen as a sequence of points in which the end effector must pass. As a result of the end effector
movement over the discrete points, it is obtained a continuous trajectory (Fig. 1). Optimizing the robot
trajectory involves the identification of optimal points and the corresponding intermediate positions.
Nevertheless, the trajectory optimization is difficult due to the non-linearity dynamics and the dimension
of the trajectory search space.
The trajectory planning can be implemented using either the direct or the inverse kinematics. When it is
adopted the direct kinematic, the problem is directly solved in the joint space. On the other hand, when
the problem is solved through the inverse kinematics, it is determined the trajectory of the manipulator
end effector in the operational space. Then, the values of the joints are evaluated using the inverse
kinematics. The resulting values of the joints variables are then used by the planner to form the final
trajectory. However, when the inverse kinematics is considered, due to the existence of singularities,
some problems may arise (Duarte, 2002), such as:

• The mobility of the manipulator is reduced and it way be not possible to impose certain body
movements to the end effector;

• The inverse kinematics problem can have multiple solutions;

• In the neighborhood of the kinematic singularities low speeds in operational space may require
high speeds in joint space.

In order to solve the planning problem it is necessary to model the trajectory. Therefore, the represen-
tation of a manipulator trajectory can be seen as a string representing all the joint positions between
the initial and final robot configurations. The trajectory is determined in order to satisfy some specifi-
cations with the best performance. Best performance may have a different meaning such as minimum
energy consumption, trajectory duration, singularities avoidance, etc. Therefore, the trajectory opti-
mization for robotic manipulators is a problem involving the use of multiple criteria. The resolution
of such problems can benefit from the multi-objective optimization, particularly when the objectives

are conflictous. This means that an improvement of one criterion leads, necessarily, to the degrada-
tion of another one. In these cases, the optimal compromise between them is possible considering
the concepts of non-dominance theory proposed by Pareto and successfully integrated in evolutionary
multi-objective (EMO). The major disadvantage of using EMO is the increasing of the computational
time with the number of objectives under analysis, which is progressively reduced with advent of faster
processors. This makes the techniques proposed in this chapter to have viability in the context of indus-
trial applications.
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Fig. 1. Trajectory of a manipulator with two rotational degrees of freedom (2R robot)

2.1 Trajectory planning: A review
Trajectory planning is a fundamental research issue in robotics and, GAs that have been successfully
adapted to solve many problems, also tracked this problem. This section describes GA-methods, pro-
posed by several authors, to solve the planning of robot trajectories.
Davidor (1991) was the first researcher that applied GAs to robot path planning. He uses a string
with a non fixed size to represent paths for a 3R robotic manipulator. The performance was evaluated
considering the error between the desired path and the path yielded by the GA. To find the manipulator
configurations he used the inverse kinematics. Other application similar was proposed by Nearchour
and Aspragathos (1995) for a 7R robot. In this work a point-to-point movement was considered in a
workspace with obstacles. The problems consisted in finding the configuration that the manipulator
should adopt in order to put the end effector in the correct position. Another problem, using the inverse
kinematics, was addressed by Lavoie and Boudreau (2001) for 7 and 10 dof manipulators. The end
effector had to travel through several pre-defined points and the objective was to minimize the joint
displacement without robot colliding with obstacles. Doyle and Jones (1996) proposed a GA to find
the successive robot configurations with the algorithm searching the joint space in order to find the best
path. Lee et al. (1999) proposed two applications based on evolutionary algorithms (EAs) for a 2R
robot: One application using a GA with the penality method, and the second adopting a evolutionary
strategy with a heuristic methods and using a time scheduling to lead with the joint motors torque
constraints. A comparison with linear programming was included in the work.
Other algorithms inspired in nature have also been applied to robot trajectory planning. Kubota et al.
(1997; 1996) proposed a hierarchical EA to finds the trajectory of a redundant manipulator without
colliding with the workspace obstacles. The algorithm was based on the co-evolution of virus and
host populations. One population calculates some manipulator collision-free positions and the other
generates a collision-free trajectory by combining these intermediate positions. The objective consisted
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and end effector traveled distance, trajectory ripple and energy required by the manipulator to reach at
destination point.
Bearing this ideas in mind, the paper addresses the planning of robot trajectories, meaning the devel-
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configuration up to a desired end position without colliding with any obstacle in the workspace.
The chapter is organized as follows. Section 2 describes the trajectory planning and several approaches
proposed in the literature. Section 3 formulates the problem, namely the representation adopted to
solve the trajectory planning and the objectives considered in the optimization. Section 4 studies the
algorithm convergence. Section 5 studies a 2Rmanipulator (i.e., a robot with two rotational joints/links)
when the optimization trajectory considers two and five objectives. Sections 6 and 7 show the results for
the 3R redundant manipulator with five goals and for other complementary experiments are described,
respectively. Finally, section 8 draws the main conclusions.
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operator to specify explicitly the trajectory. Consequently, the operator is free to focus his attention on
the task instead of worrying about the robot movement. Therefore, the operator only needs to specify
the start and the end path points, leaving the planner to generate the appropriate trajectory that the
manipulator must perform.
The trajectories are made by successive displacements of the robotic end effector and a trajectory can
be seen as a sequence of points in which the end effector must pass. As a result of the end effector
movement over the discrete points, it is obtained a continuous trajectory (Fig. 1). Optimizing the robot
trajectory involves the identification of optimal points and the corresponding intermediate positions.
Nevertheless, the trajectory optimization is difficult due to the non-linearity dynamics and the dimension
of the trajectory search space.
The trajectory planning can be implemented using either the direct or the inverse kinematics. When it is
adopted the direct kinematic, the problem is directly solved in the joint space. On the other hand, when
the problem is solved through the inverse kinematics, it is determined the trajectory of the manipulator
end effector in the operational space. Then, the values of the joints are evaluated using the inverse
kinematics. The resulting values of the joints variables are then used by the planner to form the final
trajectory. However, when the inverse kinematics is considered, due to the existence of singularities,
some problems may arise (Duarte, 2002), such as:

• The mobility of the manipulator is reduced and it way be not possible to impose certain body
movements to the end effector;

• The inverse kinematics problem can have multiple solutions;

• In the neighborhood of the kinematic singularities low speeds in operational space may require
high speeds in joint space.

In order to solve the planning problem it is necessary to model the trajectory. Therefore, the represen-
tation of a manipulator trajectory can be seen as a string representing all the joint positions between
the initial and final robot configurations. The trajectory is determined in order to satisfy some specifi-
cations with the best performance. Best performance may have a different meaning such as minimum
energy consumption, trajectory duration, singularities avoidance, etc. Therefore, the trajectory opti-
mization for robotic manipulators is a problem involving the use of multiple criteria. The resolution
of such problems can benefit from the multi-objective optimization, particularly when the objectives

are conflictous. This means that an improvement of one criterion leads, necessarily, to the degrada-
tion of another one. In these cases, the optimal compromise between them is possible considering
the concepts of non-dominance theory proposed by Pareto and successfully integrated in evolutionary
multi-objective (EMO). The major disadvantage of using EMO is the increasing of the computational
time with the number of objectives under analysis, which is progressively reduced with advent of faster
processors. This makes the techniques proposed in this chapter to have viability in the context of indus-
trial applications.
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Trajectory planning is a fundamental research issue in robotics and, GAs that have been successfully
adapted to solve many problems, also tracked this problem. This section describes GA-methods, pro-
posed by several authors, to solve the planning of robot trajectories.
Davidor (1991) was the first researcher that applied GAs to robot path planning. He uses a string
with a non fixed size to represent paths for a 3R robotic manipulator. The performance was evaluated
considering the error between the desired path and the path yielded by the GA. To find the manipulator
configurations he used the inverse kinematics. Other application similar was proposed by Nearchour
and Aspragathos (1995) for a 7R robot. In this work a point-to-point movement was considered in a
workspace with obstacles. The problems consisted in finding the configuration that the manipulator
should adopt in order to put the end effector in the correct position. Another problem, using the inverse
kinematics, was addressed by Lavoie and Boudreau (2001) for 7 and 10 dof manipulators. The end
effector had to travel through several pre-defined points and the objective was to minimize the joint
displacement without robot colliding with obstacles. Doyle and Jones (1996) proposed a GA to find
the successive robot configurations with the algorithm searching the joint space in order to find the best
path. Lee et al. (1999) proposed two applications based on evolutionary algorithms (EAs) for a 2R
robot: One application using a GA with the penality method, and the second adopting a evolutionary
strategy with a heuristic methods and using a time scheduling to lead with the joint motors torque
constraints. A comparison with linear programming was included in the work.
Other algorithms inspired in nature have also been applied to robot trajectory planning. Kubota et al.
(1997; 1996) proposed a hierarchical EA to finds the trajectory of a redundant manipulator without
colliding with the workspace obstacles. The algorithm was based on the co-evolution of virus and
host populations. One population calculates some manipulator collision-free positions and the other
generates a collision-free trajectory by combining these intermediate positions. The objective consisted
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in minimizing an aggregate function including the distance traveled and the energy required to perform
the task. Luo andWei (2004) addressed the problem for a 3Rmanipulator based on a biological immune
system. The problem was reduced to one objective, aggregating all the criteria together, and to one
parameter (joint) making all the other joints dependent of that variable.
GAs can be used in trajectory generation to determine the intermediate points of the polynomial that
describes the manipulator movement. In this kind of application the velocities and accelerations are
considered null in the extreme points. Wei-Min and Yu-Geng (1996) developed a method for the 2R
and 3R manipulators incorporating kinematic, dynamical and control constraints. The method uses
polynomials of 4th and 5th degree and optimizing the time duration of the trajectory. Wang and Zalzala
(1996) also developed an algorithm for an industrial robot to provide a short travel time duration. The
algorithm divided the joint space through a grid, using a 6th degree polynomial and a binary GA with
heuristic search techniques. Another application was proposed by Tian and Collins (2004), adopting
a binary GA and a cubic polynomial for the trajectory generation of a 2R manipulator in a workspace
containing point obstacles.
GAs are also applied in cooperative manipulator systems that is having more than one manipulator oper-
ating in the same workspace. Rana and Zazala (1996) proposed a technique evolving two manipulators.
This algorithm minimized the trajectory duration while avoiding collisions between the manipulators.
The planning was carried out in the joint space and the trajectory was represented as a string of via-
points connected through cubic splines.
Another method based on a hybrid EA was described by Ridao et al. (2001). The GA had to determine
the sequence of synchronization points where the length of the path is minimal. For this purpose, the
algorithm used predetermined manipulators paths (given by other algorithms like local search). Ali et
al. (2002) proposed a method, in a three-dimensional space, for two 2R manipulators which consisted
in minimizing the trajectory distance without colliding with obstacles. Another application, where the
objective is the minimization of the energy required by the manipulator to perform the trajectory, was
proposed by Garg and Kumar (2001; 2002) using both GAs and simulated annealing.
In the trajectory planning there are some approaches that optimize independently the objectives. Ort-
mann (2001) presented a multi-criteria scheme for a manipulator where the workspace has one obstacle.
The algorithm tries to find multiple joint positions of the trajectory.
Chen and Zalzala (1997) proposed a GA to generate the position and the configuration of a mobile
manipulator. In this report the inverse kinematics optimizes the least torque norm, the manipulability,
the torque distribution and the obstacle avoidance.
In table 1 are depicted the main differences of the mentioned works. The column ‘Kinematics’ indicates
if the work solves the planning trough the direct (D) or the inverse (I) kinematics. The manipulator
type and the number of obstacles are described in the next columns. The column ‘Objective’ specifies
the criteria used in the optimization. The space dimension and the information if the algorithm uses
cooperative techniques are described in next columns. Column eight indicates if exists more than one
manipulator, and its number, in the workspace. ‘Dynamics’ and ‘Polynomial interpolation’ indicates if
the algorithm uses the dynamic equations and polynomial functions, or splines, respectively. Finally,
the last two columns indicate if the algorithm adopts immune systems, hybrid GAs, and if it incorporate
a mobile base.

3. Problem description

This work considers robotic manipulators that are required to move between two configurations taking
into consideration several objectives. The objectives considered in this work are: the joint distance
(Oq), the Cartesian / gripper distance (Op), the joint ripple (Oq̇), the Cartesian / gripper ripple (Oṗ) and
the energy required by the manipulator to make the movement (OEa). Thus, it is intended to determine
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a set of non-dominated solutions from the Pareto optimal front. The final solution is then chosen by the
decision maker taking into account the commitment of the objectives that he finds more appropriate.
Two (see figure 2) and three dof planar manipulators are used in the experiments. However, this algo-
rithm can be extended to hyper-redundant robots. The rotational joint of each link, is free to rotate 2π
rad. To test a possible manipulator / obstacle collision, the end effector structure is analyzed to verify if
it is inside of any obstacle.
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Fig. 2. Two joint (link) manipulator (2R robot) (g – gravity constant)

The path for a iRmanipulator (i = 2, 3), at generation T, is directly encoded as a string in the joint space
to be used by the GA. This string is represented by expression (1), where i represents the number of dof
and ∆t the sampling time between two consecutive configurations. Therefore, one string is codified as:

[{ q(∆t,T)1 , q(∆t,T)2 } , { q(2∆t,T)1 , q(2∆t,T)2 } , . . . ,{ q(( n− 2)∆t,T)1 , q(( n− 2)∆t,T)2 } ] (1)

where the joints values q( j∆t,0)l (j = 1, . . . ,n − 2; l = 1, . . . ,i) are randomly initialized in the range
] − π,+ π ] rad. The robot movement is described by n = 8 configurations. However, the initial
and final configurations are not encoded into the string because they remain unchanged throughout the
trajectory search. Without losing generality, for simplicity, it is adopted a normalized time of ∆t =
0.1 s, but it is always possible to perform a time re-scaling.
Five indices { Oq,Oq̇,Op,Oṗ,OEa} presented in (2) quantify the qualify of the evolving trajectory
robotic manipulators. The indices represents the joint distance, Oq, the joint ripple, Oq̇, the Cartesian /
gripper distance and ripple (Op and Oṗ), and the energy, OEa.
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The functionOEa evaluates the average mechanical energy during the trajectory whereas is assumed that
power regeneration is not available by motors doing negative work, that is, by taking the absolute value
of the power (Silva & Tenreiro Machado, 1999). The index i specifies the total number of manipulator
joints. These criteria are minimized by the planner to find the non-dominated front. Before evaluating
any solution, in order to remove virtual jumps, all the values such that |q(( j+ 1)∆t,T)i − q( j∆t,T)i | > π are
readjusted, by adding or removing a multiple value of 2π in the strings.
The joint distance Oq represented in (2a) is used to minimize the manipulator joints traveling distance.
In fact, for a function y = g(x) the curve length is defined by equation (3) and, consequently, to
minimize the curve length distance the simplified expression (4) is adopted.

∫[1+ ( dg/d x)2]dx (3)

∫(dg/d x)2dx = ∫ġ2dx (4)

Throughout this chapter the results are only presented in the objective space, since the size of the space
of attributes is of the order of i (n − 2) which makes the analysis difficult.
To solve the problem a multi-objective algorithm is used with selection operator based on the Pareto
ranking proposed by Goldberg (1989) and a sharing scheme with σsharing = 0.01and α = 2 parame-
ters (5), where dk,j is the distance between solution k and j. So, the fitness value is initially assigned
according to the sorted rank of the solution in the population, and then this values is affected by the
number of solutions in their neighborhood (niche count). To evaluate the niche count metric, all the
neighborhood solutions of the population are considered regardless of their rank. After the crossover
and the mutation operations, the elements that are selected to the next generation are the best of all
between parents and their offspring.
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4. Algorithm convergence

This section analysis the convergence of the algorithm to the locals fronts when the trajectory is opti-
mized. Several experiments consisting in moving a 2R manipulator from the point A � { x0, y0} =
{ 1.2,− 0.3} up to the point B � { x1, y1} = {− 0.5, 1.4} are performed. The optimization considers
the angular and the Cartesian end effector distance criteria, while the initial and final configurations are
determined through the inverse kinematics. The simulations adopt the parameters (defined in advance):
popdim = 300population solutions, during Tt = 1500generations, and probabilities of crossover and
mutation of pc = 0.6 and pm = 0.05, respectively. Each link has a length of l = 1 m and mass of
m = 1 kg.
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a set of non-dominated solutions from the Pareto optimal front. The final solution is then chosen by the
decision maker taking into account the commitment of the objectives that he finds more appropriate.
Two (see figure 2) and three dof planar manipulators are used in the experiments. However, this algo-
rithm can be extended to hyper-redundant robots. The rotational joint of each link, is free to rotate 2π
rad. To test a possible manipulator / obstacle collision, the end effector structure is analyzed to verify if
it is inside of any obstacle.
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] − π,+ π ] rad. The robot movement is described by n = 8 configurations. However, the initial
and final configurations are not encoded into the string because they remain unchanged throughout the
trajectory search. Without losing generality, for simplicity, it is adopted a normalized time of ∆t =
0.1 s, but it is always possible to perform a time re-scaling.
Five indices { Oq,Oq̇,Op,Oṗ,OEa} presented in (2) quantify the qualify of the evolving trajectory
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The functionOEa evaluates the average mechanical energy during the trajectory whereas is assumed that
power regeneration is not available by motors doing negative work, that is, by taking the absolute value
of the power (Silva & Tenreiro Machado, 1999). The index i specifies the total number of manipulator
joints. These criteria are minimized by the planner to find the non-dominated front. Before evaluating
any solution, in order to remove virtual jumps, all the values such that |q(( j+ 1)∆t,T)i − q( j∆t,T)i | > π are
readjusted, by adding or removing a multiple value of 2π in the strings.
The joint distance Oq represented in (2a) is used to minimize the manipulator joints traveling distance.
In fact, for a function y = g(x) the curve length is defined by equation (3) and, consequently, to
minimize the curve length distance the simplified expression (4) is adopted.
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∫(dg/d x)2dx = ∫ġ2dx (4)

Throughout this chapter the results are only presented in the objective space, since the size of the space
of attributes is of the order of i (n − 2) which makes the analysis difficult.
To solve the problem a multi-objective algorithm is used with selection operator based on the Pareto
ranking proposed by Goldberg (1989) and a sharing scheme with σsharing = 0.01and α = 2 parame-
ters (5), where dk,j is the distance between solution k and j. So, the fitness value is initially assigned
according to the sorted rank of the solution in the population, and then this values is affected by the
number of solutions in their neighborhood (niche count). To evaluate the niche count metric, all the
neighborhood solutions of the population are considered regardless of their rank. After the crossover
and the mutation operations, the elements that are selected to the next generation are the best of all
between parents and their offspring.
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4. Algorithm convergence

This section analysis the convergence of the algorithm to the locals fronts when the trajectory is opti-
mized. Several experiments consisting in moving a 2R manipulator from the point A � { x0, y0} =
{ 1.2,− 0.3} up to the point B � { x1, y1} = {− 0.5, 1.4} are performed. The optimization considers
the angular and the Cartesian end effector distance criteria, while the initial and final configurations are
determined through the inverse kinematics. The simulations adopt the parameters (defined in advance):
popdim = 300population solutions, during Tt = 1500generations, and probabilities of crossover and
mutation of pc = 0.6 and pm = 0.05, respectively. Each link has a length of l = 1 m and mass of
m = 1 kg.
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The algorithm converges to the fronts illustrated in Fig. 3. One of the fronts is obtained when the planar
manipulator moves around its base in a counterclockwise direction (Figure 4(a)). The corresponding
optimal Pareto front is shown in Fig. 3(a) as fP and is expanded separately illustrated in Fig. 3(b). The
other local front is obtained when the manipulator circumvents the base in the clockwise direction (Fig.
4(b)). The front is denoted by fl in Fig. 3(a) and is represented separately in Fig. 3(c).
Fig. 3(a) depicts the initial population Ipop, giving rise to the Pareto front fP. In figure it is also
illustrated the local front obtained from another experiment. In 80.1%of the tests carried out (in a set
of 21 simulations) the algorithm converges to the optimal Pareto front fP. In the rest of the cases the
algorithm converges to the local front fl.
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Fig. 3. The local fronts and the initial population

One of the problems associated with the use of EAs, in the context of optimization problems, is called
premature convergence, which consists in the incapacity of the population to converge the global op-
timal (Bäck, 1996). This phenomenon arises when the objective function has an local optimal with a
large base location or the local optimal is in a small spectrum. Therefore, the relationship between the
convergence to the global optimum and the geometry function is very important. If the population of
the EA is ‘trapped’ in a large local geometry, then it is difficult for the variation operators to produce an
offspring with better performance than its parents. In the second case, if the global optimum is located
in a geometry relatively small and the population did not found it until the moment, then variation op-
erators have a low probability of producing descendants in these regions is very low. This happens in
19.9%of the cases, when the algorithm converges to local front getting trapped in it. Indeed, the opti-
mal front solutions are so different from Pareto front, that operators have an extremely low probability
to transform a solution of the local front in a solution of Pareto front.
In Fig. 5 is represented the configuration of the robotic manipulator and the joints displacement for
extreme solutions of the Pareto optimal front, that are represented by solutions ‘a’ and ‘b’ in Fig. 3(b).
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Fig. 4. Trajectories of the local fronts for the 2R manipulator

5. Experiments with the 2R manipulator

This section presents other experiments for the 2Rmanipulator, when are optimized five objectives, two
by two at a time (2D), or the five criteria simultaneously (5D).
In Fig. 6 the Pareto optimal fronts are illustrated when two criteria are optimized a time, namely the
ten cases: O(q, q̇), O(q,Ea), O(q, p), O(q, ṗ), O(q̇, Ea), O(q̇, p), O(q̇, ṗ), O(Ea, p), O(Ea, ṗ) and
O(p, ṗ). In the figures it can be seen a good distribution of the solutions along the Pareto fronts for all
experiments.
In Fig. 7 are illustrated the results when the algorithm optimizes the joint distance and the joint velocity
O(q, q̇). The solution sq̇,min corresponds to the case where the q̇objective value is minimal. As expected
the solution does not present any ripple (see Fig. 7(b)). On the other hand, in Fig. 8 is illustrated
the results of the solution sEa min for the optimization O(q,Ea). It can be observed that the gripper
describes a trajectory spending the lowest possible energy. Finally, Fig. 9 depicts the results when is
minimized the joint distance and the Cartesian ripple. When is chosen an intermediate solution of a
previous Pareto front, the behavior is a combination of the extreme solutions of that Pareto front.
In a second phase, the 2R manipulator motion is optimized when the five criteria (5D) are considered
simultaneously. Figures 10 and 11 show the results for a number of generations Tt = 50, 000and a
population size of popdim = 1000.
Fig. 10 shows the tradeoff of normalized values for the final population and the best solutions
si = { s1, s2, s3, s4, s5} for the objectives Oi = {Oq,Oq̇,OEa,Op,Oṗ} , respectively. Table 2 depicts
the range of values obtained in the simulation. It can be observed that the algorithm 5D does not leads
to results so good as those obtained with the algorithm 2D, due to the significant increase of the search
space complexity. However, the solutions show a good distribution (Fig. 10(a)) and the results are close
to those of the 2D fronts. It must be noted that, when it is considered only the 2D optimization it may
happen that the 2D optimal Pareto front contains dominated solutions from the 5D optimization. These
solutions are not taken into account when considering the 5D optimization.
From Fig. 10(b) it can be concluded that Oq and Oq̇, or Op and Oṗ, are conflicting objectives with a
small tradeoff between them. Moreover, the objective OEa presents the greatest compromise between
the other objectives. Fig. 11 presents the best solution si , i = { 1, ..., 5} , in the viewpoint of the objective
i . For the trajectory under study, the results indicate that the closer the gripper moves near its base lower
is the energy consumption (figures 11(e), 11(g) and 11(h)).
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The algorithm converges to the fronts illustrated in Fig. 3. One of the fronts is obtained when the planar
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timal (Bäck, 1996). This phenomenon arises when the objective function has an local optimal with a
large base location or the local optimal is in a small spectrum. Therefore, the relationship between the
convergence to the global optimum and the geometry function is very important. If the population of
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mal front solutions are so different from Pareto front, that operators have an extremely low probability
to transform a solution of the local front in a solution of Pareto front.
In Fig. 5 is represented the configuration of the robotic manipulator and the joints displacement for
extreme solutions of the Pareto optimal front, that are represented by solutions ‘a’ and ‘b’ in Fig. 3(b).
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describes a trajectory spending the lowest possible energy. Finally, Fig. 9 depicts the results when is
minimized the joint distance and the Cartesian ripple. When is chosen an intermediate solution of a
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In a second phase, the 2R manipulator motion is optimized when the five criteria (5D) are considered
simultaneously. Figures 10 and 11 show the results for a number of generations Tt = 50, 000and a
population size of popdim = 1000.
Fig. 10 shows the tradeoff of normalized values for the final population and the best solutions
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Fig. 5. Trajectories of optimal the Pareto front for the O(q, p) optimization and the 2R manipulator

Oq (rad2/s2) Oq̇ (rad4/s4) OEa (J) Op (m2/s2) Oṗ (m4/s4)
Minimum 79.8 18.2 1056.7 83.5 15.0
Maximum 182.3 101.7 4602.7 121.8 56.4

Table 2. Range of the objectives with 5D optimization and the 2R manipulator

Fig. 12 illustrates the projections of the 5D front into the distinct 2D planes. In each plane, is also
plotted the 2D non-dominated front obtained when the corresponding optimization is executed. It can
be observed that the 5D optimization does not produce results as good as the 2D optimization. This is
due to the increasing of the search space, reducing the ratio between the population size and the search
space dimension. The distance between the fronts 2D, 3D, 4D and 5D increases with the number of
objectives.

6. The 3R manipulator trajectory with 5D optimization

In this section the trajectory of a 3Rmanipulator is optimized considering simultaneously the five objec-
tives listed in (2) and one circular obstacle with center at c = ( 1.0, 0.4) and radius ρ = 0.4. Each link
of the manipulator has a length of l = 0.67m and a mass of m = 0.66Kg. The initial and final config-
urations, A � { q1, q2, q3} = {− 1.374, 1.129, 1.129} and B � { q1, q2, q3} = {− 1.050, 0.909, 0.909}
are comparable to the one adopted for the 2R manipulator.
Fig. 13 illustrates the normalized fitness values of the population and the solutions that have the best
performance for each objective in the optimization. This simulation yields also a good distribution of
the solutions. The objectives are also quarrelsome but the relative tradeoffs between them have changed.
Table 3 depicts the range of objective values achieved by the manipulator in a single execution.
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Fig. 5. Trajectories of optimal the Pareto front for the O(q, p) optimization and the 2R manipulator

Oq (rad2/s2) Oq̇ (rad4/s4) OEa (J) Op (m2/s2) Oṗ (m4/s4)
Minimum 79.8 18.2 1056.7 83.5 15.0
Maximum 182.3 101.7 4602.7 121.8 56.4

Table 2. Range of the objectives with 5D optimization and the 2R manipulator

Fig. 12 illustrates the projections of the 5D front into the distinct 2D planes. In each plane, is also
plotted the 2D non-dominated front obtained when the corresponding optimization is executed. It can
be observed that the 5D optimization does not produce results as good as the 2D optimization. This is
due to the increasing of the search space, reducing the ratio between the population size and the search
space dimension. The distance between the fronts 2D, 3D, 4D and 5D increases with the number of
objectives.

6. The 3R manipulator trajectory with 5D optimization

In this section the trajectory of a 3Rmanipulator is optimized considering simultaneously the five objec-
tives listed in (2) and one circular obstacle with center at c = ( 1.0, 0.4) and radius ρ = 0.4. Each link
of the manipulator has a length of l = 0.67m and a mass of m = 0.66Kg. The initial and final config-
urations, A � { q1, q2, q3} = {− 1.374, 1.129, 1.129} and B � { q1, q2, q3} = {− 1.050, 0.909, 0.909}
are comparable to the one adopted for the 2R manipulator.
Fig. 13 illustrates the normalized fitness values of the population and the solutions that have the best
performance for each objective in the optimization. This simulation yields also a good distribution of
the solutions. The objectives are also quarrelsome but the relative tradeoffs between them have changed.
Table 3 depicts the range of objective values achieved by the manipulator in a single execution.
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Fig. 11. Behavior of the best solutions obtained for the 2R robot with 5D optimization
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0

0.2

0.4

0.6

0.8

1

Objectives

N
or
m
al
iz
ed

ob
je
ct
iv
e
va
lu
e

s5

s4

s3

s2

s1

(b) Best solution of one objective tradeoffs

Fig. 10. Value path method representation of the Oq, Oq̇, OEa, Op and Oṗ objectives for the 2R
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Fig. 12. Projections of the 5D Pareto optimal front for the 2R manipulator
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Fig. 13. Value path method representation of the Oq, Oq̇, OEa, Op and Oṗ objectives for the 3R
manipulator

Oq (rad2/s2) Oq̇ (rad4/s4) OEa (J) Op (m2/s2) Oṗ (m4/s4)
Minimum 155.1 52.8 446.9 74.4 12.9
Maximum 638.0 731.9 20531.3 333.7 108.3

Table 3. Range of the objectives with 5D optimization and the 3R manipulator

Fig. 14 shows the projections of 5D front into the different 2D planes. It is apparent that the solutions
have a good distribution across the search space. From the figures it can be observed two optimal fronts.
This ‘discontinuity’, of the optimal solutions, is due to all optimal solutions are not obtained when the
manipulator moves in same direction.
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Fig. 14. The 5D Pareto optimal front projection for the 3R manipulator
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manipulator

Oq (rad2/s2) Oq̇ (rad4/s4) OEa (J) Op (m2/s2) Oṗ (m4/s4)
Minimum 155.1 52.8 446.9 74.4 12.9
Maximum 638.0 731.9 20531.3 333.7 108.3

Table 3. Range of the objectives with 5D optimization and the 3R manipulator

Fig. 14 shows the projections of 5D front into the different 2D planes. It is apparent that the solutions
have a good distribution across the search space. From the figures it can be observed two optimal fronts.
This ‘discontinuity’, of the optimal solutions, is due to all optimal solutions are not obtained when the
manipulator moves in same direction.
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Fig. 15 presents the best solutions for each objective. Most of them are obtained when the manipulator
moves in the counterclockwise direction. However, the solution with lowerOq̇ results from manipulator
clockwise movement.
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Fig. 15. Results of the best solutions for 3Rmanipulator with one obstacle in the workspace, considering
the five objectives optimization criteria

7. Additional experiments

In this section two tests are presented. The first experiment involves a 2R manipulator and three ob-
jectives. This simulation intends to emphasize the form of the optimal Pareto front for the 3D case.
The second experiment involves a 3R manipulator and one obstacle, in order to study the effect of the
obstacle in the non-dominated front.
During the experiments a 600 population elements is used over a total of 30000 generations. The other
parameters remain the same as those earlier sections.
Fig. 16(a) depicts the results for the 2R manipulator when considering three objectives: the joint dis-
tance, the Cartesian distance and the energy required by the end effector to perform the task. The
obtained front is continuous and has an ‘Y’ shape.
Figures 16(b)–16(d) show the Pareto optimal front projected into the different planes: { q, p} , { q,Ea}
and { p, Ea} . The chats are also overlapped the solutions obtained through the optimizations considering
the two objectives under analysis. Comparing the results, it can be concluded that the algorithm with
three objectives converges for the optimal front similarly to the Pareto front obtained with the two
corresponding objectives.
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Fig. 16. The Pareto optimal front and its projections for the 2R manipulator and three objectives

In Fig. 17, a 3R manipulator is considered to move between two configurations A � { q1, q2, q3} =
{− 1.15, 1.81,− 0.50} and B � { q1, q2, q3} = { 1.18, 1.47, 0.50} . The manipulator has link length
l i = 1m length and mass mi = 1 kg of mass, for i = { 1, 2, 3} . The results concern environment with
and without obstacles. The obstacle is a circle with center at c = ( 2.0, 2.0) and radius ρ = 1. In Fig.
17(c) are represented the optimal Pareto fronts f1 and f2 for the workspace with and without obstacles,
respectively. Thus, when the obstacle is introduced the optimal Pareto front is reduced. Consequently,
the environment with obstacles does not lead to values with a cost as low as in the case of no obstacles,
as can be seen by Figures 17(a), 17(b) and 17(c). At the other end of the front, the resulting solutions ‘b’
and ‘d’ are almost identical, therefore, it can be concluded that the optimization of the gripper Cartesian
distance is not affected by inclusion of the obstacle in the workspace.

8. Conclusions

This chapter addresses the planning of robotic trajectories in a multiobjective optimization perspective,
for finding a set of solutions belonging to the Pareto optimal front. The results demonstrate clearly that
the algorithm finds the Pareto front or at least one very close.
Additionally, it is concluded that the algorithm leads to solutions with a good distribution along the
front. The presence of obstacles in the environment can affect the optimal Pareto front but is not an
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Fig. 15 presents the best solutions for each objective. Most of them are obtained when the manipulator
moves in the counterclockwise direction. However, the solution with lowerOq̇ results from manipulator
clockwise movement.
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7. Additional experiments

In this section two tests are presented. The first experiment involves a 2R manipulator and three ob-
jectives. This simulation intends to emphasize the form of the optimal Pareto front for the 3D case.
The second experiment involves a 3R manipulator and one obstacle, in order to study the effect of the
obstacle in the non-dominated front.
During the experiments a 600 population elements is used over a total of 30000 generations. The other
parameters remain the same as those earlier sections.
Fig. 16(a) depicts the results for the 2R manipulator when considering three objectives: the joint dis-
tance, the Cartesian distance and the energy required by the end effector to perform the task. The
obtained front is continuous and has an ‘Y’ shape.
Figures 16(b)–16(d) show the Pareto optimal front projected into the different planes: { q, p} , { q,Ea}
and { p, Ea} . The chats are also overlapped the solutions obtained through the optimizations considering
the two objectives under analysis. Comparing the results, it can be concluded that the algorithm with
three objectives converges for the optimal front similarly to the Pareto front obtained with the two
corresponding objectives.
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In Fig. 17, a 3R manipulator is considered to move between two configurations A � { q1, q2, q3} =
{− 1.15, 1.81,− 0.50} and B � { q1, q2, q3} = { 1.18, 1.47, 0.50} . The manipulator has link length
l i = 1m length and mass mi = 1 kg of mass, for i = { 1, 2, 3} . The results concern environment with
and without obstacles. The obstacle is a circle with center at c = ( 2.0, 2.0) and radius ρ = 1. In Fig.
17(c) are represented the optimal Pareto fronts f1 and f2 for the workspace with and without obstacles,
respectively. Thus, when the obstacle is introduced the optimal Pareto front is reduced. Consequently,
the environment with obstacles does not lead to values with a cost as low as in the case of no obstacles,
as can be seen by Figures 17(a), 17(b) and 17(c). At the other end of the front, the resulting solutions ‘b’
and ‘d’ are almost identical, therefore, it can be concluded that the optimization of the gripper Cartesian
distance is not affected by inclusion of the obstacle in the workspace.

8. Conclusions

This chapter addresses the planning of robotic trajectories in a multiobjective optimization perspective,
for finding a set of solutions belonging to the Pareto optimal front. The results demonstrate clearly that
the algorithm finds the Pareto front or at least one very close.
Additionally, it is concluded that the algorithm leads to solutions with a good distribution along the
front. The presence of obstacles in the environment can affect the optimal Pareto front but is not an
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Fig. 17. Pareto optimal front, successive configurations and joint trajectory for the 3R manipulator

obstacle to solve the problem. When it is increased the number of objectives, the burden and complexity
of the algorithm increases and the quality of final solutions decreases. This disadvantage can be reduced
by increasing population and the number of generations. However, the final population considering
only the 2D optimization may include dominated solutions in the 5D optimization point of view. The
proposed method helps the decision maker in choosing the best solution since the method gives a set of
representative solutions belonging to the non-dominated front.
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1. Introduction

This chapter reports on advances done in the design of compliant, Dielectric Elastomer based
Linear Actuators (DELA).
Dielectric Elastomers (DE) are incompressible deformable dielectrics which can experience
deviatoric (isochoric) finite deformations in response to applied large electric fields while, at
the same time, alter the applied electric fields in response to the deformations undergone
(Kofod et al., 2003; Pelrine et al., 1998; 2000; Toupin, 1956). Thanks to the strong electro-
mechanical coupling, DE intrinsically offer great potentialities for conceiving novel solid-state
mechatronic devices and in particular actuators. These devices can be profitably used for
robotic applications (Bar-Cohen, 2004; Biddiss & Chaua, 2008; Kim & Tadokoro, 2007; Plante
& Dubowsky, 2008). In fact, concerning conventional actuation technologies (such as electric
motors), some basic problems remain unaddressed or, at least, improvable, such as:

• The need to increase flexibility and simplify design solutions. For an important number
of applications, conventional systems are too heavy, inefficient (in terms of high power
consumptions), too expensive and still relatively complex.

• The need to design human-friendly machines (Bicchi & Tonietti, 2004). In order to
achieve highly precise position control, many industrial mechatronic systems (espe-
cially industrial robots) are designed to be very fast and stiff and thus potentially dan-
gerous to humans. A possible way to greatly increase safety, is the design of robotic
structures which are less precise but more compliant when compared to the traditional
ones. To this respect, it is possible to concentrate the compliance in the actuated joints
by using compliant (soft) actuators.

• The need for modern robots to interact with unstructured environments and to actively
control force and stiffness at the contact interface. A promising approach is to rely on
a mechanical system that is inherently compliant and to use active control strategies to
vary this compliance (Biagiotti et al., 2004). The main advantages are a lower request
both on actuator and controller bandwidth and improved stability (Paul & Shimano,
1976; Williamson, 1993).
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• The need to develop alternative actuators to overcome design limitations which are
imposed in few but very important specific applications. For instance, electromagnetic
actuators cannot be used in the presence of the high magnetic fields generated by Mag-
netic Resonance Imaging (MRI) devices. Nevertheless, the possibility to accomplish
manipulation tasks within an MRI environment would highly improve the diagnostic
capabilities of this technology (Koseki et al., 2007).

Thanks to their intrinsic compliance, lightness, pliability, and low cost, actuators based on DE
can be an explorable solution when trying to assess or improve the aforementioned issues.
DELA are usually composed of one or more DE shaped as a thin membrane (film) and a flex-
ible supporting frame.
This chapter proposes a methodology that allows the modification of the available thrust as
a function of the actuator length at will of the designer and, in particular, to obtain constant
force actuators. The design procedure is divided in two steps: 1) optimization of the DE
electromechanical parameters 2) design of the flexible frame. The supporting frame is con-
ceived as a compliant mechanism (Howell, 2001) and it makes use of the stiffness character-
istics of slider-crank mechanisms with elastic revolute pairs to be coupled (in symmetric or
axis-symmetric configurations) with films of different geometries. Three actuator concepts
are proposed which highlight the efficacy of the proposed method, in particular Rectangular
DELA (1(a), 1(d)), Diamond DELA (1(b), 1(e)) and Conical DELA (1(c), 1(f)).
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Fig. 1. DELA concepts.

2. Background on Dielectric Elastomer Actuators

For actuation usage, DE can be shaped in thin films which are firstly prestretched then coated
with compliant electrodes on both sides and piled one on the other to form an Electrically
Deformable Film (EDF). An EDF can be mono or multi layered (Fig. 2). Activation of the EDF
via the placement of an electric field, Ez, acting in the film thickness direction (z direction, Fig.
2) or, equivalently, of differential electric potentials (hereafter also called voltages, V) between
the electrodes can induce a film area expansion and, thus, point displacements which can be
used to produce useful mechanical work (whenever forces are applied to such points). The
term EDF simply identifies a dielectric, hyperelastic, and incompressible isotropic membrane
(the DE) placed between two compliant electrodes.
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Usually, DE-based actuators are obtained by first uniformly prestretching the DE (which is nec-
essary since the film has negligible flexural rigidity) and then by coupling some segment of its
boundary to some portion of a flexible supporting frame, either an elastic structural element
(Kofod et al., 2006; Pei et al., 2003), for instance a helical spring, or a compliant mechanism
(Berselli et al., 2008; 2009a; Plante, 2006; Vogan, 2004; Wingert et al., 2006), for instance a four-
bar mechanism with elastic revolute joints. Figure 2 summerizes the conceptual steps carried
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• The need to develop alternative actuators to overcome design limitations which are
imposed in few but very important specific applications. For instance, electromagnetic
actuators cannot be used in the presence of the high magnetic fields generated by Mag-
netic Resonance Imaging (MRI) devices. Nevertheless, the possibility to accomplish
manipulation tasks within an MRI environment would highly improve the diagnostic
capabilities of this technology (Koseki et al., 2007).

Thanks to their intrinsic compliance, lightness, pliability, and low cost, actuators based on DE
can be an explorable solution when trying to assess or improve the aforementioned issues.
DELA are usually composed of one or more DE shaped as a thin membrane (film) and a flex-
ible supporting frame.
This chapter proposes a methodology that allows the modification of the available thrust as
a function of the actuator length at will of the designer and, in particular, to obtain constant
force actuators. The design procedure is divided in two steps: 1) optimization of the DE
electromechanical parameters 2) design of the flexible frame. The supporting frame is con-
ceived as a compliant mechanism (Howell, 2001) and it makes use of the stiffness character-
istics of slider-crank mechanisms with elastic revolute pairs to be coupled (in symmetric or
axis-symmetric configurations) with films of different geometries. Three actuator concepts
are proposed which highlight the efficacy of the proposed method, in particular Rectangular
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2. Background on Dielectric Elastomer Actuators

For actuation usage, DE can be shaped in thin films which are firstly prestretched then coated
with compliant electrodes on both sides and piled one on the other to form an Electrically
Deformable Film (EDF). An EDF can be mono or multi layered (Fig. 2). Activation of the EDF
via the placement of an electric field, Ez, acting in the film thickness direction (z direction, Fig.
2) or, equivalently, of differential electric potentials (hereafter also called voltages, V) between
the electrodes can induce a film area expansion and, thus, point displacements which can be
used to produce useful mechanical work (whenever forces are applied to such points). The
term EDF simply identifies a dielectric, hyperelastic, and incompressible isotropic membrane
(the DE) placed between two compliant electrodes.
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Usually, DE-based actuators are obtained by first uniformly prestretching the DE (which is nec-
essary since the film has negligible flexural rigidity) and then by coupling some segment of its
boundary to some portion of a flexible supporting frame, either an elastic structural element
(Kofod et al., 2006; Pei et al., 2003), for instance a helical spring, or a compliant mechanism
(Berselli et al., 2008; 2009a; Plante, 2006; Vogan, 2004; Wingert et al., 2006), for instance a four-
bar mechanism with elastic revolute joints. Figure 2 summerizes the conceptual steps carried
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out for the production of DELA with generic geometry, that is DE prestretch, compliant elec-
trode application (of single EDF layers), assembly of a multi-layered EDF and coupling with
a frame of given geometry. In the following, the term OFF state mode and ON state mode will
identify every actuator working condition where V = 0 and V �= 0 respectively.
The major roles of the flexible polymeric frame are:

• to prevent the development of current arcs around the EDF border;
• to protect the EDF edges;
• to provide a firm support for the application of external forces;
• to coerce the EDF expansion in preferred directions;
• to maintain the EDF in a tensioned state so as to prevent wrinkling effects;
• to modify the overall actuator stiffness (EDF + frame) by using the frame own stiffness.

The actuator stiffness identifies the ratio among the variation of the actuator available thrust
with respect to the variation of its length. In particular, specific compliant frames (Fig. 1)
can be designed in order to achieve a constant force for a given range of actuator stroke and
therefore a nearly naught stiffness. Constant force actuators can be beneficially employed
in those applications that require constant but controllable output force over a given range
of motion. For example, in grasping and manipulation applications, the desired grasp force
might change with respect to the weight of the object to be manipulated. An actuator that
provides a constant force would be capable of applying that given force even in presence of
small deflections or positioning errors thus minimizing the control effort.
Different solutions for possible frame geometries have been proposed in the literature (Bolz-
macher et al., 2004; Kofod & Sommer-Larsen, 2005; Lochmatter, 2007; Plante, 2006; Vogan,
2004) which make use of EDF in planar or spatial shapes (Fig. 3). Some of these shapes can be
analytically solved in terms of EDF force vs EDF displacement (Plante (2006)) whereas most
of them have to be studied through either Finite Element (FEM) analysis or experiments.
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Fig. 3. DELA prototype for possible frame geometries.

3. General aspects of frame design

3.1 Compliant frame effect on the actuator performance
According to a simplified one-dimensional model, also adopted by Plante (2006), a DELA
actuator can be considered as a set of two interacting springs: one, the EDF, operating under
tension, the other, the frame, operating under compression. In general, the film deformation
produces a variation of the actuator length x = |(P − O)|, where P and O are two points of
the actuator (Figs. 1, 4(a), 4(b)), and a force having the same direction as that of the motion
can be supplied to an external user.
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This force, called the actuator available thrust, Fa, can be represented as in Fig. 4 and is the
resultant of two internal forces:

• The frame reaction force Fs due to the frame own stiffness, that is a function of the
actual frame configuration. The compliant frame behaves, in general, like a non-linear
compression spring coupled in parallel with the EDF.

• The EDF force Ff which represents the resultant force in the direction of the actuator
motion due to the stress field arising in the EDF. This field depends on the amount of
given prestretch, on the applied electric potential (voltage), and on the actuator con-
figuration. In a one-dimensional model, where material viscoelasticity, creep and hys-
teresis are ignored, the film behaves, in general, as a non-linear tension spring. Under
a step voltage variation the film force Ff undergoes a finite decrease, dependent on the
magnitude of the applied voltage (see Fig. 5).

The available thrust Fa is therefore given by the difference between the film and the frame
forces:

Fa(x, V) = Ff (x, V)− Fs(x) (1)

Conventionally, Fa is the force that an external user supplies to the actuator.
Figure 5 shows qualitative diagrams of Force vs actuator Length (FL) curves concerning in-
ternal forces Ff and Fs, adopting a representation methodology widely used in the study of
interacting elastic structures where the moduli of the forces are shown.
The continuous curve Fo f f

f represents the film force Ff in the inactive state whereas the dotted
curve s represents the frame reaction force Fs.
In the OFF state mode (curve Fo f f

f ), after the coupling of the prestretched film and the pre-
compressed frame, the achieved equilibrium position is represented by point A. In this con-
dition (no applied load and no applied voltage), the actuator initial length is x0. The displace-
ments imposed on the one-dimensional springs representing the film and the frame are given
respectively by |x0 − x0 f | and |x0s − x0|, where x0 f is the free length of the EDF and x0s is
free length of the frame. Point A is taken as the reference point for the measurement of the
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out for the production of DELA with generic geometry, that is DE prestretch, compliant elec-
trode application (of single EDF layers), assembly of a multi-layered EDF and coupling with
a frame of given geometry. In the following, the term OFF state mode and ON state mode will
identify every actuator working condition where V = 0 and V �= 0 respectively.
The major roles of the flexible polymeric frame are:

• to prevent the development of current arcs around the EDF border;
• to protect the EDF edges;
• to provide a firm support for the application of external forces;
• to coerce the EDF expansion in preferred directions;
• to maintain the EDF in a tensioned state so as to prevent wrinkling effects;
• to modify the overall actuator stiffness (EDF + frame) by using the frame own stiffness.

The actuator stiffness identifies the ratio among the variation of the actuator available thrust
with respect to the variation of its length. In particular, specific compliant frames (Fig. 1)
can be designed in order to achieve a constant force for a given range of actuator stroke and
therefore a nearly naught stiffness. Constant force actuators can be beneficially employed
in those applications that require constant but controllable output force over a given range
of motion. For example, in grasping and manipulation applications, the desired grasp force
might change with respect to the weight of the object to be manipulated. An actuator that
provides a constant force would be capable of applying that given force even in presence of
small deflections or positioning errors thus minimizing the control effort.
Different solutions for possible frame geometries have been proposed in the literature (Bolz-
macher et al., 2004; Kofod & Sommer-Larsen, 2005; Lochmatter, 2007; Plante, 2006; Vogan,
2004) which make use of EDF in planar or spatial shapes (Fig. 3). Some of these shapes can be
analytically solved in terms of EDF force vs EDF displacement (Plante (2006)) whereas most
of them have to be studied through either Finite Element (FEM) analysis or experiments.

Frame

DE film

(a) Rectangular
DELA (planar).

Frame

DE film

(b) Hexagonal
shaped DELA
(planar).

Frame

DE film

(c) Diamond DELA
(planar).

Frame

DE film

(d) Bow-tie DELA
(planar).

Frame

DE film

(e) Elliptical DELA
(planar).

Frame

DE film

(f) Leaf spring
DELA (planar).

Frame

DE film

(g) Conical DELA
(spatial).

Frame

DE film

(h) Cylindrical
DELA (spatial).

Fig. 3. DELA prototype for possible frame geometries.

3. General aspects of frame design

3.1 Compliant frame effect on the actuator performance
According to a simplified one-dimensional model, also adopted by Plante (2006), a DELA
actuator can be considered as a set of two interacting springs: one, the EDF, operating under
tension, the other, the frame, operating under compression. In general, the film deformation
produces a variation of the actuator length x = |(P − O)|, where P and O are two points of
the actuator (Figs. 1, 4(a), 4(b)), and a force having the same direction as that of the motion
can be supplied to an external user.
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This force, called the actuator available thrust, Fa, can be represented as in Fig. 4 and is the
resultant of two internal forces:

• The frame reaction force Fs due to the frame own stiffness, that is a function of the
actual frame configuration. The compliant frame behaves, in general, like a non-linear
compression spring coupled in parallel with the EDF.

• The EDF force Ff which represents the resultant force in the direction of the actuator
motion due to the stress field arising in the EDF. This field depends on the amount of
given prestretch, on the applied electric potential (voltage), and on the actuator con-
figuration. In a one-dimensional model, where material viscoelasticity, creep and hys-
teresis are ignored, the film behaves, in general, as a non-linear tension spring. Under
a step voltage variation the film force Ff undergoes a finite decrease, dependent on the
magnitude of the applied voltage (see Fig. 5).

The available thrust Fa is therefore given by the difference between the film and the frame
forces:

Fa(x, V) = Ff (x, V)− Fs(x) (1)

Conventionally, Fa is the force that an external user supplies to the actuator.
Figure 5 shows qualitative diagrams of Force vs actuator Length (FL) curves concerning in-
ternal forces Ff and Fs, adopting a representation methodology widely used in the study of
interacting elastic structures where the moduli of the forces are shown.
The continuous curve Fo f f

f represents the film force Ff in the inactive state whereas the dotted
curve s represents the frame reaction force Fs.
In the OFF state mode (curve Fo f f

f ), after the coupling of the prestretched film and the pre-
compressed frame, the achieved equilibrium position is represented by point A. In this con-
dition (no applied load and no applied voltage), the actuator initial length is x0. The displace-
ments imposed on the one-dimensional springs representing the film and the frame are given
respectively by |x0 − x0 f | and |x0s − x0|, where x0 f is the free length of the EDF and x0s is
free length of the frame. Point A is taken as the reference point for the measurement of the
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actuator stroke δ.
On the other hand, the continuous curve Fon

f represents the relationship between Ff and the
actuator length, in the case of film activation under constant voltage. Point B represents the
new value of Ff upon a step voltage rise, starting from point A. The distance between points
A and B symbolizes the available thrust Fa. In this condition |Ff | < |Fs| and the actuator out-
put can move outward (Fig.4(a)). If the actuator output is free to move (no external load), the
actuator can now reach a new equilibrium position represented by point B′′ and δs represents
the maximum stroke obtainable with a frame characterized by a FL profile like curve s.
In any intermediate position defined by x, points C and B′ represent respectively forces Fs and
Fon

f ; in this condition, the available thrust is equal to the distance B′C. If, at any point along
the stroke, the excitation voltage is suddenly removed, the force acting on the film abruptly
passes from point B′ to point A′, thus obtaining |Ff | > |Fs| (Fig. 4(b)) and an available thrust
acting in the opposite direction with absolute value equal to the distance A′C. According to
the adopted convention on the force sign, the available thrust can be plotted as in Fig. 6(a)

OFF

ON

cx

A''

B''

A'

B'

A

B

F
a

off

F
a

on

F
a

δ

(a)

ON

OFF
A

B

A''

B''

F
a

off

F
a

on

F
a

δ

(b)
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The force profiles of Fa in the active and inactive states (Fon
a and Fa

o f f respectively) can be
modified by working on the frame design depending on the application requirements.
It can be seen from Fig. 6(a) that in general Fa is changing along the stroke δ, either when the
actuator state is ON or OFF. However, it has been noticed (Pedersen et al., 2006) that a general
purpose actuator should rather provide a constant thrust along its stroke (as in Fig. 6(b)).

3.2 Achievement of constant force actuators
Assuming the film electromechanical characteristics as given, the compliant frame stiffness
can be designed in order to modify the curve s (Fig. 5) and obtain an actuator capable of pro-
viding a constant force over a given range of motion.
Let us suppose the EDF is coupled with a compliant mechanism whose elastic reaction force
decreases as the actuator length x increases. In a one-dimensional model, such a frame can be
conceived as a negative stiffness spring acting in parallel with the EDF. If this negative stiff-
ness perfectly matches the EDF stiffness, a constant output force can be obtained.
The operating principle is illustrated in Fig. 7 where three different curves for Fs are repre-
sented assuming that the initial length of the actuator x0 and the maximum obtainable stroke
δs are invariant.
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Let us consider first, a frame FL curve depicted by the curve S2, where the frame configuration
is defined as the length x = |P − O| (as previously defined). It can be seen that, for a large
part of the stroke, the actuator available thrust, Fa, maintains a constant value, Fa

o f f , equal to
the distance A′C1 if the EDF is deactivated.
In Fig. 7, Ff

o f f and Ff
on are approximated as parallel (as it happens for some actuator geome-

tries (Berselli et al., 2008; 2009a; Wingert et al., 2006)). In such a case the same frame can be
used also to obtain a constant available thrust Fa

on, equal to the distance B′C1 when the EDF is
activated. If the actuator is required to supply a larger thrust when the EDF is active (actuator
ON-state mode), a frame FL profile alike curve S3 can be chosen, so as to increase Fa

on from
B′C1 to B′C2 (and consequently to decrease Fa

o f f ). The OFF-state mode actuator thrust Fa
o f f

is maximized by designing a frame that provides a FL profile alike curve S1 whereas the ON-
state mode actuator thrust Fa

on is maximized by designing a frame that provides a FL profile
alike curve S4. In this situation, however, no restoring force can pull back the actuator to its
initial position when the voltage is switched off (actuator on OFF-state mode) and a return-
ing device has to be provided. In practice, for applications requiring control via bidirectional
forces, two identical actuators can be employed in an agonistic-antagonistic configuration.
Note that the actuator stroke can be limited to δ̃s by purposely designed mechanical stops in
order to prevent motion in undesired regions (e.g. regions where the thrust is not constant).
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actuator stroke δ.
On the other hand, the continuous curve Fon

f represents the relationship between Ff and the
actuator length, in the case of film activation under constant voltage. Point B represents the
new value of Ff upon a step voltage rise, starting from point A. The distance between points
A and B symbolizes the available thrust Fa. In this condition |Ff | < |Fs| and the actuator out-
put can move outward (Fig.4(a)). If the actuator output is free to move (no external load), the
actuator can now reach a new equilibrium position represented by point B′′ and δs represents
the maximum stroke obtainable with a frame characterized by a FL profile like curve s.
In any intermediate position defined by x, points C and B′ represent respectively forces Fs and
Fon

f ; in this condition, the available thrust is equal to the distance B′C. If, at any point along
the stroke, the excitation voltage is suddenly removed, the force acting on the film abruptly
passes from point B′ to point A′, thus obtaining |Ff | > |Fs| (Fig. 4(b)) and an available thrust
acting in the opposite direction with absolute value equal to the distance A′C. According to
the adopted convention on the force sign, the available thrust can be plotted as in Fig. 6(a)
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The force profiles of Fa in the active and inactive states (Fon
a and Fa

o f f respectively) can be
modified by working on the frame design depending on the application requirements.
It can be seen from Fig. 6(a) that in general Fa is changing along the stroke δ, either when the
actuator state is ON or OFF. However, it has been noticed (Pedersen et al., 2006) that a general
purpose actuator should rather provide a constant thrust along its stroke (as in Fig. 6(b)).

3.2 Achievement of constant force actuators
Assuming the film electromechanical characteristics as given, the compliant frame stiffness
can be designed in order to modify the curve s (Fig. 5) and obtain an actuator capable of pro-
viding a constant force over a given range of motion.
Let us suppose the EDF is coupled with a compliant mechanism whose elastic reaction force
decreases as the actuator length x increases. In a one-dimensional model, such a frame can be
conceived as a negative stiffness spring acting in parallel with the EDF. If this negative stiff-
ness perfectly matches the EDF stiffness, a constant output force can be obtained.
The operating principle is illustrated in Fig. 7 where three different curves for Fs are repre-
sented assuming that the initial length of the actuator x0 and the maximum obtainable stroke
δs are invariant.

F |
Frame

FL Curves

xx
0

δ
s

Mechanical

stops

~
δ

s

EDF

FL Curves

F
a

off

F
a

on
F

f

on

A

B

A'

B'

A''

B''

F
f

off
C

1

C
2

S
4

S
3

S
2

S
1

Fig. 7. FL relationship showing the "negative stiffness" effect.

Let us consider first, a frame FL curve depicted by the curve S2, where the frame configuration
is defined as the length x = |P − O| (as previously defined). It can be seen that, for a large
part of the stroke, the actuator available thrust, Fa, maintains a constant value, Fa

o f f , equal to
the distance A′C1 if the EDF is deactivated.
In Fig. 7, Ff

o f f and Ff
on are approximated as parallel (as it happens for some actuator geome-

tries (Berselli et al., 2008; 2009a; Wingert et al., 2006)). In such a case the same frame can be
used also to obtain a constant available thrust Fa

on, equal to the distance B′C1 when the EDF is
activated. If the actuator is required to supply a larger thrust when the EDF is active (actuator
ON-state mode), a frame FL profile alike curve S3 can be chosen, so as to increase Fa

on from
B′C1 to B′C2 (and consequently to decrease Fa

o f f ). The OFF-state mode actuator thrust Fa
o f f

is maximized by designing a frame that provides a FL profile alike curve S1 whereas the ON-
state mode actuator thrust Fa

on is maximized by designing a frame that provides a FL profile
alike curve S4. In this situation, however, no restoring force can pull back the actuator to its
initial position when the voltage is switched off (actuator on OFF-state mode) and a return-
ing device has to be provided. In practice, for applications requiring control via bidirectional
forces, two identical actuators can be employed in an agonistic-antagonistic configuration.
Note that the actuator stroke can be limited to δ̃s by purposely designed mechanical stops in
order to prevent motion in undesired regions (e.g. regions where the thrust is not constant).
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4. Possible frame designs

In order to achieve a constant force, provided that Ff monotonically increases as the actuator
length increases, the frame should provide a negative force Fs whose value decreases along the
same range (i.e the frame stiffness, Ks = dFs/dx should be negative). In general, this behav-
ior is exhibited by mechanisms characterized by unstable equilibrium positions along their
motion. For example, a bi-stable element presents an unstable equilibrium position (UEP) be-
tween two stable equilibrium positions (SEP) and can act as a negative stiffness spring over a
given range of motion. Considering the FL profile of a bi-stable mechanism, the equilibrium
positions occur at location where Fs = 0. In general, an equilibrium position is stable if the in-
put force/moment increases as the generalized coordinate, x, increases (i.e. Ks = dFs/dx > 0).
On the other hand, the equilibrium position is unstable if the input force/moment decreases
as the generalized coordinate increases (i.e. Ks = dFs/dx < 0). Therefore a bi-stable element
can act as a negative stiffness spring over a given range of motion and specifically around the
UEP. Previously published solutions employed compound structure frames (i.e. additional
mechanisms were employed in order to modify the FL profile of a given actuator). In par-
ticular, Plante (2006) and Vogan (2004) proposed the use of a bi-stable "snap through buckled
beam" element or the use of an "over the center" device to be coupled with a "diamond" shaped
supporting compliant mechanism with negligible joint stiffness. The critical aspects of such
designs are related most of all to the use of non linear tension springs (Plante, 2006) or lateral
instability due to beam buckling (Vogan, 2004).
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As an alternative design, here it is proposed to make use of the stiffness characteristic achiev-
able with the Slider-Crank Compliant Mechanism (SCCM). A schematic of an SCCM in un-
deflected and deflected configuration is shown in Fig. 8(a) and Fig. 8(b). The Pseudo Rigid
Body Model (PRBM) (Howell, 2001) of the same compliant mechanism is depicted in Fig. 8(c)
where r1 and r2 are the crank and the connecting-rod lengths respectively, e is the slider-crank
mechanism eccentricity, x is the mechanism length (i.e. the distance between the points O and
P), K1, K2, K3 are the spring constants of the compliant joints (Howell, 2001), ϑ1 and ϑ3 are
the crank angle and connecting rod angular positions measured with respect to the actuator
direction of motion (ϑ2 = ϑ1 − ϑ3), and ϑ10 ,ϑ20 ,ϑ30 are the undeflected angular positions of
the flexural pivots (ϑ20 = ϑ10 + ϑ30).

Let us define the force Fs as the SCCM reaction force due to its own stiffness, that is a function
of the actual mechanism configuration. Invoking the principle of the superimposition of the
effects, the force Fs is given by:

Fs = F1 + F2 + F3 (2)

where the forces F1, F2 and F3 are due to the deflection of the torsional springs with stiffness
K1, K2 and K3 respectively. Let us consider separately the contribution of each stiffness K1, K2
and K3. At first, neglect the contribution of torsional springs with stiffnesses K1 and K2, such
that Fs = F3.
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Fig. 9. SCCM. First stable position (a), second stable position (b), unstable position (c).

In such a situation, the resulting mechanism is depicted in Fig. 9(a) where the torsional spring
with stiffness K3 is represented in its undeflected position. Such mechanism is bi-stable. In
fact two SEP are reached when the torsional spring is undeflected. If Figure 9(a) represents
the first SEP, another SEP is reached when the connecting rod reaches a configuration parallel
to its configuration at the first SEP. Therefore, Figure 9(b) represents the second SEP. An UEP
is reached when the rocker arm is perpendicular to the slider direction of motion as depicted
in Fig. 9(c).
Let us now neglect the contribution of the torsional spring with stiffness K3 and, therefore,
consider the contribution of the forces F1 and F2 only. Define F12 = F1 + F2. The result-
ing mechanism is a possible topology of a compliant mechanism that can supply a nearly
constant-force if suitably dimensioned. The dimensions of the PRBM (i.e. the values of
K1, K2, r1, r2, e, and the undeflected angular positions of the joints) resulting in a constant force
may be found by minimizing the variation of the output force over the given input displace-
ment as it will be shown in the next paragraph.
It is clear that, if coupled with DELA of different shapes, SCCM can be used to tailor the
actuator stiffness to a given application and, in particular, design constant force actuators.
Depending on the SCCM design, the actuator can work bidirectionally or monodirectionally
(Berselli et al., 2009a) depending on whether or not the frame own stiffness provides a restor-
ing force that brings back the actuator to an initial position when the EDF is deactivated. As
a proof of concept, let us consider the mechanisms shown in Fig. 10(a) that will be referred to
as Delta Element. Figure 10(b) represents a particular case where e = 0.
The Delta Element is in fact a parallel mechanism. However if the loads are directed along
the x direction (shown in Fig. 10(a)) half mechanism can be modeled as an SCCM. The Delta
Element can be coupled to every DE planar actuator to form a constant force actuator. Fig.
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4. Possible frame designs

In order to achieve a constant force, provided that Ff monotonically increases as the actuator
length increases, the frame should provide a negative force Fs whose value decreases along the
same range (i.e the frame stiffness, Ks = dFs/dx should be negative). In general, this behav-
ior is exhibited by mechanisms characterized by unstable equilibrium positions along their
motion. For example, a bi-stable element presents an unstable equilibrium position (UEP) be-
tween two stable equilibrium positions (SEP) and can act as a negative stiffness spring over a
given range of motion. Considering the FL profile of a bi-stable mechanism, the equilibrium
positions occur at location where Fs = 0. In general, an equilibrium position is stable if the in-
put force/moment increases as the generalized coordinate, x, increases (i.e. Ks = dFs/dx > 0).
On the other hand, the equilibrium position is unstable if the input force/moment decreases
as the generalized coordinate increases (i.e. Ks = dFs/dx < 0). Therefore a bi-stable element
can act as a negative stiffness spring over a given range of motion and specifically around the
UEP. Previously published solutions employed compound structure frames (i.e. additional
mechanisms were employed in order to modify the FL profile of a given actuator). In par-
ticular, Plante (2006) and Vogan (2004) proposed the use of a bi-stable "snap through buckled
beam" element or the use of an "over the center" device to be coupled with a "diamond" shaped
supporting compliant mechanism with negligible joint stiffness. The critical aspects of such
designs are related most of all to the use of non linear tension springs (Plante, 2006) or lateral
instability due to beam buckling (Vogan, 2004).
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As an alternative design, here it is proposed to make use of the stiffness characteristic achiev-
able with the Slider-Crank Compliant Mechanism (SCCM). A schematic of an SCCM in un-
deflected and deflected configuration is shown in Fig. 8(a) and Fig. 8(b). The Pseudo Rigid
Body Model (PRBM) (Howell, 2001) of the same compliant mechanism is depicted in Fig. 8(c)
where r1 and r2 are the crank and the connecting-rod lengths respectively, e is the slider-crank
mechanism eccentricity, x is the mechanism length (i.e. the distance between the points O and
P), K1, K2, K3 are the spring constants of the compliant joints (Howell, 2001), ϑ1 and ϑ3 are
the crank angle and connecting rod angular positions measured with respect to the actuator
direction of motion (ϑ2 = ϑ1 − ϑ3), and ϑ10 ,ϑ20 ,ϑ30 are the undeflected angular positions of
the flexural pivots (ϑ20 = ϑ10 + ϑ30).

Let us define the force Fs as the SCCM reaction force due to its own stiffness, that is a function
of the actual mechanism configuration. Invoking the principle of the superimposition of the
effects, the force Fs is given by:

Fs = F1 + F2 + F3 (2)

where the forces F1, F2 and F3 are due to the deflection of the torsional springs with stiffness
K1, K2 and K3 respectively. Let us consider separately the contribution of each stiffness K1, K2
and K3. At first, neglect the contribution of torsional springs with stiffnesses K1 and K2, such
that Fs = F3.
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Fig. 9. SCCM. First stable position (a), second stable position (b), unstable position (c).

In such a situation, the resulting mechanism is depicted in Fig. 9(a) where the torsional spring
with stiffness K3 is represented in its undeflected position. Such mechanism is bi-stable. In
fact two SEP are reached when the torsional spring is undeflected. If Figure 9(a) represents
the first SEP, another SEP is reached when the connecting rod reaches a configuration parallel
to its configuration at the first SEP. Therefore, Figure 9(b) represents the second SEP. An UEP
is reached when the rocker arm is perpendicular to the slider direction of motion as depicted
in Fig. 9(c).
Let us now neglect the contribution of the torsional spring with stiffness K3 and, therefore,
consider the contribution of the forces F1 and F2 only. Define F12 = F1 + F2. The result-
ing mechanism is a possible topology of a compliant mechanism that can supply a nearly
constant-force if suitably dimensioned. The dimensions of the PRBM (i.e. the values of
K1, K2, r1, r2, e, and the undeflected angular positions of the joints) resulting in a constant force
may be found by minimizing the variation of the output force over the given input displace-
ment as it will be shown in the next paragraph.
It is clear that, if coupled with DELA of different shapes, SCCM can be used to tailor the
actuator stiffness to a given application and, in particular, design constant force actuators.
Depending on the SCCM design, the actuator can work bidirectionally or monodirectionally
(Berselli et al., 2009a) depending on whether or not the frame own stiffness provides a restor-
ing force that brings back the actuator to an initial position when the EDF is deactivated. As
a proof of concept, let us consider the mechanisms shown in Fig. 10(a) that will be referred to
as Delta Element. Figure 10(b) represents a particular case where e = 0.
The Delta Element is in fact a parallel mechanism. However if the loads are directed along
the x direction (shown in Fig. 10(a)) half mechanism can be modeled as an SCCM. The Delta
Element can be coupled to every DE planar actuator to form a constant force actuator. Fig.
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10(c) shows a Delta Element coupled with a hexagonal DELA.
Qualitatively the behavior of the SCCM coupled with the EDF (Delta Element or other possi-
ble frame configuration based on the same concept) is shown in Fig. 11 where the contribu-
tions of the single forces F3 and F12 are also depicted. The curve S6 represents the total force
Fs = F12 + F3. Note that, given the desired stiffness of the actuator as a whole, that is EDF cou-
pled with the SCCM (a null stiffness being represented in Fig. 11), the actuator thrust in the
ON and OFF state modes can be adjusted by working on the force F12 only. In fact the curve
S′

6 which maximizes the thrust in the ON state mode has been obtained through an SCCM
which provides a reaction force Fs = F3 + F′

12.
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Fig. 11. Effect of the SCCM on the overall actuator stiffness.

5. Mathematical model of the Dielectric Elastomer film force

For design purposes DE can be considered as incompressible, hyper-elastic linear dielectrics
whose electric polarization is fairly independent of material deformation (Berselli et al., 2008;

2009a; Kornbluh et al., 1995; Pelrine et al., 1998). For such elastomers, EDF activation generates
an electric field, E = V/z (V being the activation voltage applied between the EDF electrodes
and z being the actual thickness of the DE film amid the EDF electrodes), and an electrically-
induced Cauchy stress, σem = εE2 (ε being the DE electric permittivity), both acting in the
DE film thickness direction. As a consequence, the mechanical stress field in a stretched and
activated DE, which is free to deform in its thickness direction, is given by the following
relationships:

σ1 = −p + λ1
∂ψ

∂λ1
; σ2 = −p + λ2

∂ψ

∂λ2
; σ3 = −p = −εE2 =

−εV2

z2 =
−εV2

λ3
2z′2

(3)

where λi and σi (i = 1, 2, 3) are, respectively, the principal stretches and Cauchy stresses (the
3-rd principal direction coinciding with the film thickness direction), ψ = ψ(λ1, λ2, λ3) de-
fines the DE strain-energy function (Ogden, 1972), and z′ = z/λ3 is the unstretched DE film
thickness (in the reference configuration).
Considering an Ogden model for the constitutive behavior of incompressible rubber-like ma-
terials, it is postulated that the strain-energy function ψ has the form:

ψ = ψ(λ1, λ2) =
k

∑
p=1

µp

αp
(λ

αp
1 + λ

αp
2 + λ

−αp
1 λ

−αp
2 − 3) (4)

where k is the model order and µp, αp are material parameters to be determined experimen-
tally, that is curve fitted over experimental stress/stretch data. In his work, first order models
are used (k = 1, α1 = α, µ1 = µ). Note that ψ is function of λ1 and λ2 only because incom-
pressibility is assumed (λ3 = 1/λ1λ2).
When V = 0 ⇒ σ3 = 0, which is, in fact, the applied boundary condition for the EDF in the
OFF state mode.

5.1 Rectangular actuators
Rectangular actuators are based on a rectangular mono-axially prestretched DE coupled to
two rigid beams (Fig. 3(a)). Let us define (Fig. 12(a)) x′ and y′ as the EDF planar dimensions
in the reference configuration (unstretched EDF) whereas x and yp are EDF planar dimensions
in the actual configuration. Note that yp remains constant during actuator functioning. It is
supposed that the DE deformation can be described by a pure shear deformation 1. A principal
prestretch λ2p = yp/y′ is applied in the y direction. The prestretch λ2p is an independent
design parameter. The points O and P are two points of the DELA frame placed, for instance,
on its axis of symmetry and lying on the two opposite rigid beams.
As depicted in Fig. 12, in such actuators, activation of the EDF makes it possible to control the
relative distance x (hereafter also called "DE length" or "actuator length") of the points O and
P, which are supposed to be the points of application of the (given) external forces Ff acting on
the actuator boundary. The DE deformation state (pure shear), (Ogden, 1972) is characterized
by the following principal stretches:

λ1 =
x
x′

; λ2 = λ2,p; λ3 =
1

λ1λ2
=

z
z′

(5)

1 According to the definition given by Ogden (1972), a pure shear deformation is characterized by the
constancy of one principal stretch (for instance λ2). A pure shear deformation can be achieved for
infinitely wide EDF (i.e. for yp >> x ∀ Ω(t) where Ω(t) are the possible configurations of the EDF in
working condition.
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10(c) shows a Delta Element coupled with a hexagonal DELA.
Qualitatively the behavior of the SCCM coupled with the EDF (Delta Element or other possi-
ble frame configuration based on the same concept) is shown in Fig. 11 where the contribu-
tions of the single forces F3 and F12 are also depicted. The curve S6 represents the total force
Fs = F12 + F3. Note that, given the desired stiffness of the actuator as a whole, that is EDF cou-
pled with the SCCM (a null stiffness being represented in Fig. 11), the actuator thrust in the
ON and OFF state modes can be adjusted by working on the force F12 only. In fact the curve
S′

6 which maximizes the thrust in the ON state mode has been obtained through an SCCM
which provides a reaction force Fs = F3 + F′
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5. Mathematical model of the Dielectric Elastomer film force

For design purposes DE can be considered as incompressible, hyper-elastic linear dielectrics
whose electric polarization is fairly independent of material deformation (Berselli et al., 2008;

2009a; Kornbluh et al., 1995; Pelrine et al., 1998). For such elastomers, EDF activation generates
an electric field, E = V/z (V being the activation voltage applied between the EDF electrodes
and z being the actual thickness of the DE film amid the EDF electrodes), and an electrically-
induced Cauchy stress, σem = εE2 (ε being the DE electric permittivity), both acting in the
DE film thickness direction. As a consequence, the mechanical stress field in a stretched and
activated DE, which is free to deform in its thickness direction, is given by the following
relationships:

σ1 = −p + λ1
∂ψ

∂λ1
; σ2 = −p + λ2

∂ψ

∂λ2
; σ3 = −p = −εE2 =

−εV2

z2 =
−εV2

λ3
2z′2

(3)

where λi and σi (i = 1, 2, 3) are, respectively, the principal stretches and Cauchy stresses (the
3-rd principal direction coinciding with the film thickness direction), ψ = ψ(λ1, λ2, λ3) de-
fines the DE strain-energy function (Ogden, 1972), and z′ = z/λ3 is the unstretched DE film
thickness (in the reference configuration).
Considering an Ogden model for the constitutive behavior of incompressible rubber-like ma-
terials, it is postulated that the strain-energy function ψ has the form:

ψ = ψ(λ1, λ2) =
k

∑
p=1

µp

αp
(λ
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1 + λ
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where k is the model order and µp, αp are material parameters to be determined experimen-
tally, that is curve fitted over experimental stress/stretch data. In his work, first order models
are used (k = 1, α1 = α, µ1 = µ). Note that ψ is function of λ1 and λ2 only because incom-
pressibility is assumed (λ3 = 1/λ1λ2).
When V = 0 ⇒ σ3 = 0, which is, in fact, the applied boundary condition for the EDF in the
OFF state mode.

5.1 Rectangular actuators
Rectangular actuators are based on a rectangular mono-axially prestretched DE coupled to
two rigid beams (Fig. 3(a)). Let us define (Fig. 12(a)) x′ and y′ as the EDF planar dimensions
in the reference configuration (unstretched EDF) whereas x and yp are EDF planar dimensions
in the actual configuration. Note that yp remains constant during actuator functioning. It is
supposed that the DE deformation can be described by a pure shear deformation 1. A principal
prestretch λ2p = yp/y′ is applied in the y direction. The prestretch λ2p is an independent
design parameter. The points O and P are two points of the DELA frame placed, for instance,
on its axis of symmetry and lying on the two opposite rigid beams.
As depicted in Fig. 12, in such actuators, activation of the EDF makes it possible to control the
relative distance x (hereafter also called "DE length" or "actuator length") of the points O and
P, which are supposed to be the points of application of the (given) external forces Ff acting on
the actuator boundary. The DE deformation state (pure shear), (Ogden, 1972) is characterized
by the following principal stretches:

λ1 =
x
x′

; λ2 = λ2,p; λ3 =
1

λ1λ2
=

z
z′

(5)

1 According to the definition given by Ogden (1972), a pure shear deformation is characterized by the
constancy of one principal stretch (for instance λ2). A pure shear deformation can be achieved for
infinitely wide EDF (i.e. for yp >> x ∀ Ω(t) where Ω(t) are the possible configurations of the EDF in
working condition.
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Considering the xy plane, the principal stretch/stress directions are respectively aligned and
orthogonal to the line joining the points O and P. Consequently, the mechanical stress field in
a prestretched and activated DE, which is free to deform in its thickness direction, is given by
Eq. 3.
Let us derive the expression of the external force Ff = Ff (x, V) that must be supplied at O
and P (and directed along the line joining these points) to balance the DE stress field at a
given (fixed) generic configuration x of the actuator:

Ff (V, x) = zypσ1(x, V) = ypz′λ3λ1
∂ψ

∂λ1
− εV2 yp

z
=

ypz′

λ2,p

∂ψ

∂λ1
− εV2 ypλ2,p

z′x′
x (6)

which, by convention, is positive if directed according to the arrows depicted in Fig. 12.
Conventionally, Ff is the force that an external user supplies to the actuator.
It can be noted that Ff (V, x) can be decomposed in two terms:

Fo f f
f (x, 0) = Fo f f

f (x) =
ypz′

λ2,p

∂ψ

∂λ1
(7)

and

Fem
f (x, V) = −εV2 ypλ2,p

z′x′
x (8)

The force Fo f f
f is the force supplied by an external user to the actuator when the voltage V = 0

(it has been termed as the DE film force in the OFF state mode). The force Fon
f is the force

supplied by an external user to the actuator when the voltage V �= 0. The DE film force in the
ON state mode is given by:

Fon
f (x, V) = Fo f f

f (x) + Fem
f (x, V) (9)

The "electrically induced" term Fem
f has the dimension of a force and is usually referred to as

Maxwell force (Kofod & Sommer-Larsen, 2005; Plante, 2006) or actuation force.
Equation 8 shows that: 1) the "force" Fem

f does not depend on the strain energy function which
is chosen to describe the material hyperelastic behavior 2) the "force" Fem

f , in case of rectan-
gular actuators, is affected by prestretch (for the same undeformed DE geometry). In the
following, the electrically induced force Fem

f will also be called force difference or actuation force.

5.2 Diamond actuators
Diamond actuators are based on a bi-axially prestretched lozenge shaped DE coupled to a
frame made by a four-bar linkage mechanism having links with equal length, ld (Fig. 13(c)).
The DE is attached all over the frame border. Principal prestretches λ1p = xp/x′ and
λ2p = yp/y′ are applied in the x and y directions and are independent design parameters. Let
us define (Fig. 13(a)) x′ and y′ as the EDF planar dimensions in the reference configuration
(unstretched EDF) whereas xp and yp are EDF planar dimensions in prestretched configura-
tion. The coupling with the frame is done when the distance OP is equal to xp (xp can be
chosen as desired) where O and P are the centers of two opposing revolute pairs of the four-
bar mechanism (as shown in Fig. 13). In particular, it has been chosen x = xp for the EDF in
the OFF state mode (Fig. 13(b)).
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Fig. 13. Diamond DELA).

In such actuators, activation of the EDF makes it possible to control the relative distance x
(hereafter also called "DE length" or "actuator length") of the points O and P, which are sup-
posed to be the points of application of the (given) external forces Ff acting on the actuator
boundary.
By construction, when coupled with a four-bar mechanism having links of equal length,
lozenge-shaped EDF expand uniformly without changing their edge length ld and principal
stretch/stress directions. Thus, their deformation state is characterized by the following prin-
cipal stretches:

λ1 =
xp

x′
x
xp

= λ1,p
x
xp

; λ2 =
yp

y′
y

yp
= λ2,p

y
yp

= λ2,p

√
(4l2

d − x2)/(4l2
d − xp2);

λ3 =
1

λ1λ2
=

z
z′

(10)

where the following kinematic relations can be easily found by the position analysis of the
four-bar linkage machanism with links of equal length and observing that the displacements
of both EDF boundary and frame must be identical, that is:

y =
√
(4l2

d − x2) yp =
√
(4l2

d − xp2) (11)

Considering the xy plane, the principal stretch/stress directions are respectively aligned and
orthogonal to the line joining the points O and P. Consequently, the mechanical stress field in
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Considering the xy plane, the principal stretch/stress directions are respectively aligned and
orthogonal to the line joining the points O and P. Consequently, the mechanical stress field in
a prestretched and activated DE, which is free to deform in its thickness direction, is given by
Eq. 3.
Let us derive the expression of the external force Ff = Ff (x, V) that must be supplied at O
and P (and directed along the line joining these points) to balance the DE stress field at a
given (fixed) generic configuration x of the actuator:

Ff (V, x) = zypσ1(x, V) = ypz′λ3λ1
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∂λ1
− εV2 yp

z
=

ypz′
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∂ψ
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which, by convention, is positive if directed according to the arrows depicted in Fig. 12.
Conventionally, Ff is the force that an external user supplies to the actuator.
It can be noted that Ff (V, x) can be decomposed in two terms:

Fo f f
f (x, 0) = Fo f f

f (x) =
ypz′

λ2,p

∂ψ
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(7)

and

Fem
f (x, V) = −εV2 ypλ2,p
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x (8)

The force Fo f f
f is the force supplied by an external user to the actuator when the voltage V = 0

(it has been termed as the DE film force in the OFF state mode). The force Fon
f is the force

supplied by an external user to the actuator when the voltage V �= 0. The DE film force in the
ON state mode is given by:

Fon
f (x, V) = Fo f f

f (x) + Fem
f (x, V) (9)

The "electrically induced" term Fem
f has the dimension of a force and is usually referred to as

Maxwell force (Kofod & Sommer-Larsen, 2005; Plante, 2006) or actuation force.
Equation 8 shows that: 1) the "force" Fem

f does not depend on the strain energy function which
is chosen to describe the material hyperelastic behavior 2) the "force" Fem

f , in case of rectan-
gular actuators, is affected by prestretch (for the same undeformed DE geometry). In the
following, the electrically induced force Fem

f will also be called force difference or actuation force.

5.2 Diamond actuators
Diamond actuators are based on a bi-axially prestretched lozenge shaped DE coupled to a
frame made by a four-bar linkage mechanism having links with equal length, ld (Fig. 13(c)).
The DE is attached all over the frame border. Principal prestretches λ1p = xp/x′ and
λ2p = yp/y′ are applied in the x and y directions and are independent design parameters. Let
us define (Fig. 13(a)) x′ and y′ as the EDF planar dimensions in the reference configuration
(unstretched EDF) whereas xp and yp are EDF planar dimensions in prestretched configura-
tion. The coupling with the frame is done when the distance OP is equal to xp (xp can be
chosen as desired) where O and P are the centers of two opposing revolute pairs of the four-
bar mechanism (as shown in Fig. 13). In particular, it has been chosen x = xp for the EDF in
the OFF state mode (Fig. 13(b)).
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In such actuators, activation of the EDF makes it possible to control the relative distance x
(hereafter also called "DE length" or "actuator length") of the points O and P, which are sup-
posed to be the points of application of the (given) external forces Ff acting on the actuator
boundary.
By construction, when coupled with a four-bar mechanism having links of equal length,
lozenge-shaped EDF expand uniformly without changing their edge length ld and principal
stretch/stress directions. Thus, their deformation state is characterized by the following prin-
cipal stretches:
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where the following kinematic relations can be easily found by the position analysis of the
four-bar linkage machanism with links of equal length and observing that the displacements
of both EDF boundary and frame must be identical, that is:

y =
√
(4l2

d − x2) yp =
√
(4l2

d − xp2) (11)

Considering the xy plane, the principal stretch/stress directions are respectively aligned and
orthogonal to the line joining the points O and P. Consequently, the mechanical stress field in
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a prestretched and activated DE, which is free to deform in its thickness direction, is given by
Eq. 3.
Let us now derive the expression of the external force that must be supplied at O and P, and
directed along the line joining these points, to balance the DE stress field at a given (fixed)
generic configuration x of the actuator. Because of symmetry, a quarter of the actuator can be
schematized as in Fig. 14.
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Fig. 14. Diamond DELA, force equilibrium.

The force Ff can be found using the equilibrium equations:
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which, by convention, is positive if directed according to the arrows depicted in Fig. 13. It can
be noted that Ff (V, x) can be decomposed in two terms:
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The force Fo f f
f is the film force in the OFF state mode whereas the film force in the ON state

mode is given by:
Fon

f (x, V) = Fo f f
f (x) + Fem

f (x, V) (17)

As stated for the rectangular actuators, the term expressed by Fem
f can be interpreted as an

"electrically induced force" due to DE activation.

5.3 General remarks on the DE film models
Let us define: 1) the parameter ζ = xb/x f ≤ 1, where xb is the initial actuator length and
x f is the final actuator length (δ = x f − xb = xb(ζ

−1 − 1), being the actuator stroke); 2) the
actuation force relative error as:2

eT = [max(Fem
f (x))/min(Fem

f (x))− 1] (18)

within xb ≤ x ≤ x f

Different considerations can be drawn for the rectangular and the diamond actuators:
• Rectangular actuator. The actuation force is given by Eq. 8. Considering the DE pa-

rameters as fixed and given a maximum actuation voltage Vmax:

erectangular
T = Fem

f (x f )/Fem
f (xb)− 1 =

1
ζ
− 1 (19)

where it can be seen that the actuation force relative error depends on ζ and increases
as ζ decreases being null for actuators presenting a null stroke. A possible way to keep
eT = 0 is by setting V2 = ∆Fd

Cps x where ∆Fd is the desired force difference, Cps =
ypλ2pε

z′x′ .
The information about the actual DE position x must be obtained with appropriate
sensory systems or using the methods described in Jung et al. (2008) and fed back to a
voltage controller. Obviously the actuation source should be capable of actively con-
trolling the voltage.

• Diamond actuators. The actuation force is given by Eq. 16.
Let us consider the adimensional parameter χ = x/ld which uniquely identifies the
lozenge configuration (χb = xb/ld, χ f = x f /ld, ζ = χb/χ f , χb = ζχ f ). The actuation
force in terms of χ can be written as:

Fem
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εV2

z′
λ1,pλ2,p

l3
d

xp

√
(4l2

d − xp2)
f em

f (χ) (20)

f em
f (χ) = χ(χ2 − 2)

that shows how the actuation force becomes null when the lozenge shaped EDF degen-
erates into a square EDF (i.e. for χ = χ̃ f =

√
2 or x̃ f =

√
2ld) and eventually changes

sign for χ ≥
√

2. The function f em
f (χ) is plotted in Fig. 15 and has a minimum for

χ =
√

2/3.
Let us consider configurations of the EDF such that χ < χ̃ f . Considering the EDF
parameters as fixed and given a maximum actuation voltage Vmax, then:

ediamond
T =

maxχb ,χ f ( fem(χ))

minχb ,χ f ( fem(χ))
(21)

2 In the following max[ f (x)]within xb ≤ x ≤ x f will be indicated as maxxb ,x f [ f (x)]
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The information about the actual DE position x must be obtained with appropriate
sensory systems or using the methods described in Jung et al. (2008) and fed back to a
voltage controller. Obviously the actuation source should be capable of actively con-
trolling the voltage.

• Diamond actuators. The actuation force is given by Eq. 16.
Let us consider the adimensional parameter χ = x/ld which uniquely identifies the
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which is minimum if fem(χb) = fem(χ f ), that is:

χ f =

√
2

ζ2 + ζ + 1
(22)

The resulting force difference relative error being

eT =

√
8/3 − (2/3)

3
2

2χ f − χ3
f

− 1 (23)

Therefore, in order to minimize the force difference relative error, given xb and x f , ld
should be chosen such that:

ld =
x f√

2

√
ζ2 + ζ + 1 (24)

6. DE design constraints

In this section, three different types of design constraints or failure modes that can affect EDF
design are described. These failure modes do not take into account the effect of localized
material flaws, electric field concentrations or stress concentrations.

• Mechanical failure. This condition occurs when the mechanical strength of the material
is exceeded. Experimental activities have shown that mechanical failure for hyperelas-
tic polymers is primarily a function of stretch and not of stress and it takes place when
folded polymer chains are straightened beyond their unfolded length. Plante (2006)
reports a mechanical failure criterion based on DE film area expansion stating that fail-
ure is prevented if A f inal/Ainitial < c. The term Ainitial is the initial DE area before
prestretch, A f inal is the DE area at breaking and c is a characteristic constant. However,
it has been shown (Vertechy et al., 2009) that also the Kawabata’s failure criterion is
suited for the study of DE materials and simpler to use when designing. This criterion
(Hamdi et al., 2006) postulates that the mechanical failure of polymers under any load-
ing path occurs when any principal stretch equals or exceeds the value of the stretch at
break measured under uniaxial tension, that is:

max[λ1, λ2] ≥ λut (25)

where λut is the principal stretch at break achieved in an uniaxial test.

• Electric breakdown. This type of failure occurs when the electric field in a material be-
comes greater than its dielectric strength. In this situation the electric field may mo-
bilize charges within the DE, producing a path of electric conduction. After electric
breakdown, the DE will present a permanent defect preventing its usage for actuation.
Electric breakdown occurs when:

E ≥ Ebr (26)

where Ebr is the electric field at break that is usually determined experimentally. A
theoretical prediction of electric breakdown can be found in Whithead (1953). For actu-
ation usage, it is useful to activate the DE electric fields which are as close as possible to
the electric field at break (indeed an higher E signifies higher Fem

f ). Recent experiments
have shown that DE prestretching increases the DE dielectric strength. For this reason,
in the following design procedure DE prestretch is maximized.

• Loss of tension. This condition occurs when the applied voltage induces deformations
which may remove the tensile prestress. In fact, EDF have negligible flexural rigid-
ity. This thin membrane can wrinkle out of its plane under slight compressive stresses
which arise if the applied voltage is too high and exceed the given prestretch. Loss of
tension is avoided if:

σ1 > 0 ∀ Ω(t); σ2 > 0 ∀ Ω(t) (27)

where Ω(t) are the possible configurations of the DE film in working condition.
Another cause of DE failure is electromechanical instability or pull-in (Stark & Garton,
1955) and was identified as a mean of dielectric failure in insulators in 1950 (Mason,
1959). Pull-in is not properly a failure mode but a phenomenon that can eventually
lead to either mechanical failure or electric breakdown. In fact, a voltage application
causes DE expansion and subsequent reduction of thickness. A reduction in thickness
signifies higher electric fields. Therefore there exists a positive feedback between a
thinner elastomer and a higher electric field. An unrestricted area expansion of the
material may lead to mechanical failure whereas higher electric fields may lead to elec-
tric breakdown. As reported by Lochmatter (2007), however, this hypothesis has not
yet been proven experimentally and the condition of Eqs. 25, 26, 27 are considered
sufficient for design purposes.

7. Analytical model development for the Slider Crank Compliant Mechanism

The FL curve concerning a compliant mechanism can be found by the PRBM using either the
principle of virtual work or the free-body diagram approach Howell (2001).
Supposing the pin joints being torsional linear springs, the torques due to the deflection of the
springs are given by:

Ti = −KiΨi (28)

where, with reference to Fig. 8(c), Ki, i = 1, 2, 3 are the pivot torsional stiffnessess to be
designed and Ψ1 = ϑ1 − ϑ10, Ψ2 = ϑ3 − ϑ30 − ϑ1 + ϑ10, Ψ3 = ϑ3 − ϑ30. The following rela-
tionships are found from the position analysis of the mechanism:

ϑ3 = π − asin
( r1sin(ϑ1)− e

r2

)
; x = r1cos(ϑ1)− r2cos(ϑ3); α = atan(

e
x
) (29)
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If the value of the eccentricity e is such that e = 0, the law of cosines can be used leading to
the following expressions:

ϑ1 = acos

(
x2 + r1

2 − r2
2

2xr1

)
; ϑ3 = acos

(
x2 + r2

2 + r1
2

2xr2

)

Note that, if the compliant mechanism is formed form a monolithic piece, then:

ϑ30 = π − asin
( r1sin(ϑ10)− e

r2

)
(30)

From the static analysis of the mechanism, the following FL relationship can be obtained:

Fs = F1 + F2 + F3 (31)

where

F1 =
K1Ψ1cos(ϑ3)

r1sin(ϑ3 − ϑ1)
; F2 =

K2Ψ2cos(α)
r1sin(ϑ1 − α)

; F3 =
K3Ψ3cos(ϑ1)

x sin(ϑ1)− e cos(ϑ1)
(32)

The same expressions holds when e = 0.
Let us define the variable K12 = K1/K2 and the function Ξ = Ξ(K12, r1, r2, e, θ10) such that:

F12 = K1Ξ (33)

where

Ξ =
Ψ1cos(ϑ3)

r1sin(ϑ3 − ϑ1)
+

K12Ψ2cos(α)
r1sin(ϑ1 − α)

(34)

This expression will find a use when designing the SCCM such that F12 is quasi constant along
a given range of motion (see section 9.2)

8. Design procedure and actuator optimization

Let us derive a general design methodology, that can be used to optimize DELA whose ana-
lytical model is available. Nevertheless, in case the geometry of the DELA does not make it
possible to derive simple mathematical models, the considerations which are drawn concern-
ing the frame stiffness remain valid.

8.1 Design variables
The actuator available thrust, Fa, is given by Eq. 1. The maximum thrust in the OFF state
mode is Fo f f

max = Fa(x, 0). The maximum thrust in the ON state mode is Fon
max = Fa(x, Vmax).

The overall design of a DELA depends on numerous parameters. In practical applications
some of these parameters are defined by the application requirements whereas some others
are left free to the designer.
First of all, when a DE material is chosen for applications (silicone or acrylic DE (Kofod &
Sommer-Larsen, 2005; Plante, 2006)), the material electromechanical properties are given, that
is the dielectric constant εr, the constants related to the material constitutive equation, the
electric field at breaking Ebr and the ultimate stretch at breaking λbr. Supposing to use an
Ogden model for the DE constitutive equation and electrodes, the constants µp, αp are given.
It is supposed that the actuator size is given along with the maximum encumbrance of the

actuator is determined by the application requirements. Moreover, the maximum actuation
voltage Vmax which can be supplied by the circuitry is given along with the DELA initial and
final positions xb, x f (δ = xb − x f being the desired actuator stroke).

The designer can specify the maximum thrust profile in the OFF state mode Fo f f
max or the max-

imum thrust profile in the ON state mode Fon
max, the thrust profile being approximated with a

linear function with slope (stiffness) Kd. However it is wiser to specify the desired thrust pro-
file in the OFF state mode because it depends on the DELA elastic properties only. The thrust
in the ON state mode depends both on the elastic properties and on the applied voltage mean-
ing that it can be controlled at will to a certain extent (using controllable actuation sources and

sensory units). At last, the force difference ∆Fa between Fo f f
max and Fon

max must be defined. Note
that, as long as the frame is a passive elastic element, ∆Fa(x) = Ff

o f f (x)− Ff
on(x) = Fem

f (x).
Variables which are unknown at this stage are:

• The initial DE film dimensions x′, y′, z′. Due to the production techniques of the DE
films (which are either purchased as thin films or obtained by injection moulding), it is
likely that the film thickness z′ cannot be chosen at will. However a stack of insulating
DE films can be used to form a single DE. Therefore it will be assumed that z′ ∈ I,
I being a given set of integer number, whereas x′, y′ are completely left free to the
designer.

• The DE prestretches in the planar directions λ1p, λ2p. It should be underlined again that
prestretch in some direction is necessary for the DE film not to wrinkle under actuation.
In addition, prestretch increases the breakdown strength of DE films, therefore improv-
ing actuator performance (Kofod et al., 2003; Pelrine et al., 2000; Plante & Dubowsky,
2006). At last, the effect of prestretch is to alter the DE film dimensions making it thin-
ner and wider and therefore increasing ∆Ff for a given voltage, V (for instance see Eqs.
8 and 16). Therefore prestretch should be kept as high as possible.

• The number of film layers Nlayers.
• Concerning the SCCM used to correct the DELA stiffness every kinematic and struc-

tural variable is still unknown.
In summary:

• Given data:
• Material properties.

− DE mechanical properties: µ, α
− DE stretch at break: λbr
− DE electrical properties: εr
− Electric field at break: Ebr

• Application requirements.
− Actuator planar dimensions (maximum allowable by application con-

straints);
− Actuator initial and final position (and desired stroke): xb,x f ;

− Desired thrust profile: Fo f f
max (with approximately constant stiffness Kd);

− Desired actuation force: ∆Fa = ∆F f .
• Circuitry parameters.

− Maximum actuation voltage: Vmax;
• Design variables:

• DE film parameters
− DE film initial dimensions: x′, y′, z′ where z′ ∈ I;
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This expression will find a use when designing the SCCM such that F12 is quasi constant along
a given range of motion (see section 9.2)

8. Design procedure and actuator optimization

Let us derive a general design methodology, that can be used to optimize DELA whose ana-
lytical model is available. Nevertheless, in case the geometry of the DELA does not make it
possible to derive simple mathematical models, the considerations which are drawn concern-
ing the frame stiffness remain valid.

8.1 Design variables
The actuator available thrust, Fa, is given by Eq. 1. The maximum thrust in the OFF state
mode is Fo f f

max = Fa(x, 0). The maximum thrust in the ON state mode is Fon
max = Fa(x, Vmax).

The overall design of a DELA depends on numerous parameters. In practical applications
some of these parameters are defined by the application requirements whereas some others
are left free to the designer.
First of all, when a DE material is chosen for applications (silicone or acrylic DE (Kofod &
Sommer-Larsen, 2005; Plante, 2006)), the material electromechanical properties are given, that
is the dielectric constant εr, the constants related to the material constitutive equation, the
electric field at breaking Ebr and the ultimate stretch at breaking λbr. Supposing to use an
Ogden model for the DE constitutive equation and electrodes, the constants µp, αp are given.
It is supposed that the actuator size is given along with the maximum encumbrance of the

actuator is determined by the application requirements. Moreover, the maximum actuation
voltage Vmax which can be supplied by the circuitry is given along with the DELA initial and
final positions xb, x f (δ = xb − x f being the desired actuator stroke).

The designer can specify the maximum thrust profile in the OFF state mode Fo f f
max or the max-

imum thrust profile in the ON state mode Fon
max, the thrust profile being approximated with a

linear function with slope (stiffness) Kd. However it is wiser to specify the desired thrust pro-
file in the OFF state mode because it depends on the DELA elastic properties only. The thrust
in the ON state mode depends both on the elastic properties and on the applied voltage mean-
ing that it can be controlled at will to a certain extent (using controllable actuation sources and

sensory units). At last, the force difference ∆Fa between Fo f f
max and Fon

max must be defined. Note
that, as long as the frame is a passive elastic element, ∆Fa(x) = Ff

o f f (x)− Ff
on(x) = Fem

f (x).
Variables which are unknown at this stage are:

• The initial DE film dimensions x′, y′, z′. Due to the production techniques of the DE
films (which are either purchased as thin films or obtained by injection moulding), it is
likely that the film thickness z′ cannot be chosen at will. However a stack of insulating
DE films can be used to form a single DE. Therefore it will be assumed that z′ ∈ I,
I being a given set of integer number, whereas x′, y′ are completely left free to the
designer.

• The DE prestretches in the planar directions λ1p, λ2p. It should be underlined again that
prestretch in some direction is necessary for the DE film not to wrinkle under actuation.
In addition, prestretch increases the breakdown strength of DE films, therefore improv-
ing actuator performance (Kofod et al., 2003; Pelrine et al., 2000; Plante & Dubowsky,
2006). At last, the effect of prestretch is to alter the DE film dimensions making it thin-
ner and wider and therefore increasing ∆Ff for a given voltage, V (for instance see Eqs.
8 and 16). Therefore prestretch should be kept as high as possible.

• The number of film layers Nlayers.
• Concerning the SCCM used to correct the DELA stiffness every kinematic and struc-

tural variable is still unknown.
In summary:

• Given data:
• Material properties.

− DE mechanical properties: µ, α
− DE stretch at break: λbr
− DE electrical properties: εr
− Electric field at break: Ebr

• Application requirements.
− Actuator planar dimensions (maximum allowable by application con-

straints);
− Actuator initial and final position (and desired stroke): xb,x f ;

− Desired thrust profile: Fo f f
max (with approximately constant stiffness Kd);

− Desired actuation force: ∆Fa = ∆F f .
• Circuitry parameters.

− Maximum actuation voltage: Vmax;
• Design variables:

• DE film parameters
− DE film initial dimensions: x′, y′, z′ where z′ ∈ I;
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− Amount of prestretch: λ1p, λ2p;
− Number of film layers: Nlayers.

• Frame parameters.
− Links lengths and dimensions: r1, r2, e;
− Flexural pivot dimensions: Ki, i = 1, 3 and θ10.

8.2 The design procedure
The design procedure comprises two steps: first the determination of the DE geometrical
parameters, second the design of the flexible frame.
• Determination of the DE geometrical parameters

1. Choose a suitable DE geometry and define the actuator planar dimensions which are
compatible with the application constraints.
Recall that, for the diamond actuators, given the desired initial and final actuator
lengths, xb and x f , it is possible to choose the lozenge length that minimizes the force

difference error eT . Minimizing this error means that Fo f f
f and Fon

f are close to parallel
in the xb − x f range. The same result cannot be achieved with rectangular actuators,
where eT is independent of the actuator geometrical parameter yp.

2. Given xb, x f (and therefore yb, y f ), the ultimate stretch at break λbr and a suitable safety
factor φλ to avoid mechanical break, find the initial DE film planar dimensions, x′, y′:

λ1max =
x f

x′
= φλλbr ⇒ x′ =

x f

φλλbr
λ2max =

yb
y′

= φλλbr ⇒ y′ =
yb

φλλbr
(35)

3. Given x′, y′, find λ1p, λ2p:

λ1,p =
xb
x′

; λ2,p =
yb
y′

(36)

4. Given x′, y′, x f , y f , Vmax, the electric field at break Ebr and a suitable safety factor to
avoid electrical break φel , find z′:

Emax = φel Ebr =
Vmax

zmin
⇒ zmin =

Vmax

φel Ebr
= z f (37)

λ3min =
z f

z′
⇒ z′ =

z f

λ3min
=

Vmax

φel Ebr
maxxb ,x f (λ1λ2)

Choose z̃′ ∈ I such that z̃′ ≥ z′

5. Given the aforementioned quantities, the quantity min Fem
f (x) = ∆Fmin

f within xb ≤
x ≤ x f can be analytically computed for one layer of film. Knowing the desired ∆F f ,
find Nlayer such that:

Nlayer∆Fmin
f ≥ ∆F f (38)

6. Verify that σi > 0 ∀ Ω(t), i = 1, ...2. If the condition is not verified, decrease Vmax and,
in case, increase Nlayer in order to achieve the desired thrust.

• Design of the flexible frame

1. Impose the UEP at a point x such that xb ≤ x ≤ x f . The imposition of the UEP at a
given x constrains the dimension of either r1 or r2, for instance:

r2 =
√

r2
1 + x2 (39)

2. Considering Eq. 39, the frame force due to the torsional springs K1, K2 is given by

F1,2 = K1Ξ(K12, r1, e, θ10) (40)

where K12 = K2/K1.
Use multivariable optimization (Howell, 2001) to find K12, r1, e, θ10 which minimize:

I =
maxxb ,x f Ξ
minxb ,x f Ξ

(41)

subjected to:

K12 ≥ 0; 0 < rmin
1 < r1 < rmax

1 ; 0 ≤ emin < e < emax; θmin
10 ≤ θ10 ≤ θmax

10 (42)

The variable K12 and the connecting rod length r1 are constrained to be positive. In
addition the maximum and minimum values for r1 and for the eccentricity e might
be imposed by the application constraints. At last θ10 is allowed to vary in the range
[θmin

10 , θmax
10 ] only, in order to avoid excessive deflections of the elastic joints.

3. Given the desired thrust profile Fo f f
max and therefore Fo f f

f (x), find K1 such that

F1,2 − Fo f f
f (x) ≈ 0 (43)

4. Given K12 and K1 then K2 = K12K1

5. Given the DELA desired stiffness Kd =
dFo f f

f (x)
dx ≈ const find K3 such that

K3 + Kd ≈ 0 (44)

6. Given the values of Ki, i = 1, 2, 3 the designer can find the flexure dimensions. Suppos-
ing, for instance, the flexures are straight beam hinges with rectangular cross section

then Ki =
EIai
Li

where E is the frame material Young modulus, Li is the length of the

small-length flexural pivot, and Iai = hi
3bi

12 is the moment of inertia of the pivot cross
sectional area with respect to the axis ai (hi and bi denotes the pivot thickness and width
respectively, whereas ai is the barycentric axis parallel to the width direction).
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− Amount of prestretch: λ1p, λ2p;
− Number of film layers: Nlayers.

• Frame parameters.
− Links lengths and dimensions: r1, r2, e;
− Flexural pivot dimensions: Ki, i = 1, 3 and θ10.

8.2 The design procedure
The design procedure comprises two steps: first the determination of the DE geometrical
parameters, second the design of the flexible frame.
• Determination of the DE geometrical parameters

1. Choose a suitable DE geometry and define the actuator planar dimensions which are
compatible with the application constraints.
Recall that, for the diamond actuators, given the desired initial and final actuator
lengths, xb and x f , it is possible to choose the lozenge length that minimizes the force

difference error eT . Minimizing this error means that Fo f f
f and Fon

f are close to parallel
in the xb − x f range. The same result cannot be achieved with rectangular actuators,
where eT is independent of the actuator geometrical parameter yp.

2. Given xb, x f (and therefore yb, y f ), the ultimate stretch at break λbr and a suitable safety
factor φλ to avoid mechanical break, find the initial DE film planar dimensions, x′, y′:

λ1max =
x f

x′
= φλλbr ⇒ x′ =

x f

φλλbr
λ2max =

yb
y′

= φλλbr ⇒ y′ =
yb

φλλbr
(35)

3. Given x′, y′, find λ1p, λ2p:

λ1,p =
xb
x′

; λ2,p =
yb
y′

(36)

4. Given x′, y′, x f , y f , Vmax, the electric field at break Ebr and a suitable safety factor to
avoid electrical break φel , find z′:

Emax = φel Ebr =
Vmax

zmin
⇒ zmin =

Vmax

φel Ebr
= z f (37)

λ3min =
z f

z′
⇒ z′ =

z f

λ3min
=

Vmax

φel Ebr
maxxb ,x f (λ1λ2)

Choose z̃′ ∈ I such that z̃′ ≥ z′

5. Given the aforementioned quantities, the quantity min Fem
f (x) = ∆Fmin

f within xb ≤
x ≤ x f can be analytically computed for one layer of film. Knowing the desired ∆F f ,
find Nlayer such that:

Nlayer∆Fmin
f ≥ ∆F f (38)

6. Verify that σi > 0 ∀ Ω(t), i = 1, ...2. If the condition is not verified, decrease Vmax and,
in case, increase Nlayer in order to achieve the desired thrust.

• Design of the flexible frame

1. Impose the UEP at a point x such that xb ≤ x ≤ x f . The imposition of the UEP at a
given x constrains the dimension of either r1 or r2, for instance:

r2 =
√

r2
1 + x2 (39)

2. Considering Eq. 39, the frame force due to the torsional springs K1, K2 is given by

F1,2 = K1Ξ(K12, r1, e, θ10) (40)

where K12 = K2/K1.
Use multivariable optimization (Howell, 2001) to find K12, r1, e, θ10 which minimize:

I =
maxxb ,x f Ξ
minxb ,x f Ξ

(41)

subjected to:

K12 ≥ 0; 0 < rmin
1 < r1 < rmax

1 ; 0 ≤ emin < e < emax; θmin
10 ≤ θ10 ≤ θmax

10 (42)

The variable K12 and the connecting rod length r1 are constrained to be positive. In
addition the maximum and minimum values for r1 and for the eccentricity e might
be imposed by the application constraints. At last θ10 is allowed to vary in the range
[θmin

10 , θmax
10 ] only, in order to avoid excessive deflections of the elastic joints.

3. Given the desired thrust profile Fo f f
max and therefore Fo f f

f (x), find K1 such that

F1,2 − Fo f f
f (x) ≈ 0 (43)

4. Given K12 and K1 then K2 = K12K1

5. Given the DELA desired stiffness Kd =
dFo f f

f (x)
dx ≈ const find K3 such that

K3 + Kd ≈ 0 (44)

6. Given the values of Ki, i = 1, 2, 3 the designer can find the flexure dimensions. Suppos-
ing, for instance, the flexures are straight beam hinges with rectangular cross section

then Ki =
EIai
Li

where E is the frame material Young modulus, Li is the length of the

small-length flexural pivot, and Iai = hi
3bi

12 is the moment of inertia of the pivot cross
sectional area with respect to the axis ai (hi and bi denotes the pivot thickness and width
respectively, whereas ai is the barycentric axis parallel to the width direction).
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9. Case studies

9.1 Single-acting constant-force actuator of rectangular geometry
The objective of the present case study is to design a single-acting actuator capable of supply-
ing a positive constant force over a given range of motion. The EDF is a Silicone DE (Whacker
Elastosil RTV 625) coated with silver grease electrode (CW7100) (Kofod & Sommer-Larsen,
2005) and coupled to the rigid links containing the points O and P of the compliant frame
schematized in Fig. 1(d). Displacement along the y direction (or, alternatively, rotation) of the
rigid link containing the point O is prevented by the symmetry of both the compliant frame
geometry and the EDF stress distribution.

• Given data:
• Material properties (Kofod & Sommer-Larsen, 2005):

µ = 596kPa, α = 0.85, λbr = 2, φλ = 0.75, εr = 2.7, Ebr = 140MV/m, φel = 0.7
• Application requirements and Circuitry parameters:

xb = 16mm, x f = 22mm, yp = 43mm (Fig. 13(c)), Fo f f
max = 0.25N, ∆Fa = 0.25N,

Vmax = 2.5kV
• Design variables:

• impose e = 0, x = xb
• DE film parameters:

x′ = 14.6mm, y′ = 28.6mm, z′ = 0.5mm, λ1p = 1.09, λ2p = 1.5, Nlayers = 2;
• Frame parameters.:

r1 = 21.5mm, r2 = 26.8, e = 0mm, θ10 = 22◦

K1 = 0.002Nm/rad, K2 = 0.0034Nm/rad, K3 = 0.067Nm/rad
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Fig. 16. Analytical FL relationship showing film force Ff and frame force absolute value |Fs|
(a), DE actuator FL curves when coupled with the delta element (final design) (b).

Figure 16(a) shows the frame force |Fs| and the theoretical film forces Fo f f
f , Fon

f as functions of
the actuator length x. The frame behavior is as expected. Figure 16(b) shows the film force Ff
compared to the overall actuator available thrust Fa. The actuator thrust in the OFF state mode
is approximately constant over the range 16-22 mm with value 0.27 (in this range a maximal
deviation by 0.01 N is admitted).

9.2 Bidirectional constant-force actuator of diamond shape
Objective of the present case study is the design of a bidirectional constant-force actuator of
diamond shape using a compound-structure flexible frame. The EDF is an acrylic DE (VHB
4905) coated with silver grease electrodes (CW7100) (Plante, 2006) and coupled with the four
bar linkage mechanism schematized with a dashed line in Fig. 1(e).

• Given data:
• Material properties (Kofod & Sommer-Larsen, 2005; Vogan, 2004):

µ = 60kPA, α = 1.8, λbr = 8, φλ = 0.63, εr = 4.7, Ebr = 150MV/m, φel = 0.8
• Application requirements and Circuitry parameters:

xb = 20mm, x f = 30mm, ld =
x f√

2

√
ζ2 + ζ + 1 = 30.8mm (Fig. 13(c)), Fo f f

max =

0.25N, ∆Fa = 0.5N, Vmax = 7kV
• Design variables:

• impose e = 0, x = xm = (x f + xb)/2
• DE film parameters:

x′ = 6mm, y′ = 31.74mm, z′ = 1.5mm, λ1p = 3.3, λ2p = 5, Nlayers = 1
• Frame parameters.:

r1 = 21.5mm, r2 = 33, e = 0mm, θ10 = 10◦

K1 = 0.002Nm/rad, K2 = 0.008Nm/rad, K3 = 0.050Nm/rad
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Fig. 17. Analytical FL relationship showing film force Ff and frame force absolute value |Fs|
(a), DE actuator FL curves when coupled with the delta element (final design) (b).

Figure 17(a) shows the frame force |Fs| and the theoretical film forces Fo f f
f , Fon

f as functions of
the actuator length x. The frame behavior is as expected. Figure 17(b) shows the film force Ff
compared to the overall actuator FL curve (compound-structure frame coupled with the DE
film). The available thrust in the OFF state mode keeps a value close to 0.25N over the range
20-30 mm (in this range a maximal deviation by 0.008 N is admitted). In order to prevent the
actuator from working in the non-linear range, mechanical stops can be provided.

9.3 DELA of Conical Shape with predetermined stiffness
The properties of the SCCM can also be used to modify the behavior of axialsymmetric actu-
ators. As an example consider the conical actuator depicted in Fig. 18
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9. Case studies

9.1 Single-acting constant-force actuator of rectangular geometry
The objective of the present case study is to design a single-acting actuator capable of supply-
ing a positive constant force over a given range of motion. The EDF is a Silicone DE (Whacker
Elastosil RTV 625) coated with silver grease electrode (CW7100) (Kofod & Sommer-Larsen,
2005) and coupled to the rigid links containing the points O and P of the compliant frame
schematized in Fig. 1(d). Displacement along the y direction (or, alternatively, rotation) of the
rigid link containing the point O is prevented by the symmetry of both the compliant frame
geometry and the EDF stress distribution.

• Given data:
• Material properties (Kofod & Sommer-Larsen, 2005):

µ = 596kPa, α = 0.85, λbr = 2, φλ = 0.75, εr = 2.7, Ebr = 140MV/m, φel = 0.7
• Application requirements and Circuitry parameters:

xb = 16mm, x f = 22mm, yp = 43mm (Fig. 13(c)), Fo f f
max = 0.25N, ∆Fa = 0.25N,

Vmax = 2.5kV
• Design variables:

• impose e = 0, x = xb
• DE film parameters:

x′ = 14.6mm, y′ = 28.6mm, z′ = 0.5mm, λ1p = 1.09, λ2p = 1.5, Nlayers = 2;
• Frame parameters.:

r1 = 21.5mm, r2 = 26.8, e = 0mm, θ10 = 22◦

K1 = 0.002Nm/rad, K2 = 0.0034Nm/rad, K3 = 0.067Nm/rad
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(a), DE actuator FL curves when coupled with the delta element (final design) (b).

Figure 16(a) shows the frame force |Fs| and the theoretical film forces Fo f f
f , Fon

f as functions of
the actuator length x. The frame behavior is as expected. Figure 16(b) shows the film force Ff
compared to the overall actuator available thrust Fa. The actuator thrust in the OFF state mode
is approximately constant over the range 16-22 mm with value 0.27 (in this range a maximal
deviation by 0.01 N is admitted).

9.2 Bidirectional constant-force actuator of diamond shape
Objective of the present case study is the design of a bidirectional constant-force actuator of
diamond shape using a compound-structure flexible frame. The EDF is an acrylic DE (VHB
4905) coated with silver grease electrodes (CW7100) (Plante, 2006) and coupled with the four
bar linkage mechanism schematized with a dashed line in Fig. 1(e).

• Given data:
• Material properties (Kofod & Sommer-Larsen, 2005; Vogan, 2004):

µ = 60kPA, α = 1.8, λbr = 8, φλ = 0.63, εr = 4.7, Ebr = 150MV/m, φel = 0.8
• Application requirements and Circuitry parameters:

xb = 20mm, x f = 30mm, ld =
x f√

2

√
ζ2 + ζ + 1 = 30.8mm (Fig. 13(c)), Fo f f

max =

0.25N, ∆Fa = 0.5N, Vmax = 7kV
• Design variables:

• impose e = 0, x = xm = (x f + xb)/2
• DE film parameters:

x′ = 6mm, y′ = 31.74mm, z′ = 1.5mm, λ1p = 3.3, λ2p = 5, Nlayers = 1
• Frame parameters.:

r1 = 21.5mm, r2 = 33, e = 0mm, θ10 = 10◦

K1 = 0.002Nm/rad, K2 = 0.008Nm/rad, K3 = 0.050Nm/rad
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(a), DE actuator FL curves when coupled with the delta element (final design) (b).

Figure 17(a) shows the frame force |Fs| and the theoretical film forces Fo f f
f , Fon

f as functions of
the actuator length x. The frame behavior is as expected. Figure 17(b) shows the film force Ff
compared to the overall actuator FL curve (compound-structure frame coupled with the DE
film). The available thrust in the OFF state mode keeps a value close to 0.25N over the range
20-30 mm (in this range a maximal deviation by 0.008 N is admitted). In order to prevent the
actuator from working in the non-linear range, mechanical stops can be provided.

9.3 DELA of Conical Shape with predetermined stiffness
The properties of the SCCM can also be used to modify the behavior of axialsymmetric actu-
ators. As an example consider the conical actuator depicted in Fig. 18
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Fig. 18. Conical Actuator. OFF state mode (a), ON state mode (b).

Alike the other DELA geometries, the conical actuator supplies an available thrust that heav-
ily changes along the stroke. This behavior is hereafter modified by coupling the conical EDF
with the compliant frame shown in Fig. 1(f). The active film is shaped as a truncated cone. A
planar circular DE film with initial radius of y′ is first subjected to an equibiaxial prestretch
up to a final radius denoted as yp. Then, the application of an external force in the z direction
(which is supplied by the moving platform of the compliant frame, see Fig. 1(f)) causes the
DE film to gain a shape which is approximately conical. In this case, a simple mathematical
model for the EDF is not available therefore the first part of the design procedure (concerning
DE film design) cannot be employed. It should be stated, however, that a numerical solution
of the conical DE has been proposed very recently by He et al. (2008). This solution relies
on a set of differential equations to be solved numerically. Alternatively, FEM analysis can
be used. In this work, the EDF FL curves have been determined experimentally using the
procedure outlined in Berselli et al. (2009b). The EDF is an acrylic DE (VHB4905) coated with
silver grease electrodes (CW7100). The objective of the present case study is to design a DELA
capable of returning to an initial rest position when deactivated, that is to present a positive
given stiffness Kd in the OFF state mode.

• Given data:
• DE film FL curve are determined experimentally; cone dimensions given be-

low (Fig. 18) (Berselli et al., 2009b)
y′ = 20mm, yp = 80mm, ′ = 1.5mm, r3 = 12mm

• Application requirements and Circuitry parameters:
xb = 20mm, x f = 30mm (Fig. 13(c)), Fo f f

(x) = 0.07x, ∆Fa = 1.5N, Vmax = 5kV
• Design variables:

• impose e = 28, x = xb
• DE film parameters:

x′ = 6mm, y′ = 31.74mm, z′ = 1.5mm, λ1p = 3.3, λ2p = 5, Nlayers = 1
• Frame parameters.:

r1 = 20.9mm, r2 = 21.2, e = 28mm, θ10 = 42◦

K1 = 0.013Nm/rad, K2 = 0.006Nm/rad, K3 = 0.036Nm/rad
In Figure 19(a), the modulus of the frame force |Fs| and the film force Ff are plotted as func-
tions of the actuator length x. The frame behavior is as expected. Figure 19(b) shows the the
overall actuator available thrust Fa. The actuator thrust in the OFF state mode is a linear curve
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Fig. 19. Analytical FL relationship showing film force Ff and frame force absolute value |Fs|
(a), DE actuator FL curves when coupled with the delta element (final design) (b).

vanishing at an actuator length of 20mm whereas the actuator thrust in the ON state mode
is approximately constant (about 1.7N) over the range 20-30mm (in this range a maximal de-
viation by 0.1 N is admitted). A positive slope of the available thrust in the OFF state mode
enables the actuator to come back to its initial rest position when deactivated.

10. Conclusions

The study of compliant actuators based on Dielectric Elastomers has been presented in a gen-
eral framework which takes into account the interaction between the EDF and the film sup-
porting frame. The key motivation of this work is based on the observation that a DELA
presents an available thrust profile which can be heavily improved in terms of stiffness char-
acteristics. Therefore, an easy methodology is needed to tailor the actuator stiffness to the
application requirements.
In conclusion, the main contributions of this chapter can be summarized as it follows:

• A novel concept for the design of compliant frames has been proposed. The concept
makes use of the stiffness properties of the slider-crank compliant mechanism. If suit-
ably coupled with EDF of different geometries, such mechanism permits to adjust the
DELA available thrust profile at the will of the designer.

• A novel design methodology has been presented which allows to tailor the stiffness
of the actuator to the application requirements, defining its structural and geometrical
properties. The procedure is composed of two main sub-procedures, one allowing the
design of the EDF, the other one allowing the design of the compliant frame. In partic-
ular, the first part of the procedure can be employed to size EDF which are shaped as
lozenges or rectangles for which analytical models are available. It is not applicable to
general DE geometries (which require resorting to FEM analysis or experiments). The
second part of the procedure is general and can be used to size the compliant frames
even if a mathematical model of the EDF is not directly available.

• Three case studies have been presented concerning rectangular shaped EDF, lozenge
shaped EDF, and conically shaped EDF. The response of the rectangular-shaped and
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Alike the other DELA geometries, the conical actuator supplies an available thrust that heav-
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up to a final radius denoted as yp. Then, the application of an external force in the z direction
(which is supplied by the moving platform of the compliant frame, see Fig. 1(f)) causes the
DE film to gain a shape which is approximately conical. In this case, a simple mathematical
model for the EDF is not available therefore the first part of the design procedure (concerning
DE film design) cannot be employed. It should be stated, however, that a numerical solution
of the conical DE has been proposed very recently by He et al. (2008). This solution relies
on a set of differential equations to be solved numerically. Alternatively, FEM analysis can
be used. In this work, the EDF FL curves have been determined experimentally using the
procedure outlined in Berselli et al. (2009b). The EDF is an acrylic DE (VHB4905) coated with
silver grease electrodes (CW7100). The objective of the present case study is to design a DELA
capable of returning to an initial rest position when deactivated, that is to present a positive
given stiffness Kd in the OFF state mode.

• Given data:
• DE film FL curve are determined experimentally; cone dimensions given be-

low (Fig. 18) (Berselli et al., 2009b)
y′ = 20mm, yp = 80mm, ′ = 1.5mm, r3 = 12mm

• Application requirements and Circuitry parameters:
xb = 20mm, x f = 30mm (Fig. 13(c)), Fo f f

(x) = 0.07x, ∆Fa = 1.5N, Vmax = 5kV
• Design variables:

• impose e = 28, x = xb
• DE film parameters:

x′ = 6mm, y′ = 31.74mm, z′ = 1.5mm, λ1p = 3.3, λ2p = 5, Nlayers = 1
• Frame parameters.:

r1 = 20.9mm, r2 = 21.2, e = 28mm, θ10 = 42◦

K1 = 0.013Nm/rad, K2 = 0.006Nm/rad, K3 = 0.036Nm/rad
In Figure 19(a), the modulus of the frame force |Fs| and the film force Ff are plotted as func-
tions of the actuator length x. The frame behavior is as expected. Figure 19(b) shows the the
overall actuator available thrust Fa. The actuator thrust in the OFF state mode is a linear curve
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(a), DE actuator FL curves when coupled with the delta element (final design) (b).

vanishing at an actuator length of 20mm whereas the actuator thrust in the ON state mode
is approximately constant (about 1.7N) over the range 20-30mm (in this range a maximal de-
viation by 0.1 N is admitted). A positive slope of the available thrust in the OFF state mode
enables the actuator to come back to its initial rest position when deactivated.

10. Conclusions

The study of compliant actuators based on Dielectric Elastomers has been presented in a gen-
eral framework which takes into account the interaction between the EDF and the film sup-
porting frame. The key motivation of this work is based on the observation that a DELA
presents an available thrust profile which can be heavily improved in terms of stiffness char-
acteristics. Therefore, an easy methodology is needed to tailor the actuator stiffness to the
application requirements.
In conclusion, the main contributions of this chapter can be summarized as it follows:

• A novel concept for the design of compliant frames has been proposed. The concept
makes use of the stiffness properties of the slider-crank compliant mechanism. If suit-
ably coupled with EDF of different geometries, such mechanism permits to adjust the
DELA available thrust profile at the will of the designer.

• A novel design methodology has been presented which allows to tailor the stiffness
of the actuator to the application requirements, defining its structural and geometrical
properties. The procedure is composed of two main sub-procedures, one allowing the
design of the EDF, the other one allowing the design of the compliant frame. In partic-
ular, the first part of the procedure can be employed to size EDF which are shaped as
lozenges or rectangles for which analytical models are available. It is not applicable to
general DE geometries (which require resorting to FEM analysis or experiments). The
second part of the procedure is general and can be used to size the compliant frames
even if a mathematical model of the EDF is not directly available.

• Three case studies have been presented concerning rectangular shaped EDF, lozenge
shaped EDF, and conically shaped EDF. The response of the rectangular-shaped and
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lozenge-shaped EDF have been determined analytically. The response of the conical-
shaped EDF have been determined experimentally. Every geometry is coupled with a
suitable compliant frame.
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1. Introduction 
 

Nowadays industrial robots have to perform complex tasks at high speeds and have to be 
capable of carrying out extremely precise and repeatable operations in an industrial 
environment; however, robot manipulators can perform just a small set of interactions with 
structures in their surrounding environment and with human operators which can be 
eventually present in the working area. The great gap between the capability of performing 
tasks with a high precision and speed, and the ability to perceive the environment and to act 
with it, claims the need of a smart and versatile control system which must guarantee a high 
degree of interaction between the robot manipulator and its world, whilst assuring the same 
performances required by the industry processes. In this context the ability to perceive its 
environment forms a crucial characteristic of such control system, which has to cope with 
problems of incompleteness of data and uncertainty. In order to achieve a high level of 
interaction, the control has to provide the system with the capability of robustly perceive the 
robot surroundings and to promptly react to any change in the state of its environment. A 
fundamental aspect of the robot-environment interaction is related to the capability of the 
control paradigm to model the structured and unstructured environment, such as its static 
and dynamic features. In this chapter, the main effort is that of describing new control 
architectures capable of taking into account both the static and dynamic characteristics of 
the robot world. In order to correctly introduce the problem, a particular focus has to be 
done on the static and dynamic aspects of the environment, considering at a first glance the 
two sides as different and separated and then, the last effort has to be done to merge the 
control techniques together in order to give a general solution to the modelling of 
environment and control of the robot. As an introduction for the first aspect, and as stated 
before, one of the most innovative and important problem in the nowadays industrial and 
service robotics is that one of completely controlling, not just the robot itself with its 
kinematics and dynamics, but even its interaction with the space where it works (Van 
Wichert & Lawitzky, 2001; Kraiss, 2006). It happens very often that the manipulators have to 
work in spaces shared with human operators or with other robots (eventually in some 
interchange zones) or they have to move and operate in places with static and/or dynamic 
facilities (Barraquand et al., 1989). Under this point of view, the use of a system that can 
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control speed in a safe way (Winkler, 2007), allows to control operative areas, assuring a 
greater safety to human operators and between robots and machines, and it increases the 
efficiency of the used space as it is possible to concentrate more industrial devices in the 
same space with a great economical and cycle-time savings. The robots indeed can interact 
between them covering shorter paths, with the certainty that they will not collide, as far as 
the algorithm is active; at the same time, the presented paradigm (Romanelli & Tampalini, 
2008a) allows the interaction of robots with other moving machines sharing the same spaces, 
increasing the efficiency of the used space. In addition to this, the system is capable of 
identifying the presence of the robot end effector inside the controlled zone or inside a 
larger zone called warning zone, using configurable outputs in order to communicate to the 
other devices inside the robot cell or to communicate to the other robots as well, if a warning 
or controlled zone is violated. This first paradigm gives a reference for the modelling of 
static industrial environment (such as interlock areas, machinery and other industrial 
devices) and for the control of the robot to interact with these predefined spaces. In order to 
model the robot surroundings, a system has been developed to manage a set of different 
geometrical shapes which define zones where the movement and access is forbidden or 
allowed; for the control system, the warning zone has been introduced. It is defined as a 
thickness from the controlled zone which is the core of the control system as it intrinsically 
defines the control for the general speed override of the robot end effector: an opportune 
control law has been studied in order to cope with particular geometrical conditions where 
more than one different shapes have to be controlled simultaneously. The proposed model 
and control has been applied and extended to dynamic objects moving in the robot working 
area (such as conveyors and rails which have a known trajectory) as well: the spatial checks 
and control in this case are performed on one or more moving geometrical zones. This 
aspect links the static model of the environment to the dynamic one, and puts the basis for a 
more general control paradigm. The dynamic and unstructured aspect of the problem 
instead has been analyzed in a slightly different way, taking into account the behaviour of 
the obstacles moving inside the robot working area without any prior knowledge, such as 
human operators working in tight connection to the robot; occupancy grids (Moravec, 1988; 
Elfes, 1989) have been taken into account in order to face this problem. They are used in 
order to tessellate the space (i.e. the operating area of the robot) in regular cells, and to store 
in each cell fine grained, quantitative information. With Bayesian occupancy grids (Collins 
et al., 2007), the idea is to extend the meaning of the value contained in each cell to the 
probability of that cell being occupied by an object. The nature of the decomposed space 
may be Euclidean space or a higher dimension state-space which could take into account 
velocities, accelerations and orientations as well. Such maps are extremely useful for robotic 
applications, such as obstacle/collision avoidance. In this kind of applications, the problem 
of the uncertainty of the information given by the sensors (proprioceptive or exteroceptive) 
is one of the biggest in this field. Such paradigm, using the Bayesian occupancy grids, face 
the problem in a very efficient way, as it models the unreliability of the measurements with 
probability. Another advantage of the use of occupancy grids is that they allow sensor 
fusion to be performed in a flexible way even if the system presents different typologies of 
sensors (even with very heterogeneous sensor models). Fuzzy logic (Zadeh, 1965, Klir & 
Yuan, 1965; Mamdani & Assilian, 1993) control has been chosen in order to take into account 
the behavioural aspect of the interaction between robots and human operators. Fuzzy logic 
controllers of particular interest are those used in Antilock Braking Systems (Mauer, 1995), 

 

in camera applications and where robots or automatic systems have to carry out behavioural 
tasks, such as collision avoidance and path planning (Kim et al., 1999). The paradigm 
concerning the dynamic aspect of the environment is based on the decisional and 
behavioural component on a fully reactive system based on Fuzzy logic controllers. The 
information about obstacle position around the working area related to the robot end 
effector, are computed in order to establish which kind of behaviour has to be taken and 
how it has to be applied. It is therefore possible after a proper adjustment of the control, to 
synthesize a system capable of acting with complex strategies, based on a simple set of 
behaviours; the result of this paradigm is a control which expresses precisely qualitative 
concepts, defined formally in terms of mathematical functions, called membership 
functions. Late in this chapter a new approach to deal with collision avoidance in dynamic 
environments is proposed. In the industry sphere the problem of collision and obstacle 
avoidance is relevant as the interactions between humans and machines are closer and 
closer. This is an important aspect which is matter of studies in the field of robotics and 
automation. In this context the basis idea of this chapter is to give a first step towards 
integration between the work of humans and robots; this integration can’t be set aside of 
security which is the most relevant aspect of the problem and which has been taken into 
account during this study as a first requirement. The obstacle avoidance algorithm proposed 
(Romanelli & Tampalini, 2008b) is based both on a probabilistic framework, such to make 
the connection between the sensorial perception and the control of the robot, and on a 
polyvalent logic framework. There are no particular restrictions to the exteroceptive 
sensorial input model to the system, as the uncertainty of position of the obstacles given 
from the sensors can coexist in the same system, as the probabilistic framework also gives a 
good instrument to obtain sensor fusion. This method, which is efficient for medium-low 
distances obstacles, was combined with a fuzzy logic engine, which is very efficient for a 
medium-high distances obstacles and it is well adaptable to define politics to decide the 
reference override speed in function of heading. The advantages of utilizing a combination 
of the two approaches is that the robot override speed can be controlled, acting with both 
the controls in a continuous and smooth way. This control law takes into account both the 
trajectory of the obstacles moving around the robot area and the behaviour of the moving 
objects. The advantages of the aforementioned algorithms for the management of both static 
and dynamic environments have been merged in a hybrid control system, to make it capable 
of interacting with static objects (such as industrial facilities), objects with structured 
dynamics (i.e. objects bound to move on predefined paths, such as rails) and objects with 
unstructured dynamics (such as humans moving around the robot area). The results of the 
proposed control technique have been tested over a simulated system, for both the static and 
dynamic aspects; experiments on a real system have also been carried out, limited to the 
interaction between robot and structures, due to security reasons. Late in the chapter it will 
be showed how the presented approach can be extended in order to take into account other 
cognitive features. 

 
2. Robot-Environment Interaction 
 

Creating autonomous robots that can learn to act in unpredictable environments has been a 
long standing goal of robotics, artificial intelligence, and cognitive sciences. Robots are 
meant to become part of everyday life, as our appliances, assistants at home, and in 
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control speed in a safe way (Winkler, 2007), allows to control operative areas, assuring a 
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aspect links the static model of the environment to the dynamic one, and puts the basis for a 
more general control paradigm. The dynamic and unstructured aspect of the problem 
instead has been analyzed in a slightly different way, taking into account the behaviour of 
the obstacles moving inside the robot working area without any prior knowledge, such as 
human operators working in tight connection to the robot; occupancy grids (Moravec, 1988; 
Elfes, 1989) have been taken into account in order to face this problem. They are used in 
order to tessellate the space (i.e. the operating area of the robot) in regular cells, and to store 
in each cell fine grained, quantitative information. With Bayesian occupancy grids (Collins 
et al., 2007), the idea is to extend the meaning of the value contained in each cell to the 
probability of that cell being occupied by an object. The nature of the decomposed space 
may be Euclidean space or a higher dimension state-space which could take into account 
velocities, accelerations and orientations as well. Such maps are extremely useful for robotic 
applications, such as obstacle/collision avoidance. In this kind of applications, the problem 
of the uncertainty of the information given by the sensors (proprioceptive or exteroceptive) 
is one of the biggest in this field. Such paradigm, using the Bayesian occupancy grids, face 
the problem in a very efficient way, as it models the unreliability of the measurements with 
probability. Another advantage of the use of occupancy grids is that they allow sensor 
fusion to be performed in a flexible way even if the system presents different typologies of 
sensors (even with very heterogeneous sensor models). Fuzzy logic (Zadeh, 1965, Klir & 
Yuan, 1965; Mamdani & Assilian, 1993) control has been chosen in order to take into account 
the behavioural aspect of the interaction between robots and human operators. Fuzzy logic 
controllers of particular interest are those used in Antilock Braking Systems (Mauer, 1995), 
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(Romanelli & Tampalini, 2008b) is based both on a probabilistic framework, such to make 
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sensorial input model to the system, as the uncertainty of position of the obstacles given 
from the sensors can coexist in the same system, as the probabilistic framework also gives a 
good instrument to obtain sensor fusion. This method, which is efficient for medium-low 
distances obstacles, was combined with a fuzzy logic engine, which is very efficient for a 
medium-high distances obstacles and it is well adaptable to define politics to decide the 
reference override speed in function of heading. The advantages of utilizing a combination 
of the two approaches is that the robot override speed can be controlled, acting with both 
the controls in a continuous and smooth way. This control law takes into account both the 
trajectory of the obstacles moving around the robot area and the behaviour of the moving 
objects. The advantages of the aforementioned algorithms for the management of both static 
and dynamic environments have been merged in a hybrid control system, to make it capable 
of interacting with static objects (such as industrial facilities), objects with structured 
dynamics (i.e. objects bound to move on predefined paths, such as rails) and objects with 
unstructured dynamics (such as humans moving around the robot area). The results of the 
proposed control technique have been tested over a simulated system, for both the static and 
dynamic aspects; experiments on a real system have also been carried out, limited to the 
interaction between robot and structures, due to security reasons. Late in the chapter it will 
be showed how the presented approach can be extended in order to take into account other 
cognitive features. 
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Creating autonomous robots that can learn to act in unpredictable environments has been a 
long standing goal of robotics, artificial intelligence, and cognitive sciences. Robots are 
meant to become part of everyday life, as our appliances, assistants at home, and in 
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particular in industrial environments, co-workers at the workplace. Nevertheless, to get 
robots operating outside research centres or universities and beyond the supervision of 
engineers or experts, it is necessary to face different technological challenges, amongst them, 
the development of strategies that allow robots to learn from their own experiences and 
interaction with the environment. This would provide robots with certain level of 
independence and dynamic behaviour. As a first step to face the problem of robot 
interaction with the environment it is important to understand and observe the interaction 
of humans with the environment in order to make the robot acting in a similar manner to 
what people do while moving in the same environment. A fundamental step to make the 
robot acting as a human is to define the typology of sensors it needs to perform a complex 
task, with enough accuracy and with robustness to unpredictability. The robot interacts with 
the environment in different ways: it acquires information from the environment through its 
sensors to provide the necessary input signals to the controller and it performs actions in its 
surroundings in order to achieve the desired tasks. The fundamental of interaction here is 
that sensing and acting are coupled dynamically and can not be analyzed independently 
since the perception of the robot influences the actions of the robot and the actions of the 
robot influence how the robot perceives the environment. This interaction exhibits complex 
and unpredictable characteristics and it is very difficult to identify the whole system using a 
generic method. In order to give the basis for a simplified theory, the analysis can start with 
the following assumptions: 
 

 The robot controller is reactive where the output of the controller does not depend 
on the internal states of the controller, but only on the current input signals 
provided to the controller. 

 The robot works and operates in a controlled environment with no other externals 
factors which influence the environment. Therefore it can be assumed that, when 
the robot performs actions in the environment, the change in the perception of the 
robot will be only dependent on the actions of the robot. 

 
The entire robot-environment interaction can be described in a complete form using two 
models, under the previous assumptions: the robot controller model which computes the 
desired motor responses of the manipulator according to its perception and the perception 
model which emulates how the perception of the robot is affected by its own actions. In this 
chapter the attention will be focused on the robot controller model. There is also an 
important social aspect that has to be taken into account when developing new theories for 
automation and robotics in the industrial society; in the last century the growth in 
automation inside the factories and industries was exponential and this has led to a rapid 
change in the conditions of human operators. In particular for muscular fatigue technology 
has substituted tension and mental effort; for the more advanced automated plants, the 
transformation of physical energy into technical and mental skills is even emphasized 
(Marcuse, 1964). Another product of the increase in automation is the sense of alienation 
which has to be faced by the human operators who have to work in tight connection with 
robots or other mechanical instruments, being actors of repetitive tasks without complex 
interactions with their “mechanical co-workers”. In this work, the interaction between robot 
and environment has been studied in order to also take taking into account the role of the 
human operator in the manoeuvring of robots, making his role more integrated to the 

 

productive process; this is possible, considering the overall increase in the interaction 
between robot and environment which is the basis idea of the present chapter. Furthermore 
the operation of a robot, as robot-environment interaction, is governed by three major 
components: the robot itself, its sensors, actuators and general hardware morphology, the 
environment, its perceptual properties and environmental conditions, and the task, the 
control program being executed on the robot. Given this, the behaviour of the robot emerges 
through the interaction of these three aspects. Any theory of robot-environment interaction 
will be dependent upon quantitative descriptions of the robot’s behaviour. In order to assert 
that the robot-environment interaction is more influenced by the control program (the task) 
than the environment, here the chaos theory will be applied to describe the robot’s 
behaviour quantitatively based on the considerations and results made in (Nehmzow & 
Walker, 2005). As a first approximation, it can be assumed that the robot’s trajectory 
encapsulates the important aspects of the robot’s behaviour; so this theory focuses the 
attention on the application of dynamical systems theory to the analysis of robot trajectories. 
One of the most distinctive characteristics of a chaotic system is its sensitivity to a variation 
in the system’s variables, so that if two trajectories that started close each other will diverge 
from one another as time progresses, the more chaotic system, the greater the divergence. 
The Lyapunov exponent  in (1) represents a measurement of chaos, so the larger the 
positive Lyapunov exponent, the quicker knowledge about the system is lost. 
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Where 0E is the initial error, and kE , 1kE  is respectively the error at time k and k-1. From 
the experiments conducted by Nehmzow and Walker, the robot was firstly asked to conduct 
two different tasks in the same environment, and the computed Lyapunov exponent 
differed between the two tasks, signifying that the overall behaviour of the robot differed 
between the two experiments, and that this must have been due to the changes in control 
program. On the contrary the other experiment was conducted varying the environment 
and keeping the same task active. In this condition the Lyapunov exponent was the same in 
any of the changed environments, showing that the robot-environment interaction is far 
more influenced by the control program than the environment. This is an important result 
for the study of robot-environment interaction in the context of industrial robotics where the 
tasks are very often repetitive and where the environmental conditions can vary over time 
(as the presence of activated or deactivated controlled zones or the presence of human 
operators in the cell): this means that the obtained results greatly depend on the particular 
task the robot has to accomplish more than by the changes in its environment (e.g. changes 
in temperature which can affect motor dynamics, etc.). 

 
3. Static environment modelling 
 

In order to define a correct and effective model of the static features inside an industrial 
environment it is very important to define the possible set of structured objects inside a 
robot cell (which can be both static and dynamic). After this first step, where a general 
model can be proposed and analyzed in order to cover all the possible scenarios inside a real 
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particular in industrial environments, co-workers at the workplace. Nevertheless, to get 
robots operating outside research centres or universities and beyond the supervision of 
engineers or experts, it is necessary to face different technological challenges, amongst them, 
the development of strategies that allow robots to learn from their own experiences and 
interaction with the environment. This would provide robots with certain level of 
independence and dynamic behaviour. As a first step to face the problem of robot 
interaction with the environment it is important to understand and observe the interaction 
of humans with the environment in order to make the robot acting in a similar manner to 
what people do while moving in the same environment. A fundamental step to make the 
robot acting as a human is to define the typology of sensors it needs to perform a complex 
task, with enough accuracy and with robustness to unpredictability. The robot interacts with 
the environment in different ways: it acquires information from the environment through its 
sensors to provide the necessary input signals to the controller and it performs actions in its 
surroundings in order to achieve the desired tasks. The fundamental of interaction here is 
that sensing and acting are coupled dynamically and can not be analyzed independently 
since the perception of the robot influences the actions of the robot and the actions of the 
robot influence how the robot perceives the environment. This interaction exhibits complex 
and unpredictable characteristics and it is very difficult to identify the whole system using a 
generic method. In order to give the basis for a simplified theory, the analysis can start with 
the following assumptions: 
 

 The robot controller is reactive where the output of the controller does not depend 
on the internal states of the controller, but only on the current input signals 
provided to the controller. 

 The robot works and operates in a controlled environment with no other externals 
factors which influence the environment. Therefore it can be assumed that, when 
the robot performs actions in the environment, the change in the perception of the 
robot will be only dependent on the actions of the robot. 

 
The entire robot-environment interaction can be described in a complete form using two 
models, under the previous assumptions: the robot controller model which computes the 
desired motor responses of the manipulator according to its perception and the perception 
model which emulates how the perception of the robot is affected by its own actions. In this 
chapter the attention will be focused on the robot controller model. There is also an 
important social aspect that has to be taken into account when developing new theories for 
automation and robotics in the industrial society; in the last century the growth in 
automation inside the factories and industries was exponential and this has led to a rapid 
change in the conditions of human operators. In particular for muscular fatigue technology 
has substituted tension and mental effort; for the more advanced automated plants, the 
transformation of physical energy into technical and mental skills is even emphasized 
(Marcuse, 1964). Another product of the increase in automation is the sense of alienation 
which has to be faced by the human operators who have to work in tight connection with 
robots or other mechanical instruments, being actors of repetitive tasks without complex 
interactions with their “mechanical co-workers”. In this work, the interaction between robot 
and environment has been studied in order to also take taking into account the role of the 
human operator in the manoeuvring of robots, making his role more integrated to the 

 

productive process; this is possible, considering the overall increase in the interaction 
between robot and environment which is the basis idea of the present chapter. Furthermore 
the operation of a robot, as robot-environment interaction, is governed by three major 
components: the robot itself, its sensors, actuators and general hardware morphology, the 
environment, its perceptual properties and environmental conditions, and the task, the 
control program being executed on the robot. Given this, the behaviour of the robot emerges 
through the interaction of these three aspects. Any theory of robot-environment interaction 
will be dependent upon quantitative descriptions of the robot’s behaviour. In order to assert 
that the robot-environment interaction is more influenced by the control program (the task) 
than the environment, here the chaos theory will be applied to describe the robot’s 
behaviour quantitatively based on the considerations and results made in (Nehmzow & 
Walker, 2005). As a first approximation, it can be assumed that the robot’s trajectory 
encapsulates the important aspects of the robot’s behaviour; so this theory focuses the 
attention on the application of dynamical systems theory to the analysis of robot trajectories. 
One of the most distinctive characteristics of a chaotic system is its sensitivity to a variation 
in the system’s variables, so that if two trajectories that started close each other will diverge 
from one another as time progresses, the more chaotic system, the greater the divergence. 
The Lyapunov exponent  in (1) represents a measurement of chaos, so the larger the 
positive Lyapunov exponent, the quicker knowledge about the system is lost. 
 

0 0 1 1

1lim lim log
n

k
n E k k

E
n E


 

 

   
 

(1) 

 

Where 0E is the initial error, and kE , 1kE  is respectively the error at time k and k-1. From 
the experiments conducted by Nehmzow and Walker, the robot was firstly asked to conduct 
two different tasks in the same environment, and the computed Lyapunov exponent 
differed between the two tasks, signifying that the overall behaviour of the robot differed 
between the two experiments, and that this must have been due to the changes in control 
program. On the contrary the other experiment was conducted varying the environment 
and keeping the same task active. In this condition the Lyapunov exponent was the same in 
any of the changed environments, showing that the robot-environment interaction is far 
more influenced by the control program than the environment. This is an important result 
for the study of robot-environment interaction in the context of industrial robotics where the 
tasks are very often repetitive and where the environmental conditions can vary over time 
(as the presence of activated or deactivated controlled zones or the presence of human 
operators in the cell): this means that the obtained results greatly depend on the particular 
task the robot has to accomplish more than by the changes in its environment (e.g. changes 
in temperature which can affect motor dynamics, etc.). 

 
3. Static environment modelling 
 

In order to define a correct and effective model of the static features inside an industrial 
environment it is very important to define the possible set of structured objects inside a 
robot cell (which can be both static and dynamic). After this first step, where a general 
model can be proposed and analyzed in order to cover all the possible scenarios inside a real 
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environment, it is necessary to synthesize a control system capable of taking into account 
these predefined geometrical areas, which can be both forbidden and allowed, in order to 
provide the robot with the fundamental tools to face an entry level of interaction; the study 
of this subject is then a good start to realize a more intelligent integrated robotized cell, 
where the strong interaction between robots and humans becomes closer and closer (taking 
into account this first modelling together with the dynamic environment modelling). In 
literature this topic is still at a basis level, and there are a lot of starting points of study: in 
the industrial automation background, PILZ developed a brand new control system for 
areas crowded with robots, machines and humans (Schulz, 2007). With this system, made of 
a safety camera capable of identifying access to forbidden areas, it is possible to send an 
output to safety devices in order to immediately stop the machines operating in those areas, 
avoiding harmful situations. Another application of this feature is the one made by ABB 
which implements a world zone management system made as follows: it is possible to 
define volumes where the robot presence is avoided. If the robot end effector is inside the 
allowed working space, the robot keeps working; if the robot end effector ends in an off-
limits area, previously defined by the programmer, the control cuts the power and 
immediately stops the robot. This system lets the user program world zone software which 
is especially useful when two robots are working in close proximity to prevent collision and 
establish working protocols (Rooks, 2005). In literature there are several different 
approaches to the study of space occupancy and cooperation and to cope with collision 
avoidance problem. In particular, path planning is strongly associated to the problem of 
forbidden zones (Red et al., 1987; Brooks, 2003; Roy & Pratihar, 2003). The management of 
operative space is a matter of study and development in the field of telemanipulation and 
robot assisted tasks (Matinfar et al., 2007), where security of avoiding forbidden zones is the 
main objective of the work. Amongst the previous studies in collision detection, there are 
some works to be mentioned as the one (Canny, 1984) where given two general polyhedra 
of complexity n, one of which is moving while translating or rotating about a fixed axis, 
determine the first collision, if any, between the two objects. Another important aspect of 
collision detection and control of forbidden areas is presented in several works (Barak & 
Witkin, 1992; Bouma & Vanecek, 1992), where the dynamics of complex bodies is simulated 
over a system equipped with a collision detection algorithm. In the industrial field, other 
approaches aimed to reach a greater level of automation in robot-environment interaction. 
Fuzzy logic allows controlling a system in order to avoid access to dangerous areas 
(Shahrokhi & Bernard, 2004). There is a further approach that will be presented later on this 
chapter, where a system uses Bayesian occupancy grid and a fuzzy logic controller in order 
to avoid the collision between robot and other objects or humans moving around the cell 
(Romanelli & Tampalini, 2008b). In the following paragraphs, a new method to synthesize a 
control system capable of managing a set of predefined geometrical areas will be showed; 
with this paradigm, the advantages of taking into account a space model will be showed as 
well. 

 
3.1 Management and control of multiple geometrical areas 
The main problem for managing the robot working space, in particular when this space is 
shared with other robots or machinery, is the modelling of the robot surroundings. The first 
step to give the basis for a system capable of managing and control the interaction with the 
environment has to be the definition of primitive geometrical areas in order to cover all the 

 

possible configuration of the objects inside an industrial cell. The elementary objects are 
defined as parallelepipeds, cylinders and spheres (as depicted in Figure 1). 

 
Fig. 1. Elementary geometrical shapes to model robot environment 
 
With this simple modelling the system can be provided with the capability of defining 
multiple geometrical areas of these types in order to cover almost every object inside the cell 
(such as working tables, machinery or moving objects such as rails and conveyors). Starting 
from this definition of elementary geometrical area, in the following paragraph a control 
system will be showed. When this control system is active, it is possible to move the robot 
around the operating area with the certainty that, if the forbidden areas were previously 
defined and activated, if the robot end effector enters that zone, it will be immediately 
stopped (or similarly a digital output can be raised). 

 
3.1.1 Control system 
Starting from the elementary geometrical areas previously defined, the system allows the 
programmer to define multiple elementary zones which can be integrated inside the system 
and which represent the database of spatial forbidden areas which are used in order to 
control both the position and speed of the robot end effector. The areas can be easily defined 
by the programmer, considering that for the parallelepiped it is sufficient to define two 
points (the lower left corner at the base of the shape and the upper right corner); with these 
two points declared, the first shape can be integrated into the forbidden zone database. The 
cylinder on the other hand is defined considering the centre of the base circumference, the 
radius and its height: with this convention the base of the cylinder is parallel to the XY plane 
of the world frame reference. The sphere is instead defined considering its centre and 
radius. Thanks to the possibility of defining several zones in the same operating area, it is 
clear that a great part of the industrial applications can be covered by the use of this control 
paradigm. An important feature of this system is the possibility to consider the areas with 
two different features, concerning their life; they can be either constant or temporary. The 
first typology is programmable and modifiable from a particular class of users and they can 
not be ignored or modified by user programs: these zones are active during all the cycle of 
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environment, it is necessary to synthesize a control system capable of taking into account 
these predefined geometrical areas, which can be both forbidden and allowed, in order to 
provide the robot with the fundamental tools to face an entry level of interaction; the study 
of this subject is then a good start to realize a more intelligent integrated robotized cell, 
where the strong interaction between robots and humans becomes closer and closer (taking 
into account this first modelling together with the dynamic environment modelling). In 
literature this topic is still at a basis level, and there are a lot of starting points of study: in 
the industrial automation background, PILZ developed a brand new control system for 
areas crowded with robots, machines and humans (Schulz, 2007). With this system, made of 
a safety camera capable of identifying access to forbidden areas, it is possible to send an 
output to safety devices in order to immediately stop the machines operating in those areas, 
avoiding harmful situations. Another application of this feature is the one made by ABB 
which implements a world zone management system made as follows: it is possible to 
define volumes where the robot presence is avoided. If the robot end effector is inside the 
allowed working space, the robot keeps working; if the robot end effector ends in an off-
limits area, previously defined by the programmer, the control cuts the power and 
immediately stops the robot. This system lets the user program world zone software which 
is especially useful when two robots are working in close proximity to prevent collision and 
establish working protocols (Rooks, 2005). In literature there are several different 
approaches to the study of space occupancy and cooperation and to cope with collision 
avoidance problem. In particular, path planning is strongly associated to the problem of 
forbidden zones (Red et al., 1987; Brooks, 2003; Roy & Pratihar, 2003). The management of 
operative space is a matter of study and development in the field of telemanipulation and 
robot assisted tasks (Matinfar et al., 2007), where security of avoiding forbidden zones is the 
main objective of the work. Amongst the previous studies in collision detection, there are 
some works to be mentioned as the one (Canny, 1984) where given two general polyhedra 
of complexity n, one of which is moving while translating or rotating about a fixed axis, 
determine the first collision, if any, between the two objects. Another important aspect of 
collision detection and control of forbidden areas is presented in several works (Barak & 
Witkin, 1992; Bouma & Vanecek, 1992), where the dynamics of complex bodies is simulated 
over a system equipped with a collision detection algorithm. In the industrial field, other 
approaches aimed to reach a greater level of automation in robot-environment interaction. 
Fuzzy logic allows controlling a system in order to avoid access to dangerous areas 
(Shahrokhi & Bernard, 2004). There is a further approach that will be presented later on this 
chapter, where a system uses Bayesian occupancy grid and a fuzzy logic controller in order 
to avoid the collision between robot and other objects or humans moving around the cell 
(Romanelli & Tampalini, 2008b). In the following paragraphs, a new method to synthesize a 
control system capable of managing a set of predefined geometrical areas will be showed; 
with this paradigm, the advantages of taking into account a space model will be showed as 
well. 

 
3.1 Management and control of multiple geometrical areas 
The main problem for managing the robot working space, in particular when this space is 
shared with other robots or machinery, is the modelling of the robot surroundings. The first 
step to give the basis for a system capable of managing and control the interaction with the 
environment has to be the definition of primitive geometrical areas in order to cover all the 

 

possible configuration of the objects inside an industrial cell. The elementary objects are 
defined as parallelepipeds, cylinders and spheres (as depicted in Figure 1). 

 
Fig. 1. Elementary geometrical shapes to model robot environment 
 
With this simple modelling the system can be provided with the capability of defining 
multiple geometrical areas of these types in order to cover almost every object inside the cell 
(such as working tables, machinery or moving objects such as rails and conveyors). Starting 
from this definition of elementary geometrical area, in the following paragraph a control 
system will be showed. When this control system is active, it is possible to move the robot 
around the operating area with the certainty that, if the forbidden areas were previously 
defined and activated, if the robot end effector enters that zone, it will be immediately 
stopped (or similarly a digital output can be raised). 

 
3.1.1 Control system 
Starting from the elementary geometrical areas previously defined, the system allows the 
programmer to define multiple elementary zones which can be integrated inside the system 
and which represent the database of spatial forbidden areas which are used in order to 
control both the position and speed of the robot end effector. The areas can be easily defined 
by the programmer, considering that for the parallelepiped it is sufficient to define two 
points (the lower left corner at the base of the shape and the upper right corner); with these 
two points declared, the first shape can be integrated into the forbidden zone database. The 
cylinder on the other hand is defined considering the centre of the base circumference, the 
radius and its height: with this convention the base of the cylinder is parallel to the XY plane 
of the world frame reference. The sphere is instead defined considering its centre and 
radius. Thanks to the possibility of defining several zones in the same operating area, it is 
clear that a great part of the industrial applications can be covered by the use of this control 
paradigm. An important feature of this system is the possibility to consider the areas with 
two different features, concerning their life; they can be either constant or temporary. The 
first typology is programmable and modifiable from a particular class of users and they can 
not be ignored or modified by user programs: these zones are active during all the cycle of 
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the robot. These can be used, for instance, in order to define zones that can not be covered 
by the robot end effector as they are occupied by fixed structures, such as pillars or other 
irremovable facilities. The second typology is temporary as it can be activated or deactivated 
from each user program and it is a very useful function in order to manage interlocks for 
exchange zones between robots: when a robot is inside an elementary zone, it is compulsory 
that the other robot is avoided to access the zone. This feature can be extended to those 
systems where a network of robot controllers is present and where the information about 
the elementary areas present in the robots cell is shared. In this case the control system of 
each robot can be supervised by another controller in order to update the information of the 
position of the robots in respect to the position of the multiple elementary areas defined on 
the cell. Another important feature of the presented system is that one which allows the user 
to define a further area bigger than the elementary one, called warning zone: in this zone, 
the robot can keep working but with a safe control system that checks the distance between 
the surface of the elementary area and the robot end effector, forcing the robot speed 
override to a value proportional to that distance. With this method, the robot end effector 
speed is reduced when the control system realizes that the robot violates the warning zone; 
with this control active, it is also possible to avoid mechanical solicitations due to hard 
brakes and to allow human operator to better perceive the enabled elementary zone around 
the robot. This control law is applied to each geometrical area and the resulting speed 
overrides (one for each declared elementary area) are computed in order to find the minimal 
value of them and to apply it to the robot. Another important innovation of the presented 
method is that concerning the implementation of dynamic management of elementary areas; 
in particular, with this system is possible to program areas which can change their position 
over time. This allows the elementary zones to be linked to moving objects (such as moving 
machines or to end effector of other robots inside the cell); in order to use this position it is 
necessary that the current position of the objects, to which the dynamic zone has to be 
attached, has to be known as the robot controller must know this information, or it must 
similarly share it with other cooperative robots inside the cell. In order to fully describe this 
feature, a space where several robots operate can be considered: in this configuration, it 
would be useful to define a dynamic zone on each robot end effector (linked to it). In this 
condition each robot knows exactly and instantly the position of other robots end-effector: if 
a robot draws too much to another one, the presented control is able to prevent damage 
between them. This allows the robot programmer to be released from the need of defining 
interlocks with some useless waits, while with this management it is possible to define 
digital outputs when a robot accesses a specified zone (not when specified in a user 
program); this control is parallel and acts in real-time, despite of the classic management of 
interlocks. Thus is very important during the productive cycle when robot programmer has 
to develop applications where more robots and machines share the same working space, 
and the presented method helps the user to exactly bound the working areas. The definition 
of a shared information on the state of the elementary zones (if they are occupied by a robot 
or not) is very useful and innovative for what concerns monitoring a dynamical geometrical 
area (e.g. with conveyors). With this system it is possible to link a dynamic zone to a moving 
object and this allows defining dynamical interlocks, which can be shared through a 
network between robots, giving a global visibility in the whole cell. The kinematics 
information about the robot joints and the tool allows the definition of useful information 
avoiding collision between robots cooperating in the same cell; this system, on the other 

 

hand, is not safe for the interaction between robots and human operators, but it is thorough 
in order to protect and prevent damage between robots and facilities without the need of 
further devices. 

 
3.1.2 Proposed integrated solution 
In this section an accurate description of the architecture of the control system will be 
shown. With the proposed solution each controlled elementary zone can be programmed 
and defined using both the programming language (PDL2 for Comau robots), describing the 
complete geometry, shape, thickness of the warning zone and its static or dynamic typology. 
With this method it is possible to program elementary areas to be controlled, in a precise 
way and this solution can be very suited for off-line programming. A second method to 
perform the definition of an elementary zone is to use the robot in order to teach the 
distinctive points of a geometrical area (as shown in the previous section). With this method, 
the user will be asked to move the robot around the working area and to locate the 
distinctive points of the geometrical shapes which have to be defined: teaching these points 
will bring the advantage of having a direct comparison with the taught elementary 
controlled zone and the real obstacle inside the working area. These methods provide the 
user with simple tools in order to create the database of the controlled elementary zones 
which allows the control system to perform complex operations of the spatial checks on the 
robot working area. With the proposed solution it is also possible to program and define for 
each declared zone, channels of shared information which can be activated automatically 
whenever the robot end-effector enters a controlled zone or a warning zone; this also allows 
to have a quantization of the working area. The operator who uses the proposed solution 
has the possibility of tuning a set of parameters which makes the system extremely flexible 
and modular. It is also possible for example to define a dynamic controlled zone, linked to 
the end-effector of another robot, in order to check the possible collisions between the 
robots. The control scheme is depicted in Figure 2. 

 
Fig. 2. Architecture of the multiple geometrical areas control system 
 
As shown in the scheme the geometrical control algorithm checks if the robot end-effector is 
inside a controlled zone or, analogously a warning zone. This check is done on the basis of 
the database of geometrical areas, previously defined by the user; in this context, the 
dynamic objects position provides the control system with the possibility to link the 
geometrical areas to arbitrary moving points (as conveyors or rails), which can be read from 
external sensors like encoders. The speed control is performed by the geometrical area 
control block which detects the typology of the shape and selects the correct control law to 
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the robot. These can be used, for instance, in order to define zones that can not be covered 
by the robot end effector as they are occupied by fixed structures, such as pillars or other 
irremovable facilities. The second typology is temporary as it can be activated or deactivated 
from each user program and it is a very useful function in order to manage interlocks for 
exchange zones between robots: when a robot is inside an elementary zone, it is compulsory 
that the other robot is avoided to access the zone. This feature can be extended to those 
systems where a network of robot controllers is present and where the information about 
the elementary areas present in the robots cell is shared. In this case the control system of 
each robot can be supervised by another controller in order to update the information of the 
position of the robots in respect to the position of the multiple elementary areas defined on 
the cell. Another important feature of the presented system is that one which allows the user 
to define a further area bigger than the elementary one, called warning zone: in this zone, 
the robot can keep working but with a safe control system that checks the distance between 
the surface of the elementary area and the robot end effector, forcing the robot speed 
override to a value proportional to that distance. With this method, the robot end effector 
speed is reduced when the control system realizes that the robot violates the warning zone; 
with this control active, it is also possible to avoid mechanical solicitations due to hard 
brakes and to allow human operator to better perceive the enabled elementary zone around 
the robot. This control law is applied to each geometrical area and the resulting speed 
overrides (one for each declared elementary area) are computed in order to find the minimal 
value of them and to apply it to the robot. Another important innovation of the presented 
method is that concerning the implementation of dynamic management of elementary areas; 
in particular, with this system is possible to program areas which can change their position 
over time. This allows the elementary zones to be linked to moving objects (such as moving 
machines or to end effector of other robots inside the cell); in order to use this position it is 
necessary that the current position of the objects, to which the dynamic zone has to be 
attached, has to be known as the robot controller must know this information, or it must 
similarly share it with other cooperative robots inside the cell. In order to fully describe this 
feature, a space where several robots operate can be considered: in this configuration, it 
would be useful to define a dynamic zone on each robot end effector (linked to it). In this 
condition each robot knows exactly and instantly the position of other robots end-effector: if 
a robot draws too much to another one, the presented control is able to prevent damage 
between them. This allows the robot programmer to be released from the need of defining 
interlocks with some useless waits, while with this management it is possible to define 
digital outputs when a robot accesses a specified zone (not when specified in a user 
program); this control is parallel and acts in real-time, despite of the classic management of 
interlocks. Thus is very important during the productive cycle when robot programmer has 
to develop applications where more robots and machines share the same working space, 
and the presented method helps the user to exactly bound the working areas. The definition 
of a shared information on the state of the elementary zones (if they are occupied by a robot 
or not) is very useful and innovative for what concerns monitoring a dynamical geometrical 
area (e.g. with conveyors). With this system it is possible to link a dynamic zone to a moving 
object and this allows defining dynamical interlocks, which can be shared through a 
network between robots, giving a global visibility in the whole cell. The kinematics 
information about the robot joints and the tool allows the definition of useful information 
avoiding collision between robots cooperating in the same cell; this system, on the other 

 

hand, is not safe for the interaction between robots and human operators, but it is thorough 
in order to protect and prevent damage between robots and facilities without the need of 
further devices. 

 
3.1.2 Proposed integrated solution 
In this section an accurate description of the architecture of the control system will be 
shown. With the proposed solution each controlled elementary zone can be programmed 
and defined using both the programming language (PDL2 for Comau robots), describing the 
complete geometry, shape, thickness of the warning zone and its static or dynamic typology. 
With this method it is possible to program elementary areas to be controlled, in a precise 
way and this solution can be very suited for off-line programming. A second method to 
perform the definition of an elementary zone is to use the robot in order to teach the 
distinctive points of a geometrical area (as shown in the previous section). With this method, 
the user will be asked to move the robot around the working area and to locate the 
distinctive points of the geometrical shapes which have to be defined: teaching these points 
will bring the advantage of having a direct comparison with the taught elementary 
controlled zone and the real obstacle inside the working area. These methods provide the 
user with simple tools in order to create the database of the controlled elementary zones 
which allows the control system to perform complex operations of the spatial checks on the 
robot working area. With the proposed solution it is also possible to program and define for 
each declared zone, channels of shared information which can be activated automatically 
whenever the robot end-effector enters a controlled zone or a warning zone; this also allows 
to have a quantization of the working area. The operator who uses the proposed solution 
has the possibility of tuning a set of parameters which makes the system extremely flexible 
and modular. It is also possible for example to define a dynamic controlled zone, linked to 
the end-effector of another robot, in order to check the possible collisions between the 
robots. The control scheme is depicted in Figure 2. 

 
Fig. 2. Architecture of the multiple geometrical areas control system 
 
As shown in the scheme the geometrical control algorithm checks if the robot end-effector is 
inside a controlled zone or, analogously a warning zone. This check is done on the basis of 
the database of geometrical areas, previously defined by the user; in this context, the 
dynamic objects position provides the control system with the possibility to link the 
geometrical areas to arbitrary moving points (as conveyors or rails), which can be read from 
external sensors like encoders. The speed control is performed by the geometrical area 
control block which detects the typology of the shape and selects the correct control law to 
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be applied in order to modify the robot override, preventing collisions with the user-defined 
zones. The speed override is changed smoothly when the robot end-effector comes up 
against a spherical elementary zone, according to the following control law: 
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Where v is the actual speed override of the robot end-effector, vo is the past override, d is the 
distance between the robot end-effector and the centre of the elementary spherical area, δ is 
the thickness of the warning zone and r is the radius of the sphere (the area is depicted in 
Figure 3.a). When the robot encounters a cylindrical elementary zone its speed override is 
subject to the following control law: 
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Where h is the height of the cylinder, p the position of the robot end-effector and R is r+δ. 
The distances di represent: the distance between the centre of the cylinder and the robot 
position (d1), the distance between the cylinder top or bottom base and the robot position, 
when it belongs to the top/bottom cylinder with thickness δ (d2) and the minimal distance 
between the robot position and the points on the circumference of the top/bottom cylinder 
base (d3). The robot speed override coincides to the old speed override when the robot end-
effector is outside the warning zone; the cylindrical elementary area is depicted in Figure 3.b 
with its warning zone. 

 
3.(a)     3.(b)          3.(c) 

Fig. 3. Elementary shapes a) sphere, b) cylinder, c) parallelepiped (red) and their warning 
zones (blue) 

 

The last modelled elementary geometrical area is represented by the parallelepiped; its 
control law is quite complex as its warning zone is composed by 8 half lunes, 12 quarters of 
cylinder and 6 planes. Given that, the mathematical treatment of the control law for the 
parallelepiped warning area is not reported here, but it is enough to consider that this 
control law aims at smoothly covering the whole warning zone area, with an appropriate 
speed override for each sector of it. Each elementary zone declared inside the working space 
has its own control law, also depending on the thickness of the warning zone; it is 
fundamental when the control system has to fix the controlled speed override that the 
correct value will be chosen in an efficient way. It is chosen according to the following: 
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Where M is the number of elementary geometrical areas defined inside the robot working 
space. This solution, notwithstanding its easiness, assures that the selected controlled speed 
override vi follows a smooth trend when several different elementary zones are defined in 
the robot environment, even if they overlap. The last important feature of the presented 
paradigm is the possibility to manage dynamic geometrical areas, linking the position of 
moving objects to distinctive points belonging to the previously defined elementary shapes: 
for the spherical area, this point is characterized by the centre of the sphere. The cylinder 
will have its characteristic point on the centre of its bottom base; finally the bottom base 
centre of the parallelepiped will represent its characteristic point. 

 
4. Dynamic environment modelling 
 

In this section an effective and robust method to model the dynamic features in the 
industrial environment is described. As a first assumption, this model needs as an input the 
position over time or the trajectory of the objects which move around the robot working 
area. These can be identified as the inputs coming from different sensors (laser or camera 
scan and so on) or coming from more sophisticated devices like trackers (Harville & Li, 
2004). The position of the multiple tracked objects is passed over time to the control 
algorithm which computes the correct speed override according to the combination of the 
Bayesian occupancy grid controller (Moravec & Elfes, 1985; Fulgenzi et al., 2007; Vasquez et 
al., 2006) and the fuzzy logic filter (Dong et al., 2005; Yen & Pfluger, 1995; Malhotra & 
Sarkar, 2005). In order to model the uncertainty coming from the sensors, a valid framework 
has to be taken into account; the Bayesian framework has suited models to cope with the 
uncertainty on the position of the obstacles but it also has an intrinsic capability to perform 
sensor fusion. In this context, a powerful instrument to face the problem of dynamic 
modelling of the space surrounding the robot is the Bayesian occupancy grid, a tessellated 
2D grid in which each cell stores its probability of occupation. The behavioural side of the 
approach, which is necessary in order to model complex and unpredictable trajectories (like 
that of humans), is given by the fuzzy logic control which is very efficient for obstacles at 
medium-high distances and it is well adaptable to define politics to decide the reference 
speed override in function of heading. In this control system, sensor observations are 
processed from both the Bayesian occupancy grid algorithm and the fuzzy filter and the 
results of the computation are given as input to the collision avoidance algorithm. The 
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be applied in order to modify the robot override, preventing collisions with the user-defined 
zones. The speed override is changed smoothly when the robot end-effector comes up 
against a spherical elementary zone, according to the following control law: 
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Where v is the actual speed override of the robot end-effector, vo is the past override, d is the 
distance between the robot end-effector and the centre of the elementary spherical area, δ is 
the thickness of the warning zone and r is the radius of the sphere (the area is depicted in 
Figure 3.a). When the robot encounters a cylindrical elementary zone its speed override is 
subject to the following control law: 
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Where h is the height of the cylinder, p the position of the robot end-effector and R is r+δ. 
The distances di represent: the distance between the centre of the cylinder and the robot 
position (d1), the distance between the cylinder top or bottom base and the robot position, 
when it belongs to the top/bottom cylinder with thickness δ (d2) and the minimal distance 
between the robot position and the points on the circumference of the top/bottom cylinder 
base (d3). The robot speed override coincides to the old speed override when the robot end-
effector is outside the warning zone; the cylindrical elementary area is depicted in Figure 3.b 
with its warning zone. 
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Fig. 3. Elementary shapes a) sphere, b) cylinder, c) parallelepiped (red) and their warning 
zones (blue) 

 

The last modelled elementary geometrical area is represented by the parallelepiped; its 
control law is quite complex as its warning zone is composed by 8 half lunes, 12 quarters of 
cylinder and 6 planes. Given that, the mathematical treatment of the control law for the 
parallelepiped warning area is not reported here, but it is enough to consider that this 
control law aims at smoothly covering the whole warning zone area, with an appropriate 
speed override for each sector of it. Each elementary zone declared inside the working space 
has its own control law, also depending on the thickness of the warning zone; it is 
fundamental when the control system has to fix the controlled speed override that the 
correct value will be chosen in an efficient way. It is chosen according to the following: 
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Where M is the number of elementary geometrical areas defined inside the robot working 
space. This solution, notwithstanding its easiness, assures that the selected controlled speed 
override vi follows a smooth trend when several different elementary zones are defined in 
the robot environment, even if they overlap. The last important feature of the presented 
paradigm is the possibility to manage dynamic geometrical areas, linking the position of 
moving objects to distinctive points belonging to the previously defined elementary shapes: 
for the spherical area, this point is characterized by the centre of the sphere. The cylinder 
will have its characteristic point on the centre of its bottom base; finally the bottom base 
centre of the parallelepiped will represent its characteristic point. 

 
4. Dynamic environment modelling 
 

In this section an effective and robust method to model the dynamic features in the 
industrial environment is described. As a first assumption, this model needs as an input the 
position over time or the trajectory of the objects which move around the robot working 
area. These can be identified as the inputs coming from different sensors (laser or camera 
scan and so on) or coming from more sophisticated devices like trackers (Harville & Li, 
2004). The position of the multiple tracked objects is passed over time to the control 
algorithm which computes the correct speed override according to the combination of the 
Bayesian occupancy grid controller (Moravec & Elfes, 1985; Fulgenzi et al., 2007; Vasquez et 
al., 2006) and the fuzzy logic filter (Dong et al., 2005; Yen & Pfluger, 1995; Malhotra & 
Sarkar, 2005). In order to model the uncertainty coming from the sensors, a valid framework 
has to be taken into account; the Bayesian framework has suited models to cope with the 
uncertainty on the position of the obstacles but it also has an intrinsic capability to perform 
sensor fusion. In this context, a powerful instrument to face the problem of dynamic 
modelling of the space surrounding the robot is the Bayesian occupancy grid, a tessellated 
2D grid in which each cell stores its probability of occupation. The behavioural side of the 
approach, which is necessary in order to model complex and unpredictable trajectories (like 
that of humans), is given by the fuzzy logic control which is very efficient for obstacles at 
medium-high distances and it is well adaptable to define politics to decide the reference 
speed override in function of heading. In this control system, sensor observations are 
processed from both the Bayesian occupancy grid algorithm and the fuzzy filter and the 
results of the computation are given as input to the collision avoidance algorithm. The 
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combination of the two methods is effective as the robot speed override can be changed 
acting with both the controls in a continuous and smooth way; this control law in fact takes 
into account both the trajectory of the obstacles moving around the robot area and the 
behaviour of the obstacles. In the following paragraphs the two frameworks will be shown, 
examining the characteristics of both methods and comparing the advantages of the 
integrated solution in respect of the single solutions. 
 
4.1 Bayesian control technique 
The occupancy grid framework is based on the division of space (both Cartesian and 
multidimensional, taking for instance into account speed, acceleration and orientation as 
well) into cells. The probabilistic approach applied to the occupancy grid paradigm gives 
the possibility to extend the concept of cell value: if applied to obstacle or collision 
avoidance this value can fit well with the probability that the cell of the grid is occupied by 
an obstacle. Given as input for the algorithm the position X = [x,y]T of each obstacle, or 
likewise (ρ,θ), Bayes’ theorem states: 
 

ˆ( | ) ( | ) ( )c cP Occ X P X Occ P Occ   (5) 

 

Where Pc(Occ|X) is the probability that the cell of the grid is occupied by an obstacle, given 
the measurement, and the right side member of (5) is a distribution of probability, and it is 
shaped as  Gaussian multimodal distribution as shown in the following: 
 

ˆ( | ) ( ) ( , )cP X Occ P Occ     (6) 

 

Where μ = [μ1,…, μN]T and Σ is the covariance matrix (positive-definite real N by N matrix). 
The probability density function is defined as follows: 
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The formula in (7) describes the probability density of an obstacle, in each point of the space 
N where (N = 2). In order to extend Bayes’ theorem to more than one obstacle, assuming 

that all the events (obstacles) are independents, the generalized union probability theorem 
can be used: 
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This theorem states that if the probability that an obstacle is occupying a cell is independent 
from the others (which is reasonable for the problem), the union probability can be 
expressed in a closed form. Under this point of view, this method is a good approach to the 
obstacle avoidance problem since, besides the possibility to solve the problem of modelling 
multi-object space occupancy, it also faces the problem of sensor fusion, as the structure of 
Bayesian occupancy grid is well suited for the integration of different typologies of sensor 
measurements (Stepan et al., 2005). The algorithm is structured as follows: 
 

1. At the beginning, the occupancy grid is initialized with a 0.5 probability of 
occupation (when no information is yet available from the field); 

2. As a new measurement is available, the grid is updated following the Bayes’ rule 
described in (5); 

3. The grid is further updated using the generalized union probability theorem, in 
order to merge together all the obstacles in the robot area; 

4. Back to step 2. 

 
Fig. 4. Bayesian Occupancy Grid: the probability of a cell occupation grows from blue to red 
 
Figure 4 shows an example taken from a simulation of a Bayesian occupancy grid, where 5 
obstacles are moving around the robot area. 

 
4.2 Fuzzy logic control technique 
In the context of collision avoidance problem and robot-environment interaction the pure 
reactive systems could be a good solution to face these problems, even because they require 
few computational resources. Other advantages of purely reactive systems are the 
following: 
 

 Emphasis on the importance of a tight relationship between perception and action; 
 Absence of abstract knowledge and symbolic reasoning; 
 Vertical decomposition of the problem into sub-problems to be executed in parallel; 
 Modularity of the software; 
 Architectures are often inspired by theory from several disciplines. 

 
Following the classis outline (Brooks, 1986), the presented fuzzy logic controller is 
composed of two components: the functional module and the behavioural module. The 
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described in (5); 
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functional component, depicted in Figure 5, acquires information which will be then used as 
an input to the engine.  
 

 
Fig. 5. Functional view of the Fuzzy logic controller 
 
As these data have been computed, the functional component blends resulting actions and 
transmits values to the actuators and is composed of: 

 Translational block: it is an interface between the environment surrounding the 
robot and data processed inside the engine. It transforms all the information from 
world frame to robot frame coordinates; 

 Conversion layer: information acquired from translation layer is here transformed 
into fuzzy values (fuzzyfication process) and, after computation, output fuzzy 
values are transformed again into crisp values (defuzzyfication process); 

 Evaluation layer: it is composed by three sub-modules, each one managing a sub-
tree. Predicates sub-tree, behaviour triggering conditions sub-tree and behaviour 
evaluation sub-tree; 

 Decision layer: decides actions to be carried out on the basis of environment 
information that is provided by previous layer. Behaviours are entities totally 
independent from each other and from the environment, describing activities to be 
carried out. 

In respect of the classical implementation of the Fuzzy logic controller, the proposed 
solution does not have the purpose of determining type and position of the obstacles in the 
environment. The information about distance [mm] and heading [°] should be generated by 
the Bayesian occupancy grid controller. Fuzzy rules are the basis where the operative 
knowledge of the robot can be built from a human heuristic knowledge. A template of a 
Fuzzy rule can be the following: IF <antecedent> THEN <consequent>. Where the antecedent 
could consist of an arbitrary large number of precondition combined through logic 
operators AND, OR and NOT. So for instance, the following rule: IF ( (obstacle  North) AND 

 

(obstacle  Far) ) THEN (speed  Fast). This Fuzzy rule states that if an obstacle is present in 
the working area and if it is far and north of the robot, then the robot must advance pretty 
fast. Obviously, while in the antecedent all the aforementioned logic operation can be used, 
in the consequent only the AND operator is acceptable. Moreover, credibility value (i.e. the 
membership degree of a variable to the membership function) range between 0 and 1, both 
included. This implements that T-norm and T-conorm are the AND and OR operators of 
classic logic, where T-norm is: 
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The fuzzyfication, blending and defuzzyfication blocks in the functional engine scheme are 
depicted in Figure 6. The effective engine component is labelled Inference. This is the scheme 
chosen for the Fuzzy logic controller component, in which the block that evaluates the 
triggering condition is canned before the behavioural sub-tree (in order to avoid wasting 
computational resources) and there is a blending block for each behaviour. The purpose of 
activation threshold is to state the effective possibility that the robot behaviour is not going 
to change. In this way the computational load is decreased because the engine is not forced 
to scan all the rules. Another important component is the blending block that fuses the 
outputs of the basic behaviours: this block allows the coexistence of behaviours even if there 
are conflicting tasks to be performed.  

 
Fig. 6. Fuzzy inferential engine scheme 
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In order to implement the arbitration two different strategies can be chosen: a strategy in 
which there is for every fuzzy rule a blending block or the strategy that has a blending block 
for each basic behaviour. 
Blending rules are contained in the component labelled meta-rules base in Figure 6. 
Formally: 
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Where DesBi is the deliverability function (Ruspini, 1991) and where 1 2, , ,k k k

Nd d d  is the 
relative weight of the k-th meta-rule. 

 
4.3 The integrated solution 
In this paragraph the developed algorithm and the proposed solution to interact with 
dynamic unstructured environments will be showed. The Bayesian occupancy grid is a 
probabilistic method that models the space occupied by obstacles on an environment. The 
input of the occupancy grid is the position of each object (given either as a Cartesian 
position or as a ρ, θ representation); this position is considered as two-dimensional, in order 
to better fit with the readings from the sensors (such as camera trackers or laser scanners). 
The grid is relative to the space surrounding the robot, as the industrial robot manipulator is 
supposed to be always in a fixed position; a simple extension of the proposed control 
paradigm can be also taken into account, considering a non-fixed position of the robot. The 
grid is then mapped on the real working area of the robot, and it is possible to choose a 
different resolution of thickness of the grid, in order to achieve more accuracy on the 
possibility to have an obstacle in a cell. As it can be supposed that the obstacles are humans 
(i.e. workers that can interact with the manipulator around its working area) and that they 
can be seen as input from cameras, as an (x, y) position on a plane, or from laser scanners, as 
distances and angles, to the Bayesian occupancy grid algorithm, the two-dimensional 
occupancy grid has to be extended to a three-dimensional occupancy grid, since the robot 
end-effector is given each instant as a position and orientation in the space. In order to 
extend the 2D Bayesian occupancy grid to 3D, each obstacle can be modelled as a cylinder of 
probabilities, where the centre is given by the mean value of the Gaussian distribution of the 
obstacle. At the same time, the Bayesian occupancy grid override speed is computed by the 
algorithm: this is a quite simple operation, as the Bayesian occupancy grid gives a 
probability framework which is well suited for the problem of controlling override speed of 
the robot end-effector. 
 

1 ( | )BOG c sO P occ X K    (12) 

 

The Bayesian occupancy grid override speed BOGO is computed as the inverse of the 
probability that a cell is occupied given the measurement, multiplied by a constant 

sK , 
which is the weight given to the probability that an obstacle is occupying the cell. The 
algorithm also gives as input for the Fuzzy logic controller, the distance and angle of the 
nearest obstacle to the robot. The Fuzzy logic controller takes the distance and angle 
computed from the Bayesian occupancy grid algorithm and, taking into account the 
behaviours of the nearest obstacle, computes the override speed according to the 
defuzzyfication process. The FLCO is computed taking advantage of the behavioural nature 
of fuzzy logic filter. This override speed is then used by the control in order to compute the 
override value which has to be assigned to the robot. This value is computed considering 
the general override at time 1t  , which is the value used to weight the Bayesian occupancy 
grid and Fuzzy logic controllers overrides. 
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The meaning of using the past general override ( 1)genO t  , as shown in (13), as a weight is 

that the control law gives more importance to the Fuzzy logic control algorithm when the 
general override speed is high (i.e. the obstacle is far from the robot), and more importance 
to the Bayesian occupancy grid algorithm when the general override speed is low (i.e. the 
obstacle is near). This typology of control has two main behaviours: when the obstacle is far, 
and the general speed override is high, the Fuzzy logic controller acts as the main control, 
since it allows behaviour based on the heading of the robot end-effector towards the 
obstacle. In this state the decisional policy is submitted to the Fuzzy logic controller as the 
distance from the obstacle is high: for instance while the robot end-effector is moving and an 
obstacle is moving away, behind the heading of the end-effector, the Fuzzy logic override 
speed will be fixed to the maximum speed, if there is no obstacle in front of the heading of 
the robot end-effector. On the other hand when the obstacle is near, and the general speed 
override is low, the Bayesian occupancy grid algorithm acts as the main control, as it allows 
a behaviour based on the probability of encountering an obstacle in a portion of space, then 
adjusting the Bayesian occupancy grid override with an appropriate control law. In this 
state the decisional policy is submitted to the Bayesian algorithm as the distance from the 
obstacle is low, and a good accuracy in the choice of the correct speed override is needed by 
the control constraints. It is then also important to emphasize the way the control behaves, 
as the switch between the two typologies of control techniques is entirely smooth. This 
means that both the Bayesian occupancy grid and the Fuzzy logic controllers act 
simultaneously in every condition; the advantages of this technique is that it merges 
together the advantages of each control law and that, taking advantage of feedback on 
general speed override, the control is fast, robust and ready. 
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Where DesBi is the deliverability function (Ruspini, 1991) and where 1 2, , ,k k k
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relative weight of the k-th meta-rule. 
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Fig. 7. Architecture of the control system for dynamic environments: robot is controlled by 
the feedback controller from the output (general speed override) 
 
The proposed algorithm acts as follows (Figure 7): 
 

1. At the beginning, the Bayesian occupancy grid and Fuzzy logic controller variables 
are initialized; 

2. As a new measurement is available, the occupancy grid is updated; 
3. The grid is further updated using the generalized union probability theorem, in 

order to merge together all the obstacles in the robot area; 
4. The Bayesian occupancy grid override, the distance and angle of the nearest 

obstacle is then computed and passed to the Fuzzy logic controller; 
5. The Fuzzy logic controller computes the speed override according to the 

defuzzyfication process; 
6. The Bayesian occupancy grid and Fuzzy logic controller partial speed overrides are 

used to compute the general speed override according to (13); 
7. Back to step 2. 

 
5. Hybrid control paradigm 
 

The features of the control systems, for the management of robot behaviour in static and 
dynamic environments, have been described as the capability to control the robot speed 
override as different changes in the environment arise. The architectural scheme of the 
proposed hybrid control system is depicted in Figure 8. 
From the scheme it is possible to locate the three blocks where the decisions about the 
overrides related to static and dynamic models are taken; in particular the geometrical area 
control block takes as input the position of the robot end-effector, the dynamic objects (to be 
eventually connected to the elementary geometrical areas) and the database of user-defined 
geometrical areas. 

 

 
Fig. 8. Architecture of the hybrid control system 
 
With this approach an override is computed for the static model of the system and then used 
by the geometrical area override speed control in order to select the best value to be taken 
into account for the regulation together with the values coming from the override switching 
speed control. The dynamic model of the objects are taken into account within the Bayesian 
occupancy grid and fuzzy logic control blocks which take as input the trajectory of the 
obstacles and the robot end-effector trajectory as well. The presented hybrid control gives 
the robot the possibility to react to changes both in the dynamic and static environment, 
preserving the characteristics of both controls; in the following sections the hybrid control 
will be tested in a simulation environment and in a real industrial robotized cell in order to 
prove the effectiveness of the studied control methods. 

 
6. Simulation results 
 

In this section a set of simulation results will be showed for both the static and dynamic 
control algorithms which have been analysed and developed in the previous sections. In 
particular, the simulation environment developed in Matlab and VRML will be showed, in 
order to prove the effectiveness of the presented paradigms and the hybrid system, and to 
validate the results before the application of the control methods on a real industrial robotic 
system. Given this, the simulation 3D environment has been developed with the aid of 
VRML in order to give a better representation of the virtual robot, while it is moving around 
its working area. 
It is important to note that the control algorithms have been implemented into the real robot 
control, with the generation of real targets for the motors, but where the motors has not been 
attached to the controller unit. 
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order to merge together all the obstacles in the robot area; 
4. The Bayesian occupancy grid override, the distance and angle of the nearest 

obstacle is then computed and passed to the Fuzzy logic controller; 
5. The Fuzzy logic controller computes the speed override according to the 

defuzzyfication process; 
6. The Bayesian occupancy grid and Fuzzy logic controller partial speed overrides are 

used to compute the general speed override according to (13); 
7. Back to step 2. 

 
5. Hybrid control paradigm 
 

The features of the control systems, for the management of robot behaviour in static and 
dynamic environments, have been described as the capability to control the robot speed 
override as different changes in the environment arise. The architectural scheme of the 
proposed hybrid control system is depicted in Figure 8. 
From the scheme it is possible to locate the three blocks where the decisions about the 
overrides related to static and dynamic models are taken; in particular the geometrical area 
control block takes as input the position of the robot end-effector, the dynamic objects (to be 
eventually connected to the elementary geometrical areas) and the database of user-defined 
geometrical areas. 

 

 
Fig. 8. Architecture of the hybrid control system 
 
With this approach an override is computed for the static model of the system and then used 
by the geometrical area override speed control in order to select the best value to be taken 
into account for the regulation together with the values coming from the override switching 
speed control. The dynamic model of the objects are taken into account within the Bayesian 
occupancy grid and fuzzy logic control blocks which take as input the trajectory of the 
obstacles and the robot end-effector trajectory as well. The presented hybrid control gives 
the robot the possibility to react to changes both in the dynamic and static environment, 
preserving the characteristics of both controls; in the following sections the hybrid control 
will be tested in a simulation environment and in a real industrial robotized cell in order to 
prove the effectiveness of the studied control methods. 

 
6. Simulation results 
 

In this section a set of simulation results will be showed for both the static and dynamic 
control algorithms which have been analysed and developed in the previous sections. In 
particular, the simulation environment developed in Matlab and VRML will be showed, in 
order to prove the effectiveness of the presented paradigms and the hybrid system, and to 
validate the results before the application of the control methods on a real industrial robotic 
system. Given this, the simulation 3D environment has been developed with the aid of 
VRML in order to give a better representation of the virtual robot, while it is moving around 
its working area. 
It is important to note that the control algorithms have been implemented into the real robot 
control, with the generation of real targets for the motors, but where the motors has not been 
attached to the controller unit. 
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Fig. 9. 3D environment - The dynamic obstacle is depicted in blue as a cylinder; the 
controlled geometrical areas are depicted with their warning zones in yellow and red 
 
Therefore the targets have been processed by the robot controller and then transferred via 
TCP/IP to the Matlab simulation environment through a client/server connection; in this 
typology of simulation, the motors target is updated real-time as in the real robot, and the 
VRML model of the manipulator acts in the same way as the robot should do in reality. 
Moreover a framework of the elementary geometrical areas and the dynamic obstacles 
moving around the robot area has been integrated in the simulation in order to better 
perceive the effectiveness of the hybrid control system while the robot is moving, changing 
its speed according to the control laws, when the manipulator end-effector encounters an 
obstacle in its trajectory or proximity or, in general, when it has to interact with its 
structured or unstructured environment. The obstacle avoidance control algorithm is 
capable of prevent impacts on the objects moving around the robot area; in this test, five 
obstacles moving around the robot surroundings were taken into account. The control 
system takes as input the override reference signal (which is considered constant), and it 
produces a controlled speed override value in order to control robot movements. The robot 
end-effector and obstacles are represented as points in space and the relative trajectories are 
defined a priori inside the simulator. The obstacles speeds are constant while the end-
effector speed value is modified by the feedback control system output. 
 

 
Fig. 10. General overview of simulation results for five obstacles moving around the robot 
surroundings 

 

A general overview of the computed outputs is depicted in Figure 10 for five obstacles 
moving in the robot area; from this view it is possible to see the distribution of probabilities 
of the obstacles produced by the Bayesian occupancy grid filter in the upper left side. In the 
bottom left side the trajectories of the robot end-effector (represented as white circles) in 2D 
representation of the Bayesian occupancy grid are depicted. In upper right side, the Fuzzy 
logic controller behaviour is depicted for the closest obstacle. Figure 11 shows the behaviour 
of control system for five obstacles. 
 

 
Fig. 11. General overview of simulation results for five obstacles moving around the robot 
surroundings 
 
The trend shows that the Fuzzy logic controller reacts taking into account all the obstacles in 
the robot environment, and this can be seen considering the slow dynamics in the Figure. 
On the other hand Bayesian occupancy grid controller is more sensible to close obstacles and 
influences the general override in a significant way, when general override is low. 

 
7. Experimental results 
 

The second session of tests has been executed on the real Comau C4G robot controller and 
SMART NS16 manipulator (Figure 12); the SMART NS16 is a 6-axis industrial manipulator 
with a maximum load at wrist of 16 kilograms and a high repeatability of 0.05 mm. 
 

 
Fig. 12. The SMART NS16 industrial robot manipulator 
 
It is worth noting that for security reason, the algorithm to avoid collisions with humans has 
not been tested on the real robot as this experiment should include an appropriate hardware 
module to make the system absolutely safe, with redundancy controls on the real position of 
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It is worth noting that for security reason, the algorithm to avoid collisions with humans has 
not been tested on the real robot as this experiment should include an appropriate hardware 
module to make the system absolutely safe, with redundancy controls on the real position of 
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the robot end-effector. In this section will be then showed the results of the control 
algorithm, while the robot is moving at its maximum speed and performing technological 
tasks in a real industrial cell. During this test phase, the SMART NS16 has been 
programmed, as usual in industrial robotics, as if it was moving over a working path 
(technological move of welding process) with one active cylindrical controlled area. In 
Figure 13.a the robot end-effector position (X,Y) is plotted for two movements: the first one 
where the control is not active (the blue pattern) and the second one where the control 
algorithm is enabled (the red pattern).  The manipulator moves from the starting position, 
where it is calibrated at home position, to a first point A. The following move is a Cartesian 
linear move, parallel to Y axis as far as the second point B. In the figure, two circles are 
depicted, highlighting the warning zone in yellow and the forbidden zone in red. When the 
forbidden zone is deactivated, on the blue trajectory, the end-effector moves towards the 
start position after reaching point B; with the red trajectory, the robot end-effector stops 
inside the warning zone at the boundaries of the forbidden zone when the control is 
enabled. 
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Fig. 13. a) Robot position (X,Y), with enabled/disabled control, b) Norm of the end-effector 
position over time, c) Trend of the Y end-effector position over time, d) Norm of the robot 
speed over time 
 
The position trend over time is depicted in Figure 13.b and 13.c. From Figure 13.b it is 
possible to see the different trends of the norm position of the end-effector when the control 
is enabled (in red) and when it is deactivated (in blue). The robot starts to move along the 
trajectory parallel to Y at 1.5 seconds and after almost one second it enters the warning zone. 
In Figure 13.c it is possible to see how, without enabled warning zone control algorithm, the 
trend along the Y axis continues as far as the next movement (at about 3.5 seconds); when 

 

the control algorithm is enabled, it is shown that the Y position of the robot end-effector 
becomes constant when the end-effector encounters the forbidden zone. In Figure 13.d is 
then possible to see how the end-effector speed changes when it comes in contact with the 
warning zone at about 2.5 seconds. From a first analysis of these results it is clear how the 
reduction of speed is in inverse relation to the distance between the end-effector and the 
geometrical elementary zone surface. A similar analysis can be done concerning the 
acceleration trend shown in Figure 14. 
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Fig. 14. Norm of the robot acceleration over time 
 
These results can be easily extended to a more complex environment where several different 
geometrical areas are present and where the control algorithm has to manage the override 
control for each area, even if they overlap. Moreover the effectiveness of this method in 
presence of dynamic geometrical areas can be proved as well, when the system can be 
provided with sensors like external encoders which can be linked to a geometrical area, as 
stated in Section 3.1.2. 

 
8. Conclusion 
 

In this chapter new hybrid control techniques for the modelling of static and dynamic 
environments have been analyzed and developed, in order to make the designed controller 
capable to cope with both static and dynamic features; from the dynamic side of the 
problem, a framework which models both behavioural and probabilistic characteristics of 
the world surrounding the robot has been taken into account. A further control paradigm 
has been presented in order to interact with static environment, developing a solution with 
which it is possible to define several areas around the robot where its movements are 
allowed or likewise forbidden. It has also been showed as the presented hybrid control 
paradigm can be used as the basis for an overall increase of perception and interaction 
between the robot and its surroundings, distinguished by both environmental structures 
and human operators. The hybrid control system has been implemented both in simulation 
and on a real system, providing proofs of its feasibility, robustness and effective increase in 
robot-environment interaction. Moreover the modularity of the system allows extending its 
characteristics also taking into account other cognitive features. 
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speed over time 
 
The position trend over time is depicted in Figure 13.b and 13.c. From Figure 13.b it is 
possible to see the different trends of the norm position of the end-effector when the control 
is enabled (in red) and when it is deactivated (in blue). The robot starts to move along the 
trajectory parallel to Y at 1.5 seconds and after almost one second it enters the warning zone. 
In Figure 13.c it is possible to see how, without enabled warning zone control algorithm, the 
trend along the Y axis continues as far as the next movement (at about 3.5 seconds); when 

 

the control algorithm is enabled, it is shown that the Y position of the robot end-effector 
becomes constant when the end-effector encounters the forbidden zone. In Figure 13.d is 
then possible to see how the end-effector speed changes when it comes in contact with the 
warning zone at about 2.5 seconds. From a first analysis of these results it is clear how the 
reduction of speed is in inverse relation to the distance between the end-effector and the 
geometrical elementary zone surface. A similar analysis can be done concerning the 
acceleration trend shown in Figure 14. 
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Fig. 14. Norm of the robot acceleration over time 
 
These results can be easily extended to a more complex environment where several different 
geometrical areas are present and where the control algorithm has to manage the override 
control for each area, even if they overlap. Moreover the effectiveness of this method in 
presence of dynamic geometrical areas can be proved as well, when the system can be 
provided with sensors like external encoders which can be linked to a geometrical area, as 
stated in Section 3.1.2. 

 
8. Conclusion 
 

In this chapter new hybrid control techniques for the modelling of static and dynamic 
environments have been analyzed and developed, in order to make the designed controller 
capable to cope with both static and dynamic features; from the dynamic side of the 
problem, a framework which models both behavioural and probabilistic characteristics of 
the world surrounding the robot has been taken into account. A further control paradigm 
has been presented in order to interact with static environment, developing a solution with 
which it is possible to define several areas around the robot where its movements are 
allowed or likewise forbidden. It has also been showed as the presented hybrid control 
paradigm can be used as the basis for an overall increase of perception and interaction 
between the robot and its surroundings, distinguished by both environmental structures 
and human operators. The hybrid control system has been implemented both in simulation 
and on a real system, providing proofs of its feasibility, robustness and effective increase in 
robot-environment interaction. Moreover the modularity of the system allows extending its 
characteristics also taking into account other cognitive features. 
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Nomenclature
Symbol Meaning
MP Mobile platform
KC Kinematic chain(s)
TCP Tool center point
DOF Degree(s) of freedom
IKP Inverse kinematic problem
DKP Direct kinematic problem
|JIKP| Inverse Jacobian
|JDKP| Direct Jacobian

The term kinematic chain is used in the sense of limb, or leg, of the parallel manipulator.

1. Introduction

Parallel manipulators are an interesting alternative to serial robots given the important me-
chanical and kinematic advantages offered. Nevertheless, they often present more complex
and smaller workspaces with internal singularities (Altuzarra et al., 2004; Gosselin & Angeles,
1990). Thus, the workspace size, shape and quality are considered some of the main design
criteria of these robots (Merlet et al., 1998).
These robots often present multiple solutions for both the DKP and the IKP. The workspace
singularity-free region where the manipulator is initially configured, i.e., the set of postures
that a manipulator can reach in the same direct and inverse configuration, has been tradition-
ally considered its operational workspace. This is due to the fact that it is widely extended the
idea that to perform a transition between different kinematic solutions, the robot must cross a
singular position where the control is lost, and that must be avoided (Hunt & Primrose, 1993).
This idea leads to very limited operational workspaces.
In this chapter, a general methodology for obtaining the maximal operational workspace
where a parallel manipulator can move in a controllable way will be presented. The basis
for enlarging the operational workspace consists in superimposing all the singularity-free re-
gions of the workspace associated with the same assembly mode for all different robot work-
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ing modes. This work is the generalization of the methodology developed in (Macho et al.,
2008b) for a planar two-DOF parallel manipulator, the 5R robot.
According to this, the first step is to develop a methodology capable of obtaining the com-
plete workspace, i.e., the entire set of positions that a point of interest of the MP, the TCP,
can reach. There are three main families of methodologies used to obtain the workspace of a
manipulator, namely, discretization methods (Dash et al., 2002; Masory & Wang, 1995), geo-
metrical methods (Bonev & Ryu, 1999; Gosselin, 1990) and analytical methods (Agrawal, 1991;
Jo & Haug, 1998). In this case, the general purpose hybrid analytical-discrete procedure appli-
cable to fully-parallel manipulators described in (Macho et al., 2009) will be used. Secondly,
a complete singularity analysis must be done to carry out an efficient path planning. Singu-
larity maps are traced for target manipulators making a kinematic analysis of the positions
comprising the calculated workspace. To do this a systematic method to obtain the corre-
sponding Jacobian matrices is introduced. This methodology is based on the mathematical
disassembling of the manipulator into a MP and a set of serial KC.
Two main types of kinematic singularities are obtained. On the one hand, the IKP singu-
larities which separate the different working modes of the robot and define the workspace
boundaries, since they occur whenever a KC reaches an extreme position. At these postures a
dependence relation among the output velocities appears, so the output capabilities of the MP
are restricted, which is equivalent to an instantaneous reduction in the number of DOF. How-
ever, the manipulator can reach IKP singularities without compromising its controllability.
On the other hand, DKP singularities, which are different for each working mode, occur in-
side the workspace and separate the different assembly modes of the robot (Li et al., 2007). At
direct kinematic singularities a dependence relation among the input velocities occurs, which
implies the robot becoming uncontrollable. The result of the whole process developed is the
computation of all singularity-free workspace regions where the robot is fully controllable,
associated with certain working and assembly modes.
This research shows the possibility of enlarging the operational workspace joining the differ-
ent working modes through the IKP singularities, maintaining at all times the same assembly
mode, that is, avoiding reaching a DKP singularity. Thus, the maximal operational workspace
associated with a certain assembly mode of the robot is the union of the different singularity-
free regions associated with that assembly mode from all working modes. In order to make
a path planning inside this enlarged operational workspace, the strategies to identify the IKP
singularities which connect the different regions joined will be provided. To illustrate all these
general purpose procedures and strategies, an example of application will be proposed. An
spatial complex parallel manipulator is the most appropriate candidate to show the potential-
ity, effectiveness and interest of this methodology.
The different solutions of the IKP of a parallel manipulator are known as working modes. In
the same way, the different solutions of the DKP have been traditionally known as assem-
bly modes. Nevertheless, in this chapter the concept of assembly mode will have a different
meaning. It is well known that some parallel manipulators are able of moving from one DKP
solution to another in a fully controlled way, i.e., without crossing any DKP singularity. These
are the so-called cuspidal robots (Innocenti & Parenti-Castelli, 1992; McAree & Daniel, 1999).
The notion of assembly mode as DKP solution is confusing in cuspidal robots, because dif-
ferent DKP solutions can be joined without loosing control and in fact, joined solutions are
geometrically indistinguishable. In this work, those DKP solutions between which the ma-
nipulator can alternate without crossing a DKP singularity will not be considered different
assembly modes. Assembly modes will be considered those kinematic configurations sepa-

rated by DKP singularities, always characterized by different signs of |JDKP|, or which require
the physical disassembling of the manipulator to be reached (Macho et al., 2008a).

2. A case study of translational manipulator

The manipulator shown in Fig. 1 is a three-DOF spatial parallel robot. It has two similar KC
actuated each one by means of a prismatic joint along a fixed sliding direction and a third KC
actuated by a fixed revolute joint. This is a fully-parallel manipulator since it has one actuated
joint per KC. In fully-parallel manipulators the number of KC and, therefore, the number of
input variables coincides also the number of DOF (output variables). The kinematic structure
of these three KC, containing articulated parallelograms, causes a manipulator having just
three translational DOF. These are known as Delta-like KC. There are several well known
mechanisms based on this kind of kinematic structure, like the DELTA Robot. The singular
configurations of these types of robots is analyzed in (Gregorio, 2004; Lopez et al., 2005) and
the workspace in (Laribi et al., 2007; Liu et al., 2004). This example is suitable to illustrate the
operational workspace enlargement general strategies due to the complexity of its singularity
loci. Probably, the robot in Fig. 1 is not the most adequate at a practical level, but it has been
found interesting for research purposes. Motion limitations in the kinematic joints will not be
considered. Neither interferences or collisions among elements.
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Fig. 1. Delta-like translational manipulator

An equivalent mechanism which will provide the same workspace and the same singularity
loci will be analyzed. This is the manipulator shown in Fig. 3. Each KC of the original
mechanism in Fig. 1 is split in two, breaking the parallelogram. The KC actuated by the
revolute joint (KC1 in Fig. 1) is split in two RSS KC, like shown in Fig. 2-(a), and each of
the two KC actuated by a prismatic joint (KC2 and KC3 in Fig. 1) split in two PSS KC, Fig.
2-(b). The resulting fully-parallel manipulator has six-uncoupled-DOF. The MP can change
its position and also spatial orientation. The kinematics of manipulators in Fig. 1 and Fig. 3
will be similar if the resulting couples of KC (Fig. 2) are actuated imposing for both KC the
same input variable. Therefore the workspace and singularity loci of the manipulator in Fig.



Maximal	Operational	Workspace	of	Parallel	Manipulators 579

ing modes. This work is the generalization of the methodology developed in (Macho et al.,
2008b) for a planar two-DOF parallel manipulator, the 5R robot.
According to this, the first step is to develop a methodology capable of obtaining the com-
plete workspace, i.e., the entire set of positions that a point of interest of the MP, the TCP,
can reach. There are three main families of methodologies used to obtain the workspace of a
manipulator, namely, discretization methods (Dash et al., 2002; Masory & Wang, 1995), geo-
metrical methods (Bonev & Ryu, 1999; Gosselin, 1990) and analytical methods (Agrawal, 1991;
Jo & Haug, 1998). In this case, the general purpose hybrid analytical-discrete procedure appli-
cable to fully-parallel manipulators described in (Macho et al., 2009) will be used. Secondly,
a complete singularity analysis must be done to carry out an efficient path planning. Singu-
larity maps are traced for target manipulators making a kinematic analysis of the positions
comprising the calculated workspace. To do this a systematic method to obtain the corre-
sponding Jacobian matrices is introduced. This methodology is based on the mathematical
disassembling of the manipulator into a MP and a set of serial KC.
Two main types of kinematic singularities are obtained. On the one hand, the IKP singu-
larities which separate the different working modes of the robot and define the workspace
boundaries, since they occur whenever a KC reaches an extreme position. At these postures a
dependence relation among the output velocities appears, so the output capabilities of the MP
are restricted, which is equivalent to an instantaneous reduction in the number of DOF. How-
ever, the manipulator can reach IKP singularities without compromising its controllability.
On the other hand, DKP singularities, which are different for each working mode, occur in-
side the workspace and separate the different assembly modes of the robot (Li et al., 2007). At
direct kinematic singularities a dependence relation among the input velocities occurs, which
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the same way, the different solutions of the DKP have been traditionally known as assem-
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rated by DKP singularities, always characterized by different signs of |JDKP|, or which require
the physical disassembling of the manipulator to be reached (Macho et al., 2008a).

2. A case study of translational manipulator

The manipulator shown in Fig. 1 is a three-DOF spatial parallel robot. It has two similar KC
actuated each one by means of a prismatic joint along a fixed sliding direction and a third KC
actuated by a fixed revolute joint. This is a fully-parallel manipulator since it has one actuated
joint per KC. In fully-parallel manipulators the number of KC and, therefore, the number of
input variables coincides also the number of DOF (output variables). The kinematic structure
of these three KC, containing articulated parallelograms, causes a manipulator having just
three translational DOF. These are known as Delta-like KC. There are several well known
mechanisms based on this kind of kinematic structure, like the DELTA Robot. The singular
configurations of these types of robots is analyzed in (Gregorio, 2004; Lopez et al., 2005) and
the workspace in (Laribi et al., 2007; Liu et al., 2004). This example is suitable to illustrate the
operational workspace enlargement general strategies due to the complexity of its singularity
loci. Probably, the robot in Fig. 1 is not the most adequate at a practical level, but it has been
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An equivalent mechanism which will provide the same workspace and the same singularity
loci will be analyzed. This is the manipulator shown in Fig. 3. Each KC of the original
mechanism in Fig. 1 is split in two, breaking the parallelogram. The KC actuated by the
revolute joint (KC1 in Fig. 1) is split in two RSS KC, like shown in Fig. 2-(a), and each of
the two KC actuated by a prismatic joint (KC2 and KC3 in Fig. 1) split in two PSS KC, Fig.
2-(b). The resulting fully-parallel manipulator has six-uncoupled-DOF. The MP can change
its position and also spatial orientation. The kinematics of manipulators in Fig. 1 and Fig. 3
will be similar if the resulting couples of KC (Fig. 2) are actuated imposing for both KC the
same input variable. Therefore the workspace and singularity loci of the manipulator in Fig.
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1 can be obtained computing the constant orientation workspace of the manipulator in Fig. 3.
The reason for analyzing the auxiliary manipulator instead of the real one is because it will be
used a method capable of solving the kinematics of manipulators with RSS and RSS KC.
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Fig. 3. Auxiliary equivalent 4-PSS-2-RSS manipulator

In the original manipulator each of the three KC has two IKP configurations. Thus, the whole
manipulator has a total of eight (23) working modes. In the auxiliary manipulator, each of the
six equivalent KC as also two IKP configurations. Thus, the auxiliary manipulator has a total
of sixty four (26) working modes, but just the eight coincident with those of the original ma-
nipulator will be considered. These are shown in Fig. 4. The nomenclature used is WMc1c2c3 ,
where c1, c2 and c3 stand for configuration of KC1, KC2 and KC3 respectively, being either p
(positive) or n (negative). For the analyzed manipulator, when the IKP has solution, each KC
can have two different configurations. Mathematically those come from a quadratic equation
where the two distinct solutions correspond to the use of a positive or negative sign.

(a) WMppp (b) WMnpp (c) WMpnp (d) WMppn

(e) WMnnn (f) WMpnn (g) WMnpn (h) WMnnp

Fig. 4. Working modes considered in the auxiliary manipulator

3. Workspace computation

In order to compute the workspace, as well as to make the kinematic analysis to determine
the singularity surfaces crossing and dividing the workspace into the singularity-free regions,
a mathematical model of the robotic device must be done. In parallel manipulators, a MP is
attached to a fixed frame through a set of KC. Therefore, the mathematical model developed
to compute the workspace and the singularities consists in first separating the MP from each
CK. The following notion for these basic entities of the model will be used.
The MP is a rigid body located in a reference frame (O, i, j, k), by virtue of a moving frame
(TCP, u, v, w) attached to it, as shown in Fig. 5. The coordinates of the origin, position of the
TCP, are the translational output variables (X, Y, Z). In a six-DOF manipulator, the spatial
orientation of such a system is given by the rotational output variables of the MP, the three
Euler angles (ϕ, θ, ψ), in their ZYZ version. In this moving frame, the position of the nodes
where KC are attached to the MP are given by constant coordinates (xpi, ypi, zpi).
A KC can be considered as an open limb with a large variety of topologies. In this example
only RSS and PSS cases, shown in Fig. 2, appear. In fully-parallel manipulators, the number
of KC is equal to the number of DOF and thus, each KC has a single actuated joint. Actu-
ated joints are underlined and define input variables, denoted as qi. Nodes where KC are
attached to the MP are denoted by pi = [Xpi, Ypi, Zpi]. Nodes fixed to the base frame are
fi = [X f i, Yf i, Zf i]. For the PSS KC, to define the fixed sliding direction two nodes are used, fi
and gi = [Xgi, Ygi, Zgi]. Finally, intermediate nodes, those whose position is different accord-
ing to the IKP configuration, are given by ai = [Xai, Yai, Zai]. Further constant parameters are
also considered, e.g. magnitudes like Ri, Li...
The workspace is computed using a hybrid discrete-analytical procedure. The complete
workspace of the manipulator depicted in Fig. 3 is a six-dimensional continuum entity. The
method presented in (Macho et al., 2009) makes an approximation of the actual continuum by
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the singularity surfaces crossing and dividing the workspace into the singularity-free regions,
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attached to a fixed frame through a set of KC. Therefore, the mathematical model developed
to compute the workspace and the singularities consists in first separating the MP from each
CK. The following notion for these basic entities of the model will be used.
The MP is a rigid body located in a reference frame (O, i, j, k), by virtue of a moving frame
(TCP, u, v, w) attached to it, as shown in Fig. 5. The coordinates of the origin, position of the
TCP, are the translational output variables (X, Y, Z). In a six-DOF manipulator, the spatial
orientation of such a system is given by the rotational output variables of the MP, the three
Euler angles (ϕ, θ, ψ), in their ZYZ version. In this moving frame, the position of the nodes
where KC are attached to the MP are given by constant coordinates (xpi, ypi, zpi).
A KC can be considered as an open limb with a large variety of topologies. In this example
only RSS and PSS cases, shown in Fig. 2, appear. In fully-parallel manipulators, the number
of KC is equal to the number of DOF and thus, each KC has a single actuated joint. Actu-
ated joints are underlined and define input variables, denoted as qi. Nodes where KC are
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and gi = [Xgi, Ygi, Zgi]. Finally, intermediate nodes, those whose position is different accord-
ing to the IKP configuration, are given by ai = [Xai, Yai, Zai]. Further constant parameters are
also considered, e.g. magnitudes like Ri, Li...
The workspace is computed using a hybrid discrete-analytical procedure. The complete
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Fig. 5. Output variables defining the pose of the MP

a discretization of this real domain. On each point of such a discretized workspace, however,
all calculations are done analytically.
The grid of discrete positions can be configured to the desired number of dimensions. Each
dimension of such a grid contains an output variable to be incremented. All the remaining
output variables, those not considered in the grid, will maintain a constant value. For ex-
ample in Fig. 3, the case under analysis, a three-dimensional grid will be configured. Each
dimension will increment one of the translation output variables (X, Y, Z). This way, since all
the rotational output variables (ϕ, θ, ψ) will maintain a constant value, the constant orienta-
tion workspace of the manipulator will be computed. The constant orientation workspace is a
three-dimensional subspace of the complete six-dimensional workspace. But the reader must
remember that the constant orientation workspace of the manipulator in Fig. 3 is the total
workspace of the original manipulator depicted in Fig. 1.
The most efficient method for providing the discrete candidate poses to the workspace is
based on the propagation of a wave front. Starting from the pose where the manipulator
is initially assembled, since this pose evidently belongs to the workspace. New posses, poten-
tially belonging to the workspace, will be generated in the surroundings of those which have
already provided satisfactory results, as shown schematically in Fig. 6 for a two-dimensional
case.

Fig. 6. Schematic advance of a wave front

The increment step for each DOF of the MP considered in the grid has to be defined. New
candidate poses will be generated by incrementing each of the output variables considered,
separately and in both senses, increasing and decreasing. This provides propagating capabil-
ity in all directions of the domain comprising the subset of the workspace being computed.
Each candidate pose will be tested to know if it has to be added to the workspace or not. The
final result will be the workspace connected to the starting pose.
To check if a candidate pose belongs or not to the workspace, a verification of the IKP solution
existence is performed. As this has to be done on a large number of poses, the most efficient
method, the analytical one, has been chosen. Once the MP has been positioned according to
the values of the output variables given by a point on the discrete grid, such a pose belongs to
the workspace if and only if all KC can be physically assembled. As the IKP for parallel robots
is an uncoupled problem, each CK is now considered as an independent sub-mechanism. The
whole manipulator can be assembled when all KC can be assembled individually.
Once the MP is positioned in a specific location, the coordinates of the nodes at the end-joints
pi of each KC are defined. These positions and the KC dimensions are the data necessary
to first check the existence of solution, and afterwards solve the IKP. As each KC is treated
separately, next will be shown the algorithms applied to the two types of KC involved in the
present manipulator,shown in Fig. 2.

• PSS KC: node ai is located at the two possible intersections of a sphere centered at pi,
with radius Ri and a line between points fi and gi.

• RSS KC: node ai is located at the two possible intersections of a sphere centered at pi,
with radius Ri and a circumference centered at fi, with axis ei and radius Li.

In Fig. 7-(a) is shown the result of this computation.

4. Singularity analysis

4.1 Velocity problem
The previous result still has not all the information required to plan a safe motion. Singular-
ity maps will be traced by carrying out a kinematic analysis of the positions obtained in the
previous step. A systematic method to obtain the corresponding DKP and IKP Jacobian ma-
trices has been developed. These matrices come from performing the derivatives with respect
to time on the position equations. In fully-parallel manipulators, since the number of DOF
coincides with the number of KC, a position equation will be posed for each KC.
This position equation is specific for each KC topology and it is called characteristic equation.
It is posed always in the same systematic way, in function of three types of parameters, the
coordinates of the node attached to the MP (Xpi, Ypi, Zpi) the input variable or actuator po-
sition (qi) and the dimensional parameters, (Ri, Li, ...), including here also the coordinates of
fixed nodes (X f i, Yf i, Zf i, ...). This way, each KC is initially considered an independent sub-
mechanism with its own position equation. In the case of RSS and PSS KC, the characteristic
equation, fi = 0, is given by Equation 1. The difference between both types of KC lies in the
expressions ai(qi), the coordinates of the node ai in function of the input variable.

fi = (Xpi − Xai(qi))
2 + (Ypi − Yai(qi))

2 + (Zpi − Zai(qi))
2 − Ri

2 = 0 (1)

Next step consists in performing the assembly of these equations to the output variables,
which is the application of the physical assembly of KC to the MP. This mathematical assem-
bly is performed by substituting in the characteristic equations fi, the end joint coordinates
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Fig. 6. Schematic advance of a wave front
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The previous result still has not all the information required to plan a safe motion. Singular-
ity maps will be traced by carrying out a kinematic analysis of the positions obtained in the
previous step. A systematic method to obtain the corresponding DKP and IKP Jacobian ma-
trices has been developed. These matrices come from performing the derivatives with respect
to time on the position equations. In fully-parallel manipulators, since the number of DOF
coincides with the number of KC, a position equation will be posed for each KC.
This position equation is specific for each KC topology and it is called characteristic equation.
It is posed always in the same systematic way, in function of three types of parameters, the
coordinates of the node attached to the MP (Xpi, Ypi, Zpi) the input variable or actuator po-
sition (qi) and the dimensional parameters, (Ri, Li, ...), including here also the coordinates of
fixed nodes (X f i, Yf i, Zf i, ...). This way, each KC is initially considered an independent sub-
mechanism with its own position equation. In the case of RSS and PSS KC, the characteristic
equation, fi = 0, is given by Equation 1. The difference between both types of KC lies in the
expressions ai(qi), the coordinates of the node ai in function of the input variable.

fi = (Xpi − Xai(qi))
2 + (Ypi − Yai(qi))
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Next step consists in performing the assembly of these equations to the output variables,
which is the application of the physical assembly of KC to the MP. This mathematical assem-
bly is performed by substituting in the characteristic equations fi, the end joint coordinates
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(Xpi, Ypi, Zpi), as functions of the output variables X = (X, y, Z, ϕ, θ, ψ). Taking into account
Fig. 5, these functions are given in Equation 2.
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The resulting system of six non-linear equations is dependent on the six output variables Xi
and the six input variables qi. By differentiating this system with respect to time, the veloc-
ity equations are obtained. This linear system of equations can be expressed in the matrix
form given by Equation 3, being those matrices the DKP and IKP Jacobian (JDKP and JIKP
respectively).

[
∂f
∂X

]
Ẋ =

[
− ∂f

∂q

]
q̇ (3)

4.2 DKP Jacobian matrix
To pose JDKP, the derivatives with respect to all output variables must be considered, inde-
pendently from those chosen to compute a subset of the complete workspace. Since the actual
auxiliary manipulator is a six DOF robot, the derivatives of the position equations with re-
spect to the three translational output variables (X, Y, Z) and with respect to the three angular

ones (ϕ, θ, ψ) have to be performed, although just the translational variables have been incre-
mented in the discrete grid to compute the constant orientation workspace.
Each element aij of JDKP in Equation 3 is given by:

aij =
∂ fi
∂Xj

=
∂ fi

∂Xpi

∂Xpi

∂Xj
+

∂ fi
∂Ypi

∂Ypi

∂Xj
+

∂ fi
∂Zpi

∂Zpi

∂Xj
(4)

On the one hand appear the partial derivatives of the position equations fi with respect to the
end-joint coordinates (Xpi, Ypi, Zpi), which can be directly obtained from Equation 1. On the
other hand, the partial derivatives of such coordinates with respect to the output variables Xj
are independent from fi and they can be obtained from Equation 2. For translational output
variables (X, Y, Z) those expressions are immediate:

∂Xpi

∂X
= 1

∂Xpi

∂Y
= 0

∂Xpi

∂Z
= 0 (5)

∂Ypi

∂X
= 0

∂Ypi

∂Y
= 1

∂Ypi

∂Z
= 0 (6)

∂Zpi

∂X
= 0

∂Zpi

∂Y
= 0

∂Zpi

∂Z
= 1 (7)

>From Equation 1, considering Equation 5, Equation 6 and Equation 7, the Equation 4 for the
three translational variables leads to:

∂ fi
∂X

= Xpi − Xai (8)

∂ fi
∂Y

= Ypi − Yai (9)

∂ fi
∂Z

= Zpi − Zai (10)

However for the three rotational output variables (ϕ, θ, ψ) more complex expressions will
be generated. As these expressions have to be evaluated in each of the numerous postures
comprising the discretized workspace, they must be optimized as much as possible, regarding
the computational cost. Firstly, applying Equation 5, Equation 6 and Equation 7, the Equation
4 for orientation variables is transformed into:

∂ fi
∂ϕ

=
∂ fi
∂X

∂Xpi

∂ϕ
+

∂ fi
∂Y

∂Ypi

∂ϕ
+

∂ fi
∂Z
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(11)

∂ fi
∂θ

=
∂ fi
∂X

∂Xpi

∂θ
+

∂ fi
∂Y
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∂θ
+
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∂Z
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(12)

∂ fi
∂ψ

=
∂ fi
∂X

∂Xpi

∂ψ
+

∂ fi
∂Y

∂Ypi

∂ψ
+

∂ fi
∂Z

∂Zpi

∂ψ
(13)

In (Macho et al., 2009) are obtained the following expressions:
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∂Xpi

∂ϕ
= −(Ypi − Y) (14)

∂Ypi

∂ϕ
= Xpi − X (15)

∂Zpi

∂ϕ
= 0 (16)

∂Xpi

∂θ
= cos ϕ(Zpi − Z) (17)

∂Ypi

∂θ
= sin ϕ(Zpi − Z) (18)

∂Zpi

∂θ
= − sin ϕ(Ypi − Y)− cos ϕ(Xpi − X) (19)

∂Xpi

∂ψ
= − cos θ(Ypi − Y) + sin ϕ sin θ(Zpi − Z) (20)

∂Ypi

∂ψ
= cos θ(Xpi − X)− cos ϕ sin θ(Zpi − Z) (21)

∂Zpi

∂ψ
= sin θ[cos ϕ(Ypi − Y)− sin ϕ(Xpi − X)] (22)

4.3 IKP Jacobian
For fully-parallel manipulators, JIKP is diagonal. Each term of such diagonal is associated
with one KC and it is given by the derivative of the characteristic equation fi with respect to
to its input variable qi. Therefore, |JIKP| vanishes, producing an IKP singularity, whenever
any of the diagonal terms does. This means that all KC can be considered independent sub-
mechanisms capable of separately causing IKP singularities.
It would be useful if the values of different Jacobian terms were comparable among them.
Thus, given a posture of the manipulator, which KC is closer to produce an IKP singularity
could be determined. To do this a normalization of these terms has been implemented.
Instead of the actual value of the derivative ∂ fi/∂qi, another parameter, called normalized
term of the JIKP, ‖∂ fi/∂qi‖, will be used. This parameter has a specific expression for each
type of KC and its value is directly proportional to the corresponding term of the |JIKP|, and
thus, vanishes at the IKP singular configuration of the KC. But its value is limited to 1 at the
furthest position from the singularity. Next will be shown the expressions of ‖∂ fi/∂qi‖ for the
KC comprising the manipulator under analysis:

• PSS KC: ∥∥∥∥
∂ fi
∂qi

∥∥∥∥ =
(pi − ai) · (fi − gi)

Ri Li
(23)

• RSS KC: ∥∥∥∥
∂ fi
∂qi

∥∥∥∥ =
[(ai − fi)× ei] · (pi − ai)

Ri Li
(24)

IKP singularities occur whenever any KC reaches an extreme position, thus they define the
workspace boundary. Taking this into account, it is easy to check all discrete postures added
to the workspace in order to know which of them are closer to one of these singularities. If one
posture is surrounded completely by neighboring positions in the discrete grid, it is inside the
workspace, whereas if it lacks some neighbor it is in a border and hence it is an approximate
IKP singularity.
Once one of these postures has been identified, comparing the values of the normalized ele-
ments corresponding to all KC, it is possible to know which KC has produced the singularity,
that one with the smaller value. This result is depicted in Fig. 7-(b). This information will be
necessary later on to plan working mode transitions in the enlarged operational workspace.

4.4 DKP singularity maps and workspace singularity-free regions
The mapping of |JDKP| on the workspace provides an approximate singularity map. In fact,
the change in the sign of |JDKP| is the best way to detect a transition over a singular pos-
ture. This phenomenon has been used to obtain DKP singular postures within the computed
workspace. Whenever two contiguous postures in the discrete grid with different signs are
found, they are considered approximated singularities. Once all approximated singular pos-
tures are found, there is an easy way to refine the singular locus. Taking every two neighbor-
ing singular postures with opposite signs, by means of a linear interpolation that makes use
of the actual values of the |JDKP|, it can be placed an intermediate posture at the presumed
null value of the determinant, as shown schematically in Fig. 8.

Fig. 8. DKP singularity refinement

DKP singularity locus divides the workspace into a set of regions free of internal singulari-
ties. For a three-dimensional workspace, like the one depicted in Fig. 7, the loci of postures
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workspace, whereas if it lacks some neighbor it is in a border and hence it is an approximate
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ments corresponding to all KC, it is possible to know which KC has produced the singularity,
that one with the smaller value. This result is depicted in Fig. 7-(b). This information will be
necessary later on to plan working mode transitions in the enlarged operational workspace.

4.4 DKP singularity maps and workspace singularity-free regions
The mapping of |JDKP| on the workspace provides an approximate singularity map. In fact,
the change in the sign of |JDKP| is the best way to detect a transition over a singular pos-
ture. This phenomenon has been used to obtain DKP singular postures within the computed
workspace. Whenever two contiguous postures in the discrete grid with different signs are
found, they are considered approximated singularities. Once all approximated singular pos-
tures are found, there is an easy way to refine the singular locus. Taking every two neighbor-
ing singular postures with opposite signs, by means of a linear interpolation that makes use
of the actual values of the |JDKP|, it can be placed an intermediate posture at the presumed
null value of the determinant, as shown schematically in Fig. 8.
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DKP singularity locus divides the workspace into a set of regions free of internal singulari-
ties. For a three-dimensional workspace, like the one depicted in Fig. 7, the loci of postures
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where the |JDKP| vanishes defines a spatial surface which completely splits the aforemen-
tioned workspace into regions associated with different signs of such a kinematic indicator.
These correspond with different assembly modes of the manipulator.
In JDKP appear the coordinates of nodes ai. For the same pose of the MP, the coordinates of
such points are different for each KC IKP configuration. Therefore, each working mode of the
manipulator has its own DKP singularity loci. This result is depicted in Fig. 9. The resulting
workspace singularity-free regions associated to |JDKP| positive and negative are the volumes
depicted in Fig. 10.

(a) WMppp (b) WMnpp (c) WMpnp (d) WMppn

(e) WMnnn (f) WMpnn (g) WMnpn (h) WMnnp

Fig. 9. DKP singularity surfaces for each working mode. Loci of postures with |JDKP| = 0

5. Enlarged operational workspace

As mentioned before, it is a common practice to define as the basic operational workspace one
of these singularity-free regions, i.e., the region of the workspace associated with a working
mode, in which the manipulator keeps the same assembly mode configuration. The robot
will have its home posture in such a region and will be kept inside it all the time. However,
it is also possible to consider the union of singularity-free regions associated with the same
assembly mode. This requires a path planning implementing transitions between working
modes, which will lead to an enlarged operational workspace.
Therefore, finally, there is a workspace, shown in Fig. 7, crossed by DKP singularities that
must be avoided, shown in Fig. 9, which divide that workspace into a set of singularity-free

(a) WMppp (b) WMnpp (c) WMpnp (d) WMppn

(e) WMnnn (f) WMpnn (g) WMnpn (h) WMnnp

|JDKP| ≥ 0

(i) WMppp (j) WMnpp (k) WMpnp (l) WMppn

(m) WMnnn (n) WMpnn (o) WMnpn (p) WMnnp

|JDKP| ≤ 0
Fig. 10. Workspace singularity-free regions
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regions, Fig. 10, that are obviously smaller than the complete workspace. Alternatively, the en-
larged operational workspace associated with an assembly mode, also being usually smaller
than the total workspace, since comes from the union of several singularity-free regions, is
normally larger than any of such composing regions, and thus, can be defined as the largest
set of postures that the manipulator can reach without the blockade of the actuators.
The analysis of the operational workspace done in the obtained three-dimensional workspace
may result confusing. In order to understand these concepts clearly, only a plane section
of the workspace will be considered. A bi-dimensional analysis will be much more illustra-
tive and the explained ideas can be immediately extrapolated to the three-dimensional entity.
Remember that according to the procedure described, just the desired output variables are
incremented in the discrete grid. So, configuring the workspace computation grid only in
variables (Y, Z), a planar slice, for a constant value of the output variable X = 0, of the whole
workspace will be obtained, as shown in Fig. 11.

y

z

Fig. 11. Planar slice of the workspace for a constant value of X

Thus, without losing generality, it will be assumed that the robot moves in such a way that
the TCP is always on that plane. In this planar case, singularity loci are defined by curves.
As shown in Fig. 11, the singularity curves in the bidimensional case are the intersections
between the considered plane and the general three-dimensional singularity surfaces. In Fig.
12 are shown the workspace singularity-free regions associated with different signs of |JDKP|
for the eight existing working modes.
The enlarged, or maximal, operational workspace associated to an assembly mode will be ob-
tained overlapping the singularity-free regions, corresponding to all existing working modes,
associated with that assembly mode. This result is shown in Fig. 13. As it can be observed,
obtained enlarged operational workspaces do not fill completely the complete workspace, but
the not reachable areas are just quite small corners (less than a 5% of the whole surface).
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5.1 Path planning inside the maximal operational workspace
After having obtained the singularity-free regions of the workspace associated with all work-
ing and assembly modes, the strategies to enlarge the accessible space are easier to plan and
implement. To do this, it is necessary to know and use, as said before, IKP singularities,
because they enable transitions between regions associated to different working modes. By
virtue of this knowledge, appropriate paths can be defined to fulfill with desired motion plan-
ning tasks.
As an example let’s suppose that the manipulator is initially configured in the WMppp work-
ing mode, with the TCP located in the initial position, pi, shown in Fig. 14-(a). This posture
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implement. To do this, it is necessary to know and use, as said before, IKP singularities,
because they enable transitions between regions associated to different working modes. By
virtue of this knowledge, appropriate paths can be defined to fulfill with desired motion plan-
ning tasks.
As an example let’s suppose that the manipulator is initially configured in the WMppp work-
ing mode, with the TCP located in the initial position, pi, shown in Fig. 14-(a). This posture
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(a) |JDKP| ≤ 0 (b) |JDKP| ≥ 0

Fig. 13. Maximal operational workspaces associated with existing assembly modes. Superim-
position of all singularity-free regions associated with the same sign of |JDKP|

is located in a singularity-free region associated with |JDKP| ≤ 0 assembly mode. According
to this, in Fig. 14-(b) all regions associated with |JDKP| ≥ 0 have been removed. But the re-
maining workspace is still composed by several disjoint singularity-free regions, all of them
associated with |JDKP| ≤ 0. Although all of them have been initially considered as belonging
to the same assembly mode, the current elemental operational workspace is given by the the
region that contains the TCP location, i.e., that one depicted in Fig. 14-(c).
>From this initial region, on reaching the IKP singularity curve highlighted with a dashed line
in Fig. 15-(a), the KC3 in Fig. 1 can change its IKP configuration. Thus, the manipulator will
change its working mode from WMppp to WMppn. At that moment DKP singularity curves,
which are specific for each working mode, change and the workspace becomes divided into
new singularity-free regions. The new region where the robot can move without losing control
is depicted in Fig. 15-(b). The transition from one region to another is be performed always
via the IKP singularity locus due to the KC that changes its configuration. In fact those curves
(surfaces in the case of the general three-dimensional workspace) are completely shared by
the regions connected, as shown in Fig. 15-(c). Once the new region has been reached, new
postures in the workspace are attainable, for example p f in Fig. 15-(b). Also some postures
that were attainable in the starting region cannot be directly reached now, like pi.
The overlapping of the two regions corresponding to WMppp and WMppn working modes,
Fig. 15-(c), almost fill the enlarged operational workspace corresponding to |JDKP| ≤ 0, in-
dicated in Fig. 13-(a). But lacking postures can be reached making another working mode

pi

(a)

pi

(b)

pi
(0,0,600)

(c)

Fig. 14. Initial posture and corresponding singularity-free region

change since they are inside the region corresponding to the WMnpp working mode. Thus,
starting from the same initial region, associated with the WMppp working mode, on reaching
a posture over the IKP singularity curve highlighted with dashed line in Fig. 15-(d), the KC1
will change its configuration form p to n to perform the desired transition between working
modes. Doing this, the region depicted in Fig. 15-(e) is reached, enlarging the initial opera-
tional workspace as shown in Fig. 15-(f).
In this example, just overlapping three singularity-free regions, those corresponding to
WMppp, WMppn and WMnpp working modes, the maximal enlarged operational workspace
associated with |JDKP| ≤ 0 is fulfilled. Nevertheless, additional transitions connecting all
other working mode regions are feasible. In Fig. 16 are shown all the possibilities starting
from the initial region depicted in Fig. 14-(c). Next to the connection lines displayed is indi-
cated which KC changes its configuration to make the transition between connected regions.
Note that there are some regions in Fig. 16 which cannot be reached (not colored regions)
and some working mode changes that are not possible (dashed connection lines) because the
corresponding initial and final regions do not share the adequate IKP singularity curve.
In consequence, operational workspace enlargement capability may depend on the region
where the manipulator is initially configured. For example, if the starting region was the one
marked in Fig. 18, only the color filled regions will be accessible, resulting on an operational
workspace, shown in Fig. 19 smaller than the one achieved in Fig. 17. This fact has to be taken
into account when making the path planning.
A transition scheme, like the one shown in Fig. 16, is very useful to perform the path plan-
ning task. For example, let’s suppose that the manipulator has to from the initial posture
pi, to the final posture p f shown in Fig. 20-(a). Let’s suppose also that the manipulator will
work according to the |JDKP| ≤ 0 assembly mode. Since both postures belong tho the en-
larged operational workspace, it is known in advance that the robot will be able to join them
in a controlled way. And finally, let’s suppose that there are some technical hypothetical rea-
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Fig. 13. Maximal operational workspaces associated with existing assembly modes. Superim-
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to this, in Fig. 14-(b) all regions associated with |JDKP| ≥ 0 have been removed. But the re-
maining workspace is still composed by several disjoint singularity-free regions, all of them
associated with |JDKP| ≤ 0. Although all of them have been initially considered as belonging
to the same assembly mode, the current elemental operational workspace is given by the the
region that contains the TCP location, i.e., that one depicted in Fig. 14-(c).
>From this initial region, on reaching the IKP singularity curve highlighted with a dashed line
in Fig. 15-(a), the KC3 in Fig. 1 can change its IKP configuration. Thus, the manipulator will
change its working mode from WMppp to WMppn. At that moment DKP singularity curves,
which are specific for each working mode, change and the workspace becomes divided into
new singularity-free regions. The new region where the robot can move without losing control
is depicted in Fig. 15-(b). The transition from one region to another is be performed always
via the IKP singularity locus due to the KC that changes its configuration. In fact those curves
(surfaces in the case of the general three-dimensional workspace) are completely shared by
the regions connected, as shown in Fig. 15-(c). Once the new region has been reached, new
postures in the workspace are attainable, for example p f in Fig. 15-(b). Also some postures
that were attainable in the starting region cannot be directly reached now, like pi.
The overlapping of the two regions corresponding to WMppp and WMppn working modes,
Fig. 15-(c), almost fill the enlarged operational workspace corresponding to |JDKP| ≤ 0, in-
dicated in Fig. 13-(a). But lacking postures can be reached making another working mode
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change since they are inside the region corresponding to the WMnpp working mode. Thus,
starting from the same initial region, associated with the WMppp working mode, on reaching
a posture over the IKP singularity curve highlighted with dashed line in Fig. 15-(d), the KC1
will change its configuration form p to n to perform the desired transition between working
modes. Doing this, the region depicted in Fig. 15-(e) is reached, enlarging the initial opera-
tional workspace as shown in Fig. 15-(f).
In this example, just overlapping three singularity-free regions, those corresponding to
WMppp, WMppn and WMnpp working modes, the maximal enlarged operational workspace
associated with |JDKP| ≤ 0 is fulfilled. Nevertheless, additional transitions connecting all
other working mode regions are feasible. In Fig. 16 are shown all the possibilities starting
from the initial region depicted in Fig. 14-(c). Next to the connection lines displayed is indi-
cated which KC changes its configuration to make the transition between connected regions.
Note that there are some regions in Fig. 16 which cannot be reached (not colored regions)
and some working mode changes that are not possible (dashed connection lines) because the
corresponding initial and final regions do not share the adequate IKP singularity curve.
In consequence, operational workspace enlargement capability may depend on the region
where the manipulator is initially configured. For example, if the starting region was the one
marked in Fig. 18, only the color filled regions will be accessible, resulting on an operational
workspace, shown in Fig. 19 smaller than the one achieved in Fig. 17. This fact has to be taken
into account when making the path planning.
A transition scheme, like the one shown in Fig. 16, is very useful to perform the path plan-
ning task. For example, let’s suppose that the manipulator has to from the initial posture
pi, to the final posture p f shown in Fig. 20-(a). Let’s suppose also that the manipulator will
work according to the |JDKP| ≤ 0 assembly mode. Since both postures belong tho the en-
larged operational workspace, it is known in advance that the robot will be able to join them
in a controlled way. And finally, let’s suppose that there are some technical hypothetical rea-
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Transition from WMppp to WMppn (KC3 changes from p to n)

(d) (e) (f)

Transition from WMppp to WMnpp (KC1 changes from p to n)
Fig. 15. Transitions between singularity-free regions trough IKP singularities

sons which impose that the the manipulator must start in the initial posture configured in the
WMppp working mode and must reach the final posture configured in the WMnnn working
mode. In Fig. 20-(b) and (c) are shown the initial and final singularity-free regions, containing
the initial and final postures, which must be joined making working mode changes.
The map in Fig. 16 allows to know easily how to go from pi to p f verifying also the prescribed
initial and final working modes. Note that as the three KC have to change their configuration,
at least three transitions will be required. There are several possibilities, or ways, for joining
the initial and final regions. Just one will be depicted in Fig. 21:

• Starting form the initial position pi in the WMppp working mode, the TCP of the ma-
nipulator goes to the intermediate position pg1 over the IKP singularity curve caused
by KC3 to make transition to the WMppn working mode, Fig. 21-(a).
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Fig. 16. Transitions among singularity-free regions associated with different working modes

• On reaching the new region, the motion has to continue inside it from pg1, to the sec-
ond intermediate position pg2 over the IKP singularity curve caused by KC2 to make
transition to the WMpnn working mode, Fig. 21-(b).

• On reaching the third region, the motion has to continue inside it from pg2, to the third
intermediate position pg3 over the IKP singularity curve caused by KC1 to make tran-
sition to the WMnnn working mode, Fig. 21-(c).

• Finally, the motion can evolve inside the final region to the final posture p f , Fig. 21-(d).

All motions have been done without reaching any DKP singularity.
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sons which impose that the the manipulator must start in the initial posture configured in the
WMppp working mode and must reach the final posture configured in the WMnnn working
mode. In Fig. 20-(b) and (c) are shown the initial and final singularity-free regions, containing
the initial and final postures, which must be joined making working mode changes.
The map in Fig. 16 allows to know easily how to go from pi to p f verifying also the prescribed
initial and final working modes. Note that as the three KC have to change their configuration,
at least three transitions will be required. There are several possibilities, or ways, for joining
the initial and final regions. Just one will be depicted in Fig. 21:

• Starting form the initial position pi in the WMppp working mode, the TCP of the ma-
nipulator goes to the intermediate position pg1 over the IKP singularity curve caused
by KC3 to make transition to the WMppn working mode, Fig. 21-(a).
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• On reaching the new region, the motion has to continue inside it from pg1, to the sec-
ond intermediate position pg2 over the IKP singularity curve caused by KC2 to make
transition to the WMpnn working mode, Fig. 21-(b).

• On reaching the third region, the motion has to continue inside it from pg2, to the third
intermediate position pg3 over the IKP singularity curve caused by KC1 to make tran-
sition to the WMnnn working mode, Fig. 21-(c).

• Finally, the motion can evolve inside the final region to the final posture p f , Fig. 21-(d).

All motions have been done without reaching any DKP singularity.



Robot	Manipulators,	New	Achievements596

Fig. 17. Overlapping of all joined singularity-free regions. Enlarged operational workspace

Generalizing the described process, to go from a singularity-free region associated with a
working mode WMi,j,..,k, to another region associated with WMl,m,..,n, they must be done con-
secutively as many elemental transitions as kinematic chains have to change their configura-
tion, namely:

• from WMi,j,..,k to WMl,j,..,k

• from WMl,j,..,k to WMl,m,..,k

• . . .

• from WMl,m,..,k to WMl,m,..,n

This way any pose inside the operational workspace can be reached without blockade of ac-
tuators. All these procedures can be generalized directly to the complete three-dimensional
workspace. In Fig. 22 are shown the enlarged operational workspaces associated with the two
existing assembly modes. A size comparison (in volume) among the complete workspace,
Fig. 7, the largest singularity-free region (WMnpn, Fig. 10-(o)) and the enlarged operational
workspace associated with the assembly mode |JDKP| ≤ 0, Fig. 22-(b) can be done resulting
on:

• Complete workspace: 100%

• Largest singularity-free region: 75%

• Enlarged operational workspace: 97%

6. Conclusions

This chapter has described and illustrated the strategy of obtaining enlarged workspaces con-
necting all working modes and keeping one of the parallel manipulator assembly modes.
It has been used a procedure which is able to obtain all the singularity-free regions of the
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Fig. 18. Feasible transitions starting from another region

robot workspace, taking into account that each working mode presents a different direct kine-
matic problem singularity locus. The direct singularities imply that a dependency relation
appears among actuator velocities and separate assembly modes, while the inverse singular-
ities, which define the workspace boundaries and separate working modes, can be reached
without loss of control. Therefore, it is possible to make use of the inverse singularities to
transit between different singularity-free regions associated with the same assembly mode.
Joining all the regions associated with the same assembly mode for all working modes, the
largest set of postures that the manipulator can reach is obtained. In order to make an efficient
path planning within this enlarged workspace, the workspace borders allowing the transi-
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robot workspace, taking into account that each working mode presents a different direct kine-
matic problem singularity locus. The direct singularities imply that a dependency relation
appears among actuator velocities and separate assembly modes, while the inverse singular-
ities, which define the workspace boundaries and separate working modes, can be reached
without loss of control. Therefore, it is possible to make use of the inverse singularities to
transit between different singularity-free regions associated with the same assembly mode.
Joining all the regions associated with the same assembly mode for all working modes, the
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Fig. 19. Joined singularity-free regions. Enlarged operational workspace starting from another
region
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Fig. 20. Initial and final postures in the enlarged operational workspace and in their
singularity-free regions
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Fig. 21. Path planning
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Fig. 22. Enlarged three-dimensional workspace

tions between the different working modes need to be known and used. This is the first time
that the systematic general purpose procedure has been applied to a Delta like manipulator by
means of an auxiliary equivalent robot.
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Fig. 19. Joined singularity-free regions. Enlarged operational workspace starting from another
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tions between the different working modes need to be known and used. This is the first time
that the systematic general purpose procedure has been applied to a Delta like manipulator by
means of an auxiliary equivalent robot.
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1. Introduction     
 

This chapter presents the study and modelling of KR 6 KUKA Robot, of the Robotics 
Laboratory, Federal University of Rio de Janeiro, see fig 1. The chapter shows the CAD 
model (Computer Aided Design), the direct kinematics, the inverse kinematics and the 
inverse dynamical model. The direct kinematic is based in the use of homogeneous matrix. 
The inverse kinematics uses the quadratic equations model. The dynamical model is based 
on the use of Euler-Lagrange equations, using the D-H (Denavit-Hartenberg) algorithm and 
taking into account the inertia tensor, which was found with help of CAE tools (Computer 
Aided Engineering), On the other hand the Jacobian of robot manipulator is present, it‘s 
necessary for the kinematic control. The chapter finishes with the implementation of the 
inverse kinematic in one parallel processing platform and analyzes its performance. 
 

 
Fig. 1. KR 6  KUKA Robot, Robotics Laboratory, Federal University of Rio de Janeiro UFRJ. 
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Space movement representation 
For the representation of space movements there are several methods such as rotation 
matrix, vectors, quaternions, roll pitch and yaw, Euler angles, homogenous matrix, among 
others (Barrientos, 1997). The selected method used for the developing of the direct 
kinematic model in this work is the homogeneous matrix. The basic concepts for 
mathematical models formulations are:  
Homogeneous Matrix  
Homogeneous matrices are 4X4 matrixes, which can represent rotations, translations, scales 
and perspectives (Ollero, 2001). In general, the homogeneous matrices represent linear 
transformations. The general form is presented in equation (1) 
 

   
   

                   

3 3 3 1
1 3 1 1

R T
A

P E
                                                        (1) 

 
 3 3R   Corresponds to a matrix of three rows by three columns, representing rotations.  

 3 1T   Corresponds to an array of three rows by a column that represents translation.  

 3 1P   Represents a vector of a row of three columns representing the perspective.  

 1 1E   Corresponds to a scalar that represents the scale of the transformation. 

For this case 0
 
P  and 1E  

 
Principal homogeneous matrix 
Rotation around the Z axis, figure 2. 
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 

 

Fig. 2. Rotation around to axis Z. 
 
Translation Px, Py, Pz, figure 3. 
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Fig. 3.Translation  
 
The movements in the space are represented by a series of rotations and translations, these 
rotations and translations, can be represented as a homogeneous matrix multiplication. 

Direct Kinematics  
The direct kinematics is the robot kinematic model. In this model, the movements of the 
robot (coordinates of degrees of freedom) are given and the final positions are found. See 
Figure 4.  
 

 
Fig. 4. Direct Kinematics  
 
To find the direct kinematic model, using the homogeneous matrix method, is necessary to 
make the moves of coordinated system from the fixed base until the last link. For each 
movement, homogeneous matrices are obtained and the final result is the product of these 
matrices. 
 
Inverse kinematics  
The inverse kinematics seeks the coordinates of each degree of freedom based on the final 
position of the robot. Figure 4. 
 

 
Fig. 5. Inverse Kinematics  
 
The methods used are: the geometric method using the quadratic equation (Dutra, 2006) and 
the gradient method  
 
Path planning 
For the robot operation is necessary to identify different working positions, coordinates and 
the paths that allow performing a specific task. This work is makes with path planning 
methods. 
 
Dynamic  
In order to the robot control is necessary to know the dynamic model and formulate the 
dynamic control strategies. To find the dynamic model of the KUKA KR6 the Euler 
Lagrange model was used. (Kurfles, 2005). 
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Fig. 3.Translation  
 
The movements in the space are represented by a series of rotations and translations, these 
rotations and translations, can be represented as a homogeneous matrix multiplication. 

Direct Kinematics  
The direct kinematics is the robot kinematic model. In this model, the movements of the 
robot (coordinates of degrees of freedom) are given and the final positions are found. See 
Figure 4.  
 

 
Fig. 4. Direct Kinematics  
 
To find the direct kinematic model, using the homogeneous matrix method, is necessary to 
make the moves of coordinated system from the fixed base until the last link. For each 
movement, homogeneous matrices are obtained and the final result is the product of these 
matrices. 
 
Inverse kinematics  
The inverse kinematics seeks the coordinates of each degree of freedom based on the final 
position of the robot. Figure 4. 
 

 
Fig. 5. Inverse Kinematics  
 
The methods used are: the geometric method using the quadratic equation (Dutra, 2006) and 
the gradient method  
 
Path planning 
For the robot operation is necessary to identify different working positions, coordinates and 
the paths that allow performing a specific task. This work is makes with path planning 
methods. 
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2. Modelling 
 

For the Robot modelling, CAD models and mathematical models were developed. The 
mathematical models are for the kinematics and dynamics of the manipulator and are 
presented below. 

 
2.1 CAD Model 
The Figure 6 shows the model developed in the CAD software Solid Edge®, based on the 
KR6 KUKA Robot of Robotics Laboratory at UFRJ, taking into account its main geometric 
characteristics.  
 

 
Fig. 6. CAD model of the KR6 KUKA Robot 

 
2.2 Direct Kinematics 
The manipulator kinematics model is based on the use of homogeneous matrix for this 
purpose; coordinated systems are located in a convention proposed by the authors. 
Supported by recommendations of the Denavit-Hartenberg algorithm (Denavit & 
Hartenberg, 1955). The convention adopted is: 

 On the spin axis of each joint, locate the z-axis direction such that positive rotations 
are counter clockwise. See Figure 7. 

 The x-axis is located parallel to each link, oriented to the follow coordinate system. 
See Figure 7.  

 
Fig. 7. Reference coordinate systems, for the KR6 KUKA Robot. 
 
The proposed convention, seeks to define all positive rotations of joints when the rotation 
direction is counter clockwise and to make the translations always on the x-axis in positive 
direction. 
The generated movements for going from one frame to another are mathematically 
represented by homogeneous matrix transformations and follow the particular geometry of 
the robot link to link: 

1.  R(Zo,θo)*T(Zo,L1) 
2.  T(Xo´,L2)*R(Xo´,π/2)*R(Zo´, π/2) 
3.  R(Z1,θ1)*T(X1,L3) *R(Z1´, -π/2) 
4.  R(Z2,θ2)*T(X2,L4) 

The full kinematic model is presented in equation (2): 
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                                              (2) 

 
2.2 Inverse Kinematics 
To obtain the inverse kinematic model the geometry of the robot is used, using the quadratic 
equation method (Dutra, 2006), obtaining the solution for different configurations of the 
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2.2 Inverse Kinematics 
To obtain the inverse kinematic model the geometry of the robot is used, using the quadratic 
equation method (Dutra, 2006), obtaining the solution for different configurations of the 
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robot in closed form. The first step is to characterize the robot in a vectorial model, for any 
position, see Figure 8. 

 
Fig. 8. Vectorial model for inverse kinematics. 
 
Based on the figure 8, the vector sum is developed and the algebraic equations for each joint 
are obtained: 
For the joint 1 equation (3) 
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For the joint 2 equation (5) 
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were: 
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The above equations, equation (3) to equation (6), represent the inverse kinematic model in 
closed form and providing solutions for different settings of KR 6 KUKA Robot in the 
workspace. 

 
2.3 Numerical method to the inverse kinematics  
For the implementation of inverse kinematic model in a parallel processing platform, the 
gradient method was proposed in order to observe the platform potential for the application 
in the control of the manipulator. The general form of the method corresponds to equation 
(7) 
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1 ( ) ( )n n n nJ f                                                        (7) 
 
Were 1( )nJ  correspond to inverse jacobian of the robot, which can be seen in equation (8) 
and the functions ( )nf  depends of kinematical direc model, equation (9) 
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According to the equations (8) and (9), it is necessary to determine the Jacobian of the robot 
and develop the algorithm to find the corresponding angles for each position of the 
manipulator, the functions of equations (9) are made explicit in the set of equations (10): 
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                                 (10) 

 
The equations (10), correspond to the solution for the direct kinematics of the robot. 

 
2.4 Inverse Dynamic  
The dynamic model is based on the Euler Lagrange equations (11). Specifically in the model 
presented by Fu (1987), it considers the inertial effects of the manipulator by means of the 
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inertia tensor. The use of the transformation matrices is an advantage by the fact that its 
derivatives can be obtained as a linear combination of a constant matrix multiplied by the 
original matrix. 

 
  

  
  

  i
i i

d L LT
dt

                                                          (11) 

were: 
L corresponds to the Lagrangian (kinetic energy less potential energy) equation (12) 
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The model proposed by Fu (1987) is presented in equation (13) 
 

  
  

     
1 1 1

n n n

i ik k ikm k m i
k k m

T D h c                                               (13) 

 
The model represented in a matrix form is shown in equation (14) 
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  (15)   Inertia Tensor, size 4x4. 
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From the direct kinematic model, presented in equation (2), is applied the model of Fu , to 
which is necessary determine Ujk matrices, the inertia tensor Ji for each link, the inertia 
effects D, the matrix  hi and hijk of Coriolis and centrifugal acceleration, the  position vector 
R and the gravitational vectors force C. 
To calculate the matrix Ujk is used the canonical equation (16): 
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0
10

1
j j

jk j i k
k

A
U A Q A                                                (16) 

 
To determine the inertia tensor of each link the CAD model was used, obtaining the inertia 
moments around of the reference system used in the assembly module of the CAD software. 
As an example is presented the case of link 2, the software presents the inertia in the way 
shown in Figure 8. 
 

 
Fig. 8. Inertia obtained in Solid Edge®. 
 
The Table 1 was obtained using the software solid edge®, showing data of inertia and 
centroids. 

m2 38,767 Kg 
Ixx2 112,0126 Kg-m2 
Iyy2 107,2872 Kg-m2 
Izz2 16 Kg-m2 
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inertia tensor. The use of the transformation matrices is an advantage by the fact that its 
derivatives can be obtained as a linear combination of a constant matrix multiplied by the 
original matrix. 
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were: 
L corresponds to the Lagrangian (kinetic energy less potential energy) equation (12) 
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The model proposed by Fu (1987) is presented in equation (13) 
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From the direct kinematic model, presented in equation (2), is applied the model of Fu , to 
which is necessary determine Ujk matrices, the inertia tensor Ji for each link, the inertia 
effects D, the matrix  hi and hijk of Coriolis and centrifugal acceleration, the  position vector 
R and the gravitational vectors force C. 
To calculate the matrix Ujk is used the canonical equation (16): 
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To determine the inertia tensor of each link the CAD model was used, obtaining the inertia 
moments around of the reference system used in the assembly module of the CAD software. 
As an example is presented the case of link 2, the software presents the inertia in the way 
shown in Figure 8. 
 

 
Fig. 8. Inertia obtained in Solid Edge®. 
 
The Table 1 was obtained using the software solid edge®, showing data of inertia and 
centroids. 

m2 38,767 Kg 
Ixx2 112,0126 Kg-m2 
Iyy2 107,2872 Kg-m2 
Izz2 16 Kg-m2 
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Ixy2 7,1702 Kg-m2 
Ixz2 -22,7151 Kg-m2 
Iyz2 -30,4911 Kg-m2 
Xc -0,3661 M 
Yc -0,505 M 
Zc 1,55 m  

Table 1. Inertial and centroidal data for link two. 
 
To obtain the inertia tensor, equation (15), it is necessary to make two changes to the inertia 
tensor data obtained with solid edge®. The first change is a translation of the reference base 
system to the reference of the joint and the second change is to orient the base reference 
system according to the reference system selected in the kinematic model. Figure 9 
 

X
Y
Z

X1
Y1

Z1

Z2 X2

 
Fig. 9. Reference system for link two 
 
To the translation of the references systems it  is necessary to apply the Steiner theorem 
(Beer, 1980), the distances to apply the theorem are presented in Table 2 
 

X axis2 0 M 
Y axis2 -0,505 M 
Z axis2 1,35 M 

Table 2. Distances to Steiner theorem application. 
 
The inertia tensor for the link two after making changes based on the equation (15) is 
presented in Table 3 
 

2,295 4,062 7,170 0 
4,062 53,840 22,715 7,753 
7,170 22,715 1,111 14,195 

0 7,753 14,195 38,767 
Table 3. Inertia tensor of link two. 
 
For the determination of the matrix D (matrix of inertial effects). It is necessary to use the 
Equation (17) 


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     12 21 22 2 21 32 3 31
T TD D Tr U J U Tr U J U  
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 33 33 3 33
TD Tr U J U  

 
For the determination of vector h, vector of Coriolis and centrifugal forces, the equation (18) 
is proposed. This equation presents the angular velocities independently through the matrix 
Hi,v, for purposes of calculation and simulation. 
 

   
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(Beer, 1980), the distances to apply the theorem are presented in Table 2 
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Y axis2 -0,505 M 
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Table 2. Distances to Steiner theorem application. 
 
The inertia tensor for the link two after making changes based on the equation (15) is 
presented in Table 3 
 

2,295 4,062 7,170 0 
4,062 53,840 22,715 7,753 
7,170 22,715 1,111 14,195 

0 7,753 14,195 38,767 
Table 3. Inertia tensor of link two. 
 
For the determination of the matrix D (matrix of inertial effects). It is necessary to use the 
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For the determination of vector h, vector of Coriolis and centrifugal forces, the equation (18) 
is proposed. This equation presents the angular velocities independently through the matrix 
Hi,v, for purposes of calculation and simulation. 
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Thus the vector h of centrifugal and Coriolis forces is: 
   

,
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   


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   
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For the Determination of the gravity force vector C: 
 

   1 2 3( ) Tc c c c   

 
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  3

3 3 33 3c m gU r  

    
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The vector r in the reference system of rotation axes is: 
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 
 
 
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The total system is then as follows: 
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3. Control 
 

3.1 Kinematic Control  
For the robot control, the first stage is to make a kinematical control. The different types of 
Kinematical control are shown below: 
 
Control of position in open loop 
This control is appropriated in the case of low operation velocities or in case that the 
dynamics of the robot does not perturb the behavior of the manipulator. The figure 10 
presents the open loop kinematics control. 
 


1k

 
Fig. 10. Block Diagram to open loop kinematics control 
 
In the figure 10 the operator K-1 corresponds to inverse kinematics model.  
 
Control of position in closed loop  
To make the kinematical position control iterative in a closed loop, it is required to work 
whit the inverse jacobian J-1 as is shown in the figure 11. The operator f(.) corresponds to the 
inverse kinematic model. 
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For the Determination of the gravity force vector C: 
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The vector r in the reference system of rotation axes is: 
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The total system is then as follows: 
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3. Control 
 

3.1 Kinematic Control  
For the robot control, the first stage is to make a kinematical control. The different types of 
Kinematical control are shown below: 
 
Control of position in open loop 
This control is appropriated in the case of low operation velocities or in case that the 
dynamics of the robot does not perturb the behavior of the manipulator. The figure 10 
presents the open loop kinematics control. 
 


1k

 
Fig. 10. Block Diagram to open loop kinematics control 
 
In the figure 10 the operator K-1 corresponds to inverse kinematics model.  
 
Control of position in closed loop  
To make the kinematical position control iterative in a closed loop, it is required to work 
whit the inverse jacobian J-1 as is shown in the figure 11. The operator f(.) corresponds to the 
inverse kinematic model. 
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Fig. 11. Iterative control position 
 
Joint Control 
Other option is to make a joint level control. In this case, the control is represented in the 
equation (19) in state variables. 

 
 

 
 

( )
v

J
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                                                              (19) 

 
Considering that  most of the robots usually have a speed control loop at the level of joints: 
where for one input  du  and a high-gain control k is found, the error tends to zero 

0e and consequently   u , the desired angular velocity. Figure 12. 

 
Fig. 12. Joint velocity control 
 
Therefore, the manipulator motion can be described by  ,   1,..., ,i iu i n    were iu  is a 
signal applied to the motor speed of the  i-th joint. Then the control system to be considered 
is presented in the equation (20): 
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J u
w

                                                        (20) 

 
For the problem of trajectory tracking and to avoid errors in steady state, the control law u 
can be chosen as a proportional control adding one feed forward term. 
Equation (21) and figure 13 
 

   d du x K x x                                                           (21) 
 

 
Fig. 13. Control law. 

 
3.2 Control in a parallel processing platform  
The Parallel Processing is the ability of an entity to carry out multiple operations or tasks 
simultaneously, obtaining a better performance and achieving lower response time. There 
are different platforms of parallel processing like DSPs (Digital Signal processor), FPGAs 
(Field Programmable Gate Array ), among others. In this work the Inverse kinematic model 
was implemented into a DSP and a microprocessor used to compare its performance. To 
implement the inverse kinematics model an algorithm based on the gradient method or 
Newton's method were used (Tsai, 1999). In this case the algorithm calculates the position 
error and the number of iterations needed to get the result. It is notable that the bigger the 
number of iterations, the bigger the calculation time will be for the control system, (Archila 
& Dutra, 2007), which is the response speed limit allowed by the robot and/or the task to 
realize. An overview of the algorithm is presented in Figure 14. 
 

‘' 

 
Fig. 14. Algorithm for inverse kinematics. 

 
4. Numeric Simulation 
 

To validate the kinematic and dynamic models Matlab 7.0® was used evaluating the 
behaviour of each mathematical model to be applied in the KUKA robot controller. The 
validation of the models works with oblique trajectories passing through two singularities of 
the robot geometry.  
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4. Numeric Simulation 
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4.1 Computational model to validate the direct kinematics model  
In the validations of this model, the input data are angular positions for each joint and the 
positions for terminal elements are obtained, Figure 15. In this case the joint 2 and 3 takes 
angular increments up to a 90 degrees rotation in each link. 

 
Fig. 15. Direct kinematic model. 

 
4.2 Computational model to validate the inverse kinematics model  
The validation of this model requires knowledge of the spatial positions for the robot, the 
validation used an oblique path obtaining the following results Figure 16. 

 
Fig. 16. Inverse kinematic model. 
 
Figure 16 shows that the inverse kinematics model follows the path requested, providing 
the angular positions needed to achieve the desired positions even for singular points in the 
workspace of the manipulator. 

 
4.3 Computational model to validate the dynamical model  
To validate the dynamic model, the input data were oblique trajectories and tasks that 
require the motion of the terminal element  with constant speed, working load of 16 kg 

which corresponds to the maximum load recommended by KUKA Roboter (2005). Through 
the validated inverse kinematics algorithm the angular positions are calculated. Once 
obtained, the angular positions, it is calculated the angular velocities using the Jacobian 
inverse, obtaining the following joint speeds Figure 17. 
 

 
Fig. 17. Angles and angular velocity for the joints. 
 
The angular accelerations required to perform the requested trajectory were calculated and 
the values are presented in Figure 18. 
 

 
Fig. 18. Angular accelerations obtained in the joints. 
 
With the data of angular positions, angular velocities, angular accelerations and loads 
applied on the dynamic model of equation (14), the following values of the torques of the 
robot actuators are obtained, Figure 19. 
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Fig. 19. Torques obtained in the joints. 
 
The data provided by KUKA Roboter (2005) are presented in Table 4, It  shows the 
operational limits of the robot. 
 

  KUKA KR 6 
Maximum Torque 3400 Nm 
Total mass 206 Kg + 16 Kg 
Maximum Velocity  600 Degrees/sec 
Repeatability  +/- 0,1 mm 

Table 4. Technical data to KR6 KUKA Robot 

 
4.4 Implementation in a parallel processing platform  
The inverse kinematics algorithm was implemented in VisualDSP®, Matlab® and C® to 
observe its performance, evaluating the processing time and the position error. 
 
Processing Time  
To evaluate the processing time, oblique trajectories were used in the same way as in the 
case of the dynamic model validation. The processing times obtained are presented in 
Figure 20 which clearly shows that the DSP has the shortest processing time. 
 

     
Fig. 20.  Comparation of processing time 

Evaluation of processing time  
The Figure 20 shows that the DSP processing time is the shortest. However, we must assess 
whether it is appropriate to implement it as a Possible driver. For this purpose it is necessary to 
review the technical data of the robot to know its response speed. This data can be seen in Table 
5, where the main information are: the encoder pulses and maximum angular velocity to which 
the robot can move, due to technical characteristics of the servo motors used to its operation.  
 

Encoder 512 Pulses/Rev 
 1,422 Pulses/Degree 

W Max 600 Degrees/sec 
Frequency 853,33 Pulses/sec 

Period 0,00117 sec/pulse 
 0,703 Degrees/pulse 
 0,0123 Radians/pulse 

Table 5. Technical data to calculus of response speed of KR6 KUKA Robot 
 
The Figure 21 shows that the DSP processing time is appropriated to be implemented as a 
controller because it offers a maximum response of 0.55 ms, and the robot required 1.17 ms. 

 
Fig. 21. DSP Processing time 
 
Position Error  
Another important characteristic to evaluate, is the position error which corresponds to two main 
factors: the first one is the quantization  error and the second one the error due to the calculation 
method. The Figure 25 shows the position errors. The comparison parameter corresponds to the 
repeatability of the robot, which for this case is 0.1 mm in accordance to Figure 22. 

 
Fig. 22. Position error 
 
In the figure 22, the maximum position error of the DSP is 0.08 mm. 
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5. Conclusions 
 

The work presents the direct kinematics model of the robot KUKA KR 6, which was 
evaluated, obtaining suitable results for the kinematic control implemented. 
The inverse kinematics model using the quadratic equation was shown to be an 
appropriated method. It presents the possible configurations of the robot in order to achieve 
the desired position to follow a trajectory. 
The calculation of the inertia tensor was performed with the aid of CAD software, which 
gives us the principal inertia moments, products of inertia, and the centroid location of each 
link of the robot 
Is Important to show that the inertia tensor obtained needs to be understood and translated 
to the appropriate reference system for the dynamic model. 
The dynamic model was evaluated, obtaining values of 1250 Nm of torque to the oblique 
trajectory at constant speed work-rate. Obtaining as a maximum speed 12.7 RPM in the joint 
two, working well within the parameters of the KUKA Roboter. 
The performance evaluation of the DSP was adequate, obtaining a processing time of 0.55 
ms, appropriate for the given operation. 
The position error found corresponds to the calculation method  and  the quantization error 
The maximum error value found was 0.08 mm which is below  the repeatability value given 
by KUKA Roboter. 
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1. Introduction 
 

1.1 Overview and Motivation 
This study starts from the improvement of developed curtain-wall installation robot.[1] 
Especially the robot was designed to handle a heavy weight curtain wall by integrating 
commercial excavator with custom-made manipulator system. Developed prototype system 
was tested in the real construction site and several considerations were deduced. First, 
separation of control source to operate the entire system is not good idea.  
 

 
Fig. 1. Curtain-wall for skyscraper and developed curtain-wall installation robot system [1] 
 
Second, hydraulic excavator can’t exhibit the ideal performance on the curtain wall 
installation process because of its intrinsic jerking and shaking characteristics while 
handling the heavy weight materials.[2] 

32
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New research project is raised to solve those problems and to develop the useful 
automation system in real construction site. As a first step, the design process of scale down 
manipulator is proposed to ease the kinematical robot design. This scaled down robot and 
corresponding assumptions are applied to the simulation and comparison works of each 
robot design candidate. Then, the target task is selected as curtain wall installation which is 
required 6-DOF motion to cover the whole installation process. As abovementioned, this 
study based on the modification of prototype system hence end-effector of prototype 
system is utilized continuously and focused to develop the arm part except the wrist part. 
Therefore, the final goal of this study is to propose the proper design of robot manipulator 
handled by human passively as man-machine cooperation system specialized to curtain 
wall installation process. This idea is not only applied to passive system but also active 
controlled system because newly modified design makes to promote the physical 
performance of manipulator system intrinsically. 
This work primarily focuses on selection of optimal type of joint type and link length 
considering task type and motion requirements. The developments of this work provide an 
open and objective design and analysis framework for a serial robot. This framework may 
be applied at any stage in the design process. As abovementioned, this study applies this 
frame work to prototype of our curtain wall installation robot and modified its kinematic 
design. 

 
1.2 Experimental analysis of prototype system 
Originally developed curtain wall installation system is combined by two modules, one is 
general commercial excavator and the other is newly designed 3-DOF manipulator. That 
system is tested in the real construction site by a new installation task scenario and 
compared with conventional installation task operated by human. Fig.2 shows the task 
results of curtain wall installation task. As the result, Robot requires more time than human 
for same task! Throughout this test, several considerations for the prototype system are 
deduced 

 
Fig. 2. Field test of curtain wall installation robot and its elapsed time for each process [3] 
 

First, 2-way control strategy of Excavator and 3-DOF manipulator is not efficient because it 
is hard to operate excavator boom and 3-DOF manipulator simultaneously through whole 
installation process. That is, the tasks of the two machines could not be completed 
independently hence the two workers had to work simultaneously. (Fig.3) 
Second, using excavator for delicate motion is not appropriate. Excavator is not a machine 
for material handling but digging a ground. That hydraulic system has the leakage and 
drooping characteristics. Therefore, it is difficult to handle the heavy curtain wall and 
assembly it on the slot gently. 
Based on those considerations, new concept for manipulator design for man-machine 
collaboration is proposed. 
 

 
Fig. 3. Communication confusion in cooperative work in curtain wall installation 

 
1.3 Conceptual design of new system 
Final goal of this research is dedicated to man-machine cooperation system. That is the 
hybrid system that mixes the sensitivity of human and high performance of machine. This 
system is powerful at a field area. There is, unlike factory, not arranged and materials which 
handled by machine are relatively low standard one. Most of all, those materials are very 
heavy and large! Therefore, it is hard to automate the whole task using the robot and 
automation system. 
Human sense is very useful in that case. Through this entire research is dedicated to the 
development of manipulator which handled by human and especially the major issue is to 
decide the adequate kinematical combination of manipulator components through the 
simulation of scale down manipulator of real one. Fig.4 shows the considerations for new 
manipulator design and Fig.5 describes concept of the intuitive curtain wall installation 
robot derived by upper considerations and its simulation strategy. 
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manipulator is proposed to ease the kinematical robot design. This scaled down robot and 
corresponding assumptions are applied to the simulation and comparison works of each 
robot design candidate. Then, the target task is selected as curtain wall installation which is 
required 6-DOF motion to cover the whole installation process. As abovementioned, this 
study based on the modification of prototype system hence end-effector of prototype 
system is utilized continuously and focused to develop the arm part except the wrist part. 
Therefore, the final goal of this study is to propose the proper design of robot manipulator 
handled by human passively as man-machine cooperation system specialized to curtain 
wall installation process. This idea is not only applied to passive system but also active 
controlled system because newly modified design makes to promote the physical 
performance of manipulator system intrinsically. 
This work primarily focuses on selection of optimal type of joint type and link length 
considering task type and motion requirements. The developments of this work provide an 
open and objective design and analysis framework for a serial robot. This framework may 
be applied at any stage in the design process. As abovementioned, this study applies this 
frame work to prototype of our curtain wall installation robot and modified its kinematic 
design. 

 
1.2 Experimental analysis of prototype system 
Originally developed curtain wall installation system is combined by two modules, one is 
general commercial excavator and the other is newly designed 3-DOF manipulator. That 
system is tested in the real construction site by a new installation task scenario and 
compared with conventional installation task operated by human. Fig.2 shows the task 
results of curtain wall installation task. As the result, Robot requires more time than human 
for same task! Throughout this test, several considerations for the prototype system are 
deduced 

 
Fig. 2. Field test of curtain wall installation robot and its elapsed time for each process [3] 
 

First, 2-way control strategy of Excavator and 3-DOF manipulator is not efficient because it 
is hard to operate excavator boom and 3-DOF manipulator simultaneously through whole 
installation process. That is, the tasks of the two machines could not be completed 
independently hence the two workers had to work simultaneously. (Fig.3) 
Second, using excavator for delicate motion is not appropriate. Excavator is not a machine 
for material handling but digging a ground. That hydraulic system has the leakage and 
drooping characteristics. Therefore, it is difficult to handle the heavy curtain wall and 
assembly it on the slot gently. 
Based on those considerations, new concept for manipulator design for man-machine 
collaboration is proposed. 
 

 
Fig. 3. Communication confusion in cooperative work in curtain wall installation 

 
1.3 Conceptual design of new system 
Final goal of this research is dedicated to man-machine cooperation system. That is the 
hybrid system that mixes the sensitivity of human and high performance of machine. This 
system is powerful at a field area. There is, unlike factory, not arranged and materials which 
handled by machine are relatively low standard one. Most of all, those materials are very 
heavy and large! Therefore, it is hard to automate the whole task using the robot and 
automation system. 
Human sense is very useful in that case. Through this entire research is dedicated to the 
development of manipulator which handled by human and especially the major issue is to 
decide the adequate kinematical combination of manipulator components through the 
simulation of scale down manipulator of real one. Fig.4 shows the considerations for new 
manipulator design and Fig.5 describes concept of the intuitive curtain wall installation 
robot derived by upper considerations and its simulation strategy. 
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Fig. 4. Considerations for new mechanism 

 

 
Fig. 5. Scaled Down Manipulator for Specified Robot Manipulator Design 

 
 

1.4 Basic Assumptions for Specified Manipulator Design 
1.4.1 Invariant part of proposed manipulator system 
To design the modified manipulator, the several invariant parts are considered. First part is 
DOF of end-effecter. It is designed by analysis of conventional process of curtain wall 
installation (Fig.6(a)) and as shown in Fig.6(b), R-R-P type end-effector is developed. New 
design for manipulator system is focused to arm part integrating with this end-effector. 

 
(a) Curtain wall Installation Process 

   
(b) Required DOF and End-effecter which we developed 

 

Fig. 6. Invariant Condition - DOF of End effecter [1] 

 
1.4.2 Variant part of proposed manipulator system 
Variant part of the newly designed manipulator system is mainly arm part. Finally, joint of 
base frame, shoulder joint and elbow joint are remained except the invariant elements. 
Therefore, this research process can be simplified to find a combination of joint type of three 
joints and link ratio of upper and lower arm. Detailed assumptions for this study are as 
follows. 
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1. Each joint of manipulator is actuated by its own general actuators. 
2. To cover the working area, one revolute joint which axis is perpendicular to the ground is 
should be included. 
3. Each joint has one DOF and revolute joint and prismatic joint are considered only. 
4. Target task is performed by nearly full stretched manipulator (generally, this task is 
performed in the skyscraper hence safety is most important issue) and manipulator is 
handled by human operator directly. 

 
2. Selection of Adequate Joint Combination 
 

2.1 Comparison of the basic kinematics of R-R type and R-P type 
2.1.1 Simulation Conditions  

 
Fig. 7. Motion Range of 6-DOF Scaled Down 
 
First, to select the part of shoulder joint and elbow joint, the motion range of manipulators is 
considered to 500mm500mm500mm, and link length of each manipulator is fixed by 

1 2300 , 330l mm l mm  . This process is dedicated to compare the performance of R-P 
and R-R type manipulator. Table.1 shows the several conditions for this simulation. 
 

R-R Type Contents R-P Type 
[Task definition] 

: In X-Y plane, 15kg weight 
box is moved initial pt. to final 

pt. through same trajectory 

 

[350,0,0] Initial Position [350,0,0] 
[400,300,0] Final Position [400,300,0] 

1 2300 , 330l mm l mm  Link Length 1

2

300
0 350
l mm

d mm

 

 

Table. 1. Experimental Condition of two joint types of manipulators 
 
 

2.1.2 Basic kinematics 
2.1.2.1 R-R Type Manipulator 
Table 2 shows the DH table[4] of R-R type manipulator. 
 

 
i  ia  id  i  

1 0 0 0 
1  

2 0 
1l  0 

2  

3 0 
2l  0 0 

Table. 2. DH table of R-R type manipulator 
 
Using the upper information, transformation matrix and position vector of end effecter 
can be calculated. ( 1l , 2l  is link length, and 1 1sins  , 1 1cosc  ) 
Transformation matrix, 

12 12 1 1 2 12

12 12 1 1 2 120

0
0

0 0 1 0
0 0 0 1

E

c s l c l c
s c l s l s

T
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                       (1) 

 
Position vector of End effecter 
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Using Cramer rule, 

2 2 2 2
21 2

2 2 2
1 2

,    1
2

x y l lc s c
l l

  
                     (3) 

 
Thus, manipulator pose at the initial position is 2 1112.70, 60.44    , and pose at the 

final position is 2 175.04, 76.48    .  
 
Jacobian and Hessian matrix is as follows, 
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                       (4) 
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2.1.2.2 R-P Type Manipulator 
Table.3 represents the DH table of R-P type manipulator. 
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Table. 3. DH table of R-P type manipulator 
 
Likewise, transformation matrix, position vector of End effecter, Jacobian and Hessian of R-
P type can be derived. 
Transformation matrix is, 

1 1 1 1

1 1 1 10

0 ( )
0 ( )

0 1 0 0
0 0 0 1

E

s c l d c
c s l d s

T

  
  
 
 
 

                        (6) 

 
Position vector of End effecter 

1 1
0

1 1

( )
( )

0
E E

l d c
P l d s

 
   
  

                              (7) 

Jacobian and Hessian of R-P type are as follows 
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2.1.3 Performance Analysis 
2.1.3.1 Required torque 
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Min. Torque 1: 560.9 
Min. Force 2: 2.4696 
Max. Torque 1: 649.8 
Max. Force 2: 1199.2 

Table. 4. Required torque of each type of manipulator 
 
Required torque of each joint combination is calculated as shown in Table.4. Required 
torques of each joint is almost same but performance of prismatic joint of R-P type changes 
more rapidly. 

 
2.1.3.2 Force Transmission Ratio (FTR) 
Force transmission is important index to verify manipulator performance as changes of 
manipulator pose. The following equation represents force transmission ratio.[5] 
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T

1Force transmission ratio =   
(Min. eigenvalue of Jacobian)

=J f

              (10) 

 
In this simulation, the reach of manipulator is increasing by time. As shown in Fig.8, R-P 
type has better performance when the reach of manipulator is increased. It can be observed 
from the simulation results that when the reach of R-R type manipulator becomes larger, 
the force transmission ratios become smaller. Specifically, manipulator pose are placed on 
last position, the force transmission ratio of R-P type becomes three times of FTR of R-R 
type. 
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(a) R-R type (b) R-P type 

Fig. 8. Force Transmission Ratio of R-R type and R-P type 
(Isotropic Index: Upper line, FTR: Lower Line) 

 
2.2 Comparison of Computation Complexities 
2.2.1 Three DOF Planar manipulator 
Expanding the considerations of previous chapter, combination of three joints including 
base frame is considered. This concept is illustrated with the 3-DOF planar and spatial 
robots with two revolute and one prismatic joint. This provides the most economic 
computational counts. 
Based on the model given by eq. (11) and (12), computational complexities for the GIM and 
MCI of an n-link, n-revolute joint serial robot can be computed. GIM means complexities 
Index for Generalized Inertia Matrix and MCI means Matrix of Convective Inertia. [6] 
 

2 2:(3.5 11.5 7) (2 9 7)GIM n n M n n A                     (11) 
2 2:(7 13 4) (4 13 2)MCI n n M n n A                     (12) 

 
Table.5 represents computation complexities of 3-DOF planar manipulator calculated by eq. 
(11) and (12). As shown in Table.5, R-P-R type has minimum value for the GIM 

Computation and P-R-R type has minimum value for the MCI computation. 
 

Type GIM Computation MCI Computation Total 
R-R-P 46M; 29A 76M; 42A 122M; 71A 
R-P-R 34M; 22A 88M; 39A 122M; 61A 
P-R-R 42M; 27A 53M; 29A 96M; 56A 

Table. 5. Computation Complexities of 3-DOF Planar manipulator 

 
2.2.2 Three DOF Spatial manipulator 
3-DOF spatial manipulator has an eq. of GIM and MCI as follows. 
 

2 2:(11 34 18) (7 37 18)GIM n n M n n A                   (13) 
2 2:(14 22 4) (13.5 55.5 65.5)MCI n n M n n A                 (14) 

 
Note that the GIM complexity is less than the value reported by Walker and Orin (1982),i.e. 

2(12 56 27)n n M   2(7 67 53)n n A  , whereas for MCI complexity value is not available 
for comparison.[6] Three-DOF spatial robot arms with two revolute and one prismatic joint 
are shown in Fig.9(a)-(c). 

          (a) R-R-P (b) R-P-R     (c) P-R-R 
Fig. 9. Three Types of Spatial manipulator 
 
Two of which, namely, those in Fig.9(a) and (c) are the Stanford and RTX robot arms, 
respectively. While the Stanford arm has spherical workspace, RTX is of SCARA type. 
Computational complexities for the Generalized Inertia Matrix (GIM) and Matrix of 
Convective Inertia (MCI) terms for all these robot arms are tabulated in Table.6 which are 
based on eq. (13) and (14). Similar to the planar case, simplicity due to the orthogonal 
positions of the joint axes is also taken into account. Based on the total minimum 
computational complexity P-R-R configuration (RTX Robot), shown in Fig.9(c) has 
minimum computation complexities. 
 

Type GIM Computation MCI Computation Total 
R-R-P 170M 154A 522M 352A 692M 506A 
R-P-R 153M 148A 556M 415A 709M 583A 
P-R-R 142M 138A 389M 317A 531M 455A 

Table. 6. Computation Complexities of 3-DOF Spatial manipulator [6] 
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T

1Force transmission ratio =   
(Min. eigenvalue of Jacobian)

=J f

              (10) 
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Fig. 8. Force Transmission Ratio of R-R type and R-P type 
(Isotropic Index: Upper line, FTR: Lower Line) 
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2.3 Comparison of Manipulability 
2.3.1 Basic Formulations 
Manipulability is the ability to reach a certain position or set of positions, and to change the 
position or orientation at a given configuration. This performance index is most general one, 
and it’s possible to map on the workspace of a manipulator. Commonly, manipulability can 
be expressed following equations.[7] 
 

det( )TW JJ                                     (15) 

1 2 1 2

det( )

...... ......m m

W J

     
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                   (16) 

 

Where, 1 2 ...... 0m       are Eigen values of TJJ  and 

1 2 ...... 0 ( )m i i         are singular values of Jacobian matrix. Manipulability 

becomes equal to zero if and only if manipulability Space becomes less than m. That is 
singular point.  
 

 
Fig. 10. Generalized 2-DOF R-R type Manipulator 
 
Jacobian matrix of manipulator of Fig.10 is like eq. (17). 
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1 2 2det ( ) sinW J l l                      (18) 

When 
2 2

   , the configuration of the Manipulator is Optimal ( 1 2l l C   ; C is constant). 

As a result, the optimal design of link length is 1 2l l . And optimal configuration is  

2 2
   . 

 
 

2.3.2 Manipulability Ellipsoid Analysis 
It is natural to use the determinant of the Jacobian in a measure of manipulator dexterity. 
Manipulator Ellipsoid shows the manipulability of each manipulator by a shape of ellipsoid. 
That is, more closer to a complete circle, the manipulator has better manipulability. To 
calculate the manipulability ellipsoid, institute new matrices. 

.
( )V J                               (19) 

1 2
TJ Q Q                              (20) 

 
To verify the performance of manipulator in a workspace, generally this index is plotted to 
the workspace, and considers the phase of change of this index. In this study, the case 
which optimal link length is 1 2l l  is considered, and compared with the case which link 
length is different each other.  
 

 
Fig. 11. Manipulability of R-P-R type and R-R-P type 
 
Fig.11 represents manipulability ellipsoid of R-P-R and R-R-P type. First column is the case 
of link length 3:1 ratio, second column is the case of 1:1 ratio and last case shows the case of 
1:3 ratio. This figure shows link length of lower arm becomes larger, and then the area of 
ellipsoid of near the outer line becomes larger. This means better design that the length of 
lower arm becomes larger than upper arm for the specific task which this study concerns. 
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2.4 Comparison of Motion Capability 
2.4.1 Motion Capability of R-R-R type 
The motion capability of the manipulator is defined to be the measure or volume of subset 
of all possible rotations and translations of rigid body. The technique that will be used is 

similar to that of calculating the volume of a region in 3R  by integrating the volume 
element dV dxdydz  over the region of concern. The first application of the volume 
element to robotics appears in Karger (1989). It is also briefly mentioned as a possible area 
of study in Loncaric (1985). [8] 
First, applying the volume element to a manipulator capable of both rotational and 
translation motion, it may be instructive to investigate the simple case of planar motion. 
 

 
Fig. 12. R-R-R Type Planar Manipulator 
 
If the planar R-R-R type manipulator shown in Fig.12 is considered, the problem reduces to 
reparameterizing the manifold 2 2R   in terms of the joint angles. This is accomplished 
via the forward analysis for the mechanism and yields 
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The coordinate-induced tangent vectors are then given by 
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This equation can be described by following equation. 
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The magnitude of the volume of the parallelepiped formed by these tangent vectors is given 
by 
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Each element of this matrix represents the standard dot product which is given by 

cosv w v w   . Hence, the volume element, in terms of the joint angle 

parameterization, is given by  
 

1 2 2 1 2 3sindV l l d d d                      (27) 

 
The tangent vector represents the instantaneous motions of the end effecter. Hence the loss 
of one or more of these vectors represents a loss in a degree of freedom, and the volume 
element degenerates when the robot is in a singularity configuration. The volume, or what 
will be referred to as the motion capability, achieved by the robot, assuming all joints can 
rotate 2 radian , is given by 
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2 2 2
1 2 1 2 1 216 4 [ ( ) ( ) ]V l l l l l l                        (29) 

 
In the case of R-R-R type manipulator, motion capability is 4  times of physical 
workspace. Adding to this, consider the other types of manipulator. In addition to this type, 
we will consider other type of manipulator. Second type is R-P-R type (Fig.13). 
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2.4.2 Motion Capability of R-P-R type 
Likewise, volume element and motion capability can be calculated. 

 
Fig. 13. R-P-R type manipulator 
 

1 1 1 1 2 2

1 1 1 1 2 2

1 2

cos cos cos
sin sin sin

x l d l
y l d l

  
  

  

  
  
 

                       (30) 

1

1 1 1

1 1 1

( )sin( )
( ) cos( )

1

l d
t l d




  
   
  

                              (31) 

2

2 2

2 2

sin( )
cos( )

1

l
t l




 
   
  

                                (32) 

1

1

1

cos
sin

0
dt




 
   
  

                                 (33) 

 
To assume the length of each link and prismatic part is 1, the magnitude of the elements of 
the volume of these tangent vectors are given by 
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1 1 1 2 1 3

2 1 2 2 2 3

3 1 3 2 3 3

1
2t t t t t t

t t t t t t

t t t t t t

     

     

     

  

  

  
 

1
2

1 2

1 2 1 2

1 2

5 2cos( ) 1 0
2cos( ) 1 2 sin( )

0 ( ) 1

 
   

 

 
   



                (35) 
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2.4.2 Motion Capability of R-P-R type 
Likewise, volume element and motion capability can be calculated. 

 
Fig. 13. R-P-R type manipulator 
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Finally, we consider the P-R-P type manipulator (Fig.14). This manipulator induces a 
parameterization of the manifold 2 2R   via the forward analysis. This yield. 
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Assuming the revolute joint can rotate 2 radians, the volume element and motion 
capability of this manipulator is given by 
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We can use this value of motion capabilities of each type to compare the average degree of 
joint. That is the relationship between this motion capability and the area of the 
manipulator’s physical workspace. For a convenience of calculation, we assume that link 
length of each time is 1. First, motion capability of R-R-R type is, as stated above, 16 , and 
the physical workspace covers a circle of radius 1 2 2l l  . Dividing this result by the 
area of the physical workspace of the robot yields 
 

 2 4
2 1
RRRV 





                            (39)  

 
Eq(39) shows that the R-R-R manipulator achieves a double covering its physical workspace 
and is able to rotate a body 2  radians about any point in this workspace. Similarly, we 
can calculate this value about R-P-R and P-R-P type. 
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As a result, increasing the prismatic joint means decline of the motion capability of a 
manipulator. 

 
3. Selection of Adequate Link Length Combinaion 
 

Non-redundant planar manipulator is considered as shown in Fig.15. 

 
Fig. 15. Generalized planar manipulator 
 
To deal with the simplest symbolic expressions, it is convenient to consider the Jacobian 
2J  that correspond to task coordinates expressed in the second coordinate frame located 
at the manipulator end-effecter. 
 

1 22

2 1 2 2

sin 0
cos

l
J J

l l l
 

    
                         (42) 

 
For this manipulator value decomposition (Golub and Van Loan 1989) of the Jacobian 
matrix have been derived in symbolic form (Kircanski and Boric 1993). Thus, the singular 
values 1 and 2  are given by 
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It is obvious that 1 2   is always satisfied. One of the best measures of robot 
dexterity- condition number- is defined as the ratio of the maximum and minimum 
singular values. [9] Once the singular values have been derived symbolically, the 
condition number is also obtained symbolically as a function of the ratio between the link 
lengths k and the joint angle 2 .  
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Fig. 16. Condition number versus joint angle and link length ratio 
 
Fig.16 shows this relationship. The shaded zone at the contour graph designates the region 
where the condition number is less than 1.3. The isotropy condition means that the 
condition number has the optimal value of unity, that the two singular values are identical, 
 

2 2 2 2
2 2( 2 2 ) 4k kc k s                         (46) 

 

It can be satisfied only if 1 2 2 2
2 22,sin , cos

2 2
l l                         (47) 

 
The same result is obtained from the conditions that the rows of J  must be mutually 
orthogonal and of equal lengths. Fig.17 shows the minimum condition number versus the 
link lengths ratio 1 2/k l l  for a family of 2-DOF planar manipulator. 
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Fig. 17. The minimum condition number vs. the link lengths ratio 1 2/k l l  

Fig. 17 is plotted by eq.(48) 
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Fig.18 shows the variation of the condition number with the joint angle 2  for several 

values of the link lengths ratio k . It is obvious not only that the optimal condition number 

of unity is achievable only if 2k  , but also that the condition number increases with 

2  in vicinity of the isotropic configuration. Therefore, 2k   can be a proclaimed 
value as the optimal 2-DOF planar manipulator design. This result, however, is opposed to 
the result of manipulability analysis of previous chapter. Therefore, robot designer has to 
choose the appropriate ratio of link lengths for his/her own purpose. 
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Fig. 18. The condition number with the joint angle 2  for several values of the link lengths 

ratio k  

 
4. Conclusion 
 

This paper introduces a design concept for a robot manipulator specific to the curtain wall 
installation task or any other similar task that is in a dominant task area with a full stretch, 
high manipulability and motion capability, etc. Fig.19 shows the results of this study. This 
design concept is based on the following assumptions. 
1. The task was assumed to be curtain wall installation during the construction of a tall 
building. 
2. The required DOF of the manipulator is six, with an unchangeable rotational base frame. 
3. The end-effecter of the manipulator has a 3-DOF R-P-R type joint, which is also invariant. 
4. The previous assumption makes this problem rather simple thus it was handled as a 
planar manipulator problem. 
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Fig. 19. Flowchart showing the decision process for determining the optimal design of a 
manipulator for the specified task. 
 
The following figure illustrates the concept of a man-machine cooperation system for 
curtain wall installation based on the results of this study. 
 

 
Fig. 20. Concept of an assistant manipulator for curtain wall installation 

 
Acknowledgement 
 

This work was supported by the Research Fund of Hanyang University (HYU-2009-T) and a 
grant from Construction Technology Innovation Program(CTIP) funded by Ministry of 
Land, Transportation and Maritime Affairs (MLTM),SRC/ERC program of MOST (grant 
#R11-2005-056-03003-0). 
 
6. Reference 
 

[1] SeungNam Yu, Seung Yeol Lee, Chang Soo Han, Kye Young Lee, Sang Heon Lee, 
“Development of the curtain wall installation robot: Performance and efficiency 
tests at a construction site”, Autonomous Robots, Vol.22, No.3, pp.281~291, 2007  

[2] Jin-u Lee, Chang-Baek Son, “An Analysis of Work Ratio for construction Curtain wall by 
Work Sampling Technique”, The Korean Construction Society 2003, pp.519~522 

[3] Seung-Nam Yu, Jong-Ho Choe, Seung-Yel Lee, Chang-Soo. Han, Kye-Young Lee, Sang-
Heon Lee, “The Analysis of the Curtain Wall Installation Robot: Based on the Test 
in the Construction Processes”, ISARC 2005, Ferrara, Italy, pp76, 2005 

[4] John J. Craig, “Introduction to Robotics – Mechanics and Control, 3rd Edition”, Addison 
Wesley, 2005 

[5] Stephen L. Chiu, "Task Compatibility of Manipulator Postures", The International 
Journal of Robotics Research, Vol.7, No.5, 13-21, 1988 

[6] Prasadkumar P. Bhangale, S. K. Saha, V. P. Agrawal, “Dynamic Model Based Selection 
Criterion for Robot Manipulators”, Mutibody Dynamics 2003, Jorge A.C. 
Ambrósio(Ed.), IDMEC/IST, Lisbon, Portugal, July 1-4, 2003 

[7] Tsuneo Yoshikawa, “Manipulability of Robotic Mechanisms”, The international journal of 
Robotics Research, 1985, pp.3~4 

[8] Udai Basavaraj, Joseph Duffy, “End-Effector Motion Capabilities of Serial Manipulators, 
The international journal of Robotics Research, 1993, pp132~137 

[9] Manja Kircanski, “Kinematic Isotropy and Optimal Kinematic Design of Planar 
Manipulators and a 3-DOF Spatial Manipulator”, The Int. Journal of Robotics 
Research”, Vol.15, No.1, pp.61-77, 1996 



Manipulator Design Strategy for a Specified Task Based on Human-Robot Collaboration 643

 
Fig. 19. Flowchart showing the decision process for determining the optimal design of a 
manipulator for the specified task. 
 
The following figure illustrates the concept of a man-machine cooperation system for 
curtain wall installation based on the results of this study. 
 

 
Fig. 20. Concept of an assistant manipulator for curtain wall installation 

 
Acknowledgement 
 

This work was supported by the Research Fund of Hanyang University (HYU-2009-T) and a 
grant from Construction Technology Innovation Program(CTIP) funded by Ministry of 
Land, Transportation and Maritime Affairs (MLTM),SRC/ERC program of MOST (grant 
#R11-2005-056-03003-0). 
 
6. Reference 
 

[1] SeungNam Yu, Seung Yeol Lee, Chang Soo Han, Kye Young Lee, Sang Heon Lee, 
“Development of the curtain wall installation robot: Performance and efficiency 
tests at a construction site”, Autonomous Robots, Vol.22, No.3, pp.281~291, 2007  

[2] Jin-u Lee, Chang-Baek Son, “An Analysis of Work Ratio for construction Curtain wall by 
Work Sampling Technique”, The Korean Construction Society 2003, pp.519~522 

[3] Seung-Nam Yu, Jong-Ho Choe, Seung-Yel Lee, Chang-Soo. Han, Kye-Young Lee, Sang-
Heon Lee, “The Analysis of the Curtain Wall Installation Robot: Based on the Test 
in the Construction Processes”, ISARC 2005, Ferrara, Italy, pp76, 2005 

[4] John J. Craig, “Introduction to Robotics – Mechanics and Control, 3rd Edition”, Addison 
Wesley, 2005 

[5] Stephen L. Chiu, "Task Compatibility of Manipulator Postures", The International 
Journal of Robotics Research, Vol.7, No.5, 13-21, 1988 

[6] Prasadkumar P. Bhangale, S. K. Saha, V. P. Agrawal, “Dynamic Model Based Selection 
Criterion for Robot Manipulators”, Mutibody Dynamics 2003, Jorge A.C. 
Ambrósio(Ed.), IDMEC/IST, Lisbon, Portugal, July 1-4, 2003 

[7] Tsuneo Yoshikawa, “Manipulability of Robotic Mechanisms”, The international journal of 
Robotics Research, 1985, pp.3~4 

[8] Udai Basavaraj, Joseph Duffy, “End-Effector Motion Capabilities of Serial Manipulators, 
The international journal of Robotics Research, 1993, pp132~137 

[9] Manja Kircanski, “Kinematic Isotropy and Optimal Kinematic Design of Planar 
Manipulators and a 3-DOF Spatial Manipulator”, The Int. Journal of Robotics 
Research”, Vol.15, No.1, pp.61-77, 1996 



Robot Manipulators, New Achievements644



PSPRD and PSPRD+I Control of Robot Manipulators and Redundant Manipulators 645

PSPRD and PSPRD+I Control of Robot Manipulators and Redundant 
Manipulators

Kiyotaka Shimizu

0

P·SPR·D and P·SPR·D+I Control of
Robot Manipulators

and Redundant Manipulators
Kiyotaka Shimizu

Keio University
Japan

1. Introduction

This chapter is concerned with a PID-like control scheme for robot manipulators. We propose
P·SPR·D control and P·SPR·D+I control for a set-point servo problem of the robot manipula-
tors which are passive systems. P·SPR·D control consists of Proportional (P) action + Strict
Positive Real (SPR) action + Derivative (D) action. Such control can asymptotically stabilize
multi-joint robot manipulators. Stability analysis of the P·SPR·D control is made, based on
the passivity theory and LaSalle’s invariance principle. The L2-gain disturbance attenuation
problem is also investigated. The effectiveness of the proposed method is demonstrated by
the simulation results for a two-link manipulator.
Let u ∈ Rr be the control input, y ∈ Rm the output, r ∈ Rm the desired value and e = r − y
the error, then PID control is expressed as follows.

u = KPe + KI

∫ t

0
e(τ)dτ + KD ė + m0

i.e.

ż = e, z(0) = 0

u = KPe + KIz + KD ė + m0

where KP, KI , KD ∈ Rr×m are gain matrices corresponding to Proportional, Integral and
Derivative action, respectively, and m0 denotes the so-called manual reset quantity.
We propose the following P·SPR·D control (Shimizu, 2009a) in which a SPR (strict positive
real) element is used instead of Integral element:

ξ̇ = Dξ + e + ė, ξ(0) = 0, D < 0

u = KPe + KSξ + KD ė + m0

In Section 2 we study stability analysis of the P·SPR·D control imitating the PID control for a
set-point servo problem of multi-joint manipulator systems.
In regard to PD and PID control for robot manipulators, there exist many papers including
(Arimoto, 1996; Arimoto & Miyazaki, 1984; Spong et al., 1992), etc.. So the feature of our
method is to apply the P·SPR·D control instead of PID. By introducing the SPR element it has
a merit that a design of passivity-based control becomes very simplified.

33
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When the P·SPR·D control is applied to a plant possessing the Kalman-Yakubovich-Popov (K-
Y-P) property (Byrnes et al., 1991), we can prove that the closed-loop system becomes asymp-
totically stable by the P·SPR·D control, applying the passivity theory and LaSalle’s theorem
(LaSalle & Lefschetz, 1961). The reader may refer to (Shimizu, 2008a;b; 2009b) with respect
to the researches of P·SPR·D control for affine nonlinear systems and mechanical systems.
SPR stabilization of mechanical system is discussed in (Lozano et al., 2000) also. The reader
may refer to (Byrnes et al., 1991; Khalil, 2002; Lozano et al., 2000; van der Schaft, 2000) about
passivity-based control theory in general.
By the way, static state feedback control law may be obtained by the passivity based design
(Sepulchre et al., 1997; Shen, 2004) of the cascaded system also. Generally speaking, however,
the control law using a storage function is complex. Besides, an advantage of the P·SPR·D
control is of output feedback of simple structure.
In Section 3 an extension to redundant manipulators is investigated. Control of the redun-
dant manipulator in the task space was studied in (Arimoto, 1996; Galicki, 2008; Khatib, 1987;
Murakami et al., 2008; Shibata, 2007; Spong et al., 1992).
Section 4 investigates L2-gain disturbance attenuation problem (γ-dissipativity (van der
Schaft, 2000)) under the existince of disturbances. It is easy to solve the problem by apply-
ing the P·SPR·D control.
The simulation results is presented in Section 5 to demonstrate the effectiveness of the pro-
posed methods.

2. P·SPR·D Control of Robot Manipulators

We consider a set-point servo problem for robot manipulators. An equation of motion of
robot manipulator with n joints can be obtained by the Euler-Lagrange formulation. Let q be

the position (angles of each link) of the manipulator, τ the input torque,
1

2
q̇T M(q)q̇ the kinetic

energy and U(q) the potential energy. Then it can be represented as (Arimoto, 1996; Spong et
al., 1992)

M(q)q̈ +
1

2
Ṁ(q)q̇ + S(q, q̇)q̇ + g(q) = τ (1)

where M(q) denotes the inertia matrix which is positive definite and bounded, g(q)
�
= Uq(q)T

is the gradient of the gravity potential energy and S(q, q̇) denotes

S(q, q̇)q̇ =
1

2

{
Ṁ(q)q̇ −

[
∂

∂q
qT M(q)q̇

]T
}

, which is a skew-symmetric matrix. Denoting x1 = q ∈ Rn, x2 = q̇ ∈ Rn, x = (xT
1 , xT

2 )
T, and

letting the output by y = x2 ∈ Rn, and the control input by τ ∈ Rn, state space representation
of (1) becomes as follows.

ẋ1 = x2 (2a)

ẋ2 = −M(x1)
−1

{
1

2
Ṁ(x1)x2 + S(x1, x2)x2 + g(x1)

}
+ M(x1)

−1τ

�
= f 2(x1, x2) + G2(x1)τ (2b)

y = x2 (3)

Now taking a storage function equal to the kinetic energy + the potential energy as

W(x) =
1

2
xT

2 M(x1)x2 + U(x1)− U(x∗1) (4)

we calculate its time derivative with use of skew-symmetricity of S(x1, x2) to obtain

Ẇ(x) =
∂

∂x1

{
1

2
xT

2 M(x1)x2

}
ẋ1 +

∂

∂x2

{
1

2
xT

2 M(x1)x2

}
ẋ2 +

∂U(x1)

∂x1
ẋ1

=
1

2
xT

2 Ṁ(x1)x2 + xT
2 {−

1

2
Ṁ(x1)x2 − S(x1, x2)x2 − g(x1) + τ}+ g(x1)

Tx2

≤ yTτ (5)

Therefore, the robot manipulator is passive with respect to the input τ and the output y = x2

(Arimoto, 1996). Thus, the so-called K-Y-P property holds :

Wx1 (x)x2 + Wx2 (x) f 2(x1, x2) ≤ 0 (6a)

Wx2 (x)G2(x1) = yT (6b)

Here let us consider a set-point servo problem (a set-point tracking control) with the desired
value (x1, x2) = (x∗1, 0). For that we consider the following system which consists of the robot
manipulator (2),(3) and a SPR (strict positive real) element (8).

ẋ1 = x2 (7a)

ẋ2 = −M(x1)
−1

{
1

2
Ṁ(x1)x2 + S(x1, x2)x2 + g(x1)

}
+ M(x1)

−1τ

�
= f 2(x1, x2) + G2(x1)τ (7b)

ξ̇ = Dξ + (x∗1 − x1)− x2, ξ(0) = 0, D < 0 (8)

y = x2 (9)

And set up a feedback compensator (P·SPR·D controller) :

τ = KP(x
∗
1 − x1) + KSξ − KDx2 + g(x∗1) (10)

where KP, KS, KD ∈ Rn×n are all gain matrices being positive definite and diagonal. Here
g(x∗1), gravity force compensation at the desired value x∗1, corresponds to the so-called manual
reset quantity of PID control.
We have the following theorem.
[Theorem 1] The closed-loop system (7)∼(10) of the robot manipulator with the P·SPR·D con-
trol is asymptotically stable at the equilibrium (x1e, x2e, ξe) = (x∗1, 0, 0), provided that positive
definite diagonal matrices KP, KS, KD ∈ Rn×n and negative definite diagonal D ∈ Rn×n are
appropriately chosen.
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Ṁ(q)q̇ + S(q, q̇)q̇ + g(q) = τ (1)

where M(q) denotes the inertia matrix which is positive definite and bounded, g(q)
�
= Uq(q)T

is the gradient of the gravity potential energy and S(q, q̇) denotes
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T, and
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Tx2

≤ yTτ (5)

Therefore, the robot manipulator is passive with respect to the input τ and the output y = x2

(Arimoto, 1996). Thus, the so-called K-Y-P property holds :

Wx1 (x)x2 + Wx2 (x) f 2(x1, x2) ≤ 0 (6a)

Wx2 (x)G2(x1) = yT (6b)

Here let us consider a set-point servo problem (a set-point tracking control) with the desired
value (x1, x2) = (x∗1, 0). For that we consider the following system which consists of the robot
manipulator (2),(3) and a SPR (strict positive real) element (8).

ẋ1 = x2 (7a)

ẋ2 = −M(x1)
−1

{
1
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Ṁ(x1)x2 + S(x1, x2)x2 + g(x1)

}
+ M(x1)

−1τ

�
= f 2(x1, x2) + G2(x1)τ (7b)

ξ̇ = Dξ + (x∗1 − x1)− x2, ξ(0) = 0, D < 0 (8)

y = x2 (9)

And set up a feedback compensator (P·SPR·D controller) :

τ = KP(x
∗
1 − x1) + KSξ − KDx2 + g(x∗1) (10)

where KP, KS, KD ∈ Rn×n are all gain matrices being positive definite and diagonal. Here
g(x∗1), gravity force compensation at the desired value x∗1, corresponds to the so-called manual
reset quantity of PID control.
We have the following theorem.
[Theorem 1] The closed-loop system (7)∼(10) of the robot manipulator with the P·SPR·D con-
trol is asymptotically stable at the equilibrium (x1e, x2e, ξe) = (x∗1, 0, 0), provided that positive
definite diagonal matrices KP, KS, KD ∈ Rn×n and negative definite diagonal D ∈ Rn×n are
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(Proof) At the equilibrium of system (7),(8),(10) hold the following relations.

0 = x2e

0 = −g(x1e) + τe

0 = Dξe + (x∗1 − x1e)

Thus it follows that (x1e, x2e, ξe) = (x∗1, 0, 0) is an equilibrium point, provided that τe = g(x∗1).
Now let us consider a Lyapunov function candidate

V(x, ξ) = W(x) + g(x∗1)
T(x∗1 − x1) +

1

2

[
(x∗1 − x1)

ξ

]T
[

KP − K K

K
T

KS − K

][
(x∗1 − x1)

ξ

]
(11)

where KP − K > 0, KS − K > 0 and

[
KP − K K

K
T

KS − K

]
is a positive definite matrix. The

first term in the right-hand side of (11) is a semi-positive definite function. Since the second

term plus the third one is a quadrtic function of

[
(x∗1 − x1)

ξ

]
whose quadratic term is with

the positive definite matrix, it has the minimum. Accordingly, V(x, ξ) is a function bounded
below.
Next calculate its time derivative along (7)∼(10) using the K-Y-P property (6) to get

V̇(x, ξ) = Wx1 (x)x2 + Wx2 (x) f 2(x1, x2) + Wx2 (x)G2(x1)τ − g(x∗1)
Tx2

+

[
(x∗1 − x1)

ξ

]T
[

KP − K K

K
T

KS − K

][
−ẋ1

ξ̇

]

≤ yTτ − g(x∗1)
T x2 +

[
(x∗1 − x1)

ξ

]T
[

KP − K K

K
T

KS − K

] [
−x2

Dξ + (x∗1 − x1)− x2

]

= xT
2 (KP(x

∗
1 − x1) + KSξ − KDx2 + g(x∗1))− g(x∗1)

Tx2

+

[
(x∗1 − x1)

ξ

]T
[

−(KP − K)x2 + KDξ + K(x∗1 − x1)− Kx2

−K
T

x2 + (KS − K)Dξ + (KS − K)(x∗1 − x1)− (KS − K)x2

]

= xT
2 (KP(x

∗
1 − x1) + KSξ − KDx2) +

[
(x∗1 − x1)

ξ

]T[
K KD

(KS − K) (KS − K)D

][
(x∗1 − x1)

ξ

]

−(x∗1 − x1)
TKPx2 − ξTKSx2

= −xT
2 KDx2 +

[
(x∗1 − x1)

ξ

]T[
K KD

(KS − K) (KS − K)D

][
(x∗1 − x1)

ξ

]
(12)

Here we try to make

[
K KD

(KS − K) (KS − K)D

]

be negative definite. For that purpose, set K < 0, KS − K = (KD)T and D < −I such that we
have KS = (I + D)K > 0. Then the above matrix becomes

[
K KD

(KD)T KD2

]

Since the (1,1) element and the (2,2) element are K < 0, KD2
< 0, respectively, we can choose

K < 0 and diagonal D < 0 such that the above matrix becomes negative definite. This can be
concluded from the Schur complement also.
Consequently, V̇(x, ξ) becomes semi-negative definite, and it follows that the P·SPR·D control
is stable in the sense of Lyapunov, but it is unknown if asymptotically stable. So we apply
LaSalle’s invariance principle (LaSalle & Lefschetz, 1961) as below.
Let Ωc = {(x, ξ) | V(x, ξ) ≤ c} and suppose that Ωc is bounded and V̇(x, ξ) ≤ 0 in Ωc (c is a
positive number such that V̇(x, ξ) ≤ 0). Here define ΩE as a set of all points of Ωc satisfying
V̇(x, ξ) = 0 and put

ΩE = {(x, ξ) | V̇(x, ξ) = 0, (x, ξ) ∈ Ωc}

From (12) (x, ξ) satisfying V̇(x, ξ) = 0 is given as x2 = 0, x∗1 − x1 = 0, ξ = 0. So we have

ΩE = {(x, ξ)|x1 = x∗1, x2 = 0, ξ = 0, (x, ξ) ∈ Ωc}

Accordingly, we know from (7),(8),(10) that (x, ξ) in ΩE consists of only the equilibrium point
(x1e, x2e, ξe) = (x∗1, 0, 0) with τe = g(x∗1). Thus the largest invariance set ΩM in ΩE consists of
the equilibrium point (x1e, x2e, ξe) = (x∗1, 0, 0). Therefore, by LaSalle’s invariance principle all
trajectories in Ωc converges to ΩM as t → ∞. Thus (x∗1, 0, 0) is aymptotically stable. Namely,
it is achieved that x1(t) → x∗1, x2(t) → 0, ξ(t) → 0, as t → ∞.
[Remark 1] It is well-known (Khalil, 2002) that if affine nonlinear system is passive and zero
state detectable, then the output feedback control u = −Ky, K > 0 asymptotically stabilizes
an equilibrium point xe = 0. Since the robot manipulator is not zero state detectable, however,
one cannot apply this well-known fact to asymptotical stabilization to the origin. In order to
stabilize the origin (x1, x2) = (0, 0), one must apply Theorem 1 letting x∗1 = 0.
[Remark 2] P·SPR·D control of affine nonlinear systems is investigated in (Shimizu, 2008a;
2009b). Its asymptotical stability is proved under the assumption of passivity and zero state
detectability.
[Remark 3] Although we consider only a rigid robot manipulator in this chapter, elastic joint
robot arm is studied in (Shimizu, 2009b; Spong et al., 1992).

Local asymptotical stability of PID control for the robot manipulator was first proved by
(Arimoto, 1996; Arimoto & Miyazaki, 1984). For comparison with the P·SPR·D control, its
proof based on the K-Y-P property is given in Appendix.

It is well-known (Arimoto, 1996) that PD control + gravity force compensation yields superior
control performance. However, in case where the gravity force compensation g(x∗1) at the
desired value x∗1 is not available, we can consider the following P·SPR·D+I control instead of
(10).

τ = KP(x
∗
1 − x1) + KSξ − KDx2 + KI

∫ t

0
(x∗1 − x1(τ))dτ (13)

i.e.

ξ̇ = Dξ + (x∗1 − x1)− x2, ξ(0) = 0, D < 0

ż = x∗1 − x1, z(0) = 0

u = KP(x
∗
1 − x1) + KSξ − KD ẋ2 + KIz
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the equilibrium point (x1e, x2e, ξe) = (x∗1, 0, 0). Therefore, by LaSalle’s invariance principle all
trajectories in Ωc converges to ΩM as t → ∞. Thus (x∗1, 0, 0) is aymptotically stable. Namely,
it is achieved that x1(t) → x∗1, x2(t) → 0, ξ(t) → 0, as t → ∞.
[Remark 1] It is well-known (Khalil, 2002) that if affine nonlinear system is passive and zero
state detectable, then the output feedback control u = −Ky, K > 0 asymptotically stabilizes
an equilibrium point xe = 0. Since the robot manipulator is not zero state detectable, however,
one cannot apply this well-known fact to asymptotical stabilization to the origin. In order to
stabilize the origin (x1, x2) = (0, 0), one must apply Theorem 1 letting x∗1 = 0.
[Remark 2] P·SPR·D control of affine nonlinear systems is investigated in (Shimizu, 2008a;
2009b). Its asymptotical stability is proved under the assumption of passivity and zero state
detectability.
[Remark 3] Although we consider only a rigid robot manipulator in this chapter, elastic joint
robot arm is studied in (Shimizu, 2009b; Spong et al., 1992).

Local asymptotical stability of PID control for the robot manipulator was first proved by
(Arimoto, 1996; Arimoto & Miyazaki, 1984). For comparison with the P·SPR·D control, its
proof based on the K-Y-P property is given in Appendix.

It is well-known (Arimoto, 1996) that PD control + gravity force compensation yields superior
control performance. However, in case where the gravity force compensation g(x∗1) at the
desired value x∗1 is not available, we can consider the following P·SPR·D+I control instead of
(10).

τ = KP(x
∗
1 − x1) + KSξ − KDx2 + KI

∫ t

0
(x∗1 − x1(τ))dτ (13)

i.e.

ξ̇ = Dξ + (x∗1 − x1)− x2, ξ(0) = 0, D < 0

ż = x∗1 − x1, z(0) = 0

u = KP(x
∗
1 − x1) + KSξ − KD ẋ2 + KIz
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Since the stability of transient state is sufficiently guaranteed by the P·SPR·D control, we
devise here only a counterplan to remove a steady state error (an off-set). Of course, the
P·SPR·D+I control is inferior to the P·SPR·D control with the gravity force compensation. Yet
sufficiently satisfactory control performance can be obtained.

3. P·SPR·D Control of Redundant Manipulators

Robot manipulators with multi-freedom, the so-called redundant manipulators, can perform
complex and flexible operation utilizing the redundancy. Stability analysis of robot manipu-
lators should be made basically in the joint-space coordinates. But actual robot manipulators
aim to control direct motion in the task-space. Therefore, it is more convinient for the robot
task to represent a model in the task-space showing a manipulator end-point position rather
than a model in the joint-space. If joint angles q∗ corresponding to the desired target position
zo in the task-space can be accurately calculated from inverse kinematics, one may consider
stabilization only in the joint-space.
For the redundant manipulators, however, the joint angles q∗ corresponding to the target
position zo can not be determined uniquely and in addition calculation of inverse kinematics
is usually complex and inaccurate. Thus, from a view-point of practice a stable control scheme
based on the task-space plus joint-space coodinates is very desirable.
Now let us consider a multi-joint redundant manipulator with n links. Let z ∈ Rp (p < n) be
the end-point position vector in the task-space. Then one has a relation from the kinematics
as (Arimoto, 1996; Khatib, 1987; Spong et al., 1992)

z = f (q) = f (x1) (14)

ż =
∂ f (x1)

∂x1
ẋ1

�
= J(x1)x2 (15)

It is easy to calculate forward kinematics q �→ z, but hard to calculate inverse one z �→ q.
Namely, given the desired position coordinates zo, it is very difficult to determine the joint
coordinates x∗1 = q∗ realizing zo, as the degree of freedom of redundancy is large.
In order to achieve accurate end-point position control, it is desired to obtain a control method

for realizing zo, even when the inverse transformation x∗1 = f−1(zo) may not be attained
correctly. For that purpose we propose a stabilizing control method for the end-point position
setting, combining the P·SPR·D control in the joint-space and the P·SPR one in the task-space.
Namely, we add the following P·SPR control in the task-space to the P·SPR·D one in the joint-
space.

ż = J(x1)x2 (16)

η̇ = D
′
η+ (zo − z)− J(x1)x2, η(0) = 0, D

′
< 0 (17)

τ
′
= J(x1)

TK
′

P(z
o − z) + J(x1)

TK
′

Sη (18)

where K
′

P, K
′

S ∈ Rp×p are positive definite diagonal gain mtrices. Therefore, actual control
input becomes in consideration of task-space coordinates as follows.

τ = KP(x
∗
1 − x1) + KSξ − KDx2 + g(x∗1) + τ

′

= KP(x
∗
1 − x1) + KSξ − KDx2 + g(x∗1) + J(x1)

TK
′

P(z
o − z) + J(x1)

TK
′

Sη (19)

where the set-point x∗1 denotes the joint angles corresponding to the desired position zo, which
is determined from the inverse kinematics. It is not unique, however. Then the following
theorem holds.
[Theorem 2] The closed-loop system (7)∼(9),(16),(17),(19) of the redundant manipulator
with P·SPR·D control is asymptotically stable at the equilibrium (x1e, x2e, ξe, ze, ηe) =

(x∗1, 0, 0, zo, 0), provided that positive definite diagonal matrices KP, KS, KD ∈ Rn×n, K
′

P, K
′

S ∈

Rp×p and negative definite diagonal matrices D ∈ Rn×n, D
′
∈ Rp×p are appropriately chosen.

(Proof) For simplicity of description, we will state only a part to be added to the proof of
Theorem 1.
Consider a Lyapunov functiion candidate for the overall system

Vtotal(x, ξ, z, η) = V(x, ξ) + V
′
(z, η) (20)

where V(x, ξ) is given by (11) and V
′
(z, η) denotes a Lyapunov function candidate corre-

sponding to the additional part (16) ∼ (18) ;

V
′
(z, η) =

1

2

[
(zo − z)

η

]T
[

K
′

P − K
′

K
′

K
′T

K
′

S − K
′

][
(zo − z)

η

]
(21)

where K
′

P − K
′

> 0, K
′

S − K
′

> 0 and

[
K

′

P − K
′

K
′

K
′T

K
′

S − K
′

]
is a positive definite matrix.

Next calculate a time derivative of (20) along (7)∼ (9),(16),(17),(19) to get

V̇total(x, ξ, z, η) = V̇(x, ξ) + V̇
′
(z, η) (22)

But V̇(x, ξ) has been evaluated by (12) except for a part of yTτ
′
, already, so we calculate only

the remained part as follows.

yTτ
′
+ V̇

′
(z, η)

≤ yTτ
′
+

[
(zo − z)

η

]T
[

K
′

P − K
′

K
′

K
′T

K
′

S − K
′

][
(żo − ż)

η̇

]

= xT
2 τ

′
+

[
(zo − z)

η

]T
[

K
′

P − K
′

K
′

K
′T

K
′

S − K
′

][
−J(x2)x2

D
′
η+ (zo − z)− J(x1)x2

]

= xT
2 (J(x1)

TK
′

P(z
o − z) + J(x1)

TK
′

Sη)

+

[
(zo − z)

η

]T
[

−(K
′

P − K
′

)J(x1)x2 + K
′

D
′
η+ K

′

(zo − z)− K
′

J(x1)x2

−K
′T

J(x1)x2 + (K
′

S − K
′

)D
′
η+ (K

′

S − K
′

)(zo − z)− (K
′

S − K
′

)J(x1)x2

]

= xT
2 (J(x1)

TK
′

P(z
o − z) + J(x1)

TK
′

Sη) +

[
(zo − z)

η

]T
[

K
′

K
′

D
′

(K
′

S − K
′

) (K
′

S − K
′

)D
′

][
(zo − z)

η

]

−(zo − z)TK
′

P J(x1)x2 − ηTK
′

S J(x1)x2

=

[
(zo − z)

η

]T
[

K
′

K
′

D
′

(K
′

S − K
′

) (K
′

S − K
′

)D
′

][
(zo − z)

η

]
(23)
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Since the stability of transient state is sufficiently guaranteed by the P·SPR·D control, we
devise here only a counterplan to remove a steady state error (an off-set). Of course, the
P·SPR·D+I control is inferior to the P·SPR·D control with the gravity force compensation. Yet
sufficiently satisfactory control performance can be obtained.

3. P·SPR·D Control of Redundant Manipulators

Robot manipulators with multi-freedom, the so-called redundant manipulators, can perform
complex and flexible operation utilizing the redundancy. Stability analysis of robot manipu-
lators should be made basically in the joint-space coordinates. But actual robot manipulators
aim to control direct motion in the task-space. Therefore, it is more convinient for the robot
task to represent a model in the task-space showing a manipulator end-point position rather
than a model in the joint-space. If joint angles q∗ corresponding to the desired target position
zo in the task-space can be accurately calculated from inverse kinematics, one may consider
stabilization only in the joint-space.
For the redundant manipulators, however, the joint angles q∗ corresponding to the target
position zo can not be determined uniquely and in addition calculation of inverse kinematics
is usually complex and inaccurate. Thus, from a view-point of practice a stable control scheme
based on the task-space plus joint-space coodinates is very desirable.
Now let us consider a multi-joint redundant manipulator with n links. Let z ∈ Rp (p < n) be
the end-point position vector in the task-space. Then one has a relation from the kinematics
as (Arimoto, 1996; Khatib, 1987; Spong et al., 1992)

z = f (q) = f (x1) (14)

ż =
∂ f (x1)

∂x1
ẋ1

�
= J(x1)x2 (15)

It is easy to calculate forward kinematics q �→ z, but hard to calculate inverse one z �→ q.
Namely, given the desired position coordinates zo, it is very difficult to determine the joint
coordinates x∗1 = q∗ realizing zo, as the degree of freedom of redundancy is large.
In order to achieve accurate end-point position control, it is desired to obtain a control method

for realizing zo, even when the inverse transformation x∗1 = f−1(zo) may not be attained
correctly. For that purpose we propose a stabilizing control method for the end-point position
setting, combining the P·SPR·D control in the joint-space and the P·SPR one in the task-space.
Namely, we add the following P·SPR control in the task-space to the P·SPR·D one in the joint-
space.

ż = J(x1)x2 (16)

η̇ = D
′
η+ (zo − z)− J(x1)x2, η(0) = 0, D

′
< 0 (17)

τ
′
= J(x1)

TK
′

P(z
o − z) + J(x1)

TK
′

Sη (18)

where K
′

P, K
′

S ∈ Rp×p are positive definite diagonal gain mtrices. Therefore, actual control
input becomes in consideration of task-space coordinates as follows.

τ = KP(x
∗
1 − x1) + KSξ − KDx2 + g(x∗1) + τ

′

= KP(x
∗
1 − x1) + KSξ − KDx2 + g(x∗1) + J(x1)

TK
′

P(z
o − z) + J(x1)

TK
′

Sη (19)

where the set-point x∗1 denotes the joint angles corresponding to the desired position zo, which
is determined from the inverse kinematics. It is not unique, however. Then the following
theorem holds.
[Theorem 2] The closed-loop system (7)∼(9),(16),(17),(19) of the redundant manipulator
with P·SPR·D control is asymptotically stable at the equilibrium (x1e, x2e, ξe, ze, ηe) =

(x∗1, 0, 0, zo, 0), provided that positive definite diagonal matrices KP, KS, KD ∈ Rn×n, K
′

P, K
′

S ∈

Rp×p and negative definite diagonal matrices D ∈ Rn×n, D
′
∈ Rp×p are appropriately chosen.

(Proof) For simplicity of description, we will state only a part to be added to the proof of
Theorem 1.
Consider a Lyapunov functiion candidate for the overall system

Vtotal(x, ξ, z, η) = V(x, ξ) + V
′
(z, η) (20)

where V(x, ξ) is given by (11) and V
′
(z, η) denotes a Lyapunov function candidate corre-

sponding to the additional part (16) ∼ (18) ;

V
′
(z, η) =

1

2

[
(zo − z)

η

]T
[

K
′

P − K
′

K
′

K
′T

K
′

S − K
′

][
(zo − z)

η

]
(21)

where K
′

P − K
′

> 0, K
′

S − K
′

> 0 and

[
K

′

P − K
′

K
′

K
′T

K
′

S − K
′

]
is a positive definite matrix.

Next calculate a time derivative of (20) along (7)∼ (9),(16),(17),(19) to get

V̇total(x, ξ, z, η) = V̇(x, ξ) + V̇
′
(z, η) (22)

But V̇(x, ξ) has been evaluated by (12) except for a part of yTτ
′
, already, so we calculate only

the remained part as follows.

yTτ
′
+ V̇

′
(z, η)

≤ yTτ
′
+

[
(zo − z)

η

]T
[

K
′

P − K
′

K
′

K
′T

K
′

S − K
′

][
(żo − ż)

η̇

]

= xT
2 τ

′
+

[
(zo − z)

η

]T
[

K
′

P − K
′

K
′

K
′T

K
′

S − K
′

][
−J(x2)x2

D
′
η+ (zo − z)− J(x1)x2

]

= xT
2 (J(x1)

TK
′

P(z
o − z) + J(x1)

TK
′

Sη)

+

[
(zo − z)

η

]T
[

−(K
′

P − K
′

)J(x1)x2 + K
′

D
′
η+ K

′

(zo − z)− K
′

J(x1)x2

−K
′T

J(x1)x2 + (K
′

S − K
′

)D
′
η+ (K

′

S − K
′

)(zo − z)− (K
′

S − K
′

)J(x1)x2

]

= xT
2 (J(x1)

TK
′

P(z
o − z) + J(x1)

TK
′

Sη) +

[
(zo − z)

η

]T
[

K
′

K
′

D
′

(K
′

S − K
′

) (K
′

S − K
′

)D
′

][
(zo − z)

η

]

−(zo − z)TK
′

P J(x1)x2 − ηTK
′

S J(x1)x2

=

[
(zo − z)

η

]T
[

K
′

K
′

D
′

(K
′

S − K
′

) (K
′

S − K
′

)D
′

][
(zo − z)

η

]
(23)
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Therefore, combining (12) and (23), we have

V̇total(x, ξ, z, η) ≤ −xT
2 KDx2 +

[
(x∗1 − x1)

ξ

]T[
K KD

(KS − K) (KS − K)D

][
(x∗1 − x1)

ξ

]

+

[
(zo − z)

η

]T
[

K
′

K
′

D
′

(K
′

S − K
′

) (K
′

S − K
′

)D
′

][
(zo − z)

η

]
(24)

The third term in the right-hand side can be made negative definite by the similar argument
in Theorem 1. Hence the function (24) is semi-negative definite.
By the way, when τ = τe = g(x∗1), it is obvious that an equilibrium of (7),(8),(16),(17),(19)
becomes (x1e, x2e, ξe, ze, ηe) = (x∗1, 0, 0, zo, 0). Therefore, by the similar argument in Theorem
1, we can show that the equilibrium (x∗1, 0, 0, zo, 0) is asymptotically stable by LaSalle’s in-
variance principle. Namely, it is achieved that x1(t) → x∗1, x2(t) → 0, ξ(t) → 0, z(t) →
zo, η(t) → 0, as t → ∞.

ĄyCollorary 1Ąz Theorem 2 holds also with setting K
′

S = 0 and τ
′
= J(x1)

TK
′

P(z
o − z).

Meanwhile, when n > p in the redundant manipulator, we can set some joint angles qi, i ∈ I
at arbitrary values x∗1i = q∗i , i ∈ I within the possible freedom (the number of elements of I is
less than n − p ). In this case define a vector x̂1 ∈ Rn as {x̂1i = x1i , i ∈ I, x̂1i = 0, i /∈ I} and
{x̂∗1i = x∗1i , i ∈ I, x̂∗1i = 0, i /∈ I}and let us modify the control law (16),(17),(19) as follows.

ξ̇ = Dξ + (x̂∗1 − x̂1)− x̂2, ξ(0) = 0, D < 0 (25)

ż = J(x1)x2 (26)

η̇ = D
′
η+ (zo − z)− J(x1)x2, η(0) = 0, D

′
< 0 (27)

τ = KP(x̂
∗
1 − x̂1) + KSξ − KD x̂2 + g(x∗1) + J(x1)

TK
′

P(z
o − z) + J(x1)

TK
′

Sη (28)

It is then noted that elements of KP and KS corresponding to x1i, i /∈ I do not give any effect.
In this case, asymptotical stability in the subspace of joint coodinates xi, i ∈ I is guaranteed
such that x1i(t) → x∗1i, i ∈ I as t → ∞. But joint angles x1i, i /∈ I are not known where to
converge, although stable in the sense of Lyapunov.
Theorem 2 does not take damping (Derivative action) in the task-space in consideration. How-
ever, damping −KDx2 in the joint-space contributes to it indirectly.

In order to add the damping in the task-space to control input τ
′
, we can add Derivative action

term −XK
′

Dż to τ
′
. Although we can calculate the matrix X theoretically, however, it is not of

practical use because of too much complexity.
On the other hand, under the situation of q̈ = ẋ2 ≈ 0 one can prove asymptotical stability,

even if −J(x1)
TK

′

D ż is added to (18). But we do not know whether the damping is effective or
not, as ẋ2 ≈ 0 is not assumed.

4. L2-Gain Disturbance Attenuation Problem

In this section we study L2-gain disturbance attenuation problem under the existence of dis-
turbance w. Let us consider again the following cascaded system of the robot manipulator

and the SPR element.

ẋ1 = x2 (29a)

ẋ2 = −M(x1)
−1

{
1

2
Ṁ(x1)x2 + S(x1, x2)x2 + g(x1)

}
+ M(x1)

−1τ + L(x)w

�
= f 2(x1, x2) + G2(x1)τ + L(x)w (29b)

ξ̇ = Dξ + (x∗1 − x1)− x2, D < 0 (30)

y = x2 (31)

where w ∈ Rl is the disturbance vector.
And set up a feedback compensator (P·SPR·D controller) :

τ = KP(x
∗
1 − x1) + KSξ − KDx2 + g(x∗1) (32)

where KP, KS, KD ∈ Rn×n are all positive definite diagonal matrices. Here g(x∗1), gravity force
compensation at the desired value x∗1, corresponds to the manual reset quantity m0.
The L2-gain disturbance attenuation problem is defined to obtain the P·SPR·D control such
that the closed-loop system satisfies the following two conditions under the given disturbance
attenuation level γ > 0.

P1. When w = 0, the closed-loop system is asymptotically stable at the equilibrium
(x1e, x2e, ξe) = (x∗1, 0, 0).

p2. When x(0) = 0, the following inequality holds for arbitrarily given T > 0.

∫ T

0
‖y(t)‖2dt ≤ γ2

∫ T

0
‖w(t)‖2dt

It is noticed that P2 is equivallent to having L2 gain below γ when x(0) = 0, that is, ‖y‖2 ≤
γ2‖w‖2. It implies that for all w ∈ L2[0, T] and for the supply rate s(y, w) = 1

2{γ2wTw −

yTy}, the following γ-dissipation inequality holds (van der Schaft, 2000).

V̇(x, ξ) ≤
1

2
{γ2wTw − yTy} (33)

The following theorem solves the L2-gain disturbance attenuation problem.
[Theorem 3] Suppose that W(x) and L(x) satisfy the matching condition

Wx(x)L(x) = yTS(x)T (34)

where S(x) ∈ Rl×n denotes the function matrix and S(x)TS(x) = In. Then the closed-loop
system (29)∼(32) satisfies P2, provided that positive definite diagonal matrices KP, KS, KD ∈
Rn×n and negative definite diagonal matrix D ∈ Rn×n are appropriately chosen and KD ≥
1
2 (1 +

1
γ2 )In. Namely, it possesses L2 gain less than γ (i.e., γ-dissipation inequality holds.)

Furthermore, by the P·SPR·D control (32) the closed-loop system satisfies P1 so that
(x1e, x2e, ξe) = (x∗1, 0, 0) is asymptotically stable.
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Therefore, combining (12) and (23), we have

V̇total(x, ξ, z, η) ≤ −xT
2 KDx2 +

[
(x∗1 − x1)

ξ

]T[
K KD

(KS − K) (KS − K)D

][
(x∗1 − x1)

ξ

]

+

[
(zo − z)

η

]T
[

K
′

K
′

D
′

(K
′

S − K
′

) (K
′

S − K
′

)D
′

][
(zo − z)

η

]
(24)

The third term in the right-hand side can be made negative definite by the similar argument
in Theorem 1. Hence the function (24) is semi-negative definite.
By the way, when τ = τe = g(x∗1), it is obvious that an equilibrium of (7),(8),(16),(17),(19)
becomes (x1e, x2e, ξe, ze, ηe) = (x∗1, 0, 0, zo, 0). Therefore, by the similar argument in Theorem
1, we can show that the equilibrium (x∗1, 0, 0, zo, 0) is asymptotically stable by LaSalle’s in-
variance principle. Namely, it is achieved that x1(t) → x∗1, x2(t) → 0, ξ(t) → 0, z(t) →
zo, η(t) → 0, as t → ∞.

ĄyCollorary 1Ąz Theorem 2 holds also with setting K
′

S = 0 and τ
′
= J(x1)

TK
′

P(z
o − z).

Meanwhile, when n > p in the redundant manipulator, we can set some joint angles qi, i ∈ I
at arbitrary values x∗1i = q∗i , i ∈ I within the possible freedom (the number of elements of I is
less than n − p ). In this case define a vector x̂1 ∈ Rn as {x̂1i = x1i , i ∈ I, x̂1i = 0, i /∈ I} and
{x̂∗1i = x∗1i , i ∈ I, x̂∗1i = 0, i /∈ I}and let us modify the control law (16),(17),(19) as follows.

ξ̇ = Dξ + (x̂∗1 − x̂1)− x̂2, ξ(0) = 0, D < 0 (25)

ż = J(x1)x2 (26)

η̇ = D
′
η+ (zo − z)− J(x1)x2, η(0) = 0, D

′
< 0 (27)

τ = KP(x̂
∗
1 − x̂1) + KSξ − KD x̂2 + g(x∗1) + J(x1)

TK
′

P(z
o − z) + J(x1)

TK
′

Sη (28)

It is then noted that elements of KP and KS corresponding to x1i, i /∈ I do not give any effect.
In this case, asymptotical stability in the subspace of joint coodinates xi, i ∈ I is guaranteed
such that x1i(t) → x∗1i, i ∈ I as t → ∞. But joint angles x1i, i /∈ I are not known where to
converge, although stable in the sense of Lyapunov.
Theorem 2 does not take damping (Derivative action) in the task-space in consideration. How-
ever, damping −KDx2 in the joint-space contributes to it indirectly.

In order to add the damping in the task-space to control input τ
′
, we can add Derivative action

term −XK
′

Dż to τ
′
. Although we can calculate the matrix X theoretically, however, it is not of

practical use because of too much complexity.
On the other hand, under the situation of q̈ = ẋ2 ≈ 0 one can prove asymptotical stability,

even if −J(x1)
TK

′

D ż is added to (18). But we do not know whether the damping is effective or
not, as ẋ2 ≈ 0 is not assumed.

4. L2-Gain Disturbance Attenuation Problem

In this section we study L2-gain disturbance attenuation problem under the existence of dis-
turbance w. Let us consider again the following cascaded system of the robot manipulator

and the SPR element.

ẋ1 = x2 (29a)

ẋ2 = −M(x1)
−1

{
1

2
Ṁ(x1)x2 + S(x1, x2)x2 + g(x1)

}
+ M(x1)

−1τ + L(x)w

�
= f 2(x1, x2) + G2(x1)τ + L(x)w (29b)

ξ̇ = Dξ + (x∗1 − x1)− x2, D < 0 (30)

y = x2 (31)

where w ∈ Rl is the disturbance vector.
And set up a feedback compensator (P·SPR·D controller) :

τ = KP(x
∗
1 − x1) + KSξ − KDx2 + g(x∗1) (32)

where KP, KS, KD ∈ Rn×n are all positive definite diagonal matrices. Here g(x∗1), gravity force
compensation at the desired value x∗1, corresponds to the manual reset quantity m0.
The L2-gain disturbance attenuation problem is defined to obtain the P·SPR·D control such
that the closed-loop system satisfies the following two conditions under the given disturbance
attenuation level γ > 0.

P1. When w = 0, the closed-loop system is asymptotically stable at the equilibrium
(x1e, x2e, ξe) = (x∗1, 0, 0).

p2. When x(0) = 0, the following inequality holds for arbitrarily given T > 0.

∫ T

0
‖y(t)‖2dt ≤ γ2

∫ T

0
‖w(t)‖2dt

It is noticed that P2 is equivallent to having L2 gain below γ when x(0) = 0, that is, ‖y‖2 ≤
γ2‖w‖2. It implies that for all w ∈ L2[0, T] and for the supply rate s(y, w) = 1

2{γ2wTw −

yTy}, the following γ-dissipation inequality holds (van der Schaft, 2000).

V̇(x, ξ) ≤
1

2
{γ2wTw − yTy} (33)

The following theorem solves the L2-gain disturbance attenuation problem.
[Theorem 3] Suppose that W(x) and L(x) satisfy the matching condition

Wx(x)L(x) = yTS(x)T (34)

where S(x) ∈ Rl×n denotes the function matrix and S(x)TS(x) = In. Then the closed-loop
system (29)∼(32) satisfies P2, provided that positive definite diagonal matrices KP, KS, KD ∈
Rn×n and negative definite diagonal matrix D ∈ Rn×n are appropriately chosen and KD ≥
1
2 (1 +

1
γ2 )In. Namely, it possesses L2 gain less than γ (i.e., γ-dissipation inequality holds.)

Furthermore, by the P·SPR·D control (32) the closed-loop system satisfies P1 so that
(x1e, x2e, ξe) = (x∗1, 0, 0) is asymptotically stable.
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(Proof) To prove that the γ-dissipation inequality holds, make the following calculation for a
storage function (11) (semi-positive definite function).

V̇(x, ξ) +
1

2
{yTy − γ2wTw}

= Wx1 (x)x2 + Wx2 (x) f 2(x1, x2) + Wx2 (x)G2(x1)τ + Wx2 (x)L(x)w − g(x∗1)
T x2

+

[
(x∗1 − x1)

ξ

]T
[

KP − K K

K
T

KS − K

][
(ẋ∗1 − ẋ1)

ξ̇

]
+

1

2
{yTy − γ2wTw}

Here using the K-Y-P property (6) and the control (32) and the matching condition (34),

we have

V̇(x, ξ) +
1

2
{yTy − γ2wTw}

≤ yTτ + yTS(x)Tw − g(x∗1)
T x2 +

[
(x∗1 − x1)

ξ

]T
[

KP − K K

K
T

KS − K

][
−x2

Dξ + (x∗1 − x1)− x2

]

+
1

2
{yTy − γ2wTw}

= xT
2 (KP(x

∗
1 − x1) + KSξ − KDx2 + g(x∗1)) + xT

2 S(x)Tw − g(x∗1)
Tx2

+

[
(x∗1 − x1)

ξ

]T
[

−(KP − K)x2 + KDξ + K(x∗1 − x1)− Kx2

−K
T

x2 + (KS − K)Dξ + (KS − K)(x∗1 − x1)− (KS − K)x2

]

+
1

2
{yTy − γ2wTw}

= xT
2 (KP(x

∗
1 − x1) + KSξ − KDx2) + yTS(x)Tw

+

[
(x∗1 − x1)

ξ

]T[
K KD

(KS − K) (KS − K)D

][
(x∗1 − x1)

ξ

]
− (x∗1 − x1)

TKPx2 − ξTKSx2

+
1

2
{yTy − γ2wTw}

= −xT
2 KDx2 + yTS(x)Tw +

[
(x∗1 − x1)

ξ

]T [
K KD

(KS − K) (KS − K)D

][
(x∗1 − x1)

ξ

]

−
1

2

{
1

γ
yTS(x)T − γwT

} {
1

γ
S(x)y − γw

}
+

1

2
yTy +

1

2

1

γ2
yTS(x)TS(x)y

−
1

2
wTS(x)y −

1

2
yTS(x)Tw

=

[
(x∗1 − x1)

ξ

]T [
K KD

(KS − K) (KS − K)D

][
(x∗1 − x1)

ξ

]
− yT{KD −

1

2
(1 +

1

γ2
)In}y

−
1

2

{
1

γ
S(x)y − γw

}T {
1

γ
S(x)y − γw

}

The first term in the right-hand side is negative definite, as mentioned below (12). Hence,
using KD ≥ 1

2 (1 +
1

γ2 )In,

V̇(x, ξ) +
1

2
{yTy − γ2wTw} ≤ −

1

2

{
1

γ
S(x)y − γw

}T {
1

γ
S(x)y − γw

}
≤ 0 (35)

Consequently, γ-dissipation inequality (33) holds, and so it follows that we have L2 gain below
γ.
When w = 0, P1 has been already concluded by Theorem 2.
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τ2

m1g, I1

m2g, I2

L2

L1

Fig. 1. 2-Link Manipulator

5. Simulation

Let us apply the P·SPR·D control of robot manipulator developed in Section 2 to a two-link
manipulator depicted in Fig.1. Here generalized coordinates q1, q2 are relative joint angles,

and x11
�
= q1 denotes the perpendicular angle (angle from vertical line) of link 1 and x12

�
= q2

relative angle of link 2 from link 1, τ1 and τ2 denote the torque of each joint acting clockwise.
L1, L2, m1, m2, I1, I2 denote the length, the mass and the inertia moment of each link, respec-
tively.
A numerical example of two-link manipulator is given as follows.




ẋ11

ẋ12

ẋ21

ẋ22


 =




x21

x22

f21(x1, x2) + G211(x1)τ1 + G212(x1)τ2

f22(x1, x2) + G221(x1)τ1 + G222(x1)τ2



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Tx2
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ξ
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−K
T

x2 + (KS − K)Dξ + (KS − K)(x∗1 − x1)− (KS − K)x2

]

+
1

2
{yTy − γ2wTw}

= xT
2 (KP(x

∗
1 − x1) + KSξ − KDx2) + yTS(x)Tw

+

[
(x∗1 − x1)

ξ

]T[
K KD

(KS − K) (KS − K)D

][
(x∗1 − x1)

ξ

]
− (x∗1 − x1)

TKPx2 − ξTKSx2

+
1

2
{yTy − γ2wTw}

= −xT
2 KDx2 + yTS(x)Tw +

[
(x∗1 − x1)

ξ

]T [
K KD

(KS − K) (KS − K)D

][
(x∗1 − x1)

ξ

]

−
1

2

{
1

γ
yTS(x)T − γwT

} {
1

γ
S(x)y − γw

}
+

1

2
yTy +

1

2

1

γ2
yTS(x)TS(x)y

−
1

2
wTS(x)y −

1

2
yTS(x)Tw

=

[
(x∗1 − x1)

ξ

]T [
K KD

(KS − K) (KS − K)D

][
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ξ

]
− yT{KD −
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2
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1

γ2
)In}y

−
1

2

{
1

γ
S(x)y − γw

}T {
1

γ
S(x)y − γw

}

The first term in the right-hand side is negative definite, as mentioned below (12). Hence,
using KD ≥ 1

2 (1 +
1

γ2 )In,

V̇(x, ξ) +
1

2
{yTy − γ2wTw} ≤ −

1

2

{
1

γ
S(x)y − γw

}T {
1

γ
S(x)y − γw

}
≤ 0 (35)

Consequently, γ-dissipation inequality (33) holds, and so it follows that we have L2 gain below
γ.
When w = 0, P1 has been already concluded by Theorem 2.
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5. Simulation

Let us apply the P·SPR·D control of robot manipulator developed in Section 2 to a two-link
manipulator depicted in Fig.1. Here generalized coordinates q1, q2 are relative joint angles,

and x11
�
= q1 denotes the perpendicular angle (angle from vertical line) of link 1 and x12

�
= q2

relative angle of link 2 from link 1, τ1 and τ2 denote the torque of each joint acting clockwise.
L1, L2, m1, m2, I1, I2 denote the length, the mass and the inertia moment of each link, respec-
tively.
A numerical example of two-link manipulator is given as follows.




ẋ11

ẋ12

ẋ21

ẋ22


 =




x21

x22

f21(x1, x2) + G211(x1)τ1 + G212(x1)τ2

f22(x1, x2) + G221(x1)τ1 + G222(x1)τ2



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where

f21(x1, x2)
�
=

−1

det M

[
1.05{(−6x21x22 − 3x2

22) sin x12 + 5x21 − 117.6 sin x11

−14.7 sin(x11 + x12)} − (1 + 3 cos x12)(3x2
21 sin x12 + 5x22 − 14.7 sin(x11 + x12))

]

f22(x1, x2)
�
=

−1

det M

[
(−1 − 3 cos x12){(−6x21x22 − 3x2

22) sin x12 + 5x21 − 117.6 sin x11

−14.7 sin(x11 + x12)}+ (21.2 + 6 cos x12)(3x2
21 sin x12 + 5x22 − 14.7 sin(x11 + x12))

]

G211(x1)
�
=

1.05

det M
, G212(x1)

�
=

1

det M
(1 − 3 cos x12),

G221(x1)
�
=

1

det M
(−1 − 3 cos x12), G222(x1)

�
=

1

det M
(21.2 + 6 cos x12)

and det M
�
= 21.26 + 0.3 cos x12 − 9(cos x12)

2.
Further, g(x1) is also given as

[
g1(x1)
g2(x1)

]
=

[
−117.6 sin x11 − 14.7 sin(x11 + x12)

−14.7 sin(x11 + x12)

]

Applying Theorem 1, let us solve a set-point servo problem with the desired value x∗1 =

(1.5, 1)T . We set the SPR element as (8) and take an initial state as (x1(0), x2(0)) = (0, 0). The

simulation results is shown in Fig.2, when D =

[
−2 0
0 −2

]
, KP =

[
180 0
0 180

]
, KS =

[
40 0
0 40

]
, KD =

[
60 0
0 60

]
. We see that the convergence speed is very quick and the

overshoot is very little.
Furthermore, as mentioned in Remark 1, the regulation problem (asymptotical stabilization to
the origin) can be solved by setting x∗1 = 0. At this time m0 = g(x∗1) is zero. The simulation
results is shown in Fig.3.

Fig.4 shows the simulation results of P·SPR·D+I control in case where gravity force compen-

sation g(x∗1) is not available. Here KI is given as

[
80 0
0 80

]
. Fig.5 shows the simulation

results for the regulation problem.
It is seen that the P·SPR·D control is superior to the P·SPR·D+I control (Notice scales of y-axis).
Nevertheless, the control performance by the P·SPR·D+I control is also satisfactory enough.
Meanwhile, ordinary PID control(with mv0 = 0) is represented as follows.

τ = KP(x
∗
1 − x1) + KI

∫ t

0
(x∗1 − x1(τ))dτ − KDx2

i.e.

ż = x∗1 − x1, z(0) = 0

u = KP(x
∗
1 − x1) + KIz − KD ẋ2

The simulation results by the PID control with KP =

[
180 0

0 180

]
, KI =

[
40 0
0 40

]
, KD =

[
60 0
0 60

]
are shown in Fig.6 and Fig.7 for the set-point servo problem and the regulation
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one, respectively. It is observed that though the convergence was attained by the ordinary PID
control also, the convergence speed is slower than the P·SPR·D+I control.
Of course control performance changes depending on controller parameters KP, KS, KD, D.
However, it was known that the proposed methods attained always much better performances
than the ordinary PID control. Comparing these three cases, we can say that the P·SPR·D
control is the best in regard to response speed, overshoot and steady state error. This indicates
that the P·SPR·D or P·SPR·D+I control possesses a possivility of a new and promising control
scheme.
Note that nothing has been mentioned in regard to controller parameter adjustment. The
values of KP, KS, KD used in the simulations are the same one with almost optimum values
of KP, KI , KD for the ordinary PID control which were obtained by trial and error. Of course
the control performance depends on the parameter values, and so there is a room of argument
for further improvement.
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where
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g2(x1)
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=
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−14.7 sin(x11 + x12)

]

Applying Theorem 1, let us solve a set-point servo problem with the desired value x∗1 =

(1.5, 1)T . We set the SPR element as (8) and take an initial state as (x1(0), x2(0)) = (0, 0). The

simulation results is shown in Fig.2, when D =
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−2 0
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]
, KP =
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180 0
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, KS =
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, KD =

[
60 0
0 60

]
. We see that the convergence speed is very quick and the

overshoot is very little.
Furthermore, as mentioned in Remark 1, the regulation problem (asymptotical stabilization to
the origin) can be solved by setting x∗1 = 0. At this time m0 = g(x∗1) is zero. The simulation
results is shown in Fig.3.

Fig.4 shows the simulation results of P·SPR·D+I control in case where gravity force compen-

sation g(x∗1) is not available. Here KI is given as

[
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0 80

]
. Fig.5 shows the simulation

results for the regulation problem.
It is seen that the P·SPR·D control is superior to the P·SPR·D+I control (Notice scales of y-axis).
Nevertheless, the control performance by the P·SPR·D+I control is also satisfactory enough.
Meanwhile, ordinary PID control(with mv0 = 0) is represented as follows.

τ = KP(x
∗
1 − x1) + KI

∫ t

0
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i.e.
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∗
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one, respectively. It is observed that though the convergence was attained by the ordinary PID
control also, the convergence speed is slower than the P·SPR·D+I control.
Of course control performance changes depending on controller parameters KP, KS, KD, D.
However, it was known that the proposed methods attained always much better performances
than the ordinary PID control. Comparing these three cases, we can say that the P·SPR·D
control is the best in regard to response speed, overshoot and steady state error. This indicates
that the P·SPR·D or P·SPR·D+I control possesses a possivility of a new and promising control
scheme.
Note that nothing has been mentioned in regard to controller parameter adjustment. The
values of KP, KS, KD used in the simulations are the same one with almost optimum values
of KP, KI , KD for the ordinary PID control which were obtained by trial and error. Of course
the control performance depends on the parameter values, and so there is a room of argument
for further improvement.
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6. Conclusion

Based on the passivity theory and LaSalle’s invariance principle, we studied first the set-point
servo problem for the robot manipulators by the P·SPR·D and P·SPR·D+I control. Next we in-
vestigated a stabilizing control method for the end-point position setting of redundant manip-
ulator, combining the P·SPR·D control in the joint-space and the P·SPR one in the task-space.
The effectiveness of the proposed methods are demonstrated with a two-link manipulator.
We showed the simulation results of the P·SPR·D+g(x∗1) control and P·SPR·D+I control by
which very excellent control performances were obtained. Further, the L2-gain disturbance
attenuation problem was studied also.
The P·SPR·D or P·SPR·D+I control can be said to be a new general control scheme and the use
of SPR element as a part of controller possesses an advantage from a passivity-based design
point of view. In particular the SPR element contributes powerfully to stabilization of the
closed-loop system. They can be applied widely to linear systems and/or affine nonlinear
sysems also. The optimum adjustment of controller parameters is left as a future topic.
Implementation of the P·SPR·D control is not difficult with a digital processor.
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Fig. 4. P·SPR·D+I Control
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6. Conclusion

Based on the passivity theory and LaSalle’s invariance principle, we studied first the set-point
servo problem for the robot manipulators by the P·SPR·D and P·SPR·D+I control. Next we in-
vestigated a stabilizing control method for the end-point position setting of redundant manip-
ulator, combining the P·SPR·D control in the joint-space and the P·SPR one in the task-space.
The effectiveness of the proposed methods are demonstrated with a two-link manipulator.
We showed the simulation results of the P·SPR·D+g(x∗1) control and P·SPR·D+I control by
which very excellent control performances were obtained. Further, the L2-gain disturbance
attenuation problem was studied also.
The P·SPR·D or P·SPR·D+I control can be said to be a new general control scheme and the use
of SPR element as a part of controller possesses an advantage from a passivity-based design
point of view. In particular the SPR element contributes powerfully to stabilization of the
closed-loop system. They can be applied widely to linear systems and/or affine nonlinear
sysems also. The optimum adjustment of controller parameters is left as a future topic.
Implementation of the P·SPR·D control is not difficult with a digital processor.
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8. Appendix Case Where Ordinary PID Control

Let us consider the robot manipulator (2),(3). As is well-known, the robot manipulator is
passive with respect to input τ and output y, and hence the K-Y-P property (6) holds.
We study here a set-point servo problem with the desired value (x1, x2) = (x∗1, 0), and set up
an ordinary PID controller

ż = (x∗1 − x1) (36)

τ = KP(x
∗
1 − x1) + KIz − KDx2 (37)

where KP, KI , KD ∈ Rn×n are positive definite diagonal gain matrices.
Below we prove asymptotical stability of the closed-loop system, applying LaSalle’s invari-
ance principle.
An equilibrium of the closed-loop system (2),(36),(37) satisfies

0 = x2e

0 = −g(x1e) + KP(x
∗
1 − x1e) + KIze (38)

0 = (x∗1 − x1e)

, hence (x1e, x2e, ze) = (x∗1, 0, z), z = K−1
I g(x∗1) becomes an equilibrium point.

Now consider a Lyapunov function candidate

V(x, z) = W(x) + g(x∗1)
T(x∗1 − x1) +

1

2
(x∗1 − x1)

TKP(x
∗
1 − x1)

+(x∗1 − x1)
TKI(z − z) +

1

2
α(z − z)TKI(z − z)

−α(x∗1 − x1)
T M(x1)x2 (39)

where W(x) = 1
2 xT

2 M(x1)x2 + U(x1)− U(x∗1), α > 0.
It can be proved that V(x, z) is a function bounded below in the neighborhood of (x∗, 0, z).
Calculate a time derivative of V(x, z) along (2),(3),(36),(37), using the K-Y-P property (6), to
obtain

V̇(x, z) = Wx1 (x)x2 + Wx2 (x){ f 2(x1, x2) + G2(x1)τ} − g(x∗1)
T x2

+(x∗1 − x1)
TKP(−x2)− xT

2 KI(z − z) + (x∗1 − x1)
TKI ż + α(z − z)TKI ż

+αxT
2 M(x1)x2 − α(x∗1 − x1)

T Ṁ(x1)x2 − α(x∗1 − x1)
T M(x1)ẋ2

≤ yTτ − g(x∗1)
Tx2 − (x∗1 − x1)

TKPx2 − xT
2 KI(z − z)

+(x∗1 − x1)
TKI(x

∗
1 − x1) + α(z − z)TKI(x

∗
1 − x1) + αxT

2 M(x1)x2

−α(x∗1 − x1)
T Ṁ(x1)x2 − α(x∗1 − x1)

T M(x1){ f 2(x1, x2) + G2(x1)τ}

= xT
2 (KP(x

∗
1 − x1) + KIz − KDx2)− g(x∗1)

T x2 − (x∗1 − x1)
TKPx2

−xT
2 KI(z − z) + (x∗1 − x1)

TKI(x
∗
1 − x1) + α(z − z)TKI(x

∗
1 − x1)

+αxT
2 M(x1)x2 − α(x∗1 − x1)

T Ṁ(x1)x2

−α(x∗1 − x1)
T{

1

2
Ṁ(x1)x2 + S(x1, x2)x2 + g(x1)}

−α(x∗1 − x1)
T(KP(x

∗
1 − x1) + KIz − KDx2)

= −xT
2 (KD − αM(x1))x2 − (x∗1 − x1)

T(αKP − KI)(x
∗
1 − x1)

−αg(x∗1)
T(x∗1 − x1)− α(x∗1 − x1)

T Ṁ(x1)x2

+α(x∗1 − x1)
T{

1

2
Ṁ(x1)x2 + S(x1, x2)x2 + g(x1)}+ α(x∗1 − x1)

TKDx2

= −xT
2 (KD − αM(x1))x2 − (x∗1 − x1)

T(αKP − KI)(x
∗
1 − x1)

+α(g(x1)− g(x∗1))
T(x∗1 − x1) + α(x∗1 − x1)

T Q(x1, x2; KD)x2

where Q(x1, x2; KD)
�
= − 1

2 Ṁ(x1) + S(x1, x2) + KD.
Here assume for β > 1 that

(x∗1 − x1)
TKP(x

∗
1 − x1) ≥ β(g(x1)− g(x∗1))

T(x∗1 − x1),
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obtain

V̇(x, z) = Wx1 (x)x2 + Wx2 (x){ f 2(x1, x2) + G2(x1)τ} − g(x∗1)
T x2

+(x∗1 − x1)
TKP(−x2)− xT

2 KI(z − z) + (x∗1 − x1)
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2 (KD − αM(x1))x2 − (x∗1 − x1)

T(αKP − KI)(x
∗
1 − x1)

−αg(x∗1)
T(x∗1 − x1)− α(x∗1 − x1)
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then we have

V̇(x, z) ≤ −xT
2 (KD − αM(x1))x2 − (x∗1 − x1)

T(αKP − KI)(x
∗
1 − x1)

+
α

β
(x∗1 − x1)

TKP(x
∗
1 − x1) + α(x∗1 − x1)

TQ(x1, x2; KD)x2

= −xT
2 (KD − αM(x1))x2

−

[
(x∗1 − x1)

x2

]T
[

(α − α
β )KP − KI − 1

2 αQ(x1, x2; KD)

− 1
2 αQ(x1, x2; KD)

T KD − αM(x1)

] [
x∗1 − x1

x2

]

≤ 0 (40)

By supposing that x2 exists in the neighborhood of x2 = 0, spectral radius of Q(x1, x2; KD)
can be considered whithin a certain value. When x2 exists within that bounds, by taking α
suffisiently small and KI > 0 appropriatly small for the given β, we can make the matrix

[
(α − α

β )KP − KI − 1
2 αQ(x1, x2; KD)

− 1
2 αQ(x1, x2; KD)

T KD − αM(x1)

]

and KD − αM(x1) be positive definite by choosing KP > 0 and KD > 0 large enough. In
other words, if KP > 0 and KD > 0 are large enough and KI > 0 is small, there exists α such
that the above matrix and KD − αM(x1) become positive definite for the given β.
Let Ωc = {(x, z) | V(x, z) ≤ c} and suppose that Ωc is bounded and V̇(x, z) ≤ 0 in Ωc (c is a
positive number such that V̇(x, z) ≤ 0). Here define ΩE as a set of all points of Ωc satisfying
V̇(x, z) = 0 and put

ΩE = {(x, z) | V̇(x, z) = 0, (x, z) ∈ Ωc} (41)

From (40),(2),(36) (x, z) satisfying V̇(x, z) = 0 is given as x∗1 − x1 = 0, x2 = 0, z = z, that is to
say, it is a point (x1, x2, z) = (x∗1, 0, z). Accordingly, we know from (40),(2),(36),(37) that (x, z)
in ΩE consists of only the equilibrium point (x1e, x2e, ze) = (x∗1, 0, z) when τ = KIz = g(x∗1).
Thus, the largest invariance set ΩM in ΩE consists of only the equilibrium point (x∗1, 0, z).
Therefore, by LaSalle’s invariance principle all trajectories in Ωc converges to ΩM, i.e., to
(x∗1, 0, z) as t → ∞. Thus x = (x∗1, 0) is aymptotically stable. Q.E.D



3D Imaging System for Tele-Manipulation 663

3D Imaging System for Tele-Manipulation

Hideki Kakeya

x 
 

3D Imaging System for Tele-Manipulation 
 

Hideki Kakeya 
The University of Tsukuba 

Japan   

 
1. Introduction    
 

In accordance with the advancement of flat panel display technologies, recent researches of 
3D display technologies are mostly focused on thin 3D displays using parallax barriers, 
lenticular lenses, or fry-eye lenses. Though some products based on these technologies have 
already been commercialized, they have not acquired many users. One of the main reasons 
why these 3D displays have not attained commercial successes is that most of these displays 
are developed for general purposes, not for a specialized purpose. In general, realization of 
3D display has to sacrifice resolution. Also 3D displays give the viewer more eyestrains than 
2D displays. In addition to these factors it should be noted that most 3D information can be 
obtained from 2D display with the intelligence of the viewer. Therefore 3D displays cannot 
be an attractive option unless they can offer substantial merits besides the impact at first 
impression. 
Then where 3D displays become necessary and essential? To answer this question, let us 
consider how we perceive 3D information from 2D displays. There are several factors which 
can help depth perception from a simple 2D image. One of the most important factors is 
motion. Near objects tend to move faster than far objects in the 2D image. When the motion 
comes from the camera work, this relation always holds as long as the objects themselves 
are static. In this case it  can be said that motion pictures on 2D display are  presenting 3D 
information composed of x axis, y axis, and time axis. In other word, 2D displays cannot 
present 4D space composed of x axis, y axis, z axis, and time axis, which 3D displays 
showing motion pictures can present.  
Then when 4D perception is necessary? One answer is real-time operation of 3D space. In 
real-time tasks such as tele-manipulation of robots or remote car driving, the operators or 
the drivers are required to grasp 3D location of the objects on the real-time basis. They 
cannot spare time to wait and see the change of image to perceive depth.   
Real-time interaction systems where the viewer needs to perceive 3D space instantly include 
interactive visualization, 3D drawing, surgery simulations, etc. besides robot tele-operation 
and car driving. Since interactive systems can be used for various kinds of tasks, desired 
design of the system varies depending on the features of interaction. Therefore ready-made 
3D displays cannot meet up with the requirement of the users. To increase the number of 3D 
display users for specialized purposes, it is important to present 3D displays designed for 
each use with low cost because we cannot expect cost reduction by mass production.  

34
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One ideal form of 3D interaction is that the viewer can work as if he or she were touching 
3D objects directly with his or her hands and can feel that he or she is part of the 3D world. 
To achieve it, however, 3D space should be presented in the air so that the display may not 
interfere with the motion of the viewer. To present 3D image in the air conventional 
stereoscopic displays need to fabricate large artificial parallax. Unfortunately human depth 
perception does not rely only on the parallax but also on the focal accommodation of the 
eyes. Dependency on the focal accommodation of the eyes in depth perception increases 
when the viewer sees nearer objects. Therefore the contradiction between the binocular 
convergence of the eyes based on the parallax and the focal accommodation of the eyes 
(convergence-accommodation conflict) causes severe eyestrain or failure of depth perception 
especially when 3D image near the viewer is to be presented.  
Besides convergence-accommodation conflict, motion parallax is also an important factor to 
realize physical 3D interaction.  In the real world the objects are often located so that they 
hide one another. To give proper operation in the complex space, the operator has to move 
his or her head often to see what is hidden behind. Therefore realizing motion parallax is 
esential to let the operator work properly. Unfortunately, however, most conventional 3D 
displays cannot show motion parallax with wide viewing angle. 
In the first half of this chapter, we measure the influence of motion parallax and 
convergence-accommodation conflict on depth perception of the operator. In the latter half 
of this chapter we introduce coarse integral volumetric imaging system, where both  
convergence-accommodation conflict and imperfection of motion parallax are overcome. 
This chapter is organized as follows. In Section 2 a couple of imaging systems which can 
show motion parallax are discussed and compared.  In Section 3 effect of convergence-
accommodation conflict on depth perception is discussed. In Section 4 a new 3D display 
system which can show motion parallax without convergence-accommodation conflict is 
explained.  

 
2. Depth Perception by Motion Parallax 
 

Clues of human depth perception are roughly categorized into two factors.  One is the 
psychological factor. People can grasp rough 3D structure in the image even through 2D 
displays by perspective, motion, or occulusional relationship among the objects in the image. 
The other is the physiological factor.  
The most famous and major physiological factor of depth perception is binocular parallax 
based on stereo disparity, which cannot be given by conventional 3D dispays. Generally the 
phrases “stereoscopic display” or  “3D display” are used to the displays which can show 
binocular parallax to the viewer. As for parallax, motion parallax, the change of view in 
accordance with the viewer’s motion, is also a physicological factor of depth perception.   
To show motion parallax to the viewer who controls robots in a remote place, we can think 
of two major options. One is to use a master-slave camera system where the camera follows 
the viewer’s motion. The other is to use multi-camera system.  
In the former system, we measure motion of the viewer with a 3-D position sensor and send 
the information to the slave camera system, which is controlled so that it moves to the 
position where the necessary texture can be best taken. This mechanism is expected to work 
well when the viewer moves slowly. The viewer can observe exact motion parallax as long 
as the position of the slave camera is correct. When the viewer moves faster, however, it is 

 

impossible to catch up with the motion of the viewer because of the delay of mechanical 
control, which becomes larger as the motion of the viewer becomes faster. When the delay is 
large, the image presented to the viewer has large geometrical distortion. 
In the latter system, the images which correspond to the positions of the viewer’s right and 
left eyes are selected and sent to the viewer. Since the image can be switched instantly, delay 
is negligible as long as broadband signal transmission system is available. The problem of 
this system is that it cannot express continuous motion parallax. Since images are switched 
as the viewer moves, motion parallax is discrete, which can give unnatural impression to the 
viewer. 
To evaluate the influence of delay and discretization of motion parallax, we have made 
computer applications with 3D CG which simulate delayed and discretized motion parallax.  
We set 6 conditions for simulations as follows: 
 

(1) Continuous motion and binocular parallax without delay,  
(2) Continuous motion parallax without delay, but no binocular parallax, 
(3) Discretized motion and binocular parallax (3cm) without delay, 
(4) Discretized motion and binocular parallax (6cm) without delay, 
(5) Continuous motion and binocular parallax with delay (1 second), 
(6) Continuous motion and binocular parallax with delay (2 seconds). 
 

As for the hardware for the experiments, we use a CRT monitor which has 120Hz refresh 
rate, a pair of LCD shutter glasses which synchronize with CRT refresh rate and deliver 
60Hz image to each eye (odd frames for the right eye and even frame for the left eye), and a 
magnetic 3D position sensor as shown in Fig. 1. With the LCD shutter system binocular 
parallax can be given to the viewer, while motion parallax is generated by changing the 
image to follow the viewer’s position detected by the magnetic sensor. 
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Fig. 1. Components of simulation system to test depth perception with delayed or 
discretized parallax. 
 
To evaluate the effect of discretization and delay of motion parallax, we have made 3 
simulators which require depth perception. The first simulator requires a simple task of 
hitting an approaching ball with a small pad bounded in a 2D plane parallel to the display 
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computer applications with 3D CG which simulate delayed and discretized motion parallax.  
We set 6 conditions for simulations as follows: 
 

(1) Continuous motion and binocular parallax without delay,  
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As for the hardware for the experiments, we use a CRT monitor which has 120Hz refresh 
rate, a pair of LCD shutter glasses which synchronize with CRT refresh rate and deliver 
60Hz image to each eye (odd frames for the right eye and even frame for the left eye), and a 
magnetic 3D position sensor as shown in Fig. 1. With the LCD shutter system binocular 
parallax can be given to the viewer, while motion parallax is generated by changing the 
image to follow the viewer’s position detected by the magnetic sensor. 
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Fig. 1. Components of simulation system to test depth perception with delayed or 
discretized parallax. 
 
To evaluate the effect of discretization and delay of motion parallax, we have made 3 
simulators which require depth perception. The first simulator requires a simple task of 
hitting an approaching ball with a small pad bounded in a 2D plane parallel to the display 
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screen. The subject can move the pad in the first 8 seconds. Since the ball reaches the plane 
which includes the small pad 12 seconds after the ball is launched, the subject has to fix the 
position where he expects the ball reaches 4 seconds before it goes through the hitting plane. 
The time left for pad control is shown with the bars as shown in Fig. 2.  
The result of the experiment is shown in Fig. 3. Here 7 subjects have tried 18 trials each. The 
ball moves inside the box whose size is 24cm (width) X 12cm (height) X 24cm (depth). As the 
figure shows, the ideal condition with no delay and discretization (condition 1) marked the 
best result. The difference between the ideal condition and the other conditions, however, 
are relatively small in this experiment.  

 

Time Bar

Ball

Pad

 
Fig. 2. Screen shot of the simulator to hit an approaching ball with a small pad. 
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Fig. 3. Experimental results of subjects’ performance in the ball-hitting simulator under 
various parallax conditions. 

 

The second simulator is a crane game where the subject is required to pick up the target 
object. Since the target is static in this task, we can evaluate precision of depth perception 
more directly.  While the subject is pushing the first button, the crane moves leftward. After 
the subject releases the button, the crane starts going forward. When the subject pushes the 
second button, the crane stops moving and it goes down to pick the target.  
Here we have prepared two kinds of settings for the experiment. In the first setting, the 
target lies on the floor with textures (Fig. 4 (a)). In the second setting the floor does not exist 
and the target looks like an object floating in the air (Fig. 4 (b)). The former setting is 
expected to be easier because the subject can perceive depth from the perspective 
information also, while the subject is required to grasp depth only from the binocular and 
motion parallax in the latter setting, which is the best condition to test the effect of delay and 
discretization of parallax.  
The result of the experiment is shown in Figs. 5 and 6. Here the number of subjects is 7 and 
the size of the workspace is 28cm (width) X 28cm (depth). The speed of the sliding motion of 
the crane is 2.5cm/s and the height of the crane from the target is 10.5 cm. 10 trials are given 
to each subjects and the average performances under different conditions are compared. 
As Fig. 5 shows superiority of the condition without delay and discretization is weak when 
the floor is shown, while it becomes obvious when the floor is not shown. Without the floor, 
the subject has little psychological clues such as perspective to grasp the positional 
relationship among objects in the image. Therefore he or she has to rely on physiological 
clues such as binocular parallax and motion parallax to perceive depth. In this case lack of 
binocular parallax (condition 2), rough discretization of binocular and motion parallax 
(condition 4), and delay of motion parallax (conditions 5 and 6) can have strong influence on 
the performance of the operator. 

(a) Target on floor                                        (b) No floor      
 

Fig. 4. Screen shots of crane game simulator with textured floor (a) and without floor (b). 
 
The third and the last simulation is remote control of helicopter as shown in Fig. 7. The first 
and the second simulators explained above require only simple operations, while the third 
simulator requires more complex operations.  The subject has to use 8 buttons as shown in 
Fig. 8 to control the helicopter. Also since this simulator is based on physical dynamics of 
the real world, the helicopter has inertia, which makes the control even harder. 
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Fig. 3. Experimental results of subjects’ performance in the ball-hitting simulator under 
various parallax conditions. 
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and the target looks like an object floating in the air (Fig. 4 (b)). The former setting is 
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the floor is shown, while it becomes obvious when the floor is not shown. Without the floor, 
the subject has little psychological clues such as perspective to grasp the positional 
relationship among objects in the image. Therefore he or she has to rely on physiological 
clues such as binocular parallax and motion parallax to perceive depth. In this case lack of 
binocular parallax (condition 2), rough discretization of binocular and motion parallax 
(condition 4), and delay of motion parallax (conditions 5 and 6) can have strong influence on 
the performance of the operator. 

(a) Target on floor                                        (b) No floor      
 

Fig. 4. Screen shots of crane game simulator with textured floor (a) and without floor (b). 
 
The third and the last simulation is remote control of helicopter as shown in Fig. 7. The first 
and the second simulators explained above require only simple operations, while the third 
simulator requires more complex operations.  The subject has to use 8 buttons as shown in 
Fig. 8 to control the helicopter. Also since this simulator is based on physical dynamics of 
the real world, the helicopter has inertia, which makes the control even harder. 
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Fig. 5. Experimental results of subjects’ performance in the crane game simulator with 
textured floor. 
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Fig. 6. Experimental results of subjects’ performance in the crane game simulator without 
floor. 
 
The subject is required to let the helicopter go through the ring floating in the air, which 
requires precise depth perception of the ring and the helicopter. The other difference of this 
simulation from the former simulations is emergence of occlusion. In the environment 
where the target ring and the helicopter can hide one another, motion of head to check the 
occluded area becomes important, where precise motion parallax can play an important role 
for depth perception. 

 

The result of the experiment is shown in Fig. 9. Here 20 trials are given to each of the 7 
subjects and the average failure rate of the task for each condition is calculated. The 
helicopter can move inside the box with the size of 24cm (width) X 12cm (height) X 24cm 
(depth). The maximum speed of the helicopter is 4cm/s and the subjects are required to let 
the helicopter go through the ring within 15 seconds. 
In this experiment lack of stereopsis affects the performance of the operator most as shown 
in Fig. 9. Discretization and delay of motion parallax also affects the performance when the 
extent of discretization and delay is large.  

 

 
Fig. 7.  Screen shot of helicopter remote-control simulator. 

 

Down

Up

RightLeft

Forward

Backword

Rotate 
Left

Rotate 
Right

 
Fig. 8. Alignment of buttons in the pad to control helicopter remote-control simulator. 
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Fig. 5. Experimental results of subjects’ performance in the crane game simulator with 
textured floor. 
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Fig. 6. Experimental results of subjects’ performance in the crane game simulator without 
floor. 
 
The subject is required to let the helicopter go through the ring floating in the air, which 
requires precise depth perception of the ring and the helicopter. The other difference of this 
simulation from the former simulations is emergence of occlusion. In the environment 
where the target ring and the helicopter can hide one another, motion of head to check the 
occluded area becomes important, where precise motion parallax can play an important role 
for depth perception. 

 

The result of the experiment is shown in Fig. 9. Here 20 trials are given to each of the 7 
subjects and the average failure rate of the task for each condition is calculated. The 
helicopter can move inside the box with the size of 24cm (width) X 12cm (height) X 24cm 
(depth). The maximum speed of the helicopter is 4cm/s and the subjects are required to let 
the helicopter go through the ring within 15 seconds. 
In this experiment lack of stereopsis affects the performance of the operator most as shown 
in Fig. 9. Discretization and delay of motion parallax also affects the performance when the 
extent of discretization and delay is large.  
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Fig. 8. Alignment of buttons in the pad to control helicopter remote-control simulator. 
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Fig. 9. Experimental results of subjects’ performance in the helicopter remote-control 
simulator. 
 
To sum up the results of these 3 experiments, we can say that smooth motion parallax with 
little discretization and delay is important in the tasks where the psychological depth cues 
are limited or the objects in the space occlude one another, which is often the case in 
complex tele-operation tasks. 

 
3. Depth Perception by Accommodation 
 

3.1 Convergence-Accommodation Conflict 
For human depth perception, lack or imperfection of motion parallax is not the only 
problem of conventional 3D displays. Convergence-accommodation conflict can also affects 
depth perception of the observer.  
When we watch a certian point in the scenery, we focus on that point so that it can be seen 
clearly. Then the points far from the focused depth are blured. In the natural scene we 
unconciously keep on controling focus of our eyes so that we can see the objects of interest 
clearly. When we see typical stereoscopic displays, however, our focus is always fixed on 
the screen because they rely only on the setereo disparity to show depth of the space. 
Usually stereoscopic displays emit light from one plane, where the focus of the viewer is 
always fixed, while binocular convergence of our eyes chnages depending on the stereo 
displarity of the object we look at.  
Under natural circumstances the status of binocular convergence and focal accommodation 
has stable one-to-one correspondance. Since both convergence and accommodation are 
unconciously coordinated physiological processes, loss of correspondance has bad 
influences on physiology of human vision. Concretely the viewers of stereoscopic display 
often experience eyestrain or sickness peculiar to stereo vision.  This loss of correspondance 
between binocular convergence and focal accommodation has been one of the major 
problems of stereoscopic display researchers. 

 

Besides eyestrain and sickness, convergence-accommodation conflict can also affects depth 
perception, which can be a fatal problem for robot tele-operation systems. In the next 
subsection we show the results of the experiment to examine the effect of convergence-
accommodation conflict on depth perception of the viewers. 

 
3.2 Effect of Convergence-Accommodation Conflict on Depth Perception 
As for the experiment we use the crane game used in the last section. To prepare the setting 
where the convergence-accommodation conflict is reduced, we produce the experimental 
system as shown in Fig. 10. In this system we use two displays and the points in the middle 
is depicted in both displays with DFD algorithm (Suyama 2000, Suyama 2002, Suyama 2004), 
where the points are depicted brighter on the nearer display. We trace the head position and 
use it to depict each point on both displays so that the points on both displays are 
overlapped and perceived as one point. The light from two displays can be combined by 
using a half mirror as shown in Fig. 11.  
Here we have let 8 subjects try the crane game described in the previous section under 1 
display condition and 2 display condition. The subjects have repeated 10 trials and the 
avergage performances are compared. The result of the experiment is shown in Fig. 12.  
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Fig. 10. Experimental system with 2 displays to ease convergence-accommodation conflict. 
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Fig. 11. Experimental instruments to merge images from 2 displays at different depths. 
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Fig. 9. Experimental results of subjects’ performance in the helicopter remote-control 
simulator. 
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Fig. 11. Experimental instruments to merge images from 2 displays at different depths. 
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Though 2 display condition is better on average, the difference between two conditions are 
not very wide. It should be noted, however, that all of those who have performed poorly 
under 1 display condition have improved their performances under 2 display condition. It 
suggests that those who are not good at traditional stereopsis can perceive depth better 
when convergence-accommodation conflict is eased by inserting another display at different 
depth. 
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Fig. 12. Experimental results of subjects’ performance in the crane game under 1-display and 
2-display conditions. 
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As described in the previous sections, to let the operator of robot grasp precise depth, a 3D 
display system with smooth motion parallax and little convergence-accommodation conflict 
is required. In this section we introduce a new 3D display system which can meet these 
requirements. 

 
4.1 Concept of Coarse Integral Volumetric Imaging 
Integral imaging, which combines fly-eye lenses and a high resolution flat display panel, is a 
prominent 3D display system in the sense that it can show not only horizontal parallax but 
also vertical parallax. In the conventional integral imaging, the number of pixels each 
component lens of the fly-eye lens sheet covers is usually the same as the number of views, 
which means that the viewer perceives each component lens as one pixel. Therefore the 
focus of the viewer’s eyes is always fixed on the screen (fly-eye lens sheet), which makes it 
hard to show realistic images far beyond the screen or popping up from the screen.  
Besides the orthodox integral imaging described above, we can also think of integral 
imaging where each component lens is large enough to cover pixels dozens of times more 
than the number of views. We have defined this type of integral imaging as coarse integral 
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imaging (Kakeya 2008). In recent years coarse integral imaging has been studied by the 
research group lead by Prof. Byongho Lee (Lee 2002, Min 2005). The advantage of coarse 
integral imaging is that it can induce focal accommodation off the screen, for it generates a 
real image or a virtual image with the lenses. Thus we can show realistic images far beyond 
the screen or popping up from the screen. Yet it cannot overcome the problem of 
convergence-accommodation conflict because the eyes of the viewer are always focusing on 
the real image or the virtual image generated by the lens array. 
To solve this problem, the author has proposed coarse integral volumetric display method, 
which combines volumetric solution with multiview solution based on coarse integral 
imaging (Kakeya 2008). In the proposed system layered transparent display panels are used 
instead of a single layer display panel for the coarse integral imaging. When we use multi-
layered display panels, we can show volumetric real image or virtual image. To express 
pixels between image planes we can apply DFD approach, where 3D pixels are expressed 
with two adjacent panels, each of which emit light in inverse proportion to the distance 
between the 3D pixels and the panel. With this method we can overcome the shortcomings 
of multiview displays and volumetric displays at the same time. 
Conventional volumetric displays can achieve natural 3D vision without contradiction 
between binocular convergence and focal accommodation, while they cannot express 
occlusion or gloss of the objects in the scene. On the contrary multiview displays can express 
the latter while it cannot achieve the former. The coarse integral volumetric display can 
realize both natural 3D vision and expression of occlusion and gloss. 

 
4.2 Detail of Coarse Integral Volumetric Imaging 
Before explaining detail of coarse integral volumetric imaging, we give a brief review of 
coarse integral imaging. As explained above, coarse integral volumetric imaging has real 
image version where the 3D image is popping up and the virtual image version where the 
3D image is shown beyond the screen. Here we explain the real image version, for it can 
show 3D structure of  remote spaces better because of the closeness.   
In the real-image coarse integral imaging we usually keep the distance between the display 
panel and the lens sheet (convex lens array) the same as the focal distance of the component 
lenses of the lens array. With this configuration only, the light is just collimated and real 
image is not generated. To generate real image, we use a large aperture convex Fresnel lens 
as shown in Fig. 13. Then the real image with little aberration is generated at the focal 
distance of the Fresnel lens away from the Fresnel lens surface.  
We can make a multiview system where the whole image observed in each eye switches 
alternately when we keep the distance between the lens array and the large aperture Fresnel 
lens long enough to generate the real image of the lens array, which corresponds to the 
viewing zone where the view for each eye changes alternately (Kakeya 2007). 
The merit of this configuration is that the center of the image from all the viewpoints goes 
through the optical axis of each component lenses. If we try to converge light only with 
small component lenses, the light which goes to the center of the image is not perpendicular 
to the optical axis of each component lenses. Then the distance between the LCD panel and 
the lens array in the optical path becomes larger as the viewpoint becomes farther from the 
center, which makes the distance between the lens array and the real image shorter. With 
the configuration shown in Fig. 13, the distance between the center of the image on LCD and 
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Though 2 display condition is better on average, the difference between two conditions are 
not very wide. It should be noted, however, that all of those who have performed poorly 
under 1 display condition have improved their performances under 2 display condition. It 
suggests that those who are not good at traditional stereopsis can perceive depth better 
when convergence-accommodation conflict is eased by inserting another display at different 
depth. 
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Fig. 12. Experimental results of subjects’ performance in the crane game under 1-display and 
2-display conditions. 
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the center of the lens is constant regardless of the difference of viewpoints. Thus we can 
form real images almost on the same plane with the help of the large convex Fresnel lens. 
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Floating Real Image

Observer

Lens Array

 
Fig. 13. Optics of real-image coarse integral imaging display. 

 
The main differences between this system and the conventional integral imaging displays 
are the size of the component lenses of the convex lens array and the use of large aperture 
Fresnel lens. In this system each component lens of the lens sheet covers about hundred by 
hundred pixels. In the traditional integral imaging all the edges of the image are in the plane 
of lens sheet, because each component lens of the lens sheet corresponds to one pixel. In 
coarse integral imaging, however, the image through each lens includes large number of 
pixels, whose edges can induce the viewer to focus on the real image produced by the 
lenses. Thus the image produced with coarse integral imaging can be perceived as an image 
floating in the air. 
Though coarse integral imaging can show images off the screen, the problem of 
convergence-accommodation conflict still exists, for it can only generate one image plane.  
This can deteriorate depth perception of the viewer as discussed in Section 3. Besides 
convergence-accommodation conflict, coarse integral imaging has another major problem 
which can severely damage the quality of the image. It is discretizaton of parallax as 
discussed in Section 2. When the distance between the lens array and the large aperture 
Fresnel lens is not far enough, multiple images from different component lenses are 
observed at the same time. In this case discontinuity of the images from different lenses 
becomes severe because of the parallax discretization when the 3D image to be shown has 
large depth. To show depth of the image, this system depends only on the parallax given by 
multiview principle. The parallax among the images from different lenses has to be larger as 
the depth of the 3D object to be shown becomes wider. Consequently discontinuity of the 
images on the boundaries of the lenses becomes apparent as shown in Fig. 14, which 
damages the image quality.   
To solve the problem of convergence-accommodation conflict and discontinuity of image at 
the same time, we have proposed coarse integral volumetric imaging, which is based on the 
idea of introducing volumetric approach in addition to multiview approach (Yasui et al. 
2006, Ebisu et al. 2007). 

 

 
Fig. 14. Discontinuity of image in coarse integral imaging bacause of parallax discretization. 
 
As shown in Fig. 15, multiple display panels are inserted to generate volumetric real image 
to keep the parallax between the images from two adjacent lenses small enough. Since 
artificial parallax is kept small, discontinuity between images from adjacent lenses are also 
kept small. Convergence-accommodation conflict is also reduced since each 3D pixel is 
displayed at the real-image layer near the right depth.    
To express pixels between two panels we can use DFD approach, where 3D pixels are 
expressed with two adjacent panels, each of which emit light in inverse proportion to the 
distance between the 3D pixels and the panel. Thus natural continuity of depth is realized.  
 

 
Fig. 15. Principle of coarse integral volumetric imaging.  

 
4.3 Improvement and Application of Coarse Integral Volumetric Imaging 
Fig. 15 approximates that the real-image planes are flat. In reality, however, the real image is 
curved and distorted as shown in Fig. 16. Not only the generated image plane is distorted, 
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but also the image planes generated by component lenses of the lens array are not uniform. 
The image planes generated by the component lenses off the optical axis of the large 
aperture Fresnel lens do not have line symmetry about the optical axis, but are slanted 
toward the optical axis. The slant becomes greater as the component lens goes farther from 
the optical axis.  
To compensate these distortions, each 3D pixel should be drawn on the adjacent two 
distorted image planes so that the brightness may be in inverse proportion to the distance to 
each plane as shown in Fig. 17. Since ways of distortion are different among component 
lenses, we apply this method for each component image by modifying the parameters so 
that each pixel is drawn at proper 3D positions (Kakeya 2009).  
Fig. 17 shows a 3D still picture shown with the coarse integral volumetric display using 
DFD for distorted image plane. Here to increase connectivity between adjacent images, 
hexagon lenses are used for the component lenses of the lens array, for less artificial parallax 
is needed when the lens pitch becomes shorter. 
To apply coarse integral volumetric imaging to tele-manipulation, we need electronic 
display and camera system for it. Currently it is hard to obtain inexpensive volumetric 
display with resolutions high enough to be applied to integral imaging. With the 
advancement of current display technologies, however, it is expected that we can obtain 
inexpensive solution to realize high resolution volumetric displays in a couple of years. 
With the current technology we have realized an electronic display for coarse integral 
volumetric imaging by merging images from different depths by half mirrors, though the 
hardware becomes bulky (Fig. 18).  
As for camera system, coarse integral volumetric imaging needs not only images from 
multiple cameras, but also depth of pixles in the image from each camera. One way to 
realize it is stereo-matching. This algorithm, however, requires much calculation and frame 
rate becomes low unless we use high-spec computers. Further research is needed to 
overcome this problem.  
 

Distorted Real Image

Pixel density in reverse
proportion to distance

 
Fig. 16. Distortion of image palnes and DFD algorithm for distorted image planes 

 

 

     
Fig. 17. Prototype of coarse integral volumetric display using DFD for distorted image plane 
and hexagon component lenses (left) and the images observed from two different 
viewpoints with the prototype system (middle and right). 
 

     
Fig. 18. Electronic version of coarse integral volumetric display using a half mirror (left) and 
the images observed from two different viewpoints with this display (middle and right). 

 
7. Conclusion 
 

In this chapter, we have discussed the influence of imperfect motion parallax and 
convergence-accommodation conflict on depth perception of the operator. Smooth motion 
parallax with little discretization and delay is important in the tasks where the psychological 
depth cues are limited or the objects in the space occlude one another. Also convergence-
accommodation conflict has bad influence on depth perception.  
To overcome these problems we have introduced coarse integral volumetric imaging, which 
can show smooth motion parallax and reduce convergence-accommodation conflict.  In the 
coarse integral volumetric display, multi-layered display panels are used for each 
component image, which is refracted by a small component lens of the convex lens array 
and a large aperture Fresnel lens to generate volumetric real image or virtual image. To 
express pixels between two panels, 3D pixels are expressed with two adjacent panels, each 
of which emit light in inverse proportion to the distance between the 3D pixels and the 
panel. It has been confirmed with a prototype system that coarse integral volumetric 
imaging can realize smooth motion parallax. 
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1. Introduction

While the position of a robot link can be measured accurately, measurement of velocity and
acceleration tends to result in noisy signals. In extreme cases, these signals could be so noisy
that their use in the controller would no longer be feasible (Daly & Schwartz, 2006).
In order to overcome the problem of noisy velocity measurements and to guarantee that the
error between the time–varying desired position and the actual position of the robot system
goes asymptotically to zero for a set of initial conditions, a controller/observer scheme, based
on position measurements, can be used. In this sort of schemes, the incorporated observer is
used to estimate the velocity signal and sometimes the acceleration signal.
Another approach consists in using the Lyapunov theory to design a controller/filter to guar-
antee the tracking of the desired trajectory, no matter if an estimate of the velocity and accel-
eration can be possible with the obtained design.
In the perspective of control engineering, the approach of using only joint position measure-
ments in either a controller/observer or a controller/filter to achieve tracking of a desired joint
trajectory is denominated output–feedback tracking control of robot manipulators.
Recently, attention has been paid to the practical evaluation of output–feedback tracking con-
trollers. In the paper by Arteaga & Kelly (2004) a comparison of several output–feedback
tracking controllers is made, showing that those schemes which incorporate either an ob-
server or filter are better than those which incorporate a numerical differentiation to obtain an
estimation of the joint velocity.
The work by Daly & Schwartz (2006) reported the experimental results concerning three
output–feedback tracking controllers. They showed the advantages and disadvantages of
each control scheme that was tested.
On the other hand, saturation functions have been used in output–feedback tracking control
schemes to guarantee that the control action is within the admissible actuator capability. See
the papers by Loría & Nijmeijer (1998), Dixon et al. (1998), Dixon et al. (1999) and, more re-
cently, Santibáñez & Kelly (2001). Although much effort was done to derive those controllers
and very complex stability analyses were necessary, as far as we know, no experimental evalu-
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ation of output–feedback tracking controllers that contain saturation functions in its structure
has been reported.
Considering that output–feedback tracking controllers can be more efficient than full–state
feedback tracking controllers, specially if noisy velocity measurements are present, and taking
into account the philosophy of including saturation functions in an output–feedback tracking
control design, the objective of this paper is to present an experimental comparison between
output–feedback tracking controllers that do not have saturation functions in its structure
and controllers that do have saturation functions. The experiments were carried out in a two
degrees–of–freedom direct–drive robot, which is important from the control point of view,
because the dynamics in this type of robots is highly nonlinear.
This chapter is organized as follows. The robot model and control problem formulation is pre-
sented in Section 2. Section 3 describes the experimental robot arm used in the experiments.
Section 4 concerns to the description of the desired position trajectory and performance crite-
rion. The controllers as well as the experiments on output–feedback tracking control are pre-
sented in Section 5, while Section 6 contains some discussions. Finally, concluding remarks
are drawn in Section 7.

2. Robot dynamics and control goal

The dynamics in joint space of a serial–chain n-link robot manipulator considering the pres-
ence of friction at the robot joints can be written as (Canudas de Wit et al., 1996; Kelly et al.,
2005; Ortega et al., 1998; Sciavicco & Siciliano, 2000):

M(q)q̈ + C(q, q̇)q̇ + g(q) + Fvq̇ = τ (1)

where M(q) is the n × n symmetric positive definite inertia matrix, C(q, q̇) is the n × n vector
of centripetal and Coriolis torques, g(q) is the n × 1 vector of gravitational torques, Fv =
diag{ fv1, . . . , fvn} is the n × n positive definite diagonal matrix which contains the viscous
friction coefficients of the robot joints, and τ is the n × 1 vector of applied torque inputs.
Assume that only the robot joint displacements q(t) ∈ IRn are available for measurement.
Then, the output–feedback tracking control problem is to design a control input τ(t) so that
the joint displacements q(t) ∈ IRn converge asymptotically to the desired joint displacements
qd(t) ∈ IRn, i.e.,

lim
t→∞

q̃(t) = 0, (2)

where
q̃(t) = qd(t)− q(t) (3)

denotes the tracking error.

3. Experimental robot system

A direct–drive arm with two vertical rigid links —see Fig. 1— is available at the Mechatronics
and Control Laboratory of the Instituto Tecnológico de La Laguna, which was designed and built
at the Robotics Laboratory of CICESE Research Center. High–torque brushless direct–drive
motors operating in torque mode are used to drive the joints without gear reduction.
A motion control board based on a TMS320C31 32–bit floating–point microprocessor from
Texas Instruments is used to execute the control algorithm. The control program is written
in C programming language and executed in the control board at h = 2.5 [ms] sampling
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period. The maximum torque limits are τMax
1 =150 [Nm] and τMax

2 =15 [Nm] for motor 1 and
2, respectively.
The robot dynamics is described with details in (Reyes & Kelly, 1997; 2001). With reference to
the symbols listed in Table 1, we present below the entries of the robot dynamics:

notation value unit
Link 1 length l1 0.45 m
Link 2 length l2 0.45 m

Link 1 center of gravity lc1 0.091 m
Link 2 center of gravity lc2 0.048 m

Link 1 mass m1 23.90 kg
Link 2 mass m2 3.88 kg

Link 1 moment of inertia I1 1.27 kg m2

Link 2 moment of inertia I2 0.09 kg m2

Gravity acceleration g 9.8 m/s2

Table 1. Parameters of the manipulator

The elements Mij(q) (i, j = 1, 2) of the inertia matrix M(q) are
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The elements Cij(q, q̇) (i, j = 1, 2) of the centripetal and Coriolis matrix C(q, q̇) are

C11(q, q̇) = −m2l1lc2 sin(q2)q̇2,

C12(q, q̇) = −m2l1lc2 sin(q2) (q̇1 + q̇2) ,

C21(q, q̇) = m2l1lc2 sin(q2)q̇1,

C22(q, q̇) = 0.

The entries of the gravitational torque vector g(q) are given by

g1(q) = (m1lc1 + m2l1)g sin(q1) + m2lc2g sin(q1 + q2),

g2(q) = m2lc2g sin(q1 + q2).

The coefficients of the viscous friction are

Fv = diag{2.288, 0.175} [N m s].

Experiments showed that static and Coulomb friction at the motor joints are present and they
depend in a complex manner on the joint position and velocity. We have decided to consider
them as disturbances for the closed–loop system.

4. Desired position trajectory and performance criterion

The desired position trajectory qd(t) used in all experiments is given by

qd(t) =

[
45[1 − e−2.0t3

] + 10[1 − e−2.0t3
] sin(7.50t)

60[1 − e−1.8t3
] + 125[1 − e−1.8t3

] sin(1.75t)

]
[degrees/s]. (4)

An important characteristic of the position trajectory qd(t) in (4) is that the desired velocity
q̇d(t) and acceleration q̈d(t) are null in t = 0, then the closed–loop system trajectories will
not present rude transients if the robot starts at rest. It is noteworthy that the execution of
the proposed trajectory qd(t) in (4) demanded a 75% of the torque capabilities, which was
estimated through numerical simulation and verified with the experiments.
The time evolution of the position error q̃ reflects how well the control system performance
is. The performance criterion considered in this chapter was the Root Mean Square —RMS—
value of the velocity error computed on a trip of time T, that is,

RMS[ ˙̃q] =

√
1
T

∫ T

0
‖ ˙̃q(σ)‖2dσ [degrees/s]. (5)

In practice, the discrete implementation of the criterion (5) leads to

RMS[ ˙̃q] =

√√√√ 1
T

i

∑
k=0

‖ ˙̃q(kh)‖2 h [degrees/s],

where h = 2.5 [ms] is the sampling period and T = 10 [s].

5. Tested controllers

We have tested six controllers. Three of the tested controllers do not contain saturation func-
tions, while the others do it. The main goal of the experimental evaluation was to assess the
tracking performance of controllers that do not have saturation functions, i.e.,

• PD+ (Paden & Panja, 1988),

• Loría & Ortega (1995), and

• Lee & Khalil (1997),

with respect to those that have saturation functions,

• Loría & Nijmeijer (1998),

• New Design 1, and

• New Design 2.

The controllers denoted as New Design 1 and New Design 2, which are defined explicitly later,
were proposed in (Moreno et al., 2008). Tools for analysis of singularly perturbed systems
are used to show the local exponential stability of the closed–loop system given by those
controllers and the robot dynamics.
Let us first describe the results concerning controllers without saturation functions. The first
controller tested was the PD+ control (Paden & Panja, 1988), which is written as

τ = M(q)q̈d + C(q, q̇)q̇d + g(q) + Fvq̇ + Kd ˙̃q + Kpq̃, (6)

where Kp and Kd are n × n symmetric positive definite matrices, q̃ = qd − q denotes the
tracking error and the joint velocity measurements q̇ are approximated via simple numerical
differentiation, i.e.,

q̇i(hk) =
qi(hk)− qi(h[k − 1])

h
(7)

where h is the sampling period and k is the discrete time. It is well known that the approach
(7) is very common in many robot control platforms to obtain an estimation of the velocity
measurements. The controller was tested using the following proportional and derivative
control gains

Kp = diag{3500, 1000} [1/s2],
Kd = diag{45, 15} [1/s],

(8)

Let us notice that the gains (8) were obtained by trial and error until obtaining a reasonable
performance in the tracking of the desired joint position qd(t), i.e., a relatively small bound
of the maximum values of q̃1(t) and q̃2(t). Fig. 2 shows the time evolution of tracking errors
q̃1(t), q̃2(t), and applied torques τ1(t), τ2(t).
Further improvement could have been obtained in the tracking performance, but paying the
price of a noisy control action, which would excite other dynamics such as vibrating modes of
the mechanical structure.
Since all of the tested controllers have a proportional–derivative structure, we have used the
same numerical value of the gains in (8) for all of them, while the remaining gains in each
controller were selected so that a reasonable performance were obtained, as we will explain
later.
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Fig. 2. PD+ controller : Tracking errors q̃1(t), q̃2(t), and applied torques τ1(t), τ2(t).

The other two control schemes that do not contain saturation functions correspond to the
output–feedback tracking controllers by Loría & Ortega (1995) and Lee & Khalil (1997). The
Loría & Ortega (1995) controller is written as

τ = M(q)q̈d + C(q, q̇d)q̇d + g(q) + Fvq̇ + Kdϑ̃ + Kpq̃, (9)

where ϑ̃ ∈ IRn is obtained with the linear filter

ẋ = −b f ϑ̃,

ϑ̃ = x + b f q̃,
with b f > 0. The controller (9) was implemented in our system with the control gains Kp and
Kd in (8) and

b f = 600.0 [1/s]. (10)
The Lee & Khalil (1997) controller in its non–adaptive version can be written as

τ = M(qd − x1)q̈d + C(qd − x1, q̇r)q̇d + g(qd − x1)

+ Fv[q̇d − x2] + Kdx2 + Kpx1, (11)
where q̇r = q̇d − x2 + λq̃ and the second order high–gain observer is defined as

ẋ1 = x2 +
L1
ε
[q̃ − x1], (12)

ẋ2 =
L2

ε2 [q̃ − x1] + q̈d

+M(qd − x1)
−1[C(qd − x1, q̇r)q̇d

+g(q − x1) + Fv[q̇d − x2]− τ]. (13)

The gains used for the implementation of this controller were Kp and Kv in (8), λ = 1 [1/s],

L1 = diag{5.0, 40.0} [1/s], L2 = diag{50.0, 400.0} [1/s2],

and ε = 0.1. We tried several sets of gains for the observer (12)–(13) until obtaining a good
response in the tracking error. However, it was pretty difficult to find numerical values for
which instability was avoided. As pointed out in (Daly & Schwartz, 2006), the real–time im-
plementation of the controller/observer (11)–(13) may make estimations of the position and
velocity errors inaccurate to the point of not being useful, which was confirmed during the
experimental set up.
The obtained experimental results are given in Fig. 3, for the Loría and Ortega controller, and
in Fig. 4, for the Lee and Khalil scheme.
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Fig. 3. Loría and Ortega controller: Tracking errors q̃1(t), q̃2(t), and applied torques τ1(t),
τ2(t).

On other hand, concerning output–feedback tracking controllers that contain saturation func-
tions in their structure, the first controller tested was the Loría & Nijmeijer (1998) approach,
written as

τ = M(q)q̈d + C(q, q̇d)q̇d + g(q) + Fvq̇

+ Kd col{tanh(ϑ̃i)}+ Kp col{tanh(q̃i)}, (14)

where col{ f (xi)} = [ f (x1) · · · f (xn)]T ∈ IRn for any scalar function f , used along with the
saturated filter

ẋ = −b f col{tanh(ϑ̃i)},

ϑ̃ = x + b f q̃.
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Fig. 3. Loría and Ortega controller: Tracking errors q̃1(t), q̃2(t), and applied torques τ1(t),
τ2(t).

On other hand, concerning output–feedback tracking controllers that contain saturation func-
tions in their structure, the first controller tested was the Loría & Nijmeijer (1998) approach,
written as
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Fig. 4. Lee and Khalil controller: Tracking errors q̃1(t), q̃2(t), and applied torques τ1(t), τ2(t).

Once again, in order to keep a fair comparison with respect to the three previous controllers
that do not use saturation functions, we used the numerical values of Kp and Kd in (8) and b f
in (10). The result of the experiment is depicted in Fig. 5.
Besides, we implemented the controller denoted as New Design 1 (Moreno et al., 2008)

τ = M(q)q̈d + C(q, q̇d)q̇d + g(q) + Fvq̇d

+ Kd col




ϑ̃i√
δdi + ϑ̃2

i


+ Kp col




q̃i√
δpi + q̃2

i


 , (15)

where δpi and δdi are strictly positive constants, and the filter

ẋ = −b f col




ϑ̃i√
δdi + ϑ̃2

i


 ,

ϑ̃ = x + b f q̃,

with b f > 0 is used. As previously, we chose the numerical values of Kp and Kd as in (8), and
b f as in (10). Parameters δpi and δdi were

δp1 = 0.3, δp2 = 0.75, δd1 = 1.0, δd2 = 1.0.

Fig. 6 shows the results of the experiment.
Finally, the controller New Design 2 (Moreno et al., 2008)

τ = M(q)q̈d + C(q, q̇d)q̇d + g(q) + Fvq̇d
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Fig. 5. Loría and Nijmeijer controller: Tracking errors q̃1(t), q̃2(t), and applied torques τ1(t),
τ2(t).

+Kd col
{

ϑ̃i

δdi + ln(cosh(ϑ̃i))

}

+ Kp col

{
q̃i

δpi + ln(cosh(q̃i))

}
, (16)

which is used with the filter

ẋ = −b f col
{

ϑ̃i

δdi + ln(cosh(ϑ̃i))

}
,

ϑ̃ = x + b f q̃,

was tested under the same conditions that the New Design 1 in (15), while the parameters δpi
and δdi used in this case were

δp1 = 0.55, δp2 = 1.0, δd1 = 1.0, δd2 = 1.0.

The results are illustrated in Fig. 7.

6. Discussions

All the tested controllers assure theoretically that the position error q̃(t) must vanish as time
increases. In practice, Figures 3 to 8 reveal a steady-state oscillatory behavior. This is due to
several factors such as the uncompensated Coulomb friction and the discrete implementation
of the controller .
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Fig. 4. Lee and Khalil controller: Tracking errors q̃1(t), q̃2(t), and applied torques τ1(t), τ2(t).

Once again, in order to keep a fair comparison with respect to the three previous controllers
that do not use saturation functions, we used the numerical values of Kp and Kd in (8) and b f
in (10). The result of the experiment is depicted in Fig. 5.
Besides, we implemented the controller denoted as New Design 1 (Moreno et al., 2008)
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with b f > 0 is used. As previously, we chose the numerical values of Kp and Kd as in (8), and
b f as in (10). Parameters δpi and δdi were

δp1 = 0.3, δp2 = 0.75, δd1 = 1.0, δd2 = 1.0.

Fig. 6 shows the results of the experiment.
Finally, the controller New Design 2 (Moreno et al., 2008)
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0 5 10

−2

0

2

[d
eg

re
es

]

q1

0 5 10

−2

0

2

[d
eg

re
es

]

q2

0 5 10

−50

0

50

100

Time [sec]

[N
m

]

τ1

0 5 10
−10

−5

0

5

10

Time [sed]

[N
m

]]

τ2

~ ~

Fig. 5. Loría and Nijmeijer controller: Tracking errors q̃1(t), q̃2(t), and applied torques τ1(t),
τ2(t).

+Kd col
{

ϑ̃i

δdi + ln(cosh(ϑ̃i))

}

+ Kp col

{
q̃i

δpi + ln(cosh(q̃i))

}
, (16)

which is used with the filter
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,
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was tested under the same conditions that the New Design 1 in (15), while the parameters δpi
and δdi used in this case were

δp1 = 0.55, δp2 = 1.0, δd1 = 1.0, δd2 = 1.0.

The results are illustrated in Fig. 7.

6. Discussions

All the tested controllers assure theoretically that the position error q̃(t) must vanish as time
increases. In practice, Figures 3 to 8 reveal a steady-state oscillatory behavior. This is due to
several factors such as the uncompensated Coulomb friction and the discrete implementation
of the controller .



Robot Manipulators, New Achievements688

0 5 10

−2

0

2

[d
eg

re
es

]

q1

0 5 10

−2

0

2

[d
eg

re
es

]

q2

0 5 10

−50

0

50

100

Time [sec]

[N
m

]

τ1

0 5 10
−10

−5

0

5

10

Time [sec]

[N
m

]

τ2

~~

Fig. 6. New Design 1: Tracking errors q̃1(t), q̃2(t), and applied torques τ1(t), τ2(t).

Controllers without Controllers with
saturation functions saturation functions
PD+ LO LK LN New 1 New 2

max{|q̃1(t)|} [deg] 0.78 0.75 1.62 0.79 0.59 0.61
max{|q̃2(t)|} [deg] 0.34 0.34 2.76 0.34 0.36 0.39

RMS[q̃] [deg] 0.418 0.417 1.134 0.419 0.284 0.299

Table 2. Performance of the controllers: PD+, Loría and Ortega (LO), Lee and Khalil (LK),
Loría and Nijmeijer (LN), New Design 1, and New Design 2.

Table 2 summarizes the information about the tracking performance of the six schemes, re-
marking the difference between controllers that do not use saturation functions and con-
trollers that do use them. In addition, Fig. 8 shows a bar chart of the RMS[q̃] value computed
for the six tested controllers. With respect to controllers without saturation function we can
see that the performance of the PD+ controller (6) and the Loría and Ortega algorithm (9) is
very similar, while the worst performance of the six controllers was obtained with the Lee
and Khalil controller (11). On the other hand, concerning the experimental results using con-
trollers with saturation function, we can see that the performance of the Loría and Nijmeijer
scheme (14) is very similar to the one of the controllers PD+ (6) and Loría and Ortega (9). The
reason is that in the situation of a very small tracking error q̃ the structure of the three con-
trollers is very similar. In addition, the best performance of the six controllers was obtained
with the New Design 1 and New Design 2, in equations (15) and (16), respectively, because
they presented the lowest values of max{|q̃1(t)|}, max{|q̃2(t)|} and RMS[q̃].
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Fig. 7. New design 2: Tracking errors q̃1, q̃2(t), and applied torques τ1(t), τ2(t).

The comparison reveals that all the controllers work efficiently since the tracking errors are
relatively close to the performance of the PD+ controller (6), although the new controllers
(15) and (16), which incorporate saturation functions, present a lower tracking error q̃(t) than
other output–feedback tracking controllers, including the PD+ control (6). The explanation of
this is that the new controllers (15) and (16) incorporate the extra parameters δpi, δdi, whose
numerical value has effect in increasing the slope of the profile of the saturation function in
the proximity of the origin. Different numerical values of δpi and δdi lead to a similar behavior
with respect to the PD+ (6), Loría and Ortega (9), and Loría and Nijmeijer (14) schemes.

7. Concluding remarks

In this work the output–feedback tracking control of robot manipulators was studied. An
extensive experimental study in a two degrees–of–freedom direct–drive robot was presented,
where it was shown that output–feedback tracking controllers having saturation functions
in the corresponding proportional and derivative parts present better tracking performances
than the controllers that have simple linear functions in the corresponding proportional and
derivative parts.
To the best of the authors’ knowledge, the output–feedback tracking controllers discussed in
the experimental results have been tested in a real–time robot control system for the first time.
The results obtained in practice suggest that output–feedback tracking controllers that incor-
porate saturation functions are reliable for application in industrial robots.
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Controllers without Controllers with
saturation functions saturation functions
PD+ LO LK LN New 1 New 2

max{|q̃1(t)|} [deg] 0.78 0.75 1.62 0.79 0.59 0.61
max{|q̃2(t)|} [deg] 0.34 0.34 2.76 0.34 0.36 0.39

RMS[q̃] [deg] 0.418 0.417 1.134 0.419 0.284 0.299

Table 2. Performance of the controllers: PD+, Loría and Ortega (LO), Lee and Khalil (LK),
Loría and Nijmeijer (LN), New Design 1, and New Design 2.

Table 2 summarizes the information about the tracking performance of the six schemes, re-
marking the difference between controllers that do not use saturation functions and con-
trollers that do use them. In addition, Fig. 8 shows a bar chart of the RMS[q̃] value computed
for the six tested controllers. With respect to controllers without saturation function we can
see that the performance of the PD+ controller (6) and the Loría and Ortega algorithm (9) is
very similar, while the worst performance of the six controllers was obtained with the Lee
and Khalil controller (11). On the other hand, concerning the experimental results using con-
trollers with saturation function, we can see that the performance of the Loría and Nijmeijer
scheme (14) is very similar to the one of the controllers PD+ (6) and Loría and Ortega (9). The
reason is that in the situation of a very small tracking error q̃ the structure of the three con-
trollers is very similar. In addition, the best performance of the six controllers was obtained
with the New Design 1 and New Design 2, in equations (15) and (16), respectively, because
they presented the lowest values of max{|q̃1(t)|}, max{|q̃2(t)|} and RMS[q̃].
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The comparison reveals that all the controllers work efficiently since the tracking errors are
relatively close to the performance of the PD+ controller (6), although the new controllers
(15) and (16), which incorporate saturation functions, present a lower tracking error q̃(t) than
other output–feedback tracking controllers, including the PD+ control (6). The explanation of
this is that the new controllers (15) and (16) incorporate the extra parameters δpi, δdi, whose
numerical value has effect in increasing the slope of the profile of the saturation function in
the proximity of the origin. Different numerical values of δpi and δdi lead to a similar behavior
with respect to the PD+ (6), Loría and Ortega (9), and Loría and Nijmeijer (14) schemes.

7. Concluding remarks

In this work the output–feedback tracking control of robot manipulators was studied. An
extensive experimental study in a two degrees–of–freedom direct–drive robot was presented,
where it was shown that output–feedback tracking controllers having saturation functions
in the corresponding proportional and derivative parts present better tracking performances
than the controllers that have simple linear functions in the corresponding proportional and
derivative parts.
To the best of the authors’ knowledge, the output–feedback tracking controllers discussed in
the experimental results have been tested in a real–time robot control system for the first time.
The results obtained in practice suggest that output–feedback tracking controllers that incor-
porate saturation functions are reliable for application in industrial robots.
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1. Introduction 
 

A basic ergonomic approach to biomechanical analysis of the human body for using 
assistive devises considers the individual's body functions, his physical load and the 
efficiency of the assistive devices. Biomechanical analysis using a rigid link model and the 
musculoskeletal model is a more objective technique. It replaces electromyogram analysis, 
and has been applied for the estimation of joint forces and torques, muscular tensions, and 
energy consumption during the use of various devices such as wheelchairs and assistive 
carts (Sasaki et al., 2005, 2008; Miyawaki et al., 2000, 2007). In this case both the 
simultaneous measurements of the external forces acting on a human body and the body 
movements are required for the analysis. On the other hand, analytical tools using computer 
generated mannequins, which need no measurement data of human motion, have also been 
developed (Jack; Siemens PLM Software and RAMSIS; Human Solution GmbH and 
Safework; Safework Inc., etc.). A computer generated mannequin––with standard body 
characteristics such as length, weight and joint range of motion––is useful for evaluating the 
compatibility of humans and different industrial products from the viewpoints of the 
workplace, work posture and also for reducing related design time and development costs. 
However, it is very difficult to standardize the body characteristics of elderly or physically 
handicapped people. Especially, the body functions and muscle characteristics of people 
with spinal cord injuries differ strikingly from those of normal people, depending on the 
lesion level and extent of paralysis. Therefore, accurate evaluation of an individual’s proper 
body functions and development of assistive devices based on such evaluations are 
indispensable. 
In order to quantify an individual’s body functions, the concept of manipulability 
(Yoshikawa, 1984, 1985, 1990) that is used to analyze robot manipulators, was applied to 
evaluate the manipulability of the upper and lower limbs (Ohta et al., 1998; Hamada et al., 
2000). All possible velocities, accelerations, and forces at the end-effector can be represented 
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as ellipsoids or polyhedra using the concept of manipulability. This evaluation method, 
which is commonly used in the field of robotics, provides effective knowledge for 
evaluation of the manipulability of upper and lower limbs considering both the kinematics 
and dynamics of the system. 
However, this evaluation method is based on the assumption that the torque characteristic 
of a human joint is constant, and is hence not very accurate because the maximum torque 
generated at a human joint varies with the joint angle and direction of rotation. Moreover, 
although the manipulability of the upper and lower limbs in three-dimensional space is 
expressed as a six-dimensional hyperellipsoid at the maximum, it is difficult to imagine an 
ellipsoid in four or more dimensions. Even in the field of robotics, the visualization method 
of a higher-dimensional hyperellipsoid defined in a space with dimensions equal to the 
degrees of freedom of a hand, has not been clarified yet. A slack variable is generally 
introduced to search for the vertex of the polytope (Shim & Yoon, 1997; Chiacchio et al., 
1997; Lee, 2001). It is extremely difficult to search for the region of a higher-dimensional 
polytope accurately using these methods because of its huge computational complexity, and 
it is also difficult to formulate an objective function in the case of linear programming. 
In this chapter, we present a manipulating force ellipsoid and polytope reflecting an 
individual’s joint torque characteristics as a new evaluation method for assessing the 
manipulability of an upper limb. We also present a visualization algorithm for a higher 
dimensional hyperellipsoid and a vertex search algorithm for a higher-dimensional 
polytope. As a practical application of the proposed methods, we also introduce a 
wheelchair adaptation problem. These methods, which were mainly developed to evaluate 
the upper limb manipulability, are also applicable to analyze a robot manipulator’s 
manipulation capabilities. 

 
2. Seven Degree of Freedom Upper-Limb Model 
 

Figure 1 portrays a seven DOF-rigid-link model of the upper limb. In the model, θ1, θ2, and 
θ3 represents the shoulder flexion(+)/extension(-), adduction(+)/abduction(-), and external 
rotation(+)/internal rotation(-) respectively. In addition, θ4 is elbow flexion(+)/extension(-); 
θ5, θ6, θ7 signify wrist supination(+)/pronation(-), palmar flexion(+)/dorsiflexion(-), and 
radial flexion(+)/ulnar flexion(-) respectively. The physical parameters of each link, e.g., 
mass, center of gravity, inertia matrix, are calculated using regression equations based on 
the body weight and link length (Ae et al., 1992). In general, the dynamic equation of motion 
of the upper limb is given as 

( ) ( , ) ( ) T    τ M θ θ h θ θ g θ J F ,                                                 (1) 
where lτ R is a joint torque vector, lθ R is a joint angle vector, ( ) l lM θ R  is an inertia 

matrix, ( , ) lh θ θ R  are centrifugal and Coriolis terms, ( ) lg θ R  is a gravity term, n lJ R  is 
a Jacobian matrix, nF R  is a hand force vector, ( 7)l   is the number of joints, and 

( 6)n n   represents the degrees of freedom of the hand. Because the net joint torque for 
generating the hand force can be written as 
 

( ) ( , ) ( )    τ τ M θ θ h θ θ g θ ,                                                   (2) 
the relation between the joint torque and the hand force is given as 

 

Tτ J F .                                                                      (3) 
 

 
Fig. 1. Seven-rigid-link model of the upper limb. 

 
This equation means that an individual’s hand force characteristic is obtained by 
substituting measurable joint torque characteristics into τ . Because the joint torque 
characteristics vary according to the joint angle and direction of rotation, the maximum joint 
torque that can be generated at an arbitrary condition is given as 

( ) ( ) ( , ) ( )imax imax i i i iτ τ θ M h g     θ θ θ θ θ                                             (4) 

( ) ( ) ( , ) ( )imin imin i i i iτ τ θ M h g     θ θ θ θ θ ,                                           (5) 
where ( )imax iτ θ  and ( )imin iτ θ  signify the maximum joint torque that can be generated at joint 
angle iθ  in a positive direction or a negative direction, and ( 1,2, , )i l   is the joint number. 
These joint torques can be quantified using a Cybex (Cybex Inc.) or Biodex machine 
(Medical Systems Inc.). Therefore, all the possible hand forces in a daily life motion is given 
by joint torque that satisfies the following conditions. 

imin i imaxτ τ τ     (6) 

 
3. Manipulating Force Ellipsoid Considering Joint Torque Characteristics 
 

3.1 Derivation of the Ellipsoid 
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It is described as 
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(Yoshikawa, 1990). However, in order to apply this method to evaluate the manipulability of 
the human upper limb, one must consider the differences of human joint torque 
characteristics on the joint rotational directions as defined in Eqs. (4) and (5). A simple way 
to do this evaluation is to map a unit sphere whose origin is the center position of joint 
torque described in Eq. (6) (Sasaki et al., 2004). 
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as ellipsoids or polyhedra using the concept of manipulability. This evaluation method, 
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the upper limb manipulability, are also applicable to analyze a robot manipulator’s 
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2. Seven Degree of Freedom Upper-Limb Model 
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( ) ( , ) ( )    τ τ M θ θ h θ θ g θ ,                                                   (2) 
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Tτ J F .                                                                      (3) 
 

 
Fig. 1. Seven-rigid-link model of the upper limb. 

 
This equation means that an individual’s hand force characteristic is obtained by 
substituting measurable joint torque characteristics into τ . Because the joint torque 
characteristics vary according to the joint angle and direction of rotation, the maximum joint 
torque that can be generated at an arbitrary condition is given as 

( ) ( ) ( , ) ( )imax imax i i i iτ τ θ M h g     θ θ θ θ θ                                             (4) 

( ) ( ) ( , ) ( )imin imin i i i iτ τ θ M h g     θ θ θ θ θ ,                                           (5) 
where ( )imax iτ θ  and ( )imin iτ θ  signify the maximum joint torque that can be generated at joint 
angle iθ  in a positive direction or a negative direction, and ( 1,2, , )i l   is the joint number. 
These joint torques can be quantified using a Cybex (Cybex Inc.) or Biodex machine 
(Medical Systems Inc.). Therefore, all the possible hand forces in a daily life motion is given 
by joint torque that satisfies the following conditions. 
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(Yoshikawa, 1990). However, in order to apply this method to evaluate the manipulability of 
the human upper limb, one must consider the differences of human joint torque 
characteristics on the joint rotational directions as defined in Eqs. (4) and (5). A simple way 
to do this evaluation is to map a unit sphere whose origin is the center position of joint 
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The center position of the set of all possible joint torque vectors can be written as 
1 2[ , , , ]Tmean mean mean lmeanτ   τ τ τ ,                                                    (9) 

 
Fig. 2. Manipulating force ellipsoid based on human joint torque characteristics. 
 
where 

2
imax imin

imean
τ τ


 τ .                                                           (10) 

By assuming that meanτ  is equal to the joint torque necessary to generate the hand force 

1 2[ , , , ]Tmean mean mean nmeanf f F f ,                                                 (11) 
the relation between meanτ  and meanF  is given as 

T
mean meanτ J F ,                                                               (12) 

where 

2
jmax jmin

jmean

f f
f


 , 1,2, ,j n  .                                              (13) 

Therein, jmaxf and jminf  respectively signify the maximum hand force in the positive and 
negative directions. 
The joint torque space, with origin meanτ  is given by: 

( )T
mean mean   τ τ J F F .                                                       (14) 

By scaling Eq. (14) with the diagonal matrix we have: 

1 1

1 1 1diag , , ,τ
max mean 2max 2mean lmax lmeanτ τ τ τ τ τ

 
     


     

T ,                             (15) 

the normalized joint torque is given as 
ˆˆ ( )T

mean τ J F F ,                                                           (16) 
where, 

ˆ ( )τ mean  τ T τ τ                                                              (17) 

meanF

Hand force F

 

ˆ
τJ JT .                                                                    (18) 

Therefore, the manipulating force ellipsoid, which reflects human joint torque characteristics 
maps the image in hand force spaces of a unit sphere in normalized joint torque space. 

2 2 2 2
1 2 1T

lτ τ τ          τ τ τ ;                                             (19) 
It is described as an n-dimensional hyperellipsoid 

ˆˆ( ) ( ) 1T T
mean mean  F F JJ F F .                                                   (20) 

Figure 2 portrays the proposed ellipsoid; the distance between the hand position and the 
ellipsoid surface shows the ease of hand force manipulation. Additionally, the difference 
between the push force and the pull force that can be added to the object is expressed 
quantitatively by defining the center of the ellipsoid as meanF . meanF  can be obtained directly 
from the relation between meanτ  and meanF  defined by Eq. (12) when J  is a regular matrix 
( )l n . However, the device which replaces meanF  with the center position of the 
manipulating force polytope introduced in section 4 is needed because meanF , which balances 

meanτ , does not necessarily exist when J  is not a regular matrix ( )l n . 

 
3.2 Visualization Algorithm for Higher Dimensional Hyperellipsoid 
Visualization of the ellipsoid in four or more dimensions is extremely difficult. We propose 
a visualization algorithm for an n-dimensional hyperellipsoid using two projection methods: 
orthogonal projection and section. The difference between the orthogonal projection and 
section is whether to consider the influences of all components of the hand force vector to 
visualize the n-dimensional hyperellipsoid (see Fig. 3). 
First, we describe the orthogonal projection. The influences of all components of the hand 
force vector are included in the m-dimensional ellipsoid ( )m n  visualized by the 
orthogonal projection of the n-dimensional hyperellipsoid. 
The m-component of the hand force vector that we visualize can be set arbitrarily as 1F : 

1 2 1 1[ ] [ , , , , ]T T
mean m m nf f f f    F F F F ,                                   (21) 

where, 
 j j jmeanf f f .                                                              (22) 

To satisfy the relation of Eq. (20), each component of ˆˆTJJ  is according to the definition of Eq. (21). 
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Fig. 2. Manipulating force ellipsoid based on human joint torque characteristics. 
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( )l n . However, the device which replaces meanF  with the center position of the 
manipulating force polytope introduced in section 4 is needed because meanF , which balances 

meanτ , does not necessarily exist when J  is not a regular matrix ( )l n . 

 
3.2 Visualization Algorithm for Higher Dimensional Hyperellipsoid 
Visualization of the ellipsoid in four or more dimensions is extremely difficult. We propose 
a visualization algorithm for an n-dimensional hyperellipsoid using two projection methods: 
orthogonal projection and section. The difference between the orthogonal projection and 
section is whether to consider the influences of all components of the hand force vector to 
visualize the n-dimensional hyperellipsoid (see Fig. 3). 
First, we describe the orthogonal projection. The influences of all components of the hand 
force vector are included in the m-dimensional ellipsoid ( )m n  visualized by the 
orthogonal projection of the n-dimensional hyperellipsoid. 
The m-component of the hand force vector that we visualize can be set arbitrarily as 1F : 
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Fig. 3. Orthogonal projection and section of n-dimensional hyperellipsoid. 
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where m mA R , ( )m n m B R , ( )n m m C R and ( ) ( )n m n m  D R  are submatrices of real 
symmetric matrix ˆˆT n nJJ R . 
The vertical vector to the n-dimensional hyperellipsoid is equal to the gradient vector 

1 2

grad , , ,
T

nf f f
   

     
N N NN ,                                                  (24) 

where 
ˆˆ( ) ( ) 1T T

mean mean   N F F JJ F F .                                               (25) 
The ( )n m  vertical unit vectors to the m-dimensional 1F  space are given as shown below. 

1 [0, ,0,1,0, ,0]

[0, ,0,0,0, ,1]

T

T
n m





 


 

I

I
                                                      (26) 

 
 
To express the orthogonal projection of the n-dimensional hyperellipsoid to the m 
dimensional 1F  space, the unit vector ( 1,2, , )k k n m I  must be an orthogonal relation to 
the vertical vector gradN , as depicted in Fig. 3 

grad 0k N I .                                                              (27) 
Substituting Eqs. (24) and (26) into Eq. (27), we obtain 

m-dimensional 1F  space 

gradN

kI

Orthogonal projection 
 

Section 

n-dimensional 
h lli id 

2 0F

n mm

 

1,1 1 1,2 2 1,
1

,1 1 ,2 2 ,

0

0

m m m n n
m

n n n n n
n

h f h f h f
f

h f h f h f
f

  



   




    









N =

N
.                                      (28) 

Equation (28) expresses the orthogonal condition for the orthogonal projection. Using the 
definition described in Eqs. (21) and (23), the orthogonal condition can be written as 

1 2 0 CF DF                                                                (29) 
1

2 1
 F D CF .                                                               (30) 

Therefore, the general equations of the orthogonal projection are given as 
1 1

1 2 1 1
2

ˆˆ( ) ( ) [ ] ( )T T T
mean mean

   
       

   

A B F
F F JJ F F F F F A BD C F

C D F
.                 (31) 

Additionally, using the orthogonal transformation from 1F  space to E  space 

1 F PE                                                                     (32) 

1 2[ , , , ]T
me e e E ,                                                           (33) 

Eq. (31) can be written in the following normal form 
1 1 2 2 2

1 1 1 1 2 2( ) ( ) 1T T T
m mλ e λ e λ e        F A BD C F E P A BD C PE ,              (34) 

where ( 1,2, , )rλ r m   are eigenvalues of 1( )A BD C , m mP R  signifies the orthogonal 
matrix whose columns are the eigenvectors rp of 1( )A BD C , the principal axes and 

directions of the m-dimensional ellipsoid are denoted, respectively, as 1/ rλ  and rp . 
Next, we explain another visualization algorithm viz. section. The m-dimensional ellipsoid 
visualized by the section of the n-dimensional hyperellipsoid shows the set of generatable 
hand force vectors under 2 0F  (see Fig. 3). Therefore, by substituting 2 0F  into Eq. (31), 
the general equations of sectioning are given as 

1
1 1 1

ˆˆ( ) ( ) [ 0]
0

T T T
mean mean

   
      

   

A B F
F F JJ F F F F AF

C D
.                           (35) 

Using the orthogonal transformation from 1F  space to W  space 

1 F QW                                                                    (36) 

1 2[ , , , ]T
mw w w W ,                                                        (37) 

Eq. (35) can also be written as 
2 2 2

1 1 1 1 2 2 1T T T
m mμ w μ w μ w     F AF W Q AQW ,                           (38) 

where ( 1,2, , )rμ r m   are eigenvalues of A , m mQ R  signifies the orthogonal matrix 
whose columns are the eigenvectors rq of A , the principal axes and directions of the m 

dimensional ellipsoid are given, respectively, by 1/ rμ  and rq . 
Equations (34) and (38) show that an n-dimensional hyperellipsoid that cannot be viewed 
directly is expressible as a visible m-dimensional ellipsoid using orthogonal projection or 
sectioning. The proposed visualization algorithm is applicable to evaluation of the hand 
force characteristics suitable for the purpose because hand force 1F  in Eq. (21) can be 
defined freely. 
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Fig. 3. Orthogonal projection and section of n-dimensional hyperellipsoid. 
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Eq. (35) can also be written as 
2 2 2

1 1 1 1 2 2 1T T T
m mμ w μ w μ w     F AF W Q AQW ,                           (38) 

where ( 1,2, , )rμ r m   are eigenvalues of A , m mQ R  signifies the orthogonal matrix 
whose columns are the eigenvectors rq of A , the principal axes and directions of the m 

dimensional ellipsoid are given, respectively, by 1/ rμ  and rq . 
Equations (34) and (38) show that an n-dimensional hyperellipsoid that cannot be viewed 
directly is expressible as a visible m-dimensional ellipsoid using orthogonal projection or 
sectioning. The proposed visualization algorithm is applicable to evaluation of the hand 
force characteristics suitable for the purpose because hand force 1F  in Eq. (21) can be 
defined freely. 
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3.3 Experimental Validation 
The proposed evaluation method is verified by comparing the manipulating force ellipsoid 
based on maximum joint torque with the measured hand force characteristics. 

 
3.3.1 Measurement of Maximum Joint Torque 
In order to calculate the manipulating force ellipsoid reflecting an individual’s joint torque 
characteristics, it is indispensable to measure the maximum joint torque ( )imax iτ θ  and 

( )imin iτ θ  in advance. For these studies, a Cybex machine (Cybex Inc.) was used for measuring 
them. The device can measure the maximum joint torque continuously at every joint angle 
in both the positive and negative directions. 
For our experiment, we measured the maximum joint torque produced by the concentric 
contraction for every pair of movement directions; flexion and extension, adduction and 
abduction, and external rotation and internal rotation at the shoulder; flexion and extension 
at the elbow; and supination and pronation, palmar flexion and dorsiflexion, and radial 
flexion and ulnar flexion at the wrist (see Fig. 4). The subject in the experiment was a healthy 
young person (21 years old, 180 cm, and 60 kg). The purpose of this research was explained 
to the subject before the experiment. 

 
3.3.2 Measurement of the Hand Force and Joint Angle 

                
(a) Shoulder flexion/extension  (b) Shoulder adduction/abduction 

                
(c) Shoulder external/internal rotation      (d) Elbow flexion/extension 

 

             
(e) Wrist supination/pronation   (f) Wrist palmar flexion/dorsiflexion 

          
(g) Wrist radial flexion/ulnar flexion  

Fig. 4. Measurement of maximum joint torque. 
 
Figure 5 shows a measurement system comprising a six-axis force sensor (IFS-105M50A20- 
I63; Nitta Corp.) and a three-dimensional magnetic position and orientation sensor 
(Fastrak;Polhemus). The subject added the hand force in eight directions using maximum 
effort. The hand force applied to a grip was measured using the six-axis force sensor. The 
receiver to detect the position and posture was put to the hand and the humerus. The joint 
position and angle of the upper limb, which has 7 degrees of freedom, was calculated using 
the method developed by Oikawa and Fujita (2000). During this measurement, the subject’s 
upper body was fixed to the back of a chair by belts to eliminate the influence of upper body 
movements on maximum hand force measurements. The measurements were taken at a 
sampling frequency of 20 Hz. 
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Fig. 5. Measurement system for hand force and upper limb posture. 

 
3.3.3 Results 
Figure 6 depicts a typical example of the maximum joint torque measured using the Cybex 
device. It is very clear that the ellipsoid described above, which does not consider human 
joint torque characteristics, is insufficient to evaluate the manipulability of upper limbs 
because even the joint torque characteristics of healthy person vary greatly according to the 
joint angle and rotational direction. 
Figure 7 portrays a two-dimensional ellipsoid calculated from the maximum joint torque 
and the posture of the upper limb under the definition of 

1 2[ ] [ , , , , ]T T
mean x y z x y zf f f m m m  F F F F    ,                                   (39) 

where f , m , and subscripts signify the hand force, moment, and its direction respectively. 
A large ellipse represents the orthogonal projection of the six-dimensional hyperellipsoid 
and shows the set of all hand force vectors that can be generated under constraint conditions 
defined in Eq. (19). A small ellipse represents the section of the six-dimensional 
hyperellipsoid and means the set of generatable hand force vector under 2 0F . On the 
other hand, circles in Fig. 7 show the measured hand force. Furthermore, the hand force is 
represented as a black circle when the joint torque to generate the measured hand force is 
satisfied as per the constraint condition of Eq. (19). A distribution map of the circle shows 

Three-dimensional 
magnetic position and 
orientation sensor 

Six-axis force sensor 

 

 
Fig. 6. Measurement results of maximum joint torque. 
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(c) Shoulder external/internal rotation         (d) Elbow flexion/extension 
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(e) Wrist supination/pronation        (f) Wrist palmar flexion/dorsiflexion 
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Fig. 7. Manipulating force ellipsoid and hand force. 
 
that the magnitude of the push force and pull force in a certain direction is different. Also 
the ellipse visualized by the section is suitable for expression of the subject’s manipulability 
of the upper limb in this experimental condition because the small ellipse and the black 
circle almost correspond to each other. One reason is that the influence of force 2F  on the 
measured force appears only slightly because we instructed the subject to apply hand force 
simply on the horizontal plane. 
The effectiveness of the new method proposed for quantitative evaluation of the 
individual’s manipulability of the upper limb can be verified through the experimental 
results. 

 
4. Manipulating Force Polytope Considering Joint Torque Characteristics 
 

The manipulating force ellipsoid based on human joint torque characteristics represents the 
set of generatable hand force in the constraint condition of Eq. (19). It is effective for 
evaluation of the ease of hand force manipulation. However, to develop an assistive device 
that makes the best use of the remaining function, it is also important to evaluate the set of 
hand forces that can be generated using all joint torques defined in Eq. (6). We introduce the 
manipulating force polytope based on human joint torque characteristics, along with its 
vertex search algorithm (Sasaki et al., 2007a). 

 
4.1 Derivation of the Polytope 
All the hand forces that can be generated in a daily life motion is given by the joint torques 
satisfying the condition of Eq. (6). The set of all hand forces can be calculated using Eq. (6) and 

1( )T  F J τ .                                                                (40) 
This set of forces can be expressed as a convex polytope in n-dimensional hand force space. 
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Fig. 8. Null space and range space of TJ . 
 
The convex polytope can be called a manipulating force polytope. For a redundant 
manipulator such as the human upper limb ( )l n , in general, the set of hand forces cannot be 
calculated directly because TJ  is not a regular matrix. The pseudo-inverse matrix ( )T J  is a 

general solution that minimizes the error norm Tτ J F  and it is introduced instead of 1( )T J  

( )T  F J τ ,                                                                 (41) 
(Chiacchio et al., 1997). However, Eq. (3) does not always have a solution for hand force 
because all joint torque space cannot be covered with the range space ( )TR J  of TJ , as 
shown in Fig. (8) (Asada & Slotine, 1986). In other words, a unique solution is not 
guaranteed and τ  of both sides of the following equation is not always corresponding. 

( )T T T     τ J F J J τ τ                                                        (42) 
Therefore, to obtain the manipulating force polytope for a human upper limb, searching the 
subspace of the joint torque space given by ( )TR J  and projecting it to the hand force space 
are required. 
Here, because the null space ( )N J  of J is an orthogonal complement of ( )TR J , the 
following relation can be written 

( ) { ( )}T N J R J .                                                            (43) 
In addition, the singular value decomposition of Jacobian matrix J  is given as 

= = 1
1 2

2

0
[ ]

0 0

T
T

T

  
  

   

S V
J UΣV U U

V
,                                             (44) 

where n lΣ R  is a diagonal matrix with arranged nonzero singular values of J such 
as = 1 2diag( , , , )rs s sS , n nU R  is an orthogonal matrix, 1

n rU R  and ( )
2

n n r U R  are 
submatrices of U , l lV R  is an orthogonal matrix, 1

l rV R  and ( )
2

l l r V R  are 
submatrices of V , and r  is the rank of J . Because the column vector ( 1,2, , )t t r v  of 1V  
is equal to the base vector of Eq. (43), ( )TR J  is represented as the space covered by r  base 
vectors of dimension l . By projecting to the hand force space the joint torque’s subspace 
given by ( )TR J , the manipulating force polytope is obtainable. 

 
4.2 Vertex Search Algorithm for Higher Dimensional Polytope 
To search for the vertex of the convex polytope, a slack variable is generally introduced. 
However, the vertex search using a linear programming method such as the simplex 

lτ R nF RTJ

( )TR J
( )TN J
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method engenders huge computational complexity and a complex definition of the objective 
function. Especially, it is extremely difficult to search for all vertexes of a high-dimensional 
polytope. Therefore, we propose a new vertex search algorithm. 
The vertex search algorithm is based on the geometric characteristic that the points of 
intersection between the l-dimensional joint torque space and the space covered by r  base 
vectors of dimension l  exist in the ( )l r -dimensional face of joint torque space. The 
algorithm is explained using a three-dimensional rectangle in Fig. 9 for clarification. 
For 3l   and 2r  , the two-dimensional plane covered by two base vectors intersects with 
a side (= one dimension) of a three-dimensional rectangle (see Fig. 9(a)). Because its side is a 
common set of two planes, the number of joint torque components equal to the maximum 
joint torque imaxτ  or the minimum joint torque iminτ  is equal to two. For 3l   and 1r  , the 
one-dimensional straight line covered by a base vector intersects with a face (= two 
dimension) of a three-dimensional rectangle (see Fig. 9(b)). The number of joint torque 
components equal to imaxτ  or iminτ  is then equal to one. Consequently, generalizing the 
geometric characteristics shows that the space covered by r  base vectors of dimension l  
intersects with the ( )l r -dimensional face of the l-dimensional joint torque space. It also 
reveals that the number of joint torque components equal to imaxτ  or iminτ  is equal to r . 
By defining the points of intersection between the l-dimensional joint torque space and the 
range space ( )TR J  of TJ  as 

1 2[ , , , ]Trk k k K ,                                                           (45) 
the subspace of the joint torque space is given as 

1 1 2 2 1r rk k k    T v v v V K .                                               (46) 
Equation (46) can also be written as 
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where 1
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The points of intersection K  are obtained by judging whether the joint torque component of 
2T  calculated from Eqs. (48) and (49) satisfies the condition of the joint torque in Eq. (6). 

Therefore only when 2T  satisfies this condition, the joint torque T  is calculated from K , 
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And it becomes the vertex of the l-dimensional convex polytope. Herein, the number of 
combinations which select the n equations from l equations in Eq. (47) and define 11V  is l rC , 
while the number of combinations defining 1T  in Eq. (49) is 2r . All vertexes of the l 
dimensional convex polytope can be found by calculating the intersection points in all 
combinations. The manipulating force polytope based on human joint torque characteristics 
is finally expressed by calculating the convex hulls of all the vertexes projected using Eq. 
(41) on the hand force space. This is done because the vertex of the l-dimensional convex 
polytope defined by the proposed algorithm always guarantees the unique solution shown 
in Eq. (42). 
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To evaluate the effectiveness of the proposed method, an experiment to compare the 
manipulating force polytope based on maximum joint torque with the measured hand force 
characteristics was performed. The experimental methodology and the device were identical 
to those shown in subsection 3.3. The participant in the experiment was a person with a 
spinal cord injury (60 years old, 170 cm, 55 kg, and L2 lumbar injury). 
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method engenders huge computational complexity and a complex definition of the objective 
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Fig. 10. Manipulating force polytope and hand force. 
 
Figure 10 portrays the manipulating force polytope, as calculated from the maximum joint 
torque and posture of the upper limb. The polytope, projected to the two-dimensional plane, 
represents the set of all the possible hand force on the horizontal plane, demonstrating a 
hexagonal shape. This feature of shape of the manipulating force polytope agrees with 
findings of Oshima et al. (1999) that the distribution of the hand force vector in a two-
dimensional plane is a hexagonal shape. In addition, the hand force vector (gray arrow) 
presumed from the manipulating force polytope approximately corresponds to the 
measured hand force (black arrow). The effectiveness of the method proposed for 
quantitative evaluation of the individual’s manipulability of the upper limb can be 
confirmed through the presented experimental result, but it is necessary to perform further 
verification to achieve a more accurate evaluation. 

 
5. Application to Wheelchair Propulsion 
 

The proposed evaluation methods are useful for developing assistive devices, planning of 
rehabilitation, and improving living environments because an individual’s manipulability of 
the upper limb can be evaluated quantitatively and visually. As a practical application of the 
proposed methods, we present the analysis of wheelchair propulsion. 
Wheelchairs are commonly used mobility devices that support people for whom walking is 
difficult or impossible because of illness, injury, or disability. However, more than 50% of all 
manual wheelchair users experience upper limb pain or injury (Gellman et al., 1988; Sie et al., 
1992; Pentland & Twomey, 1994). The most common problems of wheelchair users, who 
push on the handrim an average of 2000–3000 times a day, are shoulder, wrist, and hand 
injuries including carpal tunnel syndrome. For these reasons, studies of wheelchair 
propulsion have mainly addressed the physical load borne by wheelchair users, in addition 
to technical improvements, wheelchair configurations, and design optimization (Cooper, 
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1998; Engstrom, 2002; Sasaki et al., 2007b, 2008). A study related to optimal wheelchair 
design that we performed, (analytical results of wheelchair propulsion using the 
manipulating force ellipsoid) based on human joint torque characteristics is described here. 

 
5.1 Experiments 
The participants in the experiment were eight experienced wheelchair users with spinal cord 
injuries (55±15 years old, 167.5±7.5 cm, 63.5±11.5 kg, and injury levels T12–L2). In the 
experiment the maximum joint torque characteristics of the upper limb were measured 
using the Cybex machine portrayed in Fig. 4. The upper limb movement and hand force 
during wheelchair propulsion were measured using the measurement system presented in 
Fig. 11. The system comprises a three-dimensional magnetic position and orientation sensor 
(Fastrak; Polhemus) for measuring the joint angle and joint position of the upper limb. A six-
axis force sensor (IFS-67M25A-I40; Nitta Corp.) for measuring the three-directional force 
and moment applied to the handrim, and a rotary encoder (OHI48-6000P4-L6-5V; 
Tamagawa Seiki Co. Ltd.) for measuring the rear wheel’s rotation angle. Based on advice 
from an occupational therapist, the height of the rear wheel axis was adjusted to become 
equal with the subject’s hand position when the hand was hung straight downward. 

 
Fig. 11. Measurement system for hand force and upper limb posture during wheelchair 
propulsion. 

 
5.2 Analysis of Wheelchair Maneuverability 
Figure 12 portrays the measurement results of the upper limb postures and force vectors 
applied to the handrim, in addition to the calculation results of the manipulating force 
ellipsoid based on maximum joint torque characteristics as the stick diagram on the (a) 
sagittal plane and (b) frontal plane. Because most wheelchair users do not grasp the 
handrim during wheelchair propulsion, the ellipsoid was projected to each plane under the 
condition that all moment components are zero. In general, an increase of the hand force 
component toward the handrim tangential direction is necessary to achieve efficient 
wheelchair propulsion, because the handrim has only one degree of freedom which is 
rotation around the rear wheel axis. To analyze the wheelchair maneuverability 
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quantitatively, the parameters presented in Fig. 13 were defined as mF  is the maximum 
generatable force, φ  is the hand contact position, and α  and β  are angles on each plane 
between mF  and the most effective force direction mefd . 
Figures 14 and 15 respectively portray calculation results of the maximum generatable force 

mF , the angle α  on the sagittal plane, and angle β  on the frontal plane. The bands in the 
figure present the average value ± standard deviation among all subjects. Strong hand force 
is applicable to the handrim efficiently in the latter half of the propulsion cycle. This is 
because an increase in the maximum generatable force mF  and a decrease in angle α  can be 
confirmed from the figure. However, angle α  differs by more than 80 deg in the first half of 
the propulsion cycle. In this phase, the hand force applied in the direction mF  will not 
generate a sufficient hand force component in direction mefd  , which contributes directly to 
driving a wheelchair. Even if it is purely applied in the direction mefd , the physical load of 
the upper limb will increase because mefd  is the direction in which wheelchair users have 
difficult applying hand force. Consequently, the fact that the users must start driving the 
wheelchair from an upper limb posture with bad maneuverability is inferred as one of the 
factors increasing the physical load of wheelchair users. 
On the other hand, by looking at angle β  on the frontal plain, it is very apparent that the 
direction to which the hand force can be generated easily, i.e., the direction of mF , differs 
from direction mefd  by about 5–10 deg. It shows that attaching the camber angle for the rear 
wheel is an efficient way to transmit hand force. The camber angle is known to be efficient 
for producing lateral stability of a wheelchair, reducing the downward turning tendency on 
side slopes, and preventing interference between the upper limb and the handrim (Trudel et 
al., 1995; Cooper, 1998). Furthermore, using the proposed evaluation methods, the 
effectiveness of the camber angle was proved from the new viewpoint of manipulability of 
the upper limb, bringing ease of hand force manipulation to wheelchair users. 

 

 
        (a) Sagittal plane         (b) Frontal plane 

Fig. 12. Stick diagram of the upper limb, hand force, and manipulating force ellipsoid. 
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Fig. 13. Definition of component and angle of manipulating force ellipsoid. 
 

 
Fig. 14. Maximum generatable hand force mF . 
 

 
Fig. 15. Angle between maximum generatable hand force mF  and mechanically most 
effective force direction mefd . 
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hand force applied in direction of mF  does not necessarily engender an efficient driving 
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that long-term wheelchair users perform efficient propulsion patterns. Therefore, we 
propose a new concept of the driving force contribution figure reflecting the driving 
efficiency to the manipulating force ellipsoid. Thereafter, we analyze hand force patterns 
used in wheelchair propulsion. 
The driving force contribution figure is the set of driving forces obtainable using all hand 
force components of the manipulating force ellipsoid (see Fig. 16) and the driving force eF  is  

t
e a

a

F
F F

F
= ,                                                                 (51) 

where aF is an arbitrary hand force vector in the manipulating force ellipsoid, and where tF  
is a tangential component of aF  to the handrim, directly contributing to driving a 
wheelchair. In addition, driving force eF  has a direction equal to aF  and magnitude equal to 

tF . The distance between the boundary of the driving force contribution figure and the hand 
position on the handrim represents the contribution to driving the wheelchair. In other 
words, if the driving force contribution figure takes a large value along the driving force 
direction, the applied hand force efficiently supports wheelchair propulsion. 
Figure 17 portrays a stick diagram, which is a product of the driving force contribution 
figure and Fig. 11. To analyze this numerical result more quantitatively, the parameters  

 
Fig. 16. Definition of driving force contribution figure. 
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the angle β  on the frontal plane. The bands in the figure present average values ± standard 
deviation among all subjects, showing that possible hand forces expressed by the 
manipulating force ellipsoid can be converted efficiently into the driving force in the latter 
half of the propulsion cycle because the maximum generatable driving force emF  increases 
gradually. The results show that angle α  on the sagittal plain is about 10 degrees and angle 
β  on the frontal plain is 20 degrees, except for the time when the wheelchair starts to move. 
In addition, the force of the wheelchair users was applied to the direction in which the 
driving force can be generated easily. Based on the fact that most wheelchair users do not 
grasp the handrim during wheelchair propulsion, it can be understood that the hand force 
applied to the perpendicular direction to the handrim is also necessary to transmit the hand 
force to the tangential direction to the hand rim, although it does not contribute directly to 
driving. Especially at the time a wheelchair is moved from its halted state, the friction force 
between the hand and the handrim is required. That is thought to be the reason for the 
difference of the hand force direction, as presented in Fig. 20. Taken together, all these 
results reflect that the wheelchair users are considering both the efficiency and physical load 
of the upper limb, and are performing a very skillful operation for the task that they are 
given for wheelchair propulsion. This is confirmed to be true because, except for the time 
when a wheelchair must be moved initially, the direction in which the hand force is actually 
applied agrees mostly with the direction in which the driving force can be easily produced. 

 
        (a) Sagittal plane         (b) Frontal plane 

Fig. 17. Stick diagram of the upper limb, hand force, manipulating force ellipsoid, and 
driving force contribution figure. 
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that long-term wheelchair users perform efficient propulsion patterns. Therefore, we 
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the angle β  on the frontal plane. The bands in the figure present average values ± standard 
deviation among all subjects, showing that possible hand forces expressed by the 
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half of the propulsion cycle because the maximum generatable driving force emF  increases 
gradually. The results show that angle α  on the sagittal plain is about 10 degrees and angle 
β  on the frontal plain is 20 degrees, except for the time when the wheelchair starts to move. 
In addition, the force of the wheelchair users was applied to the direction in which the 
driving force can be generated easily. Based on the fact that most wheelchair users do not 
grasp the handrim during wheelchair propulsion, it can be understood that the hand force 
applied to the perpendicular direction to the handrim is also necessary to transmit the hand 
force to the tangential direction to the hand rim, although it does not contribute directly to 
driving. Especially at the time a wheelchair is moved from its halted state, the friction force 
between the hand and the handrim is required. That is thought to be the reason for the 
difference of the hand force direction, as presented in Fig. 20. Taken together, all these 
results reflect that the wheelchair users are considering both the efficiency and physical load 
of the upper limb, and are performing a very skillful operation for the task that they are 
given for wheelchair propulsion. This is confirmed to be true because, except for the time 
when a wheelchair must be moved initially, the direction in which the hand force is actually 
applied agrees mostly with the direction in which the driving force can be easily produced. 
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Fig. 17. Stick diagram of the upper limb, hand force, manipulating force ellipsoid, and 
driving force contribution figure. 
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        (a) Sagittal plane         (b) Frontal plane 

Fig. 18. Definition of component and angle of driving force contribution figure. 
 

 
Fig. 19. Maximum driving force emF  and tangential component of measured hand force sF  
to the handrim tsF . 
 

 
Fig. 20. Angle between emF  and measured hand force sF . 
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and might be a cause of the increased physical load borne by wheelchair users. Using a new 
concept of the driving force contribution figure reflecting the driving efficiency to the 
manipulating force ellipsoid, the results accurately characterize wheelchair users driving the 
wheelchair, with consideration of the upper limb load and wheelchair propulsion efficiency. 
The design and the adaptation of the wheelchair have generally been performed using trial 
and error based on experience and knowledge acquired over many years. However, their 
grounds and effects remain unclear. The wheelchair design criteria and evaluation of the 
adaptability between users and designed wheelchairs have not been established. 
The proposed methods are useful not only for the quantitative evaluation of upper limb 
manipulability based on individuals’ joint torque characteristics but also for prediction of 
the hand force pattern taken for the given task that the user must perform. In addition, for 
optimal wheelchair design, we have been developing other evaluation methods (Miura et al., 
2004, 2006; Sasaki et al., 2008) including the estimation of physical loads using an upper limb 
musculoskeletal model, optimization of the driving form using genetic algorithms, and 
development of a wheelchair simulator that can freely adjust wheelchair dimensions 
according to the user’s body functions. Therefore, using the evaluation methods proposed in 
this chapter or by combining them with other optimization methods we have developed, we 
can reasonably provide individually adjusted wheelchairs that reduce the physical load on 
users’ upper limbs during wheelchair propulsion and which increase the wheelchair 
propulsion efficiency. 

 
6. Conclusion 
 

This chapter has presented a manipulating force ellipsoid and polytope based on human 
joint torque characteristics for evaluation of upper limb manipulability. As described in 
sections 3 and 4, the proposed methods are based on the relation between the joint torque 
space and the hand force space. Therefore, it is certain that more accurate evaluation can be 
achieved by expanding these concepts and by considering the relations among muscle space, 
joint torque space, and hand force space. However, the development of the three-
dimensional musculoskeletal model of the human is a respected research area in the field of 
biomechanics. It is difficult to model the individual’s muscle properties strictly, such as the 
maximum contraction force, the origin, the insertion and the length of each muscle. Because 
of this fact, the proposed evaluation method is a realistic technique by which the influence 
of the remaining muscle strength or paralysis can be modeled directly and easily as the 
individual’s joint torque characteristics. Nevertheless, further improvements are necessary 
to achieve a more accurate evaluation because the bi-articular muscle characteristics cannot 
be reflected sufficiently using the method of separately measuring the maximum joint 
torque characteristics of each joint. 
Through our investigations, we have solved three problems to express the manipulating 
force ellipsoid and polytope based on the measured maximum joint torque. The first is to 
have reflected the human joint torque characteristics depending on the joint angle and the 
rotational direction into the formulation of the manipulating force ellipsoid and polytope. 
Here, the peculiar feature of humans, that the region of maximum joint torque is not 
symmetric about the origin, was expressed by introducing the offset between the origin of 
the ellipsoid and the hand position. The second is to have derived two visualization 
methods of higher-dimensional hyperellipsoids such as the orthogonal projection and the 
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and might be a cause of the increased physical load borne by wheelchair users. Using a new 
concept of the driving force contribution figure reflecting the driving efficiency to the 
manipulating force ellipsoid, the results accurately characterize wheelchair users driving the 
wheelchair, with consideration of the upper limb load and wheelchair propulsion efficiency. 
The design and the adaptation of the wheelchair have generally been performed using trial 
and error based on experience and knowledge acquired over many years. However, their 
grounds and effects remain unclear. The wheelchair design criteria and evaluation of the 
adaptability between users and designed wheelchairs have not been established. 
The proposed methods are useful not only for the quantitative evaluation of upper limb 
manipulability based on individuals’ joint torque characteristics but also for prediction of 
the hand force pattern taken for the given task that the user must perform. In addition, for 
optimal wheelchair design, we have been developing other evaluation methods (Miura et al., 
2004, 2006; Sasaki et al., 2008) including the estimation of physical loads using an upper limb 
musculoskeletal model, optimization of the driving form using genetic algorithms, and 
development of a wheelchair simulator that can freely adjust wheelchair dimensions 
according to the user’s body functions. Therefore, using the evaluation methods proposed in 
this chapter or by combining them with other optimization methods we have developed, we 
can reasonably provide individually adjusted wheelchairs that reduce the physical load on 
users’ upper limbs during wheelchair propulsion and which increase the wheelchair 
propulsion efficiency. 
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space and the hand force space. Therefore, it is certain that more accurate evaluation can be 
achieved by expanding these concepts and by considering the relations among muscle space, 
joint torque space, and hand force space. However, the development of the three-
dimensional musculoskeletal model of the human is a respected research area in the field of 
biomechanics. It is difficult to model the individual’s muscle properties strictly, such as the 
maximum contraction force, the origin, the insertion and the length of each muscle. Because 
of this fact, the proposed evaluation method is a realistic technique by which the influence 
of the remaining muscle strength or paralysis can be modeled directly and easily as the 
individual’s joint torque characteristics. Nevertheless, further improvements are necessary 
to achieve a more accurate evaluation because the bi-articular muscle characteristics cannot 
be reflected sufficiently using the method of separately measuring the maximum joint 
torque characteristics of each joint. 
Through our investigations, we have solved three problems to express the manipulating 
force ellipsoid and polytope based on the measured maximum joint torque. The first is to 
have reflected the human joint torque characteristics depending on the joint angle and the 
rotational direction into the formulation of the manipulating force ellipsoid and polytope. 
Here, the peculiar feature of humans, that the region of maximum joint torque is not 
symmetric about the origin, was expressed by introducing the offset between the origin of 
the ellipsoid and the hand position. The second is to have derived two visualization 
methods of higher-dimensional hyperellipsoids such as the orthogonal projection and the 
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section, to evaluate the upper limb manipulability quantitatively and visually. Furthermore, 
the third is to have derived a new vertex search algorithm for higher-dimensional polytopes 
to search for all vertexes of convex polytopes without oversight by an easy calculating 
formula and few computational complexities. It is certain that the proposed methods are 
effective not only for evaluation of the manipulability of human upper limbs but also for the 
evaluation of a robot manipulator’s manipulation capability because no reports, even in the 
robotics literature, have described solutions to these problems. Therefore, the proposed 
methods can probably contribute to progress in the field of robotics in a big way, offering 
useful new findings. 
In this chapter, the analysis of the wheelchair propulsion was introduced as one example to 
evaluate the proposed methods’ practical importance. In addition, the potential problems of 
wheelchairs and the wheelchair maneuverability were clarified quantitatively from the 
viewpoint of the upper limb manipulability. Results described herein show that the ease of 
hand force manipulation engenders improvement in all scenes of daily living and yields 
various new findings. Especially, it is important to evaluate upper limb manipulability of 
elderly and physically handicapped people quantitatively and visually for development of 
assistive devices, planning of rehabilitation, and improvement of living environments. 
Further applications of the proposed methods as a new evaluation index for the 
manipulability analysis of upper and lower limbs in various fields, including ergonomics 
and robotics, can be anticipated. 
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robotics literature, have described solutions to these problems. Therefore, the proposed 
methods can probably contribute to progress in the field of robotics in a big way, offering 
useful new findings. 
In this chapter, the analysis of the wheelchair propulsion was introduced as one example to 
evaluate the proposed methods’ practical importance. In addition, the potential problems of 
wheelchairs and the wheelchair maneuverability were clarified quantitatively from the 
viewpoint of the upper limb manipulability. Results described herein show that the ease of 
hand force manipulation engenders improvement in all scenes of daily living and yields 
various new findings. Especially, it is important to evaluate upper limb manipulability of 
elderly and physically handicapped people quantitatively and visually for development of 
assistive devices, planning of rehabilitation, and improvement of living environments. 
Further applications of the proposed methods as a new evaluation index for the 
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