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Preface 
 

At the core of many engineering problems is the problem of control of different 
systems. These systems range all the way from classical inverted pendulum to auto-
focusing system of a digital camera. Fuzzy control systems have demonstrated their 
enhanced performance in all these areas. Although initially fuzzy systems were 
associated only to the artificial intelligence that has refrained to the development of 
theoretical fuzzy systems, in 1985 Japanese researchers Seiji Yasunobu and Soji 
Miyamoto demonstrated the superiority of fuzzy control systems for the Sendai 
railway. From that moment on, many applications have taken the advantage of the 
inherent potential offered by fuzzy controllers. Some notable works on the 
applications of fuzzy controllers are inverted pendulum balancing by Takeshi 
Yamakawa, improved vacuum cleaners by Panasonic corporation, stable CCD 
development by Canon Inc., energy efficient air conditioners by Mitsubishi Companies 
and fuel efficient automatic space docking by NASA.  

Since fuzzy controllers have proven their performance in many domains of science 
and technology, it has led to further development of the theory of fuzzy systems to 
solve even more intricate problems.  In this book, our purpose is to present the recent 
developments both in theory and applications of fuzzy controllers. The book is a 
collection of chapters which are the result of the coordinated work of scholars 
worldwide. Each chapter presents a different application of fuzzy controllers along 
with the necessary development of the theory. Any reader can study every chapter of 
this book as a self-contained research work. Moreover, this book can be recommended 
to students who have done the basics of fuzzy set theory earlier on and now they want 
to apply it. Reading of the entire book will provide you with a variety of ideas to 
develop theory and apply it to fuzzy control problems.  

This book starts with theory development and its application to solve an aerospace 
engineering problem, then a fuzzy controller is used in electric railway transportation. 
In the subsequent chapters, further theory and its applications to solve a variety of 
problems are presented. These problems include the fault tolerant control of a vehicle, 
integral wheelchair control, and hierarchical fuzzy control among others. Book 
concludes with a chapter on describing the new areas in fuzzy controllers.  

Reviewing all the received chapters, proposing improvements, and all the tasks of 
book editing within few months were not possible without the dedicated efforts of my 
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colleagues and co-editors of the book Nora Boumella and Juan Carlos Figueroa García. 
I am thankful to both for their commitment to excellence.  

During the review of the book chapters and book editing Iva Simcic, publishing 
process manager of INTECH, provided fast and efficient feedback and guidance. I 
would like to thank her for her professionalism.  

Special thanks to my teachers Sarmad Abbasi and Yacine Amirat for guiding me to 
understand the techniques of scientific research. I would also like to express my 
gratitude to Arshad Ali, principal NUST School of Electrical Engineering and 
Computer Science who always encourage faculty to take initiatives to promote a 
culture of scientific investigation.   

I am highly indebted to Higher Education Commission of Pakistan for revolutionizing 
the science and technology. Moreover, I am also thankful to National University of 
Sciences and Technology, Pakistan for providing an idea environment for research and 
development. 
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© 2012 Botez et al., licensee InTech. This is an open access chapter distributed under the terms of the 
Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits 
unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited. 

Fuzzy Logic Control of a Smart  
Actuation System in a Morphing Wing 

Teodor Lucian Grigorie, Ruxandra Mihaela Botez and Andrei Vladimir Popov 

Additional information is available at the end of the chapter 

http://dx.doi.org/10.5772/48778 

1. Introduction 

The actual trends in aerospace engineering are related to the green aircrafts development 
and to theirs' constructive parts optimization in order to obtain important fuel and energy 
savings. A lot of these studies refer to the aircrafts' shape optimization, taking into 
account that the aircraft drag force influences directly the fuel consumption. In this way, a 
very interesting and provocative concept was launched on the market, i.e. "morphing 
aircraft". Considering the drag reduction, fuel consumption economy and flight envelope 
increasing promising benefits, many universities, R&D institutions and industry initiated 
and developed morphing aircrafts studies in the last decade (Munday and Jacob, 2002; 
Sanders, 2003; Manzo et al., 2004; Skillen and Crossley, 2005; Bornengo et al., 2005; 
Moorhouse et al., 2006; Namgoong et al., 2006; Namgoong et al., 2007; Seigler et al., 2007; 
Obradovic and Subbarao, 2011 a; Obradovic and Subbarao, 2011 b; Gamboa et al., 2009; 
Baldelli at al., 2008; Inoyama et al., 2008; Thill et al., 2008; Perera and Guo, 2009; Bilgen et 
al., 2009; Bilgen et al., 2010; Thill et al., 2010; Seber and Sakarya, 2010; Wildschek et al., 
2010; Ahmed et al., 2011). The multidisciplinary aspects involved by such studies, bring 
together research teams in many fields of the science: aerodynamics and aeroelasticity, 
automation, electrical engineering, materials engineering, control and software 
engineering. Categorized as a part of the “Smart structures” engineering field, the general 
concept of morphing aircrafts includes some particular elements, as a function by the 
complexity of the developed morphing application. Recent researches in smart materials 
and adaptive structures fields have led to a new way to obtain a morphing aircraft by 
changing the shape of its wings through the control of the airfoils cambers; the concept 
was called “morphing wing”. Therefore, a lot of architecture were and are still imagined, 
designed, studied and developed, for this new concept application. One of these is our 
team project including the numerical simulations and experimental multidisciplinary 
studies using the wind tunnel for a morphing wing equipped with a flexible skin, smart 
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material actuators and pressure sensors. The aim of these studies is to develop an 
automatic system that, based on the information related to the pressure distribution along 
the wing chord, moves the transition point from the laminar to the turbulent regime closer 
to the trailing edge in order to obtain a larger laminar flow region, and, as a consequence, 
a drag reduction. 

The objective of the research presented here is to develop a new morphing mechanism using 
smart materials such as Shape Memory Alloy (SMA) as actuators and fuzzy logic 
techniques. These smart actuators deform the upper wing surface, made of a flexible skin, so 
that the laminar-to-turbulent transition point moves closer to the wing trailing edge. The 
ultimate goal of this research project is to achieve drag reduction as a function of flow 
condition by changing the wing shape. The transition location detection is based on pressure 
signals measured by optical and Kulite sensors installed on the upper wing flexible surface. 
Depending on the project evolution phase, two architectures are considered for the 
morphing system: open loop and closed loop. The difference between these two 
architectures is their use of the transition point as a feedback signal. This research work was 
a part of a morphing wing project developed by the Ecole de Technologie Supérieure in 
Montréal, Canada, in collaboration with the Ecole Polytechnique in Montréal and the 
Institute for Aerospace Research at the National Research Council Canada (IAR-NRC) 
(Brailovski et al., 2008; Coutu et al., 2007; Coutu et al., 2009; Georges et al., 2009; Grigorie & 
Botez, 2009; Grigorie & Botez, 2010; Grigorie et al., 2010 a; Grigorie et al., 2010 b; Grigorie et 
al., 2010 c; Popov et al., 2008 a; Popov et al., 2008 b; Popov et al., 2009 a; Popov et al., 2009 b; 
Popov et al., 2010 a; Popov et al., 2010 b; Popov et al., 2010 c; Sainmont et. al., 2009), initiated 
and financially supported by the following government and industry associations: the 
Consortium for Research and Innovation in Aerospace in Quebec (CRIAQ), the National 
Sciences and Engineering Research Council of Canada (NSERC), Bombardier Aerospace, 
Thales Avionics, and the National Research Council Canada Institute for Aerospace 
Research (NRC-IAR). 

2. Architecture of the controlled structure 

To achieve the aerodynamic imposed purpose in the project, a first phase of the studies 
involved the determination of some optimized airfoils available for 35 different flow 
conditions (five Mach numbers and seven angles of attack combinations). The optimized 
airfoils were derived from a laminar WTEA-TE1 reference airfoil (Khalid & Jones, 1993 a; 
Khalid & Jones, 1993 b), and were used as a starting point for the actuation system 
design. 

The chosen wing model was a rectangular one, with a chord of 0.5 m and a span of 0.9 m. 
The model was equipped with a flexible skin made of composite materials (layers of carbon 
and Kevlar fibers in a resin matrix) morphed by two actuation lines (Fig. 1). Each of our 
actuation lines uses three shape memory alloys wires (1.8 m in length) as actuators, 
connected to a current controllable power supply. Also, each line contains a cam, which 
moves in translation relative to the structure. The cam causes the movement of a rod related 
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on the roller and on the skin. The recall used is a gas spring. So, when the SMA is heating 
the actuator contracts and the cam moves to the right, resulting in the rise of the roller and 
the displacement of the skin upwards. In contrast, the cooling of the SMA results in a 
movement of the cam to the left, and thus a movement of the skin down. The horizontal 
displacement of each actuator is converted into a vertical displacement at a rate 3:1 (results a 
cam factor cf=1/3). From the optimized airfoils, an approximately 8 mm maximum vertical 
displacement was obtained for the rods, so, a 24 mm maximum horizontal displacement 
should be actuated. 

In the same time, 32 pressure sensors (16 optical sensors and 16 Kulite sensors), were 
disposed on the flexible skin in different positions along of the chord. The sensors are 
positioned on two diagonal lines at an angle of 15 degrees from centreline (Fig. 2). The rigid 
lower structure was made from Aluminium, and was designed to allow space for the 
actuation system and wiring (Fig. 3). 

 
Figure 1. Model of the flexible structure. 

Starting from the reference airfoil, depending on different flow conditions, 35 optimized 
airfoils were calculated for the desired morphed positions of the airfoil. The flow conditions 
were established as combinations of seven incidence angles (-1, -0.5, 0, 0.5, 1, 1.5, 2) and 
five Mach numbers (0.2, 0.225, 0.25, 0.275, 0.3). Each of the calculated optimized airfoils 
should be able to keep the transition point as much as possible near the trailing edge. 
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Figure 2. Pressure sensors distribution on the flexible skin 

 
Figure 3. Cross section of the morphing wing model. 

The SMA actuator wires are made of nickel-titanium, and contract like muscles when 
electrically driven. Also, these have the ability to personalize the association of deflections 
with the applied forces, providing in this way a variety of shapes and sizes extremely useful 
to achieve actuation system goals. How the SMA wires provide high forces with the price of 
small strains, to achieve the right balance between the forces and the deformations, required 
by the actuation system, a compromise should be established. Therefore, the structural 
components of the actuation system should be designed to respect the capabilities of 
actuators to accommodate the required deflections and forces. 

3. Open loop control of the morphing wing 

For each of the two actuation lines the open loop control architecture used a controller 
which took as a reference value the required displacement of the actuators from a database 
stored in the computer memory to obtain the morphing wing optimized airfoil shape (Fig. 
4); because the actuation lines’ structure was identical, both of them used the same 
controller. As feedback signal the position signal from a linear variable differential 
transducer (LVDT) connected to the oblique cam sliding rod of each actuator was used. 
This method was called “open-loop control” due to the fact that this control method does 
not take direct information from the pressure sensors concerning the wind flow 
characteristics. 
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Figure 4. Open loop control architecture. 

The SMA actuator control can be achieved using any method for position control. However, 
the specific properties of SMA actuators such as hysteresis, the first cycle effect and the 
impact of long-term changes must be considered.  

Based on the 35 studied flight conditions, a database of the 35 optimized airfoils was built. 
For each flight condition, a pair of optimal vertical deflections (dY1opt, dY2opt) for the two 
actuation lines is apparent. The SMA actuators morphed the airfoil until the vertical 
deflections of the two actuation lines (dY1real, dY2real) became equal to the required 
deflections (dY1opt, dY2opt). The vertical deflections of the real airfoil at the actuation points 
were measured using two position transducers. The controller’s role is to send a command 
to supply an electrical current signal to the SMA actuators, based on the error signals (e) 
between the required vertical displacements and the obtained displacements. The designed 
controller was valid for both actuation lines, which are practically identical. 

From the point of view of the controller, the literature provides a lot of control techniques 
for automatic systems. The global technology evolution has triggered an ever-increasing 
complexity of applications, both in industry and in the scientific research fields. Many 
researchers have concentrated their efforts on providing simple control algorithms to cope 
with the increasing complexity of the controlled systems (Al-Odienat & Al-Lawama, 2008). 
The main challenge of a control designer is to find a formal way to convert the knowledge 
and experience of a system operator into a well-designed control algorithm (Kovacic & 
Bogdan, 2006). From another point of view, a control design method should allow full 
flexibility in the adjustment of the control surface, as the systems involved in practice are, 
generally, complex, strongly nonlinear and often with poorly defined dynamics (Al-Odienat 
& Al-Lawama, 2008). If a conventional control methodology, based on linear system theory, 
is to be used, a linearized model of the nonlinear system should have been developed 
beforehand. Because the validity of a linearized model is limited to a range around the 
operating point, no guarantee of good performance can be provided by the obtained 
controller. Therefore, to achieve satisfactory control of a complex nonlinear system, a 
nonlinear controller should be developed (Al-Odienat & Al-Lawama, 2008; Hampel et al., 
2000; Kovacic & Bogdan, 2006; Verbruggen & Bruijn, 1997). From another perspective, if it 
would be difficult to precisely describe the controlled system by conventional mathematical 
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relations, the design of a controller using classical analytical methods would be totally 
impractical (Hampel et al., 2000; Kovacic & Bogdan, 2006). Such systems have been the 
motivation for developing a control system designed by a skilled operator, based on their 
multi-year experience and knowledge of the static and dynamic characteristics of a system; 
known as a Fuzzy Logic Controller (FLC) (Hampel et al., 2000). FLCs are based on fuzzy 
logic theory, developed by L. Zadeh (Zadeh, 1965). By using multivalent fuzzy logic, 
linguistic expressions in antecedent and consequent parts of IF-THEN rules describing the 
operator’s actions can be efficiently converted into a fully-structured control algorithm 
suitable for microcomputer implementation or implementation with specially-designed 
fuzzy processors (Kovacic & Bogdan, 2006). In contrast to traditional linear and nonlinear 
control theory, an FLC is not based on a mathematical model, and it does provide a certain 
level of artificial intelligence compared to conventional PID controllers (Al-Odienat & Al-
Lawama, 2008). 

Due to the strong non-linear character of the smart materials actuators used in our 
application, one variant for the controller was developed by using the fuzzy logic 
techniques. We tried to counterbalance the existence of a rigorous mathematical model, a 
prior developed for system, avoiding in this way the loss of precision from linearization and 
uncertainties in the system’s parameters, which negatively influences the quality of the 
resulting control. In the same time, we used the intuitive handling, simplicity and flexibility 
capabilities offered by the fuzzy logic techniques and due to their closeness to human 
perception and reasoning; fuzzy logic is an interface between logic an human reasoning, 
providing an intuitive method for describing systems in human terms and automates the 
conversion of those system specifications into effective models (Castellano et al., 2003; 
Kovacic & Bogdan, 2006; Prasad Reddy et al., 2011; Zadeh, 1965). 

The controller chosen structure was a PD  fuzzy logic one, having as inputs the error 
(difference between the desired and measured vertical displacement) and the change in 
error (the derivative of the error), and as output the voltage controlling the Power Supply 
output current (Fig. 5) (Kovacic & Bogdan, 2006). Widely accepted for capturing expert 
knowledge, a Mamdani controller type was used, due to its simple structure of “min-max” 
operations (Castellano et al., 2003). 

 
Figure 5. Fuzzy controller architecture. 
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The fuzzy controller internal mechanism during operation was relatively simple. On the 
base of the membership functions (Fig. 6), stored in the knowledge base, the fuzzifier 
converted the crisp inputs in linguistic variables. For our system, three membership 
functions were chosen for both of the two inputs (N-negative, Z-zero, P-positive), while 
five membership functions were considered for output (ZE-zero, PS-positive small, PM-
positive medium, PB-positive big, PVB-positive very big)(Fig. 6 and Table 1); the used 
shape was the triangular one, defined by a lower limit a , an upper limit b , and a value m  
( ) :a m b   

 

0, if

, if
( )

, if

0, if

A

x a
x a a x m
m ax
b x m x b
b m

x b



 
   
     
 
 

 (1) 

[-1, 1] interval was considered as universe of discourse for the two inputs, while for the 
outputs was used [0, 1] interval. 

Further, the inference engine converted the fuzzy inputs to the fuzzy output, based on the 
“If-Then” type fuzzy rules in Table 2. 

The fuzzified inputs were applied to the antecedents of the fuzzy rules by using the fuzzy 
operator “AND”; in this way was obtained a single number, representing the result of the 
antecedent evaluation. To obtain the output of each rule, the antecedent evaluation was 
applied to the membership function of the consequent and the clipping (alpha-cut) method 
was used; each consequent membership function was cut at the level of the antecedent truth. 
Unifying the outputs of all eight rules, the aggregation process was performed and a fuzzy 
set resulted for the output variable. 

 
mf/ 

parameter 
Input 1 (e) Input 2 (Δe) Output (u) 

mf1 mf2 mf3 mf1 mf2 mf3 mf1 mf2 mf3 mf4 mf5 
a -1 -1 0 -1 -0.5 0 0 0.1 0.3 0.6 0.8 
m -1 0 1 -1 0 1 0 0.25 0.5 0.75 1 
b 0 1 1 0 0.5 1 0.1 0.4 0.7 0.9 1 

Table 1. Parameters of the input-output membership functions 

 
e/Δe N Z P 
N ZE ZE ZE 
Z PS ZE ZE 
P PM PVB PB 

Table 2. Inference rules 
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Figure 6. Membership functions 

Because the output of the fuzzy system should be a crisp number, finally a defuzzification 
process was realized (Fig. 7); the Centroid of area (COA) method was used. The control 
surface resulted as in Fig. 8. 

The fuzzy control surface was chosen in this way because it is normal that in the SMA 
cooling phase the actuators would not be powered. Therefore, the fuzzy controller was 
chosen to work in tandem with a bi-positional controller (particularly an on-off one). The 
cooling phase may occur not only when  controlling a long-term phase, when a switch 
between two values of the actuator displacements is commended, but also in a short-lived 
phase, which happens when the real value of the deformation exceeds its desired value and 
the actuator wires need to be cooled. As a consequence, the final controller should behave as 
a switch between the SMA cooling and heating phases, in which the output current is 0 A, 
or is controlled by the fuzzy logic controller. 

As a consequence, the resulted controller operational scheme can be organised as in Fig. 9. 

To optimize all coefficients in the control scheme, the open loop of the morphing wing 
system was implemented in Matlab-Simulink model as in Fig. 10. 
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Figure 7. Fuzzy system operating mechanism. 

 
Figure 8. Control surface. 
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error (the difference between the desired and the obtained displacements – see Fig. 9) and 
the SMA wires temperatures, while its output is the electrical current used to control the 
actuators. The first switch assured the functioning in tandem of the fuzzy controller with the 
on-off controller selecting one of the two options shown in Fig. 9 (error is positive or not), 
while the second one protected the system by switching the electrical current value to 0A 
when the SMA temperature value is over the imposed limit. As a supplementary protection 
measure, a current saturation block was used to prevent the current from going over the 
physical limit supported by the SMA wires. 

 
 

 
 

Figure 9. Operational scheme of the controller. 

 
 

 
 
Figure 10. Simulation model of the morphing wing system open loop. 
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Figure 11. “Fuzzy controller” block. 

Another important block in the scheme in Fig. 10 is the „SMA model” block. This block 
implemented a non-linear model for the SMA actuators using a Matlab S-function. The 
model was built in the Shape Memory Alloys and Intelligent Systems Laboratory (LAMSI) 
at ETS, using Lickhatchev’s theoretical model (Terriault et al., 2006). 

After a tuning operation the optimum values of the gains in the scheme were established. 
Further, the controller was tested through numerical simulation to ensure that it works well. 
Fig. 12 shows the response of the actuator relative to the desired vertical displacement, the 
SMA actuator envelope (obtained vertical displacement vs. temperature), the SMA 
temperature in time, and the SMA loading force vs. temperature. Using a preliminary 
estimation of the forces loading the mechanical system, the next values were considered in 
simulations: 1150 N for aerodynamic force; 1250 N for gas spring pretension force; and the 
linear elastic coefficients of 2.95 N/mm and 100 N/mm, for the gas spring and for the flexible 
skin, respectively. 

The relative allure of the obtained and desired displacements, proved the good functioning 
of the controller; the system’s response is a critically damped one, an easier latency being 
observed in the cooling phase of the SMA wires in comparison with theirs heating phase. 
The SMAs temperature oscillations in the steady-state of the actuation position are due to 
theirs thermal inertia, and do not affect significantly the SMA elongation. The shape of the 
“displacement vs. temperature” and “loading force vs. temperature” envelopes highlights 
the strong nonlinear behavior of the SMA actuators. 

To validate the control some experimental tests in wind tunnel were performed; all tests 
were performed in the IAR-NRC wind tunnel at Ottawa. The open loop experimental model 
is presented in Fig. 13. 

According to the architecture presented in Fig. 13, the controller acted on the SMA lines by 
using a data acquisition card and two power supplies. The controller had also a feedback 
from the SMA lines behavior by using the information from two position sensors. As power 
supplies were chosen two Programmable Switching Power Supplies AMREL SPS100-33, 
while a Quanser Q8 data acquisition card was used to interface them with the control 

|u|

Abs

Current

1

Current out
Temperature

 limiterSwitch

-K-

P Gain -K-

General
Gain

-1

Gain

Fuzzy Logic
Controller

du/dt -K-

D Gain

0

Current in
cooling phase

Current
saturation

0
Current
when reached
limit

2 Temperature

1

Diff error
Current

Mux



 
Fuzzy Controllers – Recent Advances in Theory and Applications 12 

software. The card was connected to a PC and programmed via Matlab/Simulink R2006b 
and WinCon 5.2. The Matlab/Simulink implemented controller received the feedback signals 
from two Linear Variable Differential Transformer (LVDT) potentiometers, used as position 
sensors to monitor the SMA wires elongations. Also, as a safety feature for the experimental 
model, the SMA wires temperatures were monitored and limited by the control system. 
Therefore, as acquisition card inputs were considered the signals from the two LVDT 
potentiometers and the six signals from the thermocouples installed on each of the SMA 
wires’ components, while as outputs were considered 4 channels, used to initialize and to 
control each power supply through theirs analog/external control features by means of a 
DB-15 I/O connector. 

 
Figure 12. Numerical simulation results 
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the IAR-NRC analog data acquisition system, which was connected to the sensors. The 
sampling rate of each channel was at 15 kHz, which allowed a pressure fluctuation FFT 
spectral decomposition of up to 7.5 kHz for all channels. The signals were processed in real 
time using Simulink. The pressure signals were analyzed using Fast Fourier Transforms 
(FFT) decomposition to detect the magnitude of the noise in the surface air flow. 
Subsequently, the data was filtered by means of high-pass filters and processed by 
calculating the Root Mean Square (RMS) of the signal to obtain a plot diagram of the 
pressure fluctuations in the flow boundary layer. This signal processing was necessary to 
disparate the inherent electronically induced noise, by the Tollmien-Schlichting waves that 
are responsible for triggering the transition from laminar to turbulent flow. The 
measurements analysis revealed that the transition appeared at frequencies between 3÷5kHz 
and the magnitude of the pressure variations in the laminar flow boundary layer were on 
the order of 5e-4 Pa. The transition from the laminar flow to turbulent flow was shown by 
an increase in the pressure fluctuation, which was indicated by a drastic variation of the 
pressure signal RMS. 

 
Figure 13. Architecture of the open loop morphing wing model. 
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sensors. 
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Figure 14. Wind tunnel test results for M=0.275 and α=1.5 deg flow condition. 

Fig. 15 depicts the results obtained by the transition monitoring for the run test 51 (M=0.275 
and α=1.5 deg); shown are the instant plots of the RMS’s and spectrum for the pressure 
signals channels with un-morphed and morphed airfoil. 
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(morphed) airfoil. The spike of the RMS and the highest noise band on the spectral plots 
(CH 11 cian spectra on the right low plot) for the morphed airfoil case suggested that the 
flow was already turned turbulent on sensor on the channel 11 (eleventh available Kulite 
sensor), near the trailing edge; therefore, the transition point position was somewhere near 
the CH 11. For un-morphed airfoil the transition was localized by the sensor on the channel 
8, with maximum RMS and the highest noise band on the spectral plots (CH 8 black spectra 
on the left middle plot). 
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The results obtained from the wind tunnel tests of open loop architecture showed that the 
controller performed very well in enhancing the wind aerodynamic performance. 

 
Figure 15. Transition monitoring in wind tunnel test for M=0.275 and α=1.5 deg. 
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and the „simulated annealing” method. Two variants were tested for the starting point on 
the optimization map control: 1) dY1=4 mm, dY2=4 mm (Fig. 16), and 2) dY1opt, dY2opt of the 
theoretically obtained optimized airfoil (Popov et al., 2010 a; Popov et al., 2010 b; Popov et 
al., 2010 c). 

 
Figure 16. Optimization logic scheme for closed loop. 
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Figure 17. The closed loop real time optimization results for α=0.5° and M=0.3 flow case. 

The spectral decomposition of the pressure signals in Fig. 18 confirmed the Tollmien–
Schlichting wave’s occurrence in the tenth sensor, visible in the highest power spectra 
(twelfth channel in the right hand side plots) in the frequency band of 2–5 kHz. 

 
Figure 18. Pressure signals FFT for un-morphed and real time optimized airfoils, for α= 0.5° and M=0.3. 

 
Figure 19. The pressure data RMSs and the N factor distribution 

6
7

8 3
4

5
6

7

P1

Optimization trajectory
dY2 [mm] dY1 [mm]

0

2

4

6

8

10
transition on sensor 8

transition on sensor 9
transition on sensor 10 transition on sensor 6

optimum position

Turbulence

Tenth sensor

Unmorphed airfoil Morphed airfoil 

Turbulence 

Tenth 
sensor 

Available pressure sensors 

RMS curve 

RMS curve

Unmorphed airfoil Real time optimized airfoil 



 
Fuzzy Controllers – Recent Advances in Theory and Applications 18 

5. Conclusions 

The design and validation results for an actuation system of a morphing wing were 
exposed. The developed morphing mechanism used smart materials such as Shape 
Memory Alloy (SMA) in the actuation mechanism. Two architectures were developed for 
the used control system: an open loop, and a closed loop one. The open loop architecture of 
the controller was used as an inner loop of the closed loop structure, and included a PD 
fuzzy logic controler in tandem with an on-off clasical controller. Both of the control 
architectures were validated in wind tunnel tests in parallel with the transition point real 
time position detection and visualization. In the closed loop controller architecture, the 
information about the external airflow state received from the pressure sensors system was 
considered and the decisions have been taken based on the transition point position 
estimation. 

Author details 

Teodor Lucian Grigorie, Ruxandra Mihaela Botez and Andrei Vladimir Popov 
École de Technologie Supérieure, Canada 

Acknowledgement 

We would like to thank the Consortium of Research in the Aerospatial Industry in Quebec 
(CRIAQ), Thales Avionics, Bombardier Aerospace, and the National Sciences and 
Engineering Research Council (NSERC) for the support that made this research possible. We 
would also like to thank George Henri Simon for initiating the CRIAQ 7.1 project, and 
Philippe Molaret from Thales Avionics and Eric Laurendeau from Bombardier Aeronautics 
for their collaboration on this work. 

6. References 

Ahmed, M.R.; Abdelrahman, M.M.; ElBayoumi, G. M. & ElNomrossy, M.M. (2011). Optimal 
wing twist distribution for roll control of MAVs, The Aeronautical Journal, Royal 
Aeronautical Society, vol. 115, 2011, pp. 641-649, ISSN: 0001-9240 

Al-Odienat, A.I. & Al-Lawama, A.A. (2008). The Advantages of PID Fuzzy Controllers Over 
The Conventional Types, American Journal of Applied Sciences, Vol. 5, No. 6, pp. 653-658, 
June 2008, ISSN: 1546-9239 

Baldelli, D.H.; Lee, D.H.; Sanchez Pena R.S. & Cannon, B. (2008). Modeling and Control of 
an Aeroelastic Morphing Vehicle, Journal of Guidance, Control, and Dynamics, Vol. 31, No. 
6, November–December 2008, pp. 1687-1699, ISSN: 0731-5090 

Bilgen, O.; Kochersberger, K.B. & Inman, D.J. (2009). Macro-Fiber Composite Actuators for a 
Swept Wing Unmanned Aircraft, The Aeronautical Journal, Royal Aeronautical Society, 
Vol. 113, 2009, pp. 385-395, ISSN: 0001-9240 



 
Fuzzy Logic Control of a Smart Actuation System in a Morphing Wing 19 

Bilgen, O.; Kochersberger, K.B.; Inman, D.J. & Ohanian, O.J. (2010). Novel, Bidirectional, 
Variable-Camber Airfoil via Macro-Fiber Composite Actuators, Journal of Aircraft, Vol. 
47, No. 1, January–February 2010, pp. 303-314, ISSN: 0021-8669 

Bornengo, D.; Scarpa, F. & Remillat, C. (2005). Evaluation of hexagonal chiral structure for 
morphing airfoil concept, Proceedings of the Institution of Mechanical Engineers, Part G: 
Journal of Aerospace Engineering, 2005, vol. 219, 3, pp. 185-192, ISSN: 0954-4100 

Brailovski, V.; Terriault, P.; Coutu, D.; Georges, T.; Morellon, E.; Fischer, C. & Berube, S. 
(2008). Morphing laminar wing with flexible extrados powered by shape memory alloy 
actuators, Proceedings of ASME 2008 Conference on Smart Materials, Adaptive 
Structures and Intelligent Systems (SMASIS2008), pp. 615-623, ISBN: 978-0-7918-4331-4, 
Maryland, USA, October 28–30, 2008, Publisher ASME, Ellicott City 

Castellano, G.; Fanelli, A. M. & Mencar, C. (2003). Design of transparent mamdani fuzzy 
inference systems. In Design and application of hybrid intelligent systems book, IOS Print, 
Amsterdam, pp. 468–476, ISBN:1-58603-394-8 

Coutu, D.; Brailovski, V.; Terriault, P. & Fischer, C. (2007). Experimental validation of the 3D 
numerical model for an adaptive laminar wing with flexible extrados, Proceedings of 
the 18th International Conference of Adaptive Structures and Technologies, 10 pages, 
Ottawa, Ontario, Canada, 3-5 October, 2007 

Coutu, D.; Brailovski, V. & Terriault, P. (2009). Promising benefits of an active-extrados 
morphing laminar wing, AIAA Journal of Aircraft, Vol. 46, No. 2, pp. 730-731, March-
April 2009, ISSN: 0021-8669 

Drela, M. (2003). Implicit Implementation of the Full en Transition Criterion, 21st Applied 
Aerodynamics Conference, Orlando, Florida, 23–26 June 2003, pp. 1–8.  

Drela, M. & Giles, M.B. (1987). Viscous-Inviscid Analysis of Transonic and Low Reynolds 
Number Airfoils, Journal of Aircraft, Vol. 25, No. 10, 1987, pp. 1347–1355, ISSN: 0021-
8669 

Gamboa, P.; Vale, J.; Lau, F. J. P. & Suleman, A. (2009). Optimization of a Morphing Wing 
Based on Coupled Aerodynamic and Structural Constraints, AIAA Journal, Vol. 47, No. 
9, September 2009, pp. 2087-2104, ISSN: 0001-1452 

Georges, T.; Brailovski, V.; Morellon, E.; Coutu, D. & Terriault, P. (2009). Design of Shape 
Memory Alloy Actuators for Morphing Laminar Wing With Flexible Extrados, Journal 
of Mechanical Design, Vol. 131, No. 9, 9 pages, 091006, September 2009,  ISSN: 1050-
0472 

Grigorie, T.L. & Botez, R.M. (2009). Adaptive neuro-fuzzy inference system based 
controllers for Smart Material Actuator modeling, Proceedings of the Institution of 
Mechanical Engineers, Part G: Journal of Aerospace Engineering, Vol. 223, No. 6, pp. 655-
668, June 2009, ISSN: 0954-4100 

Grigorie, T.L. & Botez, R.M. (2010). New adaptive controller method for SMA hysteresis 
modeling of a morphing wing, The Aeronautical Journal, Vol. 114, No. 1151, pp. 1-13, 
January 2010, ISSN: 0001-9240 



 
Fuzzy Controllers – Recent Advances in Theory and Applications 20 

Grigorie, T.L.; Popov, A.V.; Botez, R.M.; Mébarki, Y. & Mamou, M. (2010 a). Modeling and 
testing of a morphing wing in open-loop architecture, AIAA Journal of Aircraft, Vol. 47, 
No. 3, pp. 917-923, May–June 2010, ISSN: 0021-8669 

Grigorie, T. L.; Popov, A.V.; Botez, R.M.; Mamou, M. & Mebarki, Y. (2010 b). A morphing 
wing used shape memory alloy actuators new control technique with bi-positional and 
PI laws optimum combination. Part 1: design phase, Proceedings of the 7th 
International Conference on Informatics in Control, Automation and Robotics ICINCO 
2010, pp. 5-12, ISBN: 978-989-8425-00-3, Madeira, Portugal, 15-18 June, 2010, SciTePress 
– Science and Technology Publications, Funchal 

Grigorie, T. L.; Popov, A.V.; Botez, R.M.; Mamou, M. & Mebarki, Y. (2010 c). A morphing 
wing used shape memory alloy actuators new control technique with bi-positional and 
PI laws optimum combination. Part 2: experimental validation, Proceedings of the 7th 
International Conference on Informatics in Control, Automation and Robotics ICINCO 
2010, pp. 13-19, ISBN: 978-989-8425-00-3, Madeira, Portugal, 15-18 June, 2010, 
SciTePress – Science and Technology Publications, Funchal 

Hampel, R.; Wagenknecht, M. & Chaker, N. (2000). Fuzzy Control – Theory and Practice, 
Physica-Verlag, ISBN-13: 978-3790813272, USA 

Inoyama, D.; Sanders, B.P. & Joo, J.J. (2008). Topology Optimization Approach for the 
Determination of the Multiple-Configuration Morphing Wing Structure, Journal of 
Aircraft, Vol. 45, No. 6, November–December 2008, pp. 1853-1863, ISSN: 0021-8669 

Khalid, M. & Jones, D.J. (1993). Navier Stokes Investigation of Blunt Trailing Edge Airfoils 
using O-Grids, AIAA Journal of Aircraft, vol.30,  no.5, pp. 797-800, 1993, ISSN: 0021-8669 

Khalid, M. & Jones, D.J. (1993). A CFD Investigation of the Blunt Trailing Edge Airfoils in 
Transonic Flow, Inaugural Conference of the CFD Society of Canada 

Kovacic, Z. & Bogdan, S. (2006). Fuzzy Controller Design – Theory and applications, Taylor and 
Francis Group, ISBN: 978-0849337475, USA 

Manzo, J.; Garcia, E. & Wickenheiser, A.M. (2004) Adaptive Structural Systems and 
Compliant Skin Technology of Morphing Aircraft Structures, Proceedings of SPIE: The 
International Society for Optical Engineering, Vol. 5390, 2004, pp. 225–234 

Moorhouse D.J.; Sanders B.; von Spakovsky, M.R. & Butt, J. (2006). Benefits and Design 
Challenges of Adaptive Structures for Morphing Aircraft, The Aeronautical Journal, 
Royal Aeronautical Society, vol. 110, 2006, pp. 157-162, ISSN: 0001-9240 

Munday, D. & Jacob, J.D. (2002). Active Control of Separation on a Wing with Conformal 
Camber, AIAA Journal of Aircraft, 39, No. 1, ISSN: 0021-8669 

Namgoong, H.; Crossley, W.A. & Lyrintzis, A.S. (2006). Morphing Airfoil Design for 
Minimum Aerodynamic Drag and Actuation Energy Including Aerodynamic Work, 
AIAA Paper 2006-2041, 2006, pp. 5407–5421 

Namgoong, H.; Crossley, W.A. & and Lyrintzis, A.S. (2007). Aerodynamic Optimization of a 
Morphing Airfoil Using Energy as an Objective, AIAA Journal, Vol. 45, No. 9, September 
2007, pp. 2113-2124, ISSN: 0001-1452 



 
Fuzzy Logic Control of a Smart Actuation System in a Morphing Wing 21 

Obradovic, B. & Subbarao, K. (2011 a). Modeling of Dynamic Loading of Morphing-Wing 
Aircraft, Journal of Aircraft, Vol. 48, No. 2, March–April 2011, pp. 424-435, ISSN: 0021-
8669 

Obradovic, B. & Subbarao, K. (2011 b). Modeling of Flight Dynamics of Morphing-Wing 
Aircraft, Journal of Aircraft, Vol. 48, No. 2, March–April 2011, pp. 391-402, ISSN: 0021-
8669 

Perera, M. & Guo, S. (2009). Optimal design of an aeroelastic wing structure with seamless 
control surfaces, Proceedings of the Institution of Mechanical Engineers, Part G: Journal of 
Aerospace Engineering, August 1, 2009, vol. 223, 8, pp. 1141-1151, ISSN: 0954-4100 

Popov, A.V.; Botez, R.M. & Labib, M. (2008 a). Transition point detection from the surface 
pressure distribution for controller design, AIAA Journal of Aircraft, Vol. 45, No. 1, pp. 
23-28, January-February 2008, ISSN: 0021-8669 

Popov, A.V.; Labib, M.; Fays, J. & Botez, R.M. (2008 b). Closed loop control simulations on a 
morphing laminar airfoil using shape memory alloys actuators, AIAA Journal of Aircraft, 
Vol. 45, No. 5, pp. 1794-1803, September-October 2008, ISSN: 0021-8669 

Popov, A.V.; Botez, R.M.; Mamou, M.; Mebarki, Y.; Jahrhaus, B.; Khalid. M. & Grigorie, T.L. 
(2009 a). Drag reduction by improving laminar flows past morphing configurations, 
AVT-168 NATO Symposium on the Morphing Vehicles, 12 pages, 20-23 April, 2009, 
Published by NATO, Evora, Portugal 

Popov, A.V.; Botez, R. M.; Mamou, M. & Grigorie, T.L. (2009 b). Optical sensor pressure 
measurements variations with temperature in wind tunnel testing, AIAA Journal of 
Aircraft, Vol. 46, No. 4, pp. 1314-1318, July-August 2009, ISSN: 0021-8669 

Popov, A.V.; Grigorie, T. L.; Botez, R.M.; Mamou, M. & Mebarki, Y. (2010 a). Morphing wing 
real time optimization in wind tunnel tests, Proceedings of the 7th International 
Conference on Informatics in Control, Automation and Robotics ICINCO 2010, pp. 114-
124, ISBN: 978-989-8425-00-3, Madeira, Portugal, 15-18 June, 2010, SciTePress – Science 
and Technology Publications, Funchal 

Popov, A.V.; Grigorie, T. L.; Botez, R.M.; Mamou, M. & Mebarki, Y. (2010 b). Closed-Loop 
Control Validation of a Morphing Wing Using Wind Tunnel Tests, AIAA Journal of 
Aircraft, Vol. 47, No. 4, pp. 1309-1317, July–August 2010, ISSN: 0021-8669 

Popov, A.V.; Grigorie, T. L.; Botez, R.M.; Mamou, M. & Mebarki, Y. (2010 c). Real Time 
Morphing Wing Optimization Validation Using Wind-Tunnel Tests, AIAA Journal of 
Aircraft, Vol. 47, No. 4, pp. 1346-1355, July–August 2010, ISSN: 0021-8669 

Prasad Reddy, P.V.G.D. & Hari, Gh.V.M.K. (2011). Fuzzy Based PSO for Software Effort 
Estimation, International Conference on Information Technology and Mobile 
Communication (AIM 2011), Nagpur, India, Volume 147, Part 2, April 2011, pp. 227-232, 
ISSN: 1865-0929 

Sainmont, C.; Paraschivoiu, I. & Coutu, D. (2009). Multidisciplinary Approach for the 
Optimization of a Laminar Airfoil Equipped with a Morphing Upper Surface, AVT-168 
NATO Symposium on the Morphing Vehicles, 20-23 April, 2009, Published by NATO, 
Evora, Portugal 



 
Fuzzy Controllers – Recent Advances in Theory and Applications 22 

Sanders, B. (2003). Aerodynamic and Aeroelastic Characteristics of Wings with Conformal 
Control Surfaces for Morphing Aircraft, Journal of Aircraft, Vol. 40, No. 1, 2003, pp. 94–
99, ISSN: 0021-8669 

Seber, G. & Sakarya, E. (2010). Nonlinear Modeling and Aeroelastic Analysis of an Adaptive 
Camber Wing, AIAA Journal of Aircraft, Vol. 47, No. 6, November–December 2010, pp. 
2067-2074, ISSN: 0021-8669 

Seigler, T.M.; Neal, D.A.; Bae, J.S. & Inman, D.J. (2007). Modeling and Flight Control of 
Large-Scale Morphing Aircraft, Journal of Aircraft, Vol. 44, No. 4, July–August 2007, pp. 
1077-1087, ISSN: 0021-8669 

Skillen, M.D. & Crossley, W.A. (2005). Developing Response Surface Based Wing Weight 
Equations for Conceptual Morphing Aircraft Sizing, AIAA Paper 2005-1960, 2005, pp. 
2007–2019 

Terriault, P.; Viens, F. & Brailovski, V. (2006). Non-isothermal Finite Element Modeling of a 
Shape Memory Alloy Actuator Using ANSYS, Computational Materials Science, Vol. 36, 
No. 4, July 2006, pp. 397-410, ISSN: 0927-0256 

Thill, C.; Etches, J.; Bond, I.P.; Potter, K.D. & Weaver, P.M. (2008). Morphing skins – review, 
The Aeronautical Journal, Royal Aeronautical Society, Vol. 112, 2008, pp. 117-139, ISSN: 
0001-9240 

Thill, C.; Downsborough, J.D.; Lai, J.S.; Bond, I.P. & Jones, D.P. (2010). Aerodynamic study 
of corrugated skins for morphing wing applications, The Aeronautical Journal, Royal 
Aeronautical Society, vol. 114, 2010, pp. 237-244, ISSN: 0001-9240 

Verbruggen, H.B. & Bruijn, P.M. (1997). Fuzzy control and conventional control: What is 
(and can be) the real contribution of Fuzzy Systems?, Fuzzy Sets Systems, Vol. 90, No. 2, 
pp. 151–160, September 1997, ISSN: 0165-0114 

Wildschek, A.; Havar, T. & Plötner, K. (2010). An all-composite, all-electric, morphing 
trailing edge device for flight control on a blended-wing-body airliner”, Proceedings of 
the Institution of Mechanical Engineers, Part G: Journal of Aerospace Engineering, January 
2010, vol. 224, 1, pp. 1-9, ISSN: 0954-4100 

Zadeh, L.A. (1965). Fuzzy sets, Information and Control, Vol. 8, No. 3, pp. 339-353, June 1965, 
ISSN: 00199958 



Chapter 2 

 

 

 
 

© 2012 Rusu-Anghel and Topor, licensee InTech. This is an open access chapter distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits 
unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited. 

Embedded Fuzzy Logic Controllers in Electric 
Railway Transportation Systems 

Stela Rusu-Anghel and Lucian Gherman 

Additional information is available at the end of the chapter 

http://dx.doi.org/10.5772/48588 

1. Introduction 

A. Power system harmonic pollution limitation using Fuzzy Logic controlled 
active filters 

1.1. Introduction 

Nonlinear loads system has been grooving on influence in electric power due to the 
advance of power electronics technologies. As a result, the harmonic pollution in the 
power system deteriorates the power quality significantly. One effect of the harmonic 
pollution is the harmonic resonance which may result in major voltage distortion in the 
power system. 

1.1.1. Harmonic effect 

The current harmonic components could cause the following problems: 

 resonance effect with overvoltage and overcurrent consequences, 
 additional losses, 
 psophomentic disturbance of the telecommunication systems, 
 disturbance in the remote control systems, 
 malfunction of protection devices, 
 misoperation of semiconductor-controllers. 

The harmonic disturbance basically could be characterized by the individual (1) and total (2) 
harmonic distortion factors:  
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where: 
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 : the harmonic order; 

Xk : kth harmonic component of I or V; 
Xi : fundamental frequency component of I or V 

1.1.2. Psophometric interference 

The high power lines could influence the neighbouring telecommunication networks by the 
following ways: 

 Capacitive coupling: The voltage of the power line causes charging current ; 
 Inductive coupling: The line current induces longitudinal emf. 

The most dominant part of the psophometric noise is the inducing effect caused by the zero 
sequence components of the current. The power balance of the three-phase is near 
symmetrical during normal operation, thus the coupling is measurable only if the distance 
between the two systems is comparable with the phase distance of one system. However 
electric traction is a single-phase system with ground return and in consequence it is a natural 
zero sequence system. That is why it is important to calculate the psophometric noise. [1] 

By telecommunication lines the rate of the disturbance could be characterized by the so 
called psophometric voltage. It could be calculated by this formula: 
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where: Vf : voltage component by f frequency; Pf : psophometric weigh by f frequency;  
P800 = 1000. 

The psophometric weight has been determined after human tests; it could be seen on Fig. 1. 
It could be concluded that the main part of the noise disturbance is caused by the 800 Hz 
and surrounding harmonics. The psophometric weighting could be applied for the current 
components, too, the formula is the same like in (3), however, this value is characteristic to 
the zero sequence current of power line regarding its possible disturbing effect. This is the 
so called disturbing current [1]. 

1.1.3. Active filtering 

Several researchers propose the installation of active filter in order to damp the harmonic 
resonance effect. The magnitude of damping provided by the active filter, the level of 
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harmonic distortion, may become worse in certain locations along the radial line. One 
solution is to use multiple active filters located in the proximity of nonlinear load element. 
In case of railway transportation, the power system pollution is mainly originated by the use 
of DC locomotives equipped with rectifier units (fig. 2).  

 
Figure 1. The psophometric weight 

The harmonic filters are mandatory to limit the harmonic currents flowing into upstream 
network and to decrease the resonance effect causing current amplification along the 25 kV 
supply line. The combination of power factor correction capacitors, parasitic capacitance of 
contact line and the system inductance (power cables, transformers, etc.) often result in 
resonant frequency in the 600 – 800 Hz range. 

 
Figure 2. Electrical diagram of the EA – 060 locomotive used in Romania 

Most active filter technologies, which focus on compensating harmonic current of nonlinear 
loads, can not adequately address this issue.    



 
Fuzzy Controllers – Recent Advances in Theory and Applications 26 

We propose the application of active filters in order to limit the harmonic currents produced 
by the traction system. The active filter could be located in locomotive or on the substation, 
or both. Coordination of harmonic of multiple filter units may become a problem since the 
railway transportation system is characterized by the presence of different types of 
locomotive from different ages of technology (DC motor with rectifier unit, thyristor). 
However, in differently from the type of locomotive, the harmonic production needs to be 
eliminated or limited to a acceptable value imposed by international standards. 

In [2] a solution for the coordination of multiple active filters is proposed. The active filter 
units which are placed on different locations can perform the harmonic filtering without a 
direct communication using the droop characteristic. We implement the same solution using 
a fuzzy logic control system.  

1.2. Power quality in railway transportation 

Power distribution system in electric railway transportation is presented in fig. 3.  

  
Figure 3. Power distribution system 

 
Figure 4. ST load current and voltage waveform in power substation 
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Figure 5. Harmonic spectrum of load current in power substation 

   
Figure 6. Harmonic spectrum of load current in locomotive 

In fig. 4, we present the waveforms for a work regime recorded in a real substation. In fig.s 5 
and 6, is presented the harmonic spectrum for the load current in power substation and in 
locomotive. Comparing these two different spectrums, it could be concluded that the 
resonance effect is the highest at the 15th and  17th harmonics. Over the 25th harmonics the 
supply system is decreasing the harmonic current. THD becomes to 34%, far exceeding the 
admissible values. The resonance phenomenon increase psophometric interference.   

1.3. Active filtering solutions for railway power systems  

For harmonic compensations in case of railway applications the best choice is the single 
phase bridge inverter with PWM controlled current control. In order to perform the 
harmonic compensations it is necessary to present the control structure of the active power 
filter. The control method is based on instantaneous power theory [3], [4] and [5].  

The single phase power system can be defined using: 

 ( ) cos( )      ( ) cos( )u t U t i t I t      (4) 

In order to perform the orthogonal transformation of the single phase system to a 
synchronous reference frame a fictitious imaginary phase defined as is introduced: 

 ( ) sin( )      ( ) sin( )i i i iu t U t i t I t      (5) 

we obtain an orthogonal coordinate system with: 
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 ( )  and   ( )iu u t u u t    (6) 

The active power PAV and PiAV  is given by: 
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The instantaneous power is: 
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And the power factor is given by: 
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Using p-q-r power theory introduced by Kim and Akagi, allows to present the power 
situation in synchronous rotation frame. In case we have: 
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and similarly 
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where: 
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where as: 
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Finally we can state: 

 

( )

( )

0 ( )

( )

p

p

q r q r

p p

u u a

i i b

u u i i c

p u i d









   



               (17) 

From (9a,b) can be obtain 
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In order to realize the compensation of whole reactive and distortion powers is necessary to 
compensate QAV – component as well as to filter q~ and p~ components. The reference 
current is:   

    ~2
1

REF AV AVi u p P u Q q
u  



     
   (19) 

In fig. 7 we present the active power filter operation considered in two cases: substation 
placed AF and locomotive placed AF.  

 
Figure 7. Substation current without filtering at 25 kV and the current in 110 kV network  

As it can be observed the placement of active filters in only one place can not provide the 
necessary filtering in the power line feeding the substation simultaneously to the contact 
line filtering. 

Due to this fact it is necessary to adopt different control strategy and solutions. 
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Figure 8. Substation Harmonics without filtering 

 
Figure 9. Substation AFU waveforms in substation and in locomotive unit 

 
Figure 10. Harmonic components for active filter placed 

1.3.1. Coordination of multiple active filters in railway power systems    

We propose a solution which has the advantage to share the workload of harmonic filtering 
between several active filter units. This solution was presented in [2] for the situation of 
industrial power lines. In our situation we consider the case when the railway system is 
equipped with active filter unit placed in the substation and locomotive has also an active 
filter unit integrated. In this case using the existing control algorithms, the harmonic 
filtering is not coordinated between the locomotive and substation because  this would 
required a real time communication between the AF unit of the locomotive and AF in the 
substation. This impossible task can be performed using the distributed active filter solution 
presented in [2] which has been proved to be valid in industrial power systems equipped 
with distributed active filters (DAFS). 

Using this method, several active filter units are installed along the electric power line. All 
the active filter units operate as a harmonic conductance to reduce voltage harmonics. The 
active filter unit acts as given: 

 ,x x x hi G U   (20) 
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where Ux,h represents the harmonic components of the line voltage Ux.  

The line voltage Ux is measured and transformed into 
e

xqU  and 
e

xdU using high pass filters 

(HPF), the ripples of 
e

xqU  and 
e

xdU  are extracted. The voltage harmonics 
e

xqU  and 
e

xdU are 

then multiplied by the conductance command of the active filter. Based on the current 
command and the measured current, the current regulator calculate the voltage command  

  * *x
x x x x

L
v i i U

T
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

  (21) 

In order to share the harmonic workload among the active filter units, it is necessary to use 
the droop relationship between the conductance command and the volt-ampere of the active 
filter unit. 

 0 0( )x x x x xG G b S S    (22) 

where: Gx are the conductance command for the active filter units; G0 and S0 are the rated 
operation point of each active filter unit. 

The conductance command Gx of active filter unit (AFUx) is determinate by the volt-ampere 
consumption of this active filter unit. To obtain the volt-ampere Sx of AFUx, the RMS values 
of voltage and current associated with AFUx are calculated: 
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where the dc values are extracted by low-pass filters. Ex is the stationary frame value of the 
current ix. We consider the case of coordination between the substation active filter AFUx 
and railway locomotive filter AFUy. The volt-ampere associated with AFUx and AFUy can be 
expressed as following: 
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The droop characteristics of both active filter units are given: 
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Based on (24) and (25), the relationship between Sx and Bx can be derived: 
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If the droop characteristics of the active filter units are assigned as follows: 

 0 0 0 0x x x y y yG b S G b S                       (27) 

 x x y yb S b S                            (28) 

The slope of the droop should be set in inverse-proportion to the volt-ampere rating of each 
AFUs to achieve the desired load distribution. This can be extended to the case of multiple 
installations of active filter units. 

 0 0x x y yb S b S      (29) 

The above droop settings allow harmonic filtering workload being shared in proportion to 
the volt-ampere rating of the active filter units. The control structure of the proposed system 
is presented in fig. 11. In our case since the system has a rather variable structure (due to the 
traffic variability and locomotive distribution) we propose a fuzzy logic conductance 
calculator.  

 
Figure 11. Fuzzy logic control for the active filter distribution 

This calculator identifies the appropriate value of the Gx according to the actual load and 
load capability of the filter and the harmonic spectrum characteristic. Considering the case 
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when the active filter AF1 is located in substation and we have also an active filter operating 
at locomotive level we can coordinate them using a load sharing algorithm which is 
implemented by the fuzzy logic conductance command block. 

The phase line voltage is measured and transformed into Uxq and Uxd in synchronous 
reference frame. Using high pass filters (HPF), the voltage line harmonics are extracted and 
multiplied by the conductance command Gx computed by the fuzzy logic conductance 
controller. The current commands Ixs and Ixd of the active filter computed by the Clark 
transformation block are transformed to the current commands Ix. Based on the current 
command, the current regulator calculates the voltage command Vx as given: 

 * *( )x
x x x x

L
v i i U

T
  


 (30) 

The fuzzy logic command can be tuned according to the capability of each unit in order to 
have a different response for each situation.  

The principle of operation of the  fuzzy logic conductance command block is based on the 
analysis of three parameters : the volt ampere Sx for the corresponding active filter, the total 
THD of the current measured in active filter location and the averaged value of the sensitive 
harmonics (in our case the 13th-17th harmonic).  

1.4. Fuzzy logic conductance command block 

The fuzzy logic conductance block is designed in order to reduce the harmonic distortion 
components considering the distribution of the active filters. The distortion components 
bare reduced using the fuzzy inference, the fuzzy logic conductance reacts differently in 
function of filter volt-ampere, THD value and in order to avoid resonance, the average value 
of 15th-17th-19th harmonics.  

The variables of the inference system were represented as membership functions and the 
normalization of the each input variable was made in order to match the value of the inputs 
0 ÷ 1 range. 

In fig.s 12, 13 and 14 are presented the membership functions for the input magnitudes, and 
in fig. 15 is presented the membership functions for the output magnitude. 

   
Figure 12. Membership functions for Sx 
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Figure 13. Membership functions for THD 

   
Figure 14. Membership functions for Avg Harmonics 

 
Figure 15. Membership functions for Gx Command 

The most important element of the fuzzy systems is the base of rules which implements the 
relationship between the inputs and the output of the system. The response surfaces of the 
system are presented in fig.s 16 and 17. 

  
Figure 16. Surface Gx vs. THD and Sx 
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Figure 17. Surface Gx vs. THD and log(Avg-Harmonic) 

1.5. Simulation results  

The control algorithm is implemented in PSIM and the control in Matlab Simulink and 
fuzzy logic toolbox (fig. 18). The proposed solution is applied for the railway power 
distribution system in order to demonstrate its capability to share the harmonic filter among 
the various active filter units.  

The current and voltage component on the filtered harmonic orders are reduced 
dramatically and the typical effect of the 3rd and 5th harmonics have been neglected, but the 
significant high frequency components (mainly 17th and 19th harmonics).      

The circuit model of the railway is illustrated in fig. 19. Two active filter units are placed, 
one in substation location and the 2nd at the locomotive level. The locomotive represents a 
nonlinear load comprising several rectifier units. The parameters of the simulation are given 
as follows: power system (27kV, 50Hz); line parameters usual values in railway 
transportation 0,47Ω/km. 

The control structure is similar for each unit but the filters characteristics need to be tuned 
according to their location. 

Fig. 9 contains the wave forms when both active filter are working. The harmonic distortion 
is improved as the THD are reduce by the filter in action of the AF1 and AF2. 

The active filter units of the DAFS adjust the conductance command G1 and G2 based on 
their own droop characteristics for the volt-ampere consumption for AF1 and AF2, which 
indicates that the filtering workload is evenly shared between the active filter units of the 
system (fig. 20 and 21). 
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Figure 18. Fuzzy logic control for the distributed active filter 
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Figure 19. a) and b). Railway power system simulation 

 
Figure 20. Variation of G1 and G2. 

 
Figure 21. Variation of S1 and S2 

(a) Substation model (b) Locomotive model 
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2. B. Advanced system for the control of work regime of railway electric 
drive equipment 

2.1. Introduction 

Although the contact line in electric railway transport (and not only) can be regarded as a 
line of electric power distribution, it has several (mechanical and electric) characteristics that 
differ from the usual power systems. Thus, the most common failure regimes are the short 
circuit in the contact line (L.C.), sub-sectioning (P.S.) or in traction sub-stations (ST), 
produced by dielectric breakdown of insulators or mechanical failures caused by the 
pantograph of the electric engine (fig. 22). 

The sudden growth of currents in the case of short circuits has negative consequences both 
upon the fixed installations of electric traction (thermal and dynamic effects) and upon other 
nearby installations (dangerous inductions in the phone networks, in the low voltage grids 
on pipelines, etc., which can endanger the life of the personnel in the vicinity of the railways. 

 
Figure 22. Electric power feeding of railway traction 

In the case of single-phase electric railways with the frequency of 50 Hz, the distance 
between two ST is 50  60 km, depending on the profile of the line. For the simple lines, the 
high value of characteristic impedance (0,47 /km), leads to minimal short circuit currents 
(at the end of the line), below the maximal load currents. 

In the case of short circuits in the vicinity of the ST, the currents reach up to eight times the 
charge current, and this is why they have to be cut off as quickly as possible. Neither the low 
current short circuits must be maintained for too long, as they have negative effects upon 
the installation. 

Because of the elements mentioned above, protecting the contact line feeders by maximal 
current protection is not efficient enough. At present, distance protection is being used, 
either by di/dt relays or by impedance ones.  

The di/dt relays function on the basis of the existing deforming regime existing in the 
contact line, current regime which should be diminished as much as possible in the future. 
The elimination of the deforming regime will make the di/dt relay inefficient.  
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Impedance relays, which are widely used in all power systems, can distinguish between an 
overload and a short circuit [11]. Because of the configuration of the contact line, the shape 
of the RX characteristic of the relay in the complex plane should be modified for each 
traction substation separately, which is difficult to achieve in practice. In order that RX  
characteristic meets the requirements imposed to the protection system, the complexity and 
cost increase [12]. 

2.2. The structure of the protection  device 

In order to secure protection against the abnormal work regimes of the contact lines and 
transformers, we designed a complex device meant to replace both the maximal current, low 
voltage relays etc., and the impedance relay. The block diagram of the device is given in fig. 
23 [10]. 

 
Figure 23. The block diagram of the protection device 

The voltage of the power circuit is converted to a reduced value, accepted by the electronic 
circuit, by means of a group of instrument transformers TR, thus achieving, at the same 
time, galvanic separation of the power circuit using the insulation amplifier AI, which 
works with unitary amplification factor. At the output of the insulation amplifier AI we 
obtained an alternating voltage with a maximal amplitude of 10 V, fed both to a peak 
detector DV1 and to a device meant to detect the passage through zero of the voltage wave, 
DZU .   

At the output of the peak detector DV1 we obtained signal V(U), whose value is 
proportional to the value of the voltage in the power circuit. Signal V(U) is fed to one of the 
analogue inputs of the fuzzy microcontroller. The voltage wave zero passage detector, 
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marked DZU, is meant to generate an impulse at each such passage. The impulse obtained 
at the output of this block is fed on the one hand to a monostable switch circuit CBM1, in 
order to obtain a square impulse with a well determined shape and duration, and on the 
other hand, to an initialization circuit, CINI1. The signal at the output of the monostable 
switch circuit CBM1 is fed to the bistable switch circuit CBB1, triggering the switch of its 
output at each impulse received. The bistable switch circuit CBB1 is meant to trigger the 
determination the phase shift between the voltage and the current in the power circuit by 
means of a validation/inhibition logic (block LVI) of the access of some square impulses 
generated by the oscillator OSC 1 and fed to the asynchronous binary counter NB1.  

The value of the current in the power circuit is converted by the ensemble current translator 
– amplifier TC+A into a voltage signal V(I) whose amplitude is 10V, which is fed to the peak 
detector DV2. At the output of the peak detector we obtain signal V(I), which is fed to one of 
the analogue inputs of the fuzzy controller. The current signal is also fed to a zero passage 
detector of the signal corresponding to the current, DZI, which commands a monostable 
switch circuit, CBM2, and a bistable switch circuit CBB2, both having similar functions with 
those on the branch corresponding to the voltage wave. The bistable switch circuit CBB2 is 
meant to stop the phase shift determination process, and it acts in this sense through the 
validation/inhibition logic.  

As shown before, we input to the fuzzy microcontroller three analogue signals V(U), V(I) 
and V(φ), having values ranging between (0…5) V, whose values depend on the voltage, 
current and phase shift in the power grid. According to the value of the three signals and 
using the original processing program implemented on the fuzzy controller under the form 
of processing rules, at its analogue output we obtained a continuous voltage ranging in the 
domain (0…5)V. Its value is higher when the regime on the contact line approaches the 
failure regime, respectively when it is under failure regime and it is directly proportional to 
the seriousness of the failure.  

What has to be done is to disconnect the contact line in a time interval that is inversely 
proportional to the seriousness of the failure. At the same time, it is necessary to keep on 
feeding the contact line in the situation of short term failures (caused for instance by 
atmospheric overcharges).  

Meeting these requirements can be achieved by a programmable time delay circuit. This is 
made of a voltage – frequency converter connected to the output of the fuzzy controller, 
where a square signal is obtained, whose frequency is directly proportional to the voltage 
given by the fuzzy controller. These square impulses are then fed to a binary counter NB3, 
which shows – during one counting period – a value which is directly proportional to the 
voltage at the output of the fuzzy microcontroller. Counter NB3 is set on 8 binary ranks. Its 
outputs are fed to the input of a numeric comparator , CN. At the other inputs of the 
numeric comparator we apply the outputs of another binary comparator NB2, that is meant 
to memorize a value pre-established by the user. This value is input to the counter by means 
of the adjusting block AJ, respectively of the tact oscillator OSC2. The impulses fed to binary 
counter NB2 are simultaneously fed to a decimal code counter NBCD, whose outputs are 
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connected to a decoding system DEC and then to a 7-segment display, marked DISPLAY. In 
this way, the user has a permanent control over the value given by binary counter NB2. This 
value represents the very threshold that triggers the main contact line feeding interrupter. 
Numeric comparator CN signals the situation when the numeric value in counter NB3 
becomes equal to the threshold value in counter NB2.   It is necessary to enable the 
modification of the threshold value for the main interrupter, according to the various 
normal functioning regimes established by the concrete practical situation and which have 
to be dealt with accordingly. The threshold is established by the users, according to the 
experience accumulated in time.  

It is obvious that the triggering of the contact line main feeding interrupter is done in a time 
interval that is directly proportional to the threshold value in binary counter NB2, and 
inversely proportional to the voltage at the analogue output of the fuzzy microcontroller. 
The main interrupter can be triggered almost instantaneously, if the fuzzy microcontroller 
outputs a 5V voltage, which corresponds to highly dangerous failure. This value is sensed 
by comparator C, which permanently compares the output value of the fuzzy controller to a 
5V reference voltage, fed by reference source UR2. 

In case of reaching a regime that triggers the main interrupter, at the output of port P we 
have logic 1. This signal is power amplified by means of command signal amplifier ASC, 
which outputs a high enough signal to command the main interrupter. 

For a correct functioning, binary counter NB3 has to be periodically reset, so that its value 
should not reach the threshold value memorized by binary counter NB2, even under a 
normal functioning regime. This condition is met during each period of the voltage in the 
grid, by initialization circuit CINI2. This circuit too, uses as time reference the zero passage 
impulse of the grid voltage. It is preferable to initialize counter NB3 just once during one 
period, as in this case, the value of counter NB3 depends on two operations of phase 
determination – corresponding to the two semiperiods – which achieves in this way a high 
immunity to very short perturbations or incorrect work regimes along the contact line. 

All the circuits presented above have been designed built and tested and they worked correctly. 

2.3. The Fuzzy Controller 

As mentioned before, in order to offer a complex protection of the contact line in railway 
electric transport, using mono-phase AC (27,5 [kV], 50 [Hz]) we designed a Fuzzy relay, 
starting from the practical case of a railway electric traction sub-station [10]. This relay 
allows a maximal current, overcharge, distance and minimal voltage protection. Although 
initially we did not take into consideration directional protection (the inverse current 
circulation between two traction substations), its introduction is not a problem and we 
consider that the Fuzzy relay can achieve that too. 

a. Information on the input magnitudes 

We considered the following usual regimes: 



 
Fuzzy Controllers – Recent Advances in Theory and Applications 42 

Variable 
Linguistic 

values 
Variation 
domain 

Universe of 
discourse [%] 

In
pu

t 
Current 

normal 
50  600 

[A] 
030,8 

overcharge 
600800 

[A] 
25,641 

short-
circuit 

8002000 
[A] 

35,9100 

Voltage 

short-
circuit 

16  20 
[kV] 

043,5 

overcharge 
20  25 

[kV] 
26,187 

normal 
25  27,5 

[kV] 
69,6100 

Phase 
shift 

normal 
030 

[grad] 
043,8 

overcharge 
3060 
[grad] 

31,381,3 

short-
circuit 

60÷80 
[grad] 

68,8÷100 

O
ut

pu
t 

Command 

blocked 0 [V] 0 
high delay 1,66 [V] 33,3 
low delay 3,33 [V] 66,6 

instant 5 [V] 100 

Table 1. Input and Output Magnitudes 

In figure 24 we present the recorded values for the current in one ST with high traffic 
protected with usual distance relay. One may notice a rather high frequency of critical work 
regimes transitory (three short-circuits at long distance, without disconnection due to a 
mechanical failure: 1, 2, 4; and three overloads: 3, 5 and 6 all in a period of twenty minutes). 
The waveforms for three cases: normal, overload and short-circuit are presented in figures 25, 
26 and 27. The phase shift between current and voltage for three situations are clearly 
different which justify the selection of phase as an important factor in identification of critical 
regimes. Another interesting characteristic is the smoothing of the current waveform during 
the short-circuit situation (even in the case of long distance short-circuit) and the phase shift 
increase which is produced by the change of the complex impedance of the system. 

As the scale representing the transfer functions that correspond to the processed magnitudes 
is a percentage one (0 - 100%), we needed to norm the discussion universe, by means of a 1st 
degree polynomial function.  

In fig. 28, 29, 30 are presented the membership functions for the input magnitudes, and in 
fig. 31 is present the output magnitude. 
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Figure 24. ST load current in different work conditions: 1,2,4 – long distance short-circuit; 3,5,6 – 
overload;  7 – normal load 

 
Figure 25. ST load current and voltage wave in normal regime 

 
Figure 26. ST load current and voltage wave form  in overload regime 

 
Figure 27. ST load current and voltage in short-circuit regime  

       
Figure 28. Representation of membership functions for the input magnitude “current”  
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Figure 29. Representation of membership functions for the input magnitude “voltage” 

 

             
Figure 30. Representation of membership functions for the input magnitude “phase shift”  

 

 
Figure 31. Representation of membership functions  for the output magnitude “command” 

b. Command rules (inference) 

The rules have been established for practical reasons after having checked the reference 
literature and consulted experts in electric traction and protection installations for electrical 
systems. 

Fig. 32 shows the rules base which connecting the fuzzy input variables to the fuzzy 
output variable, by means of the inference method (max/min). For deffuzification we 
chose the Singleton weight centers method due to its major advantage, namely the short 
processing time, a stringent condition for the real time functioning of the Fuzzy controller 
with a function of relay. For this reason, for the practical application under analysis we 
established Singleton-type membership functions corresponding to the linguistic term 
“command” of the output magnitude. Using the max-min inference method alongside 
with the defuzzification method is widely spread in practice and has lead to outstanding 
performances of the regulation systems. 



 
Embedded Fuzzy Logic Controllers in Electric Railway Transportation Systems 45 

Fig. 33 shows the command surface for three constant values voltage corresponding to the 
cases described above (normal, overload and short-circuit).  

 
Figure 32. Rules base 

 
Figure 33. Command surfaces for three voltage values 
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Figure 34. Simulation diagram 

Fuzzy controller simulation is realized in Matlab – Simulink (fig. 34). We randomly 
generated several combinations of input variables (fig. 35, 36 and 37), and the analysis of the 
response (fig. 38) proved the correct functioning of the fuzzy system, according to the rules 
base established. 

    
Figure 35. Input magnitude CURRENT 



 
Embedded Fuzzy Logic Controllers in Electric Railway Transportation Systems 47 

 
Figure 36. Input magnitude VOLTAGE 

  
Figure 37. Input magnitude PHASE SHIFT 

 
Figure 38. Output magnitude COMMAND 
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The fuzzy system has been implemented on an eZdsp TMS320F2812  development  board  
produced by Spectrum Digital. 

2.4. Hardware implementation and testing for the Fuzzy Logic relay for railway 
protection 

The development cycle is based on three stages: first the fuzzy logic relay is designed and 
tuned on Matlab – Simulink using a Simpower System model of the railway ST because the 
testing in the real system would have been extremely expensive and dangerous. This allows 
the simulation, parameters tuning and optimization of rules data base. 

In the second stage, the final structure of the fuzzy logic operations are prepared for 
hardware implementation. In order to achieve a high speed operation some hardware 
specific features of the DSP are employed to reduce the computation resources for the 
application. One operation which requires intensive computation is the deffuzification 
which need complex instruction. Each input (voltage, current and phase shift) is 
sampled using an 8 bit ADC. The input variables are quantified in order to obtain the 
degree of membership of each point of the input for each fuzzy set. For each point is 
associated an index value corresponding to the membership function. The rule base in 
coded using the same index system in order to have the correspondence between the 
index of active membership functions with the corresponding part of the rule base. 

 
Figure 39. Fault processing by the fuzzy logic relay 

Finally, the structure of the system operation is coded using Code Composer Studio 
development environment in C. The resulting assembly code is optimized for speed in order 

a) long distance short circuit

b) relay response
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to have the shortest cycle time. For the hardware implementation we have considered a 
Spectrum Digital DSP development board with TMS320F2812 processor.  

From the point of computation resources this can offer sufficient processing speed in order 
to meet the application requirement at a reasonable development time (since no assembly 
coding was necessary). This hardware solution used to implement the fuzzy logic relay 
structure is simple and provide good performance/price output.  

After manual verification of the correct functioning of the DSP fuzzy processor the entire 
system was put under test in a real ST (in parallel with the existing protective system). In 
figure 10 a one long distance short circuit it has been identified and the actual response of 
the relay is presented in fig 10 b. One may notice the extremely fast response of the 
proposed fuzzy relay system (the short circuit was not identified by the usual impedance 
relay due to the misclassification of the fault). 

The existing protection system obviously has considered the event as an overload and it 
disconnected the main switch about one minute after. 

3. C. Control system for catenary – Pantograph dynamic interaction force 

3.1. Introduction 

An issue of great importance in railway electric transportation is the quality of the sliding 
contact „pantograph- catenary suspension”.   

An improper contact produces electric arcs with unfavorable consequences on energy loss, 
reliability and wear of the subassemblies subjected to the arc, electromagnetic pollution, etc. 

Of main interest is the behavior of the dynamic response of the two mechanical subsystems 
coupled by the contact force (pantograph- catenary suspension), each of them having totally 
different structures and dynamic properties. 

The aims of the numerical simulation analysis were to obtain conclusive information for 
kineto-static and dynamic characterization of the „pantograph - catenary suspension” 
assembly’s behavior. 

Based on the simulations performed in this work, using an original program, was found that 
the dynamic response of the studied assembly produces variation of the contact force in 
very large ranges, depending on the train’s travel speed and other parameters, being the one 
which leads to detachments, thus to electric arcs.   

Currently, there are several world-wide used models for pantograph–catenary interaction, 
which apply especially at high speeds (over 350km/h) and rely on different principles [19], [20], 
[21]. These models have different degrees of complexity. Most of them consider simplifications, 
as taking into account all the factors (i.e. aerodynamic forces, friction, proper oscillation of the 
locomotive, etc.) leads to a very difficult problem. The traffic at speeds above 350km/h is made 
on the specific lines, namely the railways, catenary suspensions and locomotives are especially 
built and designed for these conditions. However, in Romania and the neighboring countries 
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this traffic runs on normal lines, which through modernization can be improved to support 
speeds from 140km/h up to 220km/h. In this case the railway, the catenary suspension and the 
locomotives are just the upgraded classical ones. The current paper refers to this part of this 
problem, which has not been extensively treated in the literature. 

The conclusions presented in this work have a special importance, based on which 
following to be achieved an intelligent management system of the pantograph’s pressure 
force regime, taking into account the speed, its momentary position and the coupled 
dynamic model of the two subassemblies: pantograph- catenary suspension. 

3.2. Analysis of the “Catenary-Pantograph” assembly’s dynamic behavior by 
numerical simulation 

The purpose of the numerical simulation, by results interpretation, was the possibility to test 
the validity of the issued hypothesis upon the real systems’ behavior, being in operation, as 
dynamically coupled subassemblies. 

The analysis was made using the TENSI-CABLE calculation program, specially conceived by 
one of this work’s authors for the dynamic behavior’s study of some strength structures 
composed by flexible elements. 

The program’s essence consists in the possibility to determine the structure’s response to a 
dynamic stimulus, of „excitation force” or „imposed motion” type, into a section required 
by the user. From space and paternity considerate of the calculation program, in this work 
are presented and commented only the results of some of the performed simulations. 

The study of the „catenary suspension–pantograph” assembly’s dynamic behavior, 
conducted by numerical simulation, was made considering a catenary suspension with 
standard configuration in Romania, having the parameters written in table 2.  
 

Material:  Contact wire  
                  Carrier cable 
                  Articulated pendulum  

- copper, section 100 mm2

- galvanized steel, section 70mm2   
- galvanized wire, section 28 mm2 

Suspension’s total length - 196 m
Distance between the supporting pillars - 3 spans of 60,0m each

Distance between the articulated pendulums - 6 m / 8m ( 9 pendulums  per span) 

Mechanical stress: 
                              Upper wire 
                              Lower wire 

- 12.000N 
- 12.000N

Specific mass:        
                              Upper wire 
                              Lower wire 

- 0,89 kg/m 
- 0,61 kg/m 

Axial rigidity      Upper wire
                              Lower wire

- 10500 kN
- 5000 kN

Table 2. Standard’s catenary parameters 
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The catenary simulated is a simple style catenary, which was chosen because it has all the 
characteristic dynamic effects. A diagram of the model is given in fig. 40, where:  

Tower stiffness: S; Dropper stiffness: K; Distance to the i-th tower: Wj; Distance to the i-th 
dropper: Xj; Stiffness of the two wires: EIA; EIB; Density of the two wires: A; B; Tension in 
the two wires: TA; TB. 

The contact force, as excitation force considered in simulation, is the one afferent to a basic 
pantograph of which designing parameters are typical to EP3 pantographs, being in current 
operation at Romanian Railways, (fig. 40). 

For the study made on the simulation model, it was built the input data block comprising 
the determinant geometrical and mechanical parameters for the component elements of the 
studied assembly.  

In simulation were considered three spans of catenary (fig. 41), having a number of 70 nodes 
and 103 elements.  

The equations governing the response of the catenary are obtained through the 
displacement of the contact wire and messenger wire, expressed as Fourier sine series 
expansions. The displacement shapes of the contact wire and messenger wire from 
equilibrium are each expressed as Fourier sine series expansions, and a good approximation 
of the shape is possible if enough terms are used the series expansions are given below: 

  , ( )sinA m
m xy x t A t

L
 

  
 

 - messenger wire    (31) 

  , ( )sinB m
m xy x t B t

L
 

  
 

  - contact wire        (32) 

where: y – the wire displacement; Am – the amplitude of the m-th sine term for the 
messenger wire; Bm - the amplitude of the m-th sine term for the contact wire; x – the 
displacement along the catenary; L – the total length of the catenary; m – an integer, 
designates the harmonic number. 

 

    
Figure 40. Catenary model 
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Figure 41. Pantograph model 

The equations of motion contain displacement and acceleration terms ( , , ,A A B B
 

). When the 
system is excited, the catenary’s response is harmonic so the acceleration terms are: 

 2
m mA A


   (33) 

 2
m mB B


   (34) 

where:  - the natural frequency of vibration 

The orthogonal modes of the catenary can be considered separately and the result from 
modal analysis gives the equation for each mode: 

 22i ii i i i i i i iM z M z M Z Q  
 
    (35) 

where: zi(t) – the i-th model response; mi – the i-th modal mass; i - the damping ratio; i – 
the i-th natural frequency; Qi – the i-th modal forcing function. 

Simulation started at time t=0 seconds with the pantograph at pillar zero, on the contact wire 
acting the pantograph’s lifting force, becoming contact force starting with this moment.  

By pantograph’s forwarding along the running track, it moves successively the catenary’s 
sections upwards and, thus, induces a vibrating motion of the wire of which oscillations, 
after pantograph’s passing, propagate along the contact wire.  

 
Figure 42.  The three spans of the catenary 
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Figure 43. Propagation of the oscillating motion induced by the pantograph’s excitation force and 
catenary’s deformation, after t=8,98s 

 
Figure 44. Contact force at different speed 

Exemplifying of this phenomenon is shown in fig. 43 that includes also the deformed shape 
of the catenary suspension, afferent to the pantograph’s position right at a node located in 
the last third of the first span.   

The shape shifting of the catenary’s distortion right at the pillars (from a steep descent to a 
slope less pronounced) has the most pronounced effect on the pantograph’s performances, 
the operation data confirming also that in these areas are noticed also the most frequent 
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contact losses. This conclusion is confirmed also in the specialty literature, the authors 
finding that at speeds over 150km/h,  even the pantograph’s crosshead shoe could keep the 
contact (because the upper suspension, being lighter, could accommodate to a greater 
movement between the crosshead shoe and the frame), the pantograph’s frame responds 
slower (because, having a greater mass and inertia forces are higher) and, while the 
pantograph passes the area in the right of a supporting pillar, it sub-vibrates, the result 
being a smaller contact force.  

Table 3 shows the characteristics of contact force at a different speed. It can be seen that with 
the increasing of speed the characteristics of contact force are getting worse. The speed of 
160 km/h is a critical point. At this speed, the contact force approaches to zero. It means that 
the slipper-shoe of the pantograph lost contact with the overhead line.  
 

Speed (km/h) 100 120 140 160 170 180 
Max. contact force (N) 
Max. contact force (N) 

99 
42 

103
40 

105
24 

117
2 

119
0 

367
0 

Table 3. The contact force at different speed 

When the running speed is less than this speed, the contact force is larger than zero and the 
pantograph – catenary system works well. But when the running speed is larger than 160 
km/h, loss of contact occurs and becomes more frequent with the increasing of the speed. 
Considering the minimum contact force should be larger than 20 ~ 30 N in order to keep 
good contact, we can see from the result that the EP3 pantograph together with the tested 
catenary, is only suitable for running speed less than 140 km/h. Figure 44 shows the contact 
force under a speed of 140, 160 and 180 km/h. At a speed of 180 km/h, the contact is lost, and 
the impact causes large maximum contact force. 

3.3. Active control strategies 

Studying the previously presented problem, one can observe that the contact force between 
the pantograph and the catenary is variable, due to a different dynamical behavior of the 
two parts, with maxima and minima which occur at a frequency of 0.52 [Hz].  

For flow speeds over 350km/h, on special lines built and equipped for this purpose, one can 
find in the literature active control solutions of contact force through "classical" methods [22] 
[23] [24] [25] [26] or advanced methods [27], [28], [29]. 

These are quite expensive and not profitable when used at lower speeds (160km/h 
220km/h).  For this case, we propose a contact force control system of the pantograph-
catenary based on the fuzzy logic. 

Our aim is to reduce variations in the contact force, by eliminating the pantograph 
detachment and the appearance of excessive peaks (Table 3), which lead to a premature 
wear of the contact wire. The structure of the contact force control system is shown in 
Figure 45. 
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Figure 45. System structure 

 
Figure 46. Fuzzy controller 

The proposed fuzzy controller presented in Figure 46, will determine the correction through 
which the contact force will be closer to the desired value, using the information given by 
the error () and rate of change of the error (). 

The variables () and () are converted into fuzzy variables, using membership functions 
and the discussion universes in Figures 47, 48 and 49. 

The variables () and () are processed using the inference of the 49 rules (Table 4) through 
the method of min/max. Output defuzification is made by the centroid method. 

    
Figure 47. Membership functions for error  
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Figure 48. Membership functions for speed error 

    
Figure 49.  Membership functions for command 

Table 4. Rule base 

The control area of the proposed fuzzy controller is shown in Figure 50. 

Using a Matlab-Simulink simulation, we performed a fuzzy controller functionality 
simulation. The simulation results are presented in Figures 51, 52 and 53. 

For the signal error, a triangular variation was chosen, which went through all of the 
conversation universe (with a linear increase error from -0.1 to +0.1, followed by a linear 
decrease to the initial value). The derivative of the error has constant maximum positive 
values within the first ten seconds and minimum negative values in the next ten seconds. 
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The command variable follows the base of rules, namely while the error grows, the 
correction of contact force gets stronger, as there is a non-linear relationship between the 
two variables, which is in agreement with the experiment. 

 
Figure 50. Control surface 

 
Figure 51. Input signal for error 

   
Figure 52. Input signal for speed error 
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Figure 53. Output signal 

When the error changes sign, the strength correction follows the same principle, but in the 
opposite direction. One concludes that the established rules lead to contact force 
stabilization. Using the original TENSI-CABLE model and applying the corrections 
established by the fuzzy system over the dynamic contact force, we were able to estimate the 
new variation form of the force between the pantograph and the catenary. 

Note the small variations 10N around the value of 75N, which was considered to be the 
optimal value of the contact force in order to achieve a correct transfer of energy. 

The above mentioned variations may be reduced even more in the real implementation 
phase of the controller, by using a correction of the base of rules. 

The speed of response of the control system is very high: only the upper arms have to be 
moved, reducing the mass to be moved with respect to the case of the force acting of the 
linkage frame and moving the mass of the whole pantograph. A brushless DC motor with 
low inertia and small electro-mechanical time constant could be the simplest choice for the 
electrical actuator. 

An important observation must be considered, independently upon the chosen control 
strategy. In order to overcome the first drawback, the uplift contact force can be subdivised 
into two terms: a mean term given by a constant force, provided by the traditional passive 
mechanism (usually a spring or pneumatic cylinder) as in standard pantographs and an 
additional oscillating term provided by a closed-loop active actuator. In such a way the 
current collection capability can be maintained even in a case of a failure in the active 
control apparatus. 

A crucial problem to be overcome for a practical implementation of closed-loops active 
pantograph is the measurement of the contact force. The force sensor must be reliable and 
lasting in a harsh environment. The traditional solution is to measure the contact force at the 
support points of the contact strips and to compensate for the inertia of the contact strip by 
an accelerometer. The required instrumentation is expensive and its life-time is short due to 
the high temperature and to the vibrational phenomene. Ref [23] presents other methods of 
simulation for the contact force, which eliminate the previously mentioned disadvantages. 
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Figure 54. Contact force corrected 

4. Conclusion 

It can be concluded that usual active harmonic filtering the network side harmonic 
distortion is reduced very effectively, but the psophometric effect caused by the current 
along the traction system basically did not change [9]. This situation cannot be tolerated 
since the effects of induced currents due to the harmonic components and resonance can 
produce catastrophic effects upon the various equipments placed in the vicinity of the 
railway power lines.    

The proposed Fuzzy DAFS can deploy several small-rated active filter units at various 
locations within the facility to damp the harmonic resonance. Compared to a centralized, 
large – rated active filter, the distributed, small-rated active filters with fuzzy logic 
controlled DAFS can reduce harmonics in the railway power system with improved 
effectiveness. 

The advantage of the presented system based on fuzzy logic is the fact the use of a rather 
distributed system which is capable to adapt to the railway configuration. Using several 
filter units, the system has the capability to eliminate harmonic pollution and to avoid 
harmonic resonance in railway systems. By means using simulation results, we have 
validating the system considering the coordination of two active filters: one placed in 
substation area, and the 2nd placed at the end of the line (locomotive level). 

Part (B) introduces a complex for the protection of the contact line and of the railway electric 
transport installations, based on the fuzzy logic. The system we presented has been built in 
practice and its experimental implementation has shown a series of advantages with respect 
to the actual systems, such as: low cost; adaptability to any real situation by the appropriate 
modification of the rules base; very short response time (5µs) of the fuzzy controller; it 
functionally replaces several protection systems, taking over all their functions. The system 
has the great advantage over other fuzzy logic relay systems that is designed considering 
the specific railway power system behavior.  

Based on an original numerical model for the dynamical interaction pantograph-catenary, 
part (C) analyzes the evolution of the contact force between them, concluding that control 



 
Fuzzy Controllers – Recent Advances in Theory and Applications 60 

could be lost at speeds above 170km/h, with multiple disadvantages. The mathematical 
model is complex, nonlinear and can not be used directly in managing online the contact 
force regime. This paper proposes a simple solution based on the fuzzy logic, which 
eliminates excessive variations, therefore enabling a good electrical contact between the 
pantograph and the catenary. The system was designed for the traffic of electric locomotives 
on classical lines, with speeds up to 220 km/h. 
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1. Introduction 

Fuzzy controllers are nonlinear elements used in the control of linguistically defined 
systems, which can not be modeled accurately. Besides, they are an effective approach for 
various complex and ill-defined systems [1,2]. In design of fuzzy controllers, there is not 
well defined approach. The sophisticated and tedious design process is usually 
implemented by an expert. The success of the controller depends on the knowledge and skill 
of the expert. In some cases, even a very experienced and skillful expert’s extensive efforts 
may not yield optimal solution for fuzzy controller design. The optimal design of fuzzy 
controller has a critical role for their more widespread and effective use. The design 
inherently requires the determination of a great deal of features and parameters. For this 
reason, fuzzy controller design problem has a number of local values in a large solution 
space in the direction of a number of objectives. The conventional trial-and-error based 
method makes the solution of the problem very difficult [3]. 

Genetic algorithms (GAs) are optimization strategies performing a stochastic search  
by iteratively processing ‘populations’ of solutions according to their fitness, i.e. a 
predefined scalar index of satisfaction of the design objectives. In control applications, the 
fitness is usually related to performance measures such as integral error, settling time, and 
so on. Fitness function may contain more than one objective like the minimization of settling 
time, steady state error and maximum overshoot. Thus, fitness function can be addressed as 
a multi objective function. GAs are effective in solving multi-objective optimization 
problems [4,5]. 

Most of the GA approaches in use represent the constraint variable using binary form of 
coding. One of the major disadvantages of using binary coding is the slow convergence 
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speed of the fitness function. Binary coding is also not at all efficient to be used in 
computer memory. Therefore, the use of real coded genetic algorithm can overcome the 
inefficient use of computer memory and can contribute the performance. This 
contribution becomes clear when a lot of parameters are needed to be adjusted in the 
same problem and higher precision is required for the final result. In literature, for real 
valued numerical optimization problem, floating point representations were proven to 
outperform binary representations because they are more consistent, more precise and 
they lead to faster execution. Also, real coded GA is inherently faster than the binary code 
GA, because the chromosomes do not have to be decoded prior to the evaluation of the 
objective function [6]. 

Brushless DC (BLDC) motors are one of the motor types rapidly gaining popularity. Due to 
their favorable electrical and mechanical properties like high starting torque, high efficiency 
and noiseless operation, the BLDC motors are widely used in various consumer and 
industrial systems such as actuation, robotics, machine tools, servo motor drives, home 
appliances, computer peripherals, and automotive applications [5,7]. Operation of the BLDC 
motors requires non-linear control due to their non-linear characteristics and presence of 
sensors to estimate rotor position. Moreover, owing to some drawbacks of position sensors 
such as cost, space requirement and instability, sensorless speed control has recently gained 
importance [8]. It is possible to determine when to commutate the motor drive voltages by 
sensing the back emf voltage on an undriven motor terminal during one of the drive phases. 
Use of fuzzy controllers that have non-linear processes such as fuzzification, defuzzification 
and fuzzy inference is suitable for BLDC motor control.  

In this study, sensorless speed control of the BLDC motor with real coded GA based fuzzy 
controller has been designed, simulated and practically implemented. ADSP-21992 digital 
signal processor (DSP) is used to realize the conventional and optimal fuzzy controller 
algorithms and sensorless speed control of the BLDC motor has been experimentally 
implemented successfully.  

2. Real coded GA based fuzzy controller 

The realized control system general diagram is shown in Figure 1. As shown in the figure, 
the control system includes two closed loops. The inner loop is the fuzzy controller loop that 
accomplishes speed control of BLDC motor. The outer loop, which processes the fuzzy 
controller and system operations in background, is the genetic algorithm loop that tunes the 
controller parameters in regard to performance index of the control system.  

2.1. Fuzzy controller 

In this study, Mamdani type fuzzy controller, which has five blocks namely normalization, 
fuzzifier, inference mechanism, defuzzifier and denormalization, has been used [8]. Block 
diagram of the real coded GA based fuzzy controller consisting two inputs (e1, e2) and one 
output (u) is shown in Figure 2. 
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Figure 1. Real Coded GA based fuzzy control of the BLDC motor 

 
Figure 2. Block diagram of the Real Coded GA based fuzzy controller 

In closed-loop control systems, the use of error (e1) and the change in error (e2) as controller 
input is a universal approach. In the implemented fuzzy controller, error and change in 
error have been used as inputs. As given in Eq. (1), the error is the difference between the 
reference speed and the actual rotor speed.  

 1  *e (t) ω (t) -ω (t)    (1) 

Here, e1(t) is the speed error, ω*(t) is the reference speed and ω(t) is the actual motor speed. 
The change in error e2 (t) is determined by Eq. (2) [9,10]. 

 2 1  de (t) e (t)
dt

 (2) 

In a fuzzy control system as shown in Figure 2, two normalization parameters (n1, n2) for 
inputs (e1, e2) and one denormalization parameter (n3) for output (u) is defined. In 
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normalization process, the input values are scaled in the range [-1,+1] and in 
denormalization process the output values of fuzzy controller are converted to a value 
depending on the terminal control element. Obtaining the normalization and 
denormalization parameters of fuzzy controller is important for system stability.  

In the fuzzifier process, the crisp input values (e1, e2) are converted into fuzzy values. Also, 
the fuzzy values obtained in fuzzy inference mechanism must be converted to crisp output 
value (u) by defuzzifier process. For this purpose, triangular fuzzy membership function is 
defined for each input and output values by seven clusters. Figure 3, illustrates the 
membership function used to fuzzify two input values (e1, e2) and defuziffy output (u) of the 
realized fuzzy controller. For seven clusters in the membership functions as shown in Figure 
3, seven linguistic variables are defined as; Negative Big (NB), Negative Medium (NM), 
Negative Small (NS), Zero (Z), Positive Small (PS), Positive Medium (PM) and Positive Big 
(PB). Initially, the overlap rates of membership functions are 50%. As illustrated in Figure 3, 
peak or bottom points of membership functions to be tuned are defined as a1 and a2 for e1, b1 
and b2 for e2, c1 and c2 for u. Therefore, the design of optimal fuzzy controller requires 
optimization of at least six parameters (a1, a2, b1, b2, c1, c2) by using real coded GA for 
fuzzification and defuzzification processes that are both nonlinear. 

 
Figure 3. Membership functions of (a) input (e1,e2), (b) output (u) 

In this study, the center-of-gravity method given by Eq. (3) has been used in defuzzifier 
process for simulation and real time DSP application. 

 1

1

m
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Here, u is the fuzzy controller output, di is the distance between ith fuzzy set and the center, 
A(μi) is the area value of ith fuzzy set.  

The rule definition is subjective and based on the expert’s knowledge and experience. For 
the system with two inputs and seven membership functions in each range, it leads to a 7x7 
decision table and 49 fuzzy rules. For example, two fuzzy rules are decribed as; 
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if e1 is NB and e2 is NB then u is R1,  
if e1 is NB and e2 is NM then u is R2,  

Sliding mode rule base table used by fuzzy controller is given in Table 1. In the sliding mode 
rule base, when an assumption is made such that R1= -R13,  R2= -R12, R3= -R11, R4= -R10, R5= -R9, 
R6= -R8, it is required to determine a minimum of seven parameters (R1-R7) by using real 
coded GA.  

Input-e1 
Input-e2

NB NM NS Z PS PM PB 
NB R1 R2 R3 R4 R5 R6 R7 

NM R2 R3 R4 R5 R6 R7 R8 
NS R3 R4 R5 R6 R7 R8 R9 
Z R4 R5 R6 R7 R8 R9 R10 

PS R5 R6 R7 R8 R9 R10 R11 
PM R6 R7 R8 R9 R10 R11 R12 
PB R7 R8 R9 R10 R11 R12 R13 

Table 1. Sliding mode rule base 

The developed fuzzy logic uses the min-max compositional rule of inference. The inference 
mechanism of fuzzy controller is implemented in regard to the rule base given by Eq. (4).  

 1 2i i iμ u min μ e ,μ e         (4) 

Fuzzy controllers are nonlinear tools because of the nonlinearity of logical inference, 
fuzzifier and defuzzifier processes. As mentioned earlier, design of fuzzy controller requires 
determination of a minimum of 16 parameters comprised of three normalization 
parameters, six membership function parameters and seven sliding mode rule base 
parameters. The parameters are decided in regard to the symetrical properties of the 
controller and that imposes limitations for the controller. The reduction of the number of 
parameters gives acceptable results and it can be preferred in design process to simplify the 
sophisticated optimization process.  

2.2. Optimization of fuzzy controller by means of real coded GA 

In problem solving, the precision of the numbers is crucial. In binary coded GA, the accuracy is 
limited by the size of the chromosomes. However, the use of real coded GA, which can be 
coded by real numbers, is advantageous. Real coded GA is more accurate and occupies less 
space in memory. In literature, it has been reported that, real coded GAs operate faster than 
binary coded GAs and they can converge to global optimum faster [11]. Also, in the 
optimization of systems consisting a great deal of parameters to be optimized as in fuzzy 
controllers, the chromosomes in the binary coded GA becomes too long and the parameter 
accuracy can not be handled. However, in the developed algorithm, the parameters are coded 
by integer number set and the parameter accuracy can be determined arbitrarily. Also, in the 
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developed algorithm, binary coding can be accomplished in the limited valued parameters for 
the optimization of sliding mode rule base table (R1, R2, R3, R4, R5, R6, R7).  

In Figure 4, the flowchart of real coded GA used in the study is shown. Some of the GA 
parameters such as the possible lower and upper limit values of parameters, the precision of 
parameters, the termination criterion or loop number, the mutation probability, the crossover 
probability, the population number and elitism property is required to be initialized.  

 
Figure 4. Flowchart of the Real Coded GA based fuzzy controller 

In the proposed algorithm, the normalization parameters (n1, n2) and de-normalization 
parameter (n3), the membership function parameters (a1, a2, b1, b2, c1, c2) and rule base (R1, R2, R3, 
R4, R5, R6, R7) of the fuzzy controller have been optimized. Two approaches have been used in 
determination of parameters in optimal design of fuzzy controller by using real coded GA. In 
the first approach, the parameters for optimal fuzzy controller have been determined 
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sequentially. This approach is similar to the self-tuning adaptive system employed in adaptive 
control systems. The second approach is a method based on the simultaneous optimization of 
normalization factors, membership functions and rules. Fuzzy controller parameters are not 
fully independent of each other [12]. For this reason, simultaneously tuning of all the 
parameters is the optimum solution. However, the large number of fuzzy control parameters 
makes the second approach more difficult to implement.  

The performance index defined for the fuzzy controller is given in Eq.(5) [3]. This equation 
has also been used as multiple objective function employed in optimization process for real 
coded GA.  

 
1

1

1 1 1
0 0

6             
t t t

in
t

dωJ e dt e t dt δ e dt
dt

 
    

        (5) 

In Eq.(5), Jin is the performance index used as fitness value in real coded GA, e1 is the error 
value and t1 is the settling time of the reference speed in BLDC motor fuzzy control system.  

In Figure 5 (a), the coding of three normalization parameters in six digit number string in 
real coded GA is depicted. Here, in six digit number string, two of it is assigned for integer 
part and four of it is for the fractional part. As shown in Figure 5 (b), a total of six coding has 
been implemented for three membership functions. Here, a1 and a2 are the membership 
function parameters defined for input (e1); b1 and b2 are the membership function parameters 
defined for input (e2); and c1 and c2 are the membership function parameters defined for 
output (u). All obtained membership function parameters are less than one. In Figure 5 (c), 
the sliding mode rule base parameters presented in Table 1 are shown. These parameters 
take integer values in the range [1,2,3]. Therefore, each parameter is denoted by one digit. 
As shown in Figure 5, a total of 63 digits have been used for all of the codes. Additionally, 
the precision of parameters can be increased by increasing the number of digits. In coding 
structure shown in Figure 5, the precision of membership functions is 0.0001. 

 
Figure 5. Coding of the fuzzy parameters in real coded GA, (a) Normalization, (b) Membership 
functions, and (c) Sliding mode rule table 
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In the implemented algorithm, the initial population can be preferably set by the user or can 
be randomly appointed a value in regard to Eq.(6). An important feature of random 
generator is that in each execution of the algorithm different values are initialized.  

     ipop h popN (P - P ) Random (P ) P     (6) 

Here, Nipop is the initial population, Ph and Pℓ are the minimum and maximum values the 
parameter can have and Ppop is the random number generated between zero and one. Fitness 
value of each chromosome in initial population is determined by using performance index 
which is given by Eq.(5). As shown in the Figure 4, if the termination criterion is met, real 
coded GA loop ends but optimal fuzzy control system keeps operating. Else, next step in 
real coded GA is executed. In this study, Roulette wheel method is employed in natural 
selection process. In binary coded GA, the crossover operation can be implemented by using 
methods like single-point or two-point crossover. However, in real coded GA, the mixing 
methods give better results in crossover operation. In mixing method, the values of two 
parameter are compared and new generations are produced using Eq. (7). 

 1new an bnP βP ( β)P         (7) 

where  is a number randomly generated between 0 and 1, Pan is the nth parameter of mother 
chromosome, Pbn is the nth parameter of father chromosome [13,14]. 

Genetic algorithms sometimes converge prematurely. In order to prevent convergence to a 
local point, new solutions are obtained by means of mutation. In this study, the number of 
parameters to be applied to the mutation operation has been determined by multiplying the 
total number of parameters with mutation rate. The elements to apply mutation operation 
are determined and they are replaced by randomly generated numbers. 

In the developed algorithm, the elitism, a mechanism in which the individuals with the best 
fitness values in previous population are guaranteed their place in the next population, is 
implemented by selecting. Later, new fitness value is determined again for new population. 
Optimization process goes on until the termination criterion is met. 

3. Sensorless control of BLDC motor 
The BLDC control drive system is based on the feedback of rotor position, which is obtained 
at fixed points typically every 60 electrical degrees for six-step commutations of the phase 
currents. So, the operation of BLDC motor requires a control system and position sensors to 
estimate rotor position. Rotor position is sensed using Hall effect sensors embedded into the 
stator frequently. However, sensorless speed control has recently gained importance owing 
to the elimination of some drawbacks of sensors such as cost, space requirement and 
instability. Figure 6 shows basic block diagram of sensorless control of BLDC motor with 
real coded GA based fuzzy controller.  

In Figure 6, *ω is the reference speed (rad/sec), ω  is the actual rotor speed (rad/sec), θ is the 
rotor position (degree), u is the control signal used to reference moment (N-m), ia, ib, ic are 
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the actual phase currents (Amper),  *
ai , *

bi , *
ci  are the reference phase currents (Amper), S1-

S6 are switches of the inverter and Vdc is the supply voltage of the inverter (Volt). 
 

 
 

Figure 6. Block diagram of sensorless control of the BLDC motor drive system 

In speed control loop as shown in the block digram, the reference speed and the actual 
motor speed is compared and the error signal is obtained. These signals (e1, e2) are employed 
in fuzzy controller and reference current (I*) is produced for control system. The current 
control loop regulates the BLDC motor current to the reference current value generated by 
the speed controller. The current control loop consists of reference current generator, PWM 
current control unit and a three phase voltage source inverter (VSI). Position of the BLDC 
motor is obtained by employing zero crossing back emf detection method eliminating 
position sensor requirement. 

3.1. Modeling of the BLDC motor  

Figure 7 describes the basic building blocks of the BLDC motor and inverter that results in a 
system producing a linear speed-torque characteristic similar to the conventional DC motor. 
BLDC motor has three phase windings on the stator similar to three phase squirrel cage 
induction motor and magnets are placed on the rotor to provide air gap flux resulting in 
brushless rotor construction. When the motor is operated at a certain speed, trapezoidal 
emfs are induced in stator phase windings. The quasi-square wave AC current is fed to 
stator phase windings through electronic commutator using current controlled voltage 
source inverter and rotor position sensor resulting in constant torque development by the 
motor.  

At any instant, two out of three phase stator windings of the motor carry currents 
synchronized with developed electromagnetic torque as shown in Figure 8. Active 
switching states for three phase inverter operation, three phase back-emf waveforms and 
torques of all phases are illustrated in Figure 8. Here, three phase PWM inverter operation 
can be divided into six modes according to the current conduction states.  
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Figure 7. Configuration of the BLDC motor and inverter system 

 
Figure 8. (a) Active switches, (b) Back emf and phase current waveforms, and (c) Three phase torques 
of the BLDC motor drive system 

Analysis of the BLDC motor is based on the following assumptions for simplicity and 
accuracy [3,10,15,16]. 

1. The BLDC motor is not saturated. 
2. Stator resistances of all the windings are equal, self and mutual inductances are 

constant. 
3. Semiconductor devices in the inverter are ideal.  
4. Iron losses are negligible. 
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Back-emf waveforms of all phases are equal under above assumptions. A BLDC motor 
model can be represented as;  
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  (8) 

where va, vb, and vc are the phase voltages, ia, ib, and ic are the phase currents, R and Ls are the 
stator resistance and inductance, Lm is the mutual inductance, ea, eb, and ec are the trapezoidal 
back-emfs.  

The motion equation is expressed as; 

 
1

e
d ω (T T Bω)
dt J

     (9) 

 
d θ ω
dt

       (10) 

where Tℓ is the load torque in Nm, J is the moment of inertia in kgm2, B is the frictional 
coefficient in Nms/rad, and ω is the rotor speed in electrical rad/sec. The output torque is 
redefined by Eq.(11) using back-emfs.  

         e a a b b c cT (e i e i e i ) / ω     (11) 

This torque expression causes a computational difficulty at zero speed as the induced emf is 
zero. In this study, the trapezoidal back-emf waveforms are modeled as a function of rotor 
position to be able to estimate position actively according to the operation speed. 

3.2. Modeling of trapezoidal back-emf 

The back-emfs can be expressed as a function of rotor position (θ) [17]; 

      
a a

b b e

c c

e f (θ)
e E f (θ) , (E k ω)
e f (θ)

   
       
      

 (12) 

where ke is back-emf constant, fa (θ), fb (θ), and fc (θ) are the functions of rotor position as 
shown in Figure 8. In this study, fa (θ) trapezoidal function with limit values between +1 and 
-1 expressed by Eq.(13) has been employed. 
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fb (θ) and fc (θ) can be determined in a similar way considering Figure 8. Substituting 
equations (12)-(13) into equation (11), the output torque expression becomes, 

     e e a a b b c cT k ( f (θ) i f (θ) i f (θ) i )       (14) 

3.3. Advanced simulation model of BLDC motor by using Runge-Kutta 
numerical integration method  

Runge-Kutta method is a frequently used method for solving differential equations 
numerically. In engineering solutions, fourth order Runge-Kutta method is the most widely 
used one [18]. For BLDC motor simulations, ia, ib, ic, ω and θ parameters, which have been 
given by Eqs. (8), (9) and (10) are calculated by using fourth order Runge-Kutta method. For 
example, the current associated with the a-phase (ia) is calculated using Eq. (15). Other 
parameters are calculated in the similar way.  
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 (15) 

where k is the sample and T is the sampling period. 

3.4. Reference current generator 

Reference current generator determines reference phase currents ( * * *
a b ci ,i ,i ) of the motor in 

regard to reference current amplitude (I*), which is calculated using rotor position (θ). 
Reference current amplitude (I*) can be obtained from Eq.(16).  

 
*

tI u / k    (16) 

where u is the control signal and kt is the torque constant. Phase currents given in Table 2 
can be attained from Figure 8. These currents are input to PWM current control block [19]. 
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Rotor position (θ-Degree) 
Reference currents (A)

*
ai  *

bi  *
ci  

0-30 0 -I* I* 
30-90 I* -I* 0 
90-150 I* 0 -I* 

150-210 0 I* -I* 
210-270 -I* I* 0 
270-330 -I* 0 I* 
330-360 0 -I* I* 

Table 2. Reference currents of the BLDC motor 

3.5. Current control block 

In PWM current control block, reference phase currents ( * * *
a b ci ,i ,i ) acquired from reference 

current generator is compared with actual phase currents of the motor ( a b ci ,i ,i ). These 
current error values ( ia ib ice ,e ,e ) obtained using Eq. (17) are applied to inverter hysteresis 
band (±hb) and in regard to the switching states shown in Figure 8 (a), switching signals of 
three-phase PWM inverter are generated [15,16].  
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Inverter phase voltages (vao, vbo, vco) in reference to midpoint of DC supply voltage (Vdc) are 
obtained using Eq. (18) by using current error values.  
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BLDC motor phase voltages (va, vb, vc) are given in Eq. (19) related to inverter phase voltages 
determined from Eq. (18).  
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4. Simulation results  

An algorithm has been developed to simulate the proposed real coded GA based fuzzy 
controller in BLDC motor drive. In all simulations and practical applications, the BLDC 
motor and inverter having the parameters listed in Table 3 have been used.  
 

BLDC motor type Ametek 119003-01
Rating (P) 106 watt 
Number of Phase (Connection) 3 (Star)  
Rated speed  4228 rpm. 
Rated current 6.8 A 
Stator equivalent resistance (R) 0.348 Ω 
Stator equivalent inductance (L) 0.314 mH 
Moment of inertia (J) 0.0019 Ncm-s2 

Number of Pole (p) 8 
Voltage constant (ke) 0.0419 V/rad/s 
Torque constant (kt) 4.19 Ncm/A 
PWM frequency (fPWM)  20 kHz 
Inverter DC supply (Vdc) 24 volt 
Inverter hysteresis limits (hb) ± 0.5 
Inverter current limiter (Ibase) 20 A 

Table 3. Parameters of the BLDC motor and Inverter  

First of all, conventional fuzzy controller is designed based on trial-error method and 
simulation. The parameters of conventional fuzzy controller are obtained as; n1=10, n2=1, 
n3=2.2, a1=0.33, a2=0.66, b1=0.33, b2=0.66, c1=0.33, c2=0.66, R1=NB, R2=NB, R3=NM, R4=NM, 
R5=NS, R6=NS, R7=Z, R8=PS, R9=PS, R10=PM, R11=PM, R12=PB, R13=PB.  

During simulation of sequential approach, normalization parameters, then rule base and the 
membership functions have been optimized sequentially. In this approach, the chosen 
values for mutation probability is 0.05, crossover probability is 0.8, population number is 20, 
the reference speed for the BLDC motor is set at 2000 rpm, and the motor operates in full 
load. In the second approach which uses simultaneous optimization, the process is 
implemented by coding all fuzzy controller parameters in GA simultaneously. In this 
approach, the chosen values for mutation probability is 0.1, crossover probability is 1, 
population number is 20, the reference speed for the BLDC motor is set at 2000 rpm and the 
motor operates in full load. The obtained design parameters of optimal fuzzy controllers 
using sequential and simultaneous real coded GA are given in Table 4.  

For a reference speed of 2000 rpm and operating the BLDC motor in full load, the speed 
responses and error variations of conventional fuzzy control, sequential GA based fuzzy 
control and simultaneous GA based fuzzy control are shown in Figure 9 (a) and 9 (b), 
respectively.  
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Fuzzy Controller Sequential Real Coded GA Simultaneous Real Coded GA 
Norm. Parameters n1=642.348, n2=29.895, n3=3.144 n1=369.102, n2=8.448, n3=9.849 
Parameters of 
Membership Func. 

a1=0.8488, b1=1.1002, c1=1.1309 
a2=1.6005, b2=2.1, c2=1.5   

a1=1.3035, b1=1.0762, c1=0.2051 
a2=1.5191, b2=2.9,    c2=1.62 

Rule Base 
R1=NM, R2=PM, R3=NB, R4=NM, 
R5=Z, R6=NM, R7=Z, R8=PM, R9=Z, 
R10=PM,  R11=PB, R12=NM, R13 =PM  

R1=NB, R2=PM, R3=NS,  R4=NB, 
R5=NB, R6=NM, R7=NS, R8=PM, 
R9=PB, R10=PB, R11=PS, R12=NM, 
R13=PB 

Performance Index Jin= 3.2349 (For 150 generations) Jin= 3.2327 (For 850 generations) 

Table 4. Optimal design parameters of Real Coded GA based fuzzy controllers 

 
Figure 9. (a) Speed responses and, (b) Errors of conventional and GA based fuzzy controllers 

The convergence of performance index (Jin) for sequential and simultaneous real coded GA 
based fuzzy control system are shown in Figure 10 (a) and 10 (b), respectively. 

 
Figure 10. Performance index of the (a) sequential, (b) simultaneous real coded GA based fuzzy control 
system 

In the sequential optimization method, the performance index (Jin) of the control system 
reduces to 3.2349 and this process completes in 150 generations using real coded GA. In the 
simultaneous optimization method, the performance index of the system (Jin) has been reduced 
to 3.2327. This is the best optimization value obtained in this study. The optimization process 
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with simultaneous GA completes in 850 generations. Also, the performance index value 
indicates that simultaneous optimization process gives better results than the sequential 
optimization process. However, while the overall controller is optimized in 150 generations in 
sequential optimization method, the optimization is completed in 850 generations in 
simultaneous approach, in which all parameters are optimized simultaneously. 

5. Experimental results 

Block diagram of the configuration of DSP based experimental system is shown in Figure 11. 
The experimental system consist of a brushless DC motor, a voltage source inverter, a 
current detector for hysteresis current control loop, back-emf detector for sensorless speed 
control loop, ADSP-21992 Ez-Kit Lite evaluation board, interface devices between ADSP and 
driver board, a PC and VisualDSP++ software for emulating and programming the DSP.  

 
Figure 11. (a) Block diagram, (b) an overview picture of experimental setup of BLDC motor control 
systems 
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In the experimental study, sensorless control of the BLDC motor was implemented 
successfully using conventional fuzzy controller, sequential and simultaneous real coded 
GA based fuzzy controller, which have parameters obtained by simulation and given in 
Table 4. Optimal fuzzy controller was implemented in high level C programming language; 
the program was compiled by VisualDSP++ C compiler and downloaded to the ADSP-21992 
DSP controller board. The block diagram of the configuration of closed loop speed control of 
BLDC motor executed without position and speed sensors is illustrated in Fig 11(a). The 
experimental setup implemented in the laboratory is shown in Fig 11(b). The reference 
speed for BLDC motor is set at 2000 rpm, and the motor operates in full load similar with 
the simulations.  

In Figure 12, phase to phase voltage and phase current waveforms of BLDC motor  
are shown. The responses of both conventional and sequential real coded GA based fuzzy 
controller are shown in Figure 13, conventional fuzzy and simultaneous real coded  
GA based fuzzy controller are shown in Figure 14, sequential real coded GA based fuzzy 
and simultaneous real coded GA based fuzzy controller are shown in Figure 15, 
respectively.  

The experimental results illustrated in these figures prove that the BLDC motor control 
system was implemented successfully and it operates stably. Also, it is indicated that 
simulation results show agreement with experimental results. 

 
 

 
 
Figure 12. Phase to phase voltage and phase current of the BLDC motor. Time/Div:2.50msec, 
Volt/Div:20.0V(CH1), Amper/Div:2.00A(CH2) 
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Figure 13. Speed responses of sequential and conventional fuzzy control of the BLDC motor. 
Time/Div:250 msec, Volt/Div:400 rpm. 

 
 

 
 
Figure 14. Speed responses of simultaneous and conventional fuzzy control of the BLDC motor. 
Time/Div:2.50 msec, Volt/Div:400 rpm. 
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Figure 15. Speed responses of sequential and simultaneous Real Coded GA based fuzzy controller. 
Time/Div:250 msec, Volt/Div:400 rpm. 

6. Limitations of the proposed methods 

Although real coded genetic algorithm based fuzzy controller has shown a good behaviour 
for sensorless speed control of a Brushless DC Motor, we think that there are some 
limitations and disadvantages as follows in proposed method.   

 Like other artificial intelligence techniques, the genetic algorithm cannot assure 
constant optimisation response times. Even more, the difference between the shortest 
and the longest optimisation response time is much larger than with conventional 
gradient methods. This unfortunate genetic algorithm property limits the genetic 
algorithms' use in real time applications. 

 Genetic algorithm applications in controls which are performed in real time are limited 
because of random solutions and convergence, in other words this means that the entire 
population is improving, but this could not be said for an individual within this 
population. Therefore, it is unreasonable to use genetic algorithms for on-line controls 
in real time systems without testing them first on a simulation model. 

 For the design of an effective controller, simulation model of the system is necessary to 
obtain the most accurately. However, even if the best controller have been designed in 
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simulation environment, fine tuning may be require in order to use the same controller 
in on-line system. 

 Micro genetic algorithm which can produce near optimal solution may be used in on-
line system for fine tuning.  

 It is not possible to show the stability of the fuzzy controlled system, since the model is 
not known. If the system model is obtained exactly, the use of tradional gradient 
descent methods may give better result for optimal control in on-line systems.  

 In fuzzy control systems, computing time could be long, because of the complex 
operations such as fuzzifications and particularly defuzzification. So, the fuzzy 
controller hardware requires high-speed processors, such as DSP, FPGA. 

 The advantage of sensorless BLDC motor control is that the sensing part can be omitted, 
and thus overall costs can be considerably reduced. In addition, the disadvantages of 
sensorless control are higher requirements for control algorithms and more complicated 
electronics.  

7. Conclusions  

As a result of the study, optimal fuzzy controller has been designed off-line by using real 
coded GA and the obtained fuzzy controller has been used on-line for DSP-based BLDC 
motor control system. Modeling of the BLDC motor was performed more accurately to 
take account of trapezoidal back-emf waveforms and furthermore, fourth order Runge-
Kutta numerical integration method was used to decrease the truncation error and 
numerical instabilities in simulation. Also, the results of our research indicate that an 
improvement in the transient state and steady state responses of the system has been 
obtained by means of optimization process using real coded GA. It is clear that, sequential 
optimization takes less time. Also, observing the system speed response and error curves, 
it can be deduced that the sequential method gives satisfactory results and that it can be 
preferred in applications. It was observed that the use of real coded GA makes it possible 
to adjust system parameters more precisely. Also, the size of chromosomes, in which a 
great deal of parameters is coded, is reduced. Besides, the proposed method limits the 
process time to minutes. 
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1. Introduction 

This chapter focuses on the basic concepts of novel fuzzy sets, three dimensional (3D) 
memberships and how they are applied in the design of type-1 and type-2 fuzzy 
thresholding in control systems. Automatic fuzzification and membership functions shape 
selection play a crucial role in fuzzy thresholding design and finally determination of 
outputs via defuzzification. The related methodology and theoretical base will be discussed 
in depth, using real examples in automatic control (Pavement distress detection and 
classification). In spatial domain, selection of membership functions is a difficult task. It 
should be noted that selection of a supper membership function is a golden key. This is one 
of the major aims of this chapter to introduce a robust method to consider the uncertainty of 
membership values by using flexible thresholding for controller problems. 

In direct approach to fuzzy modeling, deep knowledge of expert plays a key role for 
membership functions generation. In application, ambiguity of membership function 
assignment is the main problem with fuzzy sets and systems. So, different fuzzy 
membership functions may have various impacts on the systems and, then, different 
thresholds in control problems. 

To solve this problem, type II fuzzy thresholding is recommended. The upper and lower 
membership functions promote this dilemma; however the figure of uncertainty (FOU) has 
a fixed value that is equal to one, in upper and lower membership function. So, Type-2 
fuzzy logic can effectively improve the control characteristics using FOU of the membership 
functions.  

In this chapter, a smart thresholding technique with its application will be presented, which 
processes threshold as flexible type-2 fuzzy sets. The concept of ultra-fuzziness aims at 
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capturing/eliminating the uncertainties within fuzzy systems using regular (type I) fuzzy 
sets. A measure of 3D ultra-fuzziness is also presented. Several Experimental results are 
provided in order to demonstrate the usefulness of the proposed approach. 
We start with a real problem in control. The simplest method is to visually inspect the 
pavements and evaluate them by subjective human experts. This approach, however, involves 
high labor costs and produces unreliable and inconsistent results. Furthermore, it exposes the 
inspectors to dangerous working conditions on highways. Destructive Testing (DT) and Non 
Destructive Testing (NDT) are both costly and time consuming. To overcome the limitations of 
the subjective visual evaluation process; several attempts have been made to develop an 
automatic procedure (Moghadas Nejad and Zakeri, 2011,a,b,c) and (Daqi et al, 2009). 

Most current systems use computer vision and image processing technologies to automate 
the process. However, due to the irregularities of pavement surfaces, there has been a 
limited success inaccurately detecting cracks and classifying crack types. In addition, most 
systems require complex algorithm with high levels of computing power. While many 
attempts have been made to automatically collect pavement crack data, better approaches 
are needed to evaluate these automated crack measurement systems (Moghadas Nejad and 
Zakeri, 2011,a,b,c) and (Daqi et al,2009) 

A Hybrid Automatic Expert System (HAES) for automatic distress detection developed, based 
on complex AI methods (Expert system, Polar Fuzzy Logic) and image processing methods 
(Wavelet Transform, Inverse Wavelet Transform, 3D Radon Transform, Fast Fourier 
transform, EH, etc). Fuzzy logic methods are one among favorite and overwhelming architect 
that used for uncertainty simulations. Type-1 fuzzy sets (T1 FSs) have been successfully used 
many area such as image processing, pattern recognition, machin learning. (Choi and Rhee, 
2009), (Hagras,2004), (Hwang. Rhee, 2004), (Hwang. Rhee, 2007), (John, 2000), (Karnik, J. 
Mendel, 1999), (Liang et al. 2000), (Liang, J. Mendel, 2001), (Makrehchi, et al. 2003), (Rhee, 
2007), (Rhee, Choi, 2007), (Rhee, Hwang, 2001), (Rhee, Hwang, 2002) and (Rhee, Hwang, 2003). 
Automatic generation of T1 FMFs classified as a interesting and hot research area. many T1 
FMF generation models have been tested and various degree of successes achieved (Choi and 
Rhee, 2009), (Makrehchi, et al.2003), (Medasani et al,1998), (Rhee, and Krishnapuram, 1993), 
(Wang, 1994) and (Yang and Bose, 2006). Heuristics, histograms, probability, and entropy are 
good tools to automate the T1 FMFs generation. Several methods under title of AI have been 
implemented to data sets to generate T1 FMFs. A good classification proposed for T1 FMFs by 
Choi and Rhee, (2009). Based on this classification, algorithms based on the fuzzy nearest 
neighbor, back-propagation neural network, fuzzy C-means (FCM), robust agglomerative 
Gaussian mixture decomposition (RAGMD), and self-organizing feature map (SOFM) were 
used to generate T1 FMFs must be a considered as FMFs generator. (Choi and Rhee, 2009).  

Uncertain meaning, uncertain measurement and noisy data are main causes that we cannot 
obtain satisfactory results using T1 FSs, therefore in this mode employment of type-2 fuzzy 
sets (T2 FSs) for managing uncertainty solved the problems (Ensafi & Tizhoosh, 2005), (Choi 
and Rhee, 2009). Choi and Rhee (2009) stated that, because of the extra degree of freedom 
(DOF), T2 FSs can control the blurring better than T1 FSs. However, undesirable amount of 
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computations stand in front of extension T2 FSs in vast scale applications. Interval type-2 
fuzzy sets (IT2 FSs) are proposed to reduce the complexity (Choi and Rhee, 2009). Many 
algorithms based on the T2 FMF have been proposed. (Choi and Rhee, 2009), (Hagras,2004), 
(Hwang. Rhee, 2004), (Hwang. Rhee, 2007), (John, 2000), (Karnik, J. Mendel, 1999), (Liang et 
al. 2000), (Liang, J. Mendel, 2001), (Makrehchi, et al. 2003), (Rhee, 2007), (Rhee, Choi, 2007), 
(Rhee, Hwang, 2001), (Rhee, Hwang, 2002) and (Rhee, Hwang, 2003).  

In this chapter, we focus on the generation of 3D Polar fuzzy Memberships functions to use 
in hybrid expert system for systematic pavement distress detection and classification. In 
particular, we consider 3D polar type-1 fuzzy membership functions (3D T1 PMFs) that are 
generated from sample images and then developed to 3D polar type-2 fuzzy membership 
functions (3D T2 PMFs). First, we review three methods based on heuristics, histograms, 
and interval type-1 fuzzy C-means (IT1 FCM). For each method, the footprint of uncertainty 
(FOU) is only required to be obtained, since the FOU can completely describe a T1 PMF. We 
proposed two methods based on 3D domain and then 3D polar under the theory of type 2 
fuzzy sets.  

This paper is organized as follows.  

In Section 2, we briefly review basic concepts and existing methods and background. In 
Section 3, we managed the IT2 FMF generation methods. In Section 4, concepts of polar 
fuzzy are discussed and we explain how our proposed IT2 PMF generation methods can be 
implemented. Section 5 approximate reasoning and fuzzy inference discussed. Finally, 
Section 6 gives the summary and conclusions. 

2. Background  

The extension of T1 FSs to T2 FSs can be used to effectively describe uncertainties in 
situations where the available information is uncertain. T2 FSs consider as a blurred 
membership function. The blurring used to model the uncertainty of crisp T1 FSs. A T2 FS 
can be formulated as follow: 
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where  xf u  is the blurred membership function and xJ  is the original membership 
(Mendel, 2001). Footprint of uncertainty (FOU) is a region between the blurred membership 
function. The FOU of  can be expressed by as 
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FOU constructed form upper membership function (UMF) and lower membership function 
(LMF). (Choi and Rhee, 2009)  
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Figure 1. A possible way to construct type II fuzzy sets. The interval between lower and upper 
membership values (shaded region) should capture the footprint of uncertainty (FOU). 

Although T2 FSs may be useful in modeling uncertainty, where T1 FSs cannot, the 
operations of T2 FSs involve numerous embedded T2 FSs which consider all possible 
combinations of secondary membership values. Therefore, undesirably large amount of 
computations may be required. An effectively method to reduce the computational 
complexity is interval type-2 fuzzy sets (IT2 FSs).  

In General, FOU ( A


) can be expressed as: (Choi and Rhee, 2009)  
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As a result, IT2 FSs requires only simple interval arithmetic for computing. 

3. Automatic MF generators (AMFG) 

In this section, we introduce a method for effectively crating IPT-1 FMF automatically from 
images data. Several methods such as heuristics, histograms, and interval type-2 fuzzy C-
means (IT2 FCM) are proposed by (Choi & Rhee, 2009) for generating IT2 FMF automatically 
from pattern data. Using scaling factor and heuristic T1 FMFs, IT2 FMF simply can be 
generating. The histogram based method uses suitable parameterized functions chosen to 
model the smoothed histogram for each class and feature extracted from sample data (Choi 
and Rhee, 2009),(Hagras,2004), (Hwang and Rhee, 2004), (Hwang and Rhee, 2007), (John, 
2000), (Karnik, J. Mendel, 1999), (Liang et al. 2000), (Liang, J. Mendel, 2001), (Makrehchi, et al. 
2003), (Rhee, 2007), (Rhee and Choi, 2007), (Hwang and Rhee, 2001), (Rhee, Hwang, 2002) and 
(Rhee and Hwang, 2003). The IT2 FCM based method uses the derived formulas of the IT2 
FMFs in the IT2 FCM algorithm (Hwang and Rhee, 2002). A detailed description of each 
method is discussed. The heuristic method simply uses an appropriate predefined T1 FMF 
function, such as triangular, trapezoidal, Gaussian, S, or p function, to name a few, to initially 
represent the distribution of the pattern data. The following are some frequently used heuristic 
membership functions. (Choi and Rhee, 2009) Membership functions for fuzzy sets can be 
constructed by any method exact, heuristic and Meta heuristic, such as triangular, trapezoidal, 
Gaussian, S, or p function in the domain. Two most important constraints must be considered 
for selecting a membership functions first, A membership function must be restricted between 
[0 1] and the next μA(x) must be unique. Four possible membership functions are presented in 
Fig.2. Where type III and polar are new generation of fuzzy membership function that can be 
used in several application in the control and classification domains. In the field of pavement 
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management system this new generation of MF play a powerful link between several tools 
such as multi-resolution methods (wavelet and beyond the wavelet methods), image 
processing, NN and expert system.  

 
Figure 2. Possible membership functions 

A possible membership function can be defined for every category by expert with any tools. 
For example using image processing techniques and Radon transform, several membership 
function generated and shows in Fig.3 for pavement cracking distress.  

 
Figure 3. Variety of membership functions 
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More simple and complex functions can be used under the form of discrete and continues. 
Generally the ordinary functions categorized in Triangular, Trapezoidal, Γ-membership, S-
membership, Logistic, Exponential-like and Gaussian function. Additionally several more 
advanced membership function which generate by automatic generator introduced. More 
applications in image processing frequently used heuristic membership functions that can 
be generally categorized in Table.1. 

 Triangular function 
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Table 1. Heuristic membership functions, (Choi & Rhee,2009) 

By control parameters, one can select a various interval pattern. Theses parameters usually 
trained and learned by experts. Under the title of Control Parameter ( the UMF of the IT2 
FMF and LMF can be designed. The LMF and UMF determined by scaling between 
0 and 1, which can be also tuned in supervised and unsupervised manner or provided by an 
expert. Choi & Rhee, (2009) proposed a simple definition for FOU, which categorized in 
heuristic methods. For feature i  
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0  , 1    

to generalization, Choi & Rhee, (2009) choose the min operation as intersection for obtain the 
overall FOU by taking intersections of all upper and lower memberships.  
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where FOU A
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 and FOU A
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  
 

 are the minimum UMF and LMF among all UMFs and 

LMFs, respectively. Heuristic method which proposed Choi & Rhee (2009) is summarized in 
Fig.4. 

Histogram based method (HBM) for membership function generation is another method 
which is more flexible than heuristic methods. In HBM, distribution of the feature values, 
have a crucial role in T1 FMF determination elements. Choi & Rhee, (2009) clearly stated 
that,”membership functions generated from HBM may be considered more suitable for 
arbitrary distributed data than from heuristics”. Based on this theory Choi & Rhee (2009) 
propose a new method for generation IT2 FMFs. Using smoothed histograms which 
generated by hyper-cube or triangular window and then normalized, the upper and lower 
membership function flourished and mapped to real data. Selection a well trained 
parameters function to model the smoothed histograms has a tangible ramification on 
performances of MF generator system. To avoid over fitting lowest, the suitable degree of 
the polynomial function (PF) is stood out as the knee point of error. As a result, HBM FSs 
requires good estimation of PF. 

In our case, as a real example in control, Type, severity and extents of cracking in pavement 
surface transform in a transform realm to generate a simple features. Simple features can use 
for generation of T1 FMF. Approximate parameter values such as the number, height, and 
location of peaks which related to cracking used to determine the optimal parameter values 
of the function.  

Choi & Rhee (2009) considered Gaussian functions as suitable to model the IT2 FMFs (Rhee 
and Krishnapuram, 1993). They used a heuristic approach (Choi & Rhee, 2009) to obtain the 
initial parameters. Choi & Rhee (2009) ignored the ones that have small peaks. This means 

that we have a threshold that it considers as a crisp threshold. The FOU A
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are obtained by again fitting PFs to the smoothed histograms. New again histograms 
crystallized upper and lower MFs fitted to PF. As dimensional parameters or overall size of 
problem increase, undesirably become more and more. These complexities arise due to the 
high process in smoothing and fitting. This is a challenging point that set in motion to  
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Figure 4. Heuristic based IT2 FMF generation method 

product a new heuristic to handle computational load. Choi & Rhee (2009) proposed two 
steep methods 1) calculate one-dimensional 1DUMF and 1DLMF for HBM. 2) Obtain the 

overall FOU A
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 by Intersections operation. Intersections operation which 

proposed for this aggregation expressed as 
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where FOU A
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 is the UMF, FOU A
 

  
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 is the LMF, and i is the feature's number. From our 

points of view, the main contributions of Choi & Rhee’s methods are developing in 
membership’s generation. These methods enable them to transfer the knowledge when 
expert facing with N dimensional features. These methods are applicable for images realm. 
We assert that this contribution is valuable. Nevertheless we would like to highlight that 
high process in discrete smoothing and fitting(first 1DUMF and 1DLMF calculation and 
then aggregation) faced us to problem to products an effective MF generator. Heuristic 
method to generate T2 FMF’s, which proposed Choi & Rhee (2009) is summarized in Fig.5. 

Choi & Rhee (2009) considered fuzzy C-means (FCM) functions to model the IT2 FMFs 
(Hwang and Rhee, 2007) (Choi & Rhee, 2009). The fuzzifier m in FCM, can be fired as a 
membership generator. IT2 FCM based method proposed by Choi & Rhee (2009). They 
stated that, ”Due to the constraint on the memberships we cannot design this region with any 
particular single value of fuzzifier m to be used in the FCM”. IT2 FCM algorithm was proposed 
to solving this problem (Hwang and Rhee, 2007). Indeed they products a simple dynamic 
fuzzifuyer AMFG to generating the Membership function. According to IT2 FCM, two 
fuzzifier m1, m2 are employed to control the blurring area in fuzzy domain. The proposed 
IT2 FMF in IT2 FCM expressed as (Choi & Rhee, 2009). 
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and  
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However IT2 FCM for updating cluster prototypes requires type-reduction. Using type-2 
fuzzy operations therefore is essential. The crisp center obtained mean of centers of 
defuzzification as the centroid obtained by the type-reduction according Eq.10  
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The UMF and LMF for class k and input pattern xj can be expressed by modifying  

    *
 ( , ) ,k

kj p j x kd min d x V p n    (11) 

Based on Choi & Rhee’s (2009) method the membership values for the UMFs and LMFs are 
based on m1 and m2 and they are highly dependent on value selection of threshold which is 
itself considered crisp. Choi & Rhee’s (2009) stated that IT2 FCM can desirably control the 
uncertainty that is quite simple handle all features of high dimensional problems. Their 
heuristic method summarized in Fig 6. 

The accuracy of IT2 FCM highly dependent on fuzzifiers selection. These parameters have 
significant role in designing the FOU for a data set. In general, select unsuitable fuzzifier 
worth poor clustering. (Choi & Rhee’s, 2009) 
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Figure 5. Heuristic based IT2 FMF generation method 
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Figure 6. Heuristic based IT2 FCM generation method 

4. Interval type-2 Polar Fuzzy Method (IT2 PFM) 

4.1. Type III-MF 

The Interval type-2 Polar Fuzzy Method (IT2 PFM) algorithm was proposed to 
automatically control the uncertainty. In this section, we proposed an intelligent IT2 FMF 
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generator agent. First, the IT2 FMF algorithm introduced, and then our IT2 FPM based 
method are described. We selected Cubic Smoothing Spline (CSS) for generate the upper 
and lower membership functions because of non-uniform illumination of the Three 
Dimensional Memebership Functions (3DMFs). In the Type-2 domain, the estimation of the 
3DMFu and 3DMFL are exanimate from the fitting of a cubic smoothing Spline,( Mora et 
al.,2011) to the 3DMF(x,y). The select CSS is a special class of Spline that can capture the low 
3DMF value that limited the non-uniformity of the 3DMF (Culpin, 1986). The fitting 
objective is to minimize the equation. 

      
 

2 2  2

1 1  
. ( , , ) (1 ) ( , ) ,

m n

y x
M P f x y s x y p D S x y dxdy

 

    ∬  (12) 

where, this equation include two parts:  

 Compactness: measures how close the spline is to the data that reflect to the summation 
term which weighed by the smoothing factor p,  

 Smoothness: measures the spline smoothness using its second derivative that reflect to 
the integral term weighed by (1 - p).  

The smoothing factor p, controls the balance between being an interpolating spline crossing 
all data points (with p = 1) and being a strictly smooth Spline (with p = 0). The smoothing 
spline f minimizes when  

        
22 2

1
:, ( ) (1 ) ( )  .

n

j
P j y j f x j p t D f t dt 



                   
   (13) 

where, |z|2 represent for the sum of the squares of all the entries of , N and M is the 
number of entries of x and y, and the integral is over the smallest interval containing all the 
entries of x and y. The default value for the weight vector w in the error measure is ones 
(size(x)). The default value for the piecewise constant weight function λ in the roughness 
measure is the constant function 1. Further, D2f denotes the second derivative of the function 
f. The default value for the smoothing parameter, p, is chosen in dependence on the given 
data sites x and y (Pal and Bezdek, 1994). The smoothing parameter determines the relative 
weight to place on the contradictory demands of having f be smooth vs having f be close to 
the data. For p = 0, f is the least-squares straight line fit to the data, while, at the other 
extreme, i.e., for p = 1, f is the variational, or ‘natural’ cubic spline interpolant. As p moves 
from 0 to 1, the smoothing spline changes from one extreme to the other. (See Fig. 7) 

The interesting range for p is often near   31 / 1  , / 600 ,min N M 
 
 

  with h the average 

spacing of the data sites, and it is in this range that the default value for p is chosen. For 
uniformly spaced data, one would expect a close following of the data for p = 1/(1 + 
(min(N,M))3/6000) and some satisfactory smoothing for  
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Figure 7. As p moves from 0 to 1, the smoothing spline changes from one extreme to the other. 

   3  1 / 1  , / 60 .   1p min N M p 
 
 

     (14) 

can be input, but this leads to a smoothing spline even rougher than the variational cubic 
spline interpolate (Pal and Bezdek,1994). 

 3 3 3
1 1 1, ,

( ( , )) ( ( , )) ( ( , ))1 1 1
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min N M min N M min N M



    
    
           
              

 (15) 

A reference smoothing factor   1 4p e   was obtained empirically for constructed  
MF in upper bound and   0.93 5p e   for constructed MF in lower bound. For example, 
in the case of image thresholding, After testing several thresholds, the general rule can be 
extract from 3DRT thresholds for upper and lower bounds by good selection  and .  

4.1.1. A measure of ultrafuzziness 

Using a simple method, we turned ultrafuzzy to the 3DRT fuzzy set. According a type II 
membership function, MF must be in [0,1]. One can be taking out the normalization form 
3DMF using division every point by max 3DRT.  
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and  
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where, M and N denotes the size of 3DMF platform,H is high platform, (1, )h   and 

(3 )( , ) h
DRT i jv  is 3DRT value in the position i and j. Select a bigger h is worth a more enhanced 

distress for example in pavement distress detection and classification problem and smoother 
noisy background (see Fig.8). In order to define a type II fuzzy set, one can define a type I 
fuzzy set and assign upper and lower membership degrees to each element to (re)construct 
the footprint of uncertainty (Fig. 9) (Tizhoosh,2005). For example, when Radon Transform is 
applied to wavelet modulus, a distress (crack) is transformed into a peak in radon domain. 
Originally, every distress reflects to RT and has different intensity in 3DMF histograms. For 
example mean of 3DRT have variety range. According to the above Eq. 18 the max GR must 
be equal 1. To extend the fuzzy membership to type II fuzzy sets, ultrafuzziness should be 
zero, if the MF can be selected without any ambiguous such as type I. The amount of 
ultrafuzziness will increase by rising uncertainly bound.  

The extreme case of maximal ultrafuzziness, equal 1, is worth to completely vagueness. pal 
and bezdek (1994) had extensive reviewed well known fuzziness index, two general classes 
proposed by them was additive and multiplicative class (Pal and Bezdek,1994). Based on 
kufmann’s Index of fuzziness for a set   ,nA r x   

   2 ( , )near
ka kH A d A A

n
 

  
 

 (19) 

Where, k R , d is a metric, and ����� is the crisp set close to the A. generally, based on d, 
weigh of k determined. The ���� �����)	and linear or quadratic ( )kaH A  cab be determined 
by q-norms, 
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Where � � �1,∞).	On the other side, Tizhoosh developed a simple ultrafuzziness index for 
the special case as fallow (Tizhoosh, 2005), 
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U Ag g


  

   and     1/
U Ag g


  

  , (1,2].   and in general term it present 

as follow,  
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Based on these theory and with respect to Tizhoosh’s method (Tizhoosh, 2005),for developing 
ultrafuzziness on 2D data, a measure of ultrafuzziness ��	for a platform 3DMF with M*N sets, 
surf 3DMF and the membership function	 ( , )i jA   can be developed as follows: 
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This basic definition relies on the assumption that the singletons sitting on the FOU are all 
equal in height (which is the reason why the interval-based type II is used), (Tizhoosh, 
2005). The variation in the space can be measured by this method, therefore the new Index 
introduced in three dimensional domain of FOU for 3D fuzzy sets, (3DFOU). This method 
can resolve the problems about the ultrafuzziness index -“uncertainty (FOU) has a constant 
value, that equals one, in all the intervals of the universe of discourse” (Ioannis et al., 2008) - 
using introducing flexible membership function across the intervals path (see Fig 9, 10). 

Similarly, We are evaluated, proposed method, based four conditions Minimum 
ultrafuzziness, Maximum ultrafuzziness, Equal ultrafuzziness and Reduced ultrafuzziness that 
every measure of fuzziness should satisfy, which introduced by Kaufmann (Kaufmann, 
1975). In a similar way, we established that the new index is qualified for measure of 
ultrafuzziness in 3D domain with these conditions.  
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Figure 8. Basic rules for construction 3D fuzzy type II memebership function. 

 
Figure 9. Three dimensional domain of FOU for 3D fuzzy sets, (3DFOU) 

 
Figure 10. Example of Three FOU for 3D fuzzy sets, (3DFOU) using proposed algorithm 
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1. IF  ,i j  consider as a type I fuzzy set Then    , ,u i j L i j   AND   0A    
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2.  IF    , , 1u i j L i j    (high ambiguity) Then   1. A    
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3.     A A    Where ��̅��is type II fuzzy set and it’s complement set can be  
determined by 1-  ,u i j  and 1-  ,L i j , therefore complement set defined as follow 

For the complement set, the ultrafuzziness �� is equal: 
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4. IF ( , ) ( , )3 3i j d cDFOU DFOU  Then    ( , ) ( , )i j d cA A    .	 

4.1.2. Finding the optimum interval 3DMF 

The general approach for 3DMF based on upper and lower MF is equal: 
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 (27) 

Where    is ultra fuzzy coefficient and  ,i j  �� ultra fuzzy value for  ,u i j  and  ,L i j , in 
upper and lower threshold.  

4.2. Interval type-2 polar based method 

Image processing is one among interesting applications of 3DMF. Instead of type reduce 
from Type-2 to type-1, we used a polar transform to make uniformity by same scale in 
[0,2��� The RT of a two-dimensional function  , f x y  in  , r   plane is defined as: 

          , , , ,  ,P r R r f x y f x y r xcos ysin dxdy    




          (28) 
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where  ,  f x y  represents an image,  ,  P r   is the radon transform of  ,  f x y , θ represents 
the line direction, and r is the distance away from the origin of coordinates. (Radon, 1919), 
(Miao et al., 2012) Where  ·  is the Dirac function, r[−∞,∞] is the perpendicular distance of a 
line from the origin and θ[0,π] is the angle formed by the distance vector. For the spatial case 
such as 3DMF, the fuzziness can be calculated as follows (Tizhoosh, 2005); 
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where M N  is subset A X  with L radon transform value, 0, 1r L    , the histogram 
h(RT) and the membership function μX(RT), the linear index of fuzziness γl can be defined as 
follows (see Fig.6): 
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To quantify the object fuzziness, a suitable membership function  A r  should be 

determined. Tizhoosh present different functions, such as the standard S-function, the 
Huang and Wang function, LR-type fuzzy number (Tizhoosh et al, 1998; Huang and Wang, 
1995; Pal and Bezdek, 1994; Pal and Murthy, 1990). Similar 3DMF presented in section 4.1, to 
generation of polar MF, CSS is used. The estimation of the MF also exanimate from the 
fitting of a cubic smoothing Spline, (Mora et al.,2011) to the 3DPMF(r, ). The fitting objective 
is to minimize the equation. 
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where, this equation include two parts: Compactness and Smoothness. The smoothing factor p, 
controls the balance between being an interpolating spline crossing all data points (with p = 
1) and being a strictly smooth Spline (with p = 0). In the polar transform, as p moves from 0 
to 1, the smoothing spline changes from one extreme to the other. (See Fig. 11) 

Using Radon transform for MF generation have several benefits such as Translation, 
Rotation and Scaling in IT2 FPM. (Miao et al., 2012). 

     0 0 0, ( , ,R f x x y y P r r      , (32) 

     , ( , ,R f xcos ysin xcos ysin P              (33) 
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 (34) 
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Figure 11. A sample of polar memberships function, As p moves from 0 to 1, the smoothing spline 
changes from one extreme to the other. 

Where 0 0 0   r x cos y sin   θ, is the scaling factor and  is the rotation angle. A rotation of 
 ,  f x y  by angle  leads to a translation of  ,P    in the variable θ. A scaling of  ,  f x y  

results in a scaling in the  coordinate, as well as an intensity scaling of  ,P   . (Miao et al., 
2012). For the Fuzzy Polar based Method, we proposed use the following heuristic 
approach. This method consists of seven steps to obtain the 3D membership function in the 
polar domain. 

Step 1. Three Dimensional Surface (3D Data), Using Radon transform generate the 3D 
surface from image and construct 3D data surface. 

Step 2. Three Dimensional Polar Surface (3D Polar), Transfer data to the polar domain and 
uniform data in multi-scale.  

Step 3. Polar Histogram Generator (PHG), generates polar histogram in all direction using 
polar histogram generator. 

Step 4. Approximate Smoother fitting parameters (SF), Perform SF parameter to obtain the 
approximate parameter value (p). 

Step 5. Polar Smooth Generator (PSG) smooths the histogram of the overall polar surface. 
Step 6. Perform PSG fitting for the upper and lower histogram values. 
Step 7. Determine PFMF, by normalizing the height of the upper PSG and LMF by the 

lower PSG. 
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On advantages of T2 PFM method is decrease on computational load in comparison with 
histogram based IT2 FMF. According our proposed method computational load can 
decrease, due to the stimulatory dimension in muli-scale surface and decrease 
computational load because of modified histogram smoothing process and fitting. Instead 
finding the one-dimensional UMF and LMF for each class label and feature which used by 
histogram based method, we fired all points in polar system with a cubic-spline. Next, we 
obtain the overall UMF and LMF Simultaneously. To obtain the generated IT2 PMF, it 
essential the three polar FOU (3D PFOU) be calculated. The UMF and LMF are designed by 
refitting cubic-spline. According proposed method the smoothed histograms have values 
that are above or below the mother fitted surface. Fig. 12a shows the one example 
constructed by polar upper and lower cubic-spline functions. 

 

 

 

 
Figure 12. A)Three dimensional domain polar upper bound and lower bound, b) FOU for 3D polar 
fuzzy sets, (3D PFOU) 

Using the upper and lower mother surface, to obtain the 3D PFOU, the PUMFs and PLMFs 
surface are designed. The UMF and LMFs surface normalized. Fig. 12,b. shows the IT2 PMF 
obtained by our proposed method. The shaded region between the 3D UMF and 3D LMF 
indicates the 3D PFOU. As shown in the Fig.13, our proposed method can effectively design 
IT2 FMFs based on the distribution of the input 3D data. The 3D PFOU can be expressed as 

	 PFOU , min ,min
x X x X

A PFOU A PFOU A PFOU A PFOU A
    

 

                                                                
 

 

(35) 

where PFOU A
 

  
 

is the UMF, PFOU A
 

  
 

s the LMF, and i is the feature number. 
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Figure 13. Heuristic based IT2 FPM generation method 
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4.2.1. A measure of polar ultrafuzziness 

Polar ultrafuzzy can be calculated based on 3DMF fuzzy set. Such as defuzzifcation method 
proposed in measure of surface ultrafuzziness in section 4.1.1., type II membership function 
must be in [0,1]. Similaraway, normalization must be used for 3D PMF generation by 
division every point at (  , )   by max 3D PRT.  

 

 

1

(3  )( , )
( , )  

(3  )( , )  

 
,     

 

hh
D PMF

h
D PMF

v
PN

max v

 
 

 

      
  
  

  (36) 
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(3  )( , )
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hh
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h
DRT

v
H

max v

 
 

 



      
  
  

 (37) 

and  

 
 

1

2
(3 )( , )

( , )  
0 0 (3 )( , )  

 1 ,
2 2  

hhr
DMF

i j h h
DRT

v
GR d d

r max v

      
  
  

 


 

 

 


 (38) 

where, ��� denotes the size of 3DPMF platform,H is high polar platform [0,1]H , (1, )h   
and (3 )( , ) h

DRTv    is 3DMF value in the position �	���	�. In thresholding, selection H 
controller can use for select an optimum threshold based on type II fuzzy. Select a bigger H 
is worth a more enhanced maximum value. In order to define a type II fuzzy set in polar 
domain, first we develop a type I fuzzy set and assign upper and lower membership 
degrees to each element to (re)construct the footprint of uncertainty in polar system (Fig. 
14). Hear we select H=0 to calculate the real 3D PMF. In polar system the definition for 
uncertainty is slightly deferent 3D FMF. Uncertainty can present in ring and height which 
reflect to polar memberships function. (Fig. 16) For example, when Radon Transform is 
applied to wavelet modulus, a distress (crack) is transformed into a peak in radon domain. 
Originally, every distress reflects to RT and has different intensity in 3DMF histograms. For 
example mean of 3D PRT have variety range. According to the above Eq. 38 the max GR 
must be equal 1. Similaty 3D FMF method, in 3D PMF, the amount of ultrafuzziness will 
increase by rising uncertainly bound.  

The extreme case of maximal ultrafuzziness in polar system, equal 1, is worth to completely 
vagueness. Based on Pal and Bezdek (1994) research on several fuzziness index, two general 
classes proposed by them was additive and multiplicative class (Pal and Bezdek, 1994). 
Based on Kufmann’s Index of fuzziness for a set � � ��(�),	 
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   2 ( , )near
ka kH A d P P

n
 

  
 

 (39) 

Where, k R ,d is a metric, and nearA  is the crisp set close to the P. generally, based on 
d,weigh of k determined. The ( , )neard P P  and linear or quadratic ( )kaH P  can be determined 
by q-norms such as 3D FMF, 

 

1 1
  

( , ) ,( , ) 1 ,
1 1

2(  , ) ,, ) (near near

q qn nq qnear
ka iA P i

i iq

d P P H q P

n
   

   
 

 
    
              

 

   (40) 

Where 1,q   .	Based on Tizhoosh ultrafuzziness index, we developed a new index in 
continues polar domain (Tizhoosh, 2005), 

    
2  

( , ) ( , )2
0 0

1 ( ) ( ) ,
4

r

U LP g g d d


       


    (41) 

Where     1/
U Ag g


  

   and     1/
,AL g g


  

   and in general term it present as 

follow,  

    
2 1

 
( , ) ( , )2

0 0 0

1 ( ) ( )  ( )  . .  
4

r

U LP g g h g d d dh


       


     (42) 

A measure of ultrafuzziness ��	for a polar 3D FMF in 24 , polar 3D FMF and the 
membership function	 ( , )P     can be developed as follows: 

 
 

1
2

( , ) ( , )1
0 0

1   ( ) ( ) ,
qr q

U L
q

P g g
Area



     

 
  
   
     

 

   

  
 

1
2  

( , ) ( , ) ( , )1
0 0

1  ( ) ( )  0
qr q

U L
q

PMF g g d d
T T

Area



         

 
   
    

       
 

   (43) 

The variation in the polar space can be measured by this method, therefore the new Index 
introduced in polar dimensional domain of FOU for 3D polar fuzzy sets, (3D PFOU). This 
method can resolve the problems about the discontinues domain and in a same time reduce 
on dimension by using polar transform. (see Fig 15, 16).  

Similarly, Kaufmann conditions consists of Minimum ultrafuzziness, Maximum ultrafuzziness, 
Equal ultrafuzziness and Reduced ultrafuzziness evaluated for polar method (Kaufmann, 1975). 
Polar Index is qualified for measure of ultrafuzziness in 3D polar domain with these conditions.  
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Figure 14. Basic rules for construction 3D polar fuzzy type II memebership function. 

 

 
Figure 15. Three dimensional polar domain of FOU for 3D fuzzy sets, (3D PFOU) 
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Figure 16. Example of Three polar FOU for 3D fuzzy sets, (3D PFOU) using proposed algorithm 

1. IF �(���) consider as a type I polar fuzzy set Then ��(���) = ��(���) AND ��(�) = 0 

  
 

1
2

( , ) ( , )1
0 0

1  ( ) ( ) 0  [1, ). 
qr q

U L
q

P g g for q
Area



     

 
  
      
     

 

   (44) 

2.  IF    , , 1u L       (high ambiguity) Then   1P   
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 

1
2

( , ) ( , )1
0 0

1  ( ) ( ) 1  [1, ).
qr q

U L
q

P g g for q
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

     

 
  
      
     

 

   (45) 

3.    P P   . Where  P  is type II fuzzy set and it’s complement set can be determined 

by 1-  ,u    and 1-  ,L   , therefore complement set defined as follow 
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   

   
  

 (46) 

Where  0U LH H  , for the complement set, the ultrafuzziness �� is equal: 
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qr q
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

      

 
  

              
 

     (47) 

4. IF ( , ) ( , )3 3 d cDPFOU DPFOU    Then    ( , ) ( , )d cP P     .	 

4.2.2. Finding the optimum interval 3D PMF 

The general approach for 3DMF based on upper and lower MF is equal: 

 
       , ,

 ,
, 2 , ,  

2P L P U PIT PMF g OR g   

  
      

 
             


 (48) 

Where  P  is polar ultra fuzzy coefficient and  ,    �� ultra fuzzy value for  ,u    and 

 ,L   , in upper and lower bound. For example, Fig.16 presents the principle polar 
memberships function of the interval type 2 polar fuzzy sets in position  ,  .	 

5. Polar fuzzy type-2 approximate reasoning  

In this part, basic theory of fuzzy polar rule interpolation in fuzzy rule based will be 
presented for polar membership’s function of type -2 fuzzy sets. Lets us show polar fuzzy 
rules with multiple antecedent and single consequent based on T2 PMF rules, Multi Input 
Single Output (MISO): 

Rule 1: If 1X  is 11( )PA


 & 2X  is 12( )PA


 & … & mX  is 1( ) mPA


 Then Y is 1 ( )PC


  

Rule 2: If 1X  is 21( )PA


 & 2X  is 22( )PA


 & … & �� is �������)��Then Y is 2 ( )PC

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Rule n: If 1X  is 1( )nPA


 & 2X  is 2( )nPA


 & … & mX  is ( )nmPA


 Then Y is  ( )nPC


  

Where �� denotes the pth T2-PFM antecedent and Y denote the T2- PFM consequence. 

( )nmPA


 is the n,m th consequence of T2-PFM fuzzy set of Rule n. According polar  

MISO method, fuzzy interpolative polar reasoning result which denoted by  

 

P
 

  
 

 can be extracted based on observation polar fuzzy set O
 

  
 

.  

Observation: If 1X  is 1( )O


 & �� is 2( )O


 & … & mX  is ( )mO


  

Conclusions: O


 is P


.	 
This method at the first glance, is similar to method which proposed by Chen & Chang 
(2011) under the title of “fuzzy rule interpolation based on principle membership functions 
and uncertainty grad function of interval type-2 fuzzy sets”; however, the main difference 
between our proposed method with their method relay in type decreasing (Chen & Chang, 
2011). Based on Chen & Chang (2011) method first type -2 reduced by type-1, then MISO 
applied, but in our method first MISO applied separately on upper and lower. After that the 

type-2 polar reasoning result which denoted by P
 

  
 

 extracted and interval 3D PMF 

calculated based on section 4.2 theories. This method can be expanded for Multi Input Multi 
Output (MIMO) systems based on polar T2 PMF’s. For example lets us show polar fuzzy 
rules with multiple antecedents and multiple consequent based on T2 PMF rules, Multi 
Input Multi Output (MIMO): 

Rule 1: If �� is 11( )PA


 & … & mX  is 1( ) mPA


 Then Y is 11  ( )PC


 & 12( )PC


 & …& 1( ) rPC


  

Rule 2: If 1X  is 21( )PA


 & … & mX  is 2( ) mPA


 Then Y is 21 ( )PC


 & 22( )PC


 & …& 2( ) rPC


  

Rule n: If �� is 1( )nPA


 & … & �� is ( )nmPA


 Then Y is 1( )nPC


 & 2( )nPC


 & …& ( )nrPC


  

Observation: If 1X  is 1( )O


 & … & mX  is ( )rO


  

Conclusions: O


 is 1P


 & 2P


 & …& rP


. 

where, such as polar MISO, �� denotes the pth T2-PFM antecedent and Y denote the  

T2- PFM consequence which expanded in ( )nrPC


, r denote the number of consequence in 

rule n.  
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( )nmPA


 is the n,m th consequence of T2-PFM fuzzy set of Rule n. According polar MIMO 

method, fuzzy interpolative polar reasoning result which denoted by Pr
 
 
 
 

 can be extracted 

based on observation polar fuzzy set O
 

  
 

 in window r for conscience r.  

Logical and Mamdani, in the linguistic models considered as prepositions. The general form 
of these linguistic rules shows as: 

Mamdani:  

If  is 
1n

PA
 

  
 

 & … & mX  is 
nm

PA
 

  
 

 Then Y is 
1 n

PC
 

  
 

 & 
2n

PC
 

  
 

 & …& 
nr

PC
 

  
 

  

Logical:  

If  is 



1n

PA
 
 
  
 

           

 & … &  is 



nm

PA
 
 
  
 

           

Then Y is 
1n

PC
 

  
 

 & 
2n

PC
 

  
 

 & …& 
nr

PC
 

  
 

  

Where 
nm

PA
 

  
 

 is the T2 PFM as an antecedent variable in polar system 
nr

PC
 

  
 

 is the 

consequent variable, n denotes to number of rule and r denoted to r denote the number of 

consequences and 



1n

PA
 
 
  
 

           

 is complement of the T2 PFM as an antecedent variable in 

polar system. Concrete effective model proposed by Yager, is a complex method for 
combination of these two models, presented as follow: 

 ( ) (1 )( )y L MP P P 
  
    (49) 

Where yP


 is the Yager result(complex model), ( )LP


 is result of polar type-2 fuzzy under 
logical model, MP


 is consequents of mamdani model and is control factor which move 

from 0 to 1. (Fazel et al. 2009). The defuzzication method for every must be computed 
based on theory which presented in section 4.2. Defuzzification agent in polar system 
constructed as three steps,  

Step 1. Calculate the center of area in , in which defined from 0, to (Gold Veins Root)  
Step 2. Plot the fuzzy Gold veins determined from first step.  
Step 3. Calculate the center of Gold veins and consider it as defuzzify conclusion result.  
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In step 1, center of area or center of gravity can be calculated in polar system using eq.38, 
which is a most common model used :  

          
  

, ,
0

1   . . .
r

U LC g g d
Area         



   
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     

  (50) 

and  
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r q q
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                     
  (51) 

Gold Veins Root is a vector consist of paired   , C  , which is shows the direction center 
of gravity and it present a useful information from membership function variance and crisp 
result without type reduction.  mC   is a modified Gold Veins Root that can be control the 
final defuzzication result, in which q play a defuzzifer role. An example of Gold Veins Root 
extracted from polar T2 PMF is depicted in Fig.17. Two result from original and modified 
center of gravity by q=3, present in Fig 17. 

 
Figure 17. Gold Veins Root in T2 PMF 

In order to effectively implementation and test proposed model in some applications such as 
prediction problem and pattern recognition, such as the other models in fuzzy, we need set 
in motion to product a crisp result. We chose a heuristic function to generate a best crisp 
defuuzy value from Gold Veins Root, based on Eq.51 

 
 max min( )

2
GVR GVR

C
 
 
  

 (52) 

For the case Fig.18, C=96.33 worth in blurred section from 200,400  , provided good 
prediction orientation and radios for extension of T2 PFM. Now we present a logical method 
for type -2 in 3D techniques. Remove type reduction; turn T2 PMF as faster than existing 
techniques and to be more accurate model for type-2 inference techniques because of 
combination Logical & Mamdani models. 
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Figure 18. a) Input T2 PMF longitudinal cracking, b)Final difuzzification points longitudinal Cracking, 
c) Input T2 PMF transverse cracking, d)Final difuzzification points transverse Cracking, e) Input T2PMF 
diagonal cracking, f)Final difuzzification points diagonal Cracking, g) Input T2 PMF block cracking, 
h)Final difuzzification points block Cracking, i) Input T2 PMF aligator cracking, j)Final difuzzification 
points alligator Cracking. 
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6. Conclusions  

In this chapter the basic concepts of new fuzzy sets, three dimensional (3D) memberships 
and how they are applied in the design of type-1 and type-2 fuzzy thresholding in control 
systems are presented. The robustness of a system highly depends on automatic 
fuzzification and membership functions shape and defuzzification. The related 
methodology and theoretical base are discussed, using real examples in automatic control in 
civil engineering. Selection of a supper membership function is a golden key in fuzzy 
controls. A robust method to consider the uncertainty of membership values by using 
flexible thresholding for controller problems proposed in the special a polar domain 
presented in this chapter. Different fuzzy membership functions may have various impacts 
on the systems and, then, different thresholds in control problems. To solve this problem, 
type II fuzzy thresholding is recommended. The upper and lower membership functions 
promote this dilemma; however the figure of uncertainty (FOU) has a fixed value that is 
equal to one, in all the upper and lower membership function. Type-2 fuzzy logic can 
effectively improve the control characteristic by using FOU of the membership functions.  

A new fuzzy thresholding (flexible thresholding) technique developed, which processes 
threshold as a flexible type-2 fuzzy sets. Experimental results are provided in order to 
demonstrate the usefulness of the proposed approach. A review of types of fuzzy threshold 
methods in control problems provided and their algorithms presented. In type-2 thresholding 
method, measurement of fuzziness gives a quantitative index to vagueness. To quantify the 
object fuzziness, a suitable membership function based on thresholding for control problems 
introduced. A measure for ultra-fuzziness in 3D fuzzy model is proposed. A new method for 
thresholding algorithm based on 3D type-2 fuzzy and selection the optimum thresholding in 
3D surface are addressed. By an example the validity of novel fuzzy algorithm in control 
systems, based on three dimensional membership functions demonstrated. 

This paper presents a new type of fuzzy membership functions and uncertainly grade in the 
frame of polar systems. The proposed method can be used and generalized for several 
problems; however in this paper we present implementation of polar fuzzy type-2(PFT2) as 
a part of Hybrid expert system for pavement distress detection and classification.  

Vast applications are predicted this fuzzy reasoning. The central idea of this work was to 
introduce the application of polar type II fuzzy sets.  

The most important aspect of the proposed model is the ability of self-organization of the 
membership function and initial height platform without requiring programming. 

Additional experiments reinforced this conclusion. More extensive investigations on other 
measures of ultrafuzziness and the effect of parameters influencing the width/length of FOU 
should certainly be conducted. 
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1. Introduction
Research on control of non-linear systems over the years has produced many results: control
based on linearization, global feedback linearization, non-linear H∞ control, sliding mode
control, variable structure control, state dependent Riccati equation control, etc [5]. This
chapter will focus on fuzzy control techniques. Fuzzy control systems have recently shown
growing popularity in non-linear system control applications. A fuzzy control system is
essentially an effective way to decompose the task of non-linear system control into a group
of local linear controls based on a set of design-specific model rules. Fuzzy control also
provides a mechanism to blend these local linear control problems all together to achieve
overall control of the original non-linear system. In this regard, fuzzy control technique has its
unique advantage over other kinds of non-linear control techniques. Latest research on fuzzy
control systems design is aimed to improve the optimality and robustness of the controller
performance by combining the advantage of modern control theory with the Takagi-Sugeno
fuzzy model [7–10, 13, 14].

In this chapter, we address the non-linear state feedback control design of both
continuous-time and discrete-time non-linear fuzzy control systems using the Linear Matrix
Inequality (LMI) approach. We characterize the solution of the non-linear control problem
with the LMI, which provides a sufficient condition for satisfying various performance
criteria. A preliminary investigation into the LMI approach to non-linear fuzzy control
systems can be found in [7, 8, 13]. The purpose behind this novel approach is to convert
a non-linear system control problem into a convex optimization problem which is solved
by a LMI at each time. The recent development in convex optimization provides efficient
algorithms for solving LMIs. If a solution can be expressed in a LMI form, then there exist
optimization algorithms providing efficient global numerical solutions [3]. Therefore if the
LMI is feasible, then LMI control technique provides globally stable solutions satisfying the
corresponding mixed performance criteria [4, 6, 15–20]. We further propose to employ mixed
performance criteria to design the controller guaranteeing the quadratic sub-optimality with
inherent stability property in combination with dissipative type of disturbance attenuation.

©2012Wang et al., licensee InTech. This is an open access chapter distributed under the terms of the
Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits
unrestricted use, distribution, and reproduction in any medium, provided the original work is properly
cited.
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In the following sections, we first introduce the Takagi-Sugeno fuzzy modelling for non-linear
systems in both continuous time and discrete time. We then propose the general performance
criteria in section 3. Then, the LMI control solutions are derived to characterize the
optimal and robust fuzzy control of continuous time and discrete time non-linear systems,
respectively. The inverted pendulum system control is used as an illustrative example to
demonstrate the effectiveness and robustness of our proposed approaches.

The following notation is used in this work: x ∈ Rn denotes n-dimensional real vector with
norm �x� = (xT x)1/2 where (.)T indicates transpose. A ≥ 0 for a symmetric matrix denotes
a positive semi-definite matrix. L2 and l2 denotes the space of infinite sequences of finite
dimensional random vectors with finite energy, i.e.

∫ ∞
0 �xt�2 < ∞ in continuous-time, and

Σ∞
k=0�xk�2 < ∞ in discrete-time, respectively.

2. Takagi-Sugeno system model
The importance of the Takagi-Sugeno fuzzy system model is that it provides an effective way
to decompose a complicated non-linear system into local dynamical relations and express
those local dynamics of each fuzzy implication rule by a linear system model. The overall
fuzzy non-linear system model is achieved by fuzzy “blending” of the linear system models,
so that the overall non-linear control performance is achieved. Both of the continuous-time
and the discrete-time system models are summarized below.

2.1. Continuous-time Takagi-Sugeno system model

The ith rule of the Takagi-Sugeno fuzzy model can be expressed by the following forms:

Model Rule i:
If ϕ1(t) is Mi1,ϕ2(t) is Mi2,... and ϕp(t) is Mip,
Then the input-affine continuous-time fuzzy system equation is:

ẋ(t) = Aix(t) + Biu(t) + Fiw(t)
y(t) = Cix(t) + Diu(t) + Ziw(t)

i = 1, 2, 3, ..., r (1)

where x(t) ∈ Rn is the state vector, u(t) ∈ Rm is the control input vector, y(t) ∈ Rq is
the performance output vector, w(t) ∈ Rs is L2 type of disturbance, r is the total number of
model rules, Mij is the fuzzy set. The coefficient matrices are Ai ∈ Rn×n, Bi ∈ Rn×m, Fi ∈
Rn×s, Ci ∈ Rq×n, Di ∈ Rq×m, Zi ∈ Rq×s. And ϕ1, ..., ϕp are known premise variables, which
can be functions of state variables, external disturbance and time.

It is assumed that the premises are not the function of the input vector u(t), which is needed
to avoid the defuzzification process of fuzzy controller. If we use ϕ(t) to denote the vector
containing all the individual elements ϕ1(t), ϕ2(t), ..., ϕp(t), then the overall fuzzy system is

ẋ(t) =
∑r

i=1 gi(ϕ(t))[Aix(t) + Biu(t) + Fiw(t)]
∑r

i=1 gi(ϕ(t))
=

r

∑
i=1

hi(ϕ(t))[Aix(t) + Biu(t) + Fiw(t)]

y(t) =
∑r

i=1 gi(ϕ(t))[Cix(t) + Diu(t) + Ziw(t)]
∑r

i=1 gi(ϕ(t))
=

r

∑
i=1

hi(ϕ(t))[Cix(t) + Diu(t) + Ziw(t)] (2)
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where

ϕ(t) = [ϕ1(t), ϕ2(t), ..., ϕp(t)] (3)

gi(ϕ(t)) =
p

∏
j=1

Mij(ϕj(t)) (4)

hi(ϕ(t)) =
gi(ϕ(t))

∑r
i=1 gi(ϕ(t))

(5)

for all time t. The term Mij(ϕj(t)) is the grade membership function of φj(t) in Mij.

Since, the following properties hold

r

∑
i=1

gi(ϕ(t)) > 0

gi(ϕ(t)) ≥ 0, i = 1, 2, 3, ..., r (6)

We have
r

∑
i=1

hi(ϕ(t)) = 1

hi(ϕ(t)) ≥ 0, i = 1, 2, 3, ..., r (7)

for all time t.

It is assumed that the state feedback is available and the non-linear state feedback control
input is given by

u(t) = −
r

∑
i=1

hi(ϕ(t))Kix(t) (8)

Substituting this into the system and performance output equation, we have

ẋ(t) =
r

∑
i=1

r

∑
j=1

hi(ϕ(t))hj(ϕ(t))(Ai − BiKj)x(t) +
r

∑
i=1

hi(ϕ(t))Fiw(t)

y(t) =
r

∑
i=1

r

∑
j=1

hi(ϕ(t))hj(ϕ(t))(Ci − DiKj)x(k) +
r

∑
i=1

hi(ϕ(t))Ziw(t) (9)

Using the notation

Gij = Ai − BiKj

Hij = Ci − DiKj (10)

then the system equation becomes

ẋ(t) =
r

∑
i=1

r

∑
j=1

hi(ϕ(t))hj(ϕ(t))Gijx(t) +
r

∑
i=1

hi(ϕ(t))Fiw(t)

y(t) =
r

∑
i=1

r

∑
j=1

hi(ϕ(t))hj(ϕ(t))Hijx(t) +
r

∑
i=1

hi(ϕ(t))Ziw(t) (11)
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2.2. Discrete-time Takagi-Sugeno system model

At time step k, the ith rule of the Takagi-Sugeno fuzzy model can be expressed by the following
forms:

Model Rule i:
If ϕ1(k) is Mi1,ϕ2(k) is Mi2,... and ϕp(k) is Mip,
Then the input-affine discrete-time fuzzy system equation is:

x(k + 1) = Aix(k) + Biu(k) + Fiw(k)
y(k) = Cix(k) + Diu(k) + Ziw(k)

i = 1, 2, 3, ..., r (12)

where x(k) ∈ Rn is the state vector, u(k) ∈ Rm is the control input vector, y(k) ∈ Rq is
the performance output vector, w(k) ∈ Rs is l2 type of disturbance, r is the total number of
model rules, Mij is the fuzzy set. The coefficient matrices are Ai ∈ Rn×n, Bi ∈ Rn×m, Fi ∈
Rn×s, Ci ∈ Rq×n, Di ∈ Rq×m, Zi ∈ Rq×s. And ϕ1, ..., ϕp are known premise variables which
can be functions of state variables, external disturbance and time.

It is assumed that the premises are not the function of the input vector u(k), which is needed
to avoid the defuzzification process of fuzzy controller. If we use ϕ(k) to denote the vector
containing all the individual elements ϕ1(k), ϕ2(k), ..., ϕp(k), then the overall fuzzy system is

x(k+1)=
∑r

i=1 gi(ϕ(k))Aix(k)+Biu(k)+Fiw(k)
∑r

i=1 gi(ϕ(k))
=

r

∑
i=1

hi(ϕ(k))Aix(k)+Biu(k)+Fiw(k)

y(k)=
∑r

i=1 gi(ϕ(k))Cix(k)+Diu(k)+Ziw(k)
∑r

i=1 gi(ϕ(k))
=

r

∑
i=1

hi(ϕ(k))Cix(k)+Diu(k)+Ziw(k) (13)

where

ϕ(k) = [ϕ1(k), ϕ2(k), ..., ϕp(k)] (14)

gi(ϕ(k)) =
p

∏
j=1

Mij(ϕj(k)) (15)

hi(ϕ(k)) =
gi(ϕ(k))

∑r
i=1 gi(ϕ(k))

(16)

for all k. The term Mij(ϕj(k)) is the grade membership function of φj(k) in Mij.

Since, the following properties hold

r

∑
i=1

gi(ϕ(k)) > 0

gi(ϕ(k)) ≥ 0, i = 1, 2, 3, ..., r (17)

We have
r

∑
i=1

hi(ϕ(k)) = 1

hi(ϕ(k)) ≥ 0, i = 1, 2, 3, ..., r (18)
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for all k.

It is assumed that the state feedback is available and the non-linear state feedback control
input is given by

u(k) = −
r

∑
i=1

hi(ϕ(k))Kix(k) (19)

Substituting this into the system and performance output equation, we have

x(k + 1) =
r

∑
i=1

r

∑
j=1

hi(ϕ(k))hj(ϕ(k))(Ai − BiKj)x(k) +
r

∑
i=1

hi(ϕ(k))Fiw(k)

y(k) =
r

∑
i=1

r

∑
j=1

hi(ϕ(k))hj(ϕ(k))(Ci − DiKj)x(k) +
r

∑
i=1

hi(ϕ(k))Ziw(k) (20)

Using the notation

Gij = Ai − BiKj

Hij = Ci − DiKj (21)

then the system equation becomes

x(k + 1) =
r

∑
i=1

r

∑
j=1

hi(ϕ(k))hj(ϕ(k))Gijx(k) +
r

∑
i=1

hi(ϕ(k))Fiw(k)

y(k) =
r

∑
i=1

r

∑
j=1

hi(ϕ(k))hj(ϕ(k))Hijx(k) +
r

∑
i=1

hi(ϕ(k))Ziw(k) (22)

3. General performance criteria

In this section, we propose the general performance criteria for non-linear control design,
which yields a mixed Non-Linear Quadratic Regular (NLQR) in combination with H∞ or
dissipative performance index. The commonly used system performance criteria, including
bounded-realness, positive-realness, sector boundedness and quadratic cost criterion, become
special cases of the general performance criteria. Both the continuous-time and discrete-time
general performance criteria are given below:

3.1. Continuous-time general performance criteria

Consider the quadratic Lyapunov function

V(t) = xT(t)Px(t) > 0 (23)

for the following difference inequality

V̇(t) + xT(t)Qx(t) + uT(t)Ru(t) + αyT(t)y(t)− βyT(t)w(t) + γwT(t)w(t) ≤ 0 (24)

with Q > 0, R > 0 functions of x(t).
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Note that upon integration over time from 0 to Tf , (24) yields

V(Tf ) +
∫ Tf

0
[(xT(t)Qx(t) + uT(t)Ru(t)]dt +

∫ Tf

0
[αyT(t)y(t)− βyT(t)w(t) + γwT(t)w(t)]dt ≤ V(0) (25)

By properly specifying the value of weighing matrices Q, R, Ci, Di, Zi and α, β, γ, mixed
performance criteria can be used in non-linear control design, which yields a mixed
Non-linear Quadratic Regulator (NLQR) in combination with dissipative type performance
index with disturbance reduction capability. For example, if we take α = 1, β = 0, γ < 0, (25)
yields

V(Tf ) +
∫ Tf

0
[(xT(t)Qx(t) + uT(t)Ru(t) + yT(t)y(t)]dt +

≤ V(0)− γ
∫ Tf

0
[wT(t)w(t)]dt (26)

which is a mixed NLQR − H∞ Design [16–18].

Other possible performance criteria which can be used in this framework with various design
parameters α, β, γ are given in Table.1. Design coefficients α and γ can be maximized or
minimized to optimize the controller behavior. It should also be noted that the satisfaction of
any of the criteria in Table 1 will also guarantee asymptotic stability of the controlled system.

3.2. Discrete-time general performance criteria

Consider the quadratic Lyapunov function

V(k) = xT(k)Px(k) (27)

for the following difference inequality

V(k + 1)− V(k) + xT(k)Qx(k) + uT(k)Ru(k) + αyT(k)y(k)− βyT(k)w(k) + γwT(k)w(k) ≤ 0
(28)

with Q > 0, R > 0 functions of x(k).

Note that upon summation over k, (28) yields

V(N) +
N−1

∑
k=0

(xT(k)Qx(k) + uT(k)Ru(k) + αyT(k)y(k)− βyT(k)w(k) + γwT(k)w(k)) ≤ V(0)

(29)
By properly specifying the value of weighing matrices Q, R, Ci, Di, Zi and α, β, γ, mixed
performance criteria can be used in non-linear control design, which yields a mixed
Non-linear Quadratic Regulator (NLQR) in combination with dissipative type performance
index with disturbance reduction capability. For example, if we take α = 1, β = 0, γ < 0, (29)
yields

V(N) +
N−1

∑
k=0

(xT(k)Qx(k) + uT(k)Ru(k) + αyT(k)y(k)) ≤ V(0)− γ
N−1

∑
k=0

wT(k)w(k) (30)
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which is a mixed NLQR− H∞ Design [16–18]. In (19), γ can be minimized to achieve a smaller
l2 − l2 or H∞ gain for the closed loop system.

Other possible performance criteria which can be used in this framework with various design
parameters α, β, γ are given in Table.1. Design coefficients α and γ can be maximized or
minimized to optimize the controller behavior. It should also be noted that the satisfaction of
any of the criteria in Table 1 will also guarantee asymptotic stability of the controlled system.

α β γ Performance Criteria
1 0 <0 NLQR −H∞ Design
0 1 0 NLQR − Passivity Design
0 1 >0 NLQR − Input Strict Passivity Design

>0 1 0 NLQR − Output Strict Passivity Design
>0 1 >0 NLQR − Very Strict Passivity

Table 1. Various performance criteria in a general framework

4. Fuzzy LMI control of continuous time non-linear systems with general
performance criteria

The main results of this chapter are summarized in section 4 and section 5. The following
theorem provides the fuzzy LMI control to the continuous time non-linear systems with
general performance criteria.

Theorem 1 Given the system model and performance output (2) and control input (8), if there
exist matrices S = P−1 > 0 for all t ≥ 0, such that the following LMI holds:

⎡
⎢⎢⎢⎢⎣

Λ11 Λ12 Λ13 Λ14 Λ15
∗ Λ22 Λ23 0 0
∗ ∗ I 0 0
∗ ∗ ∗ R−1 0
∗ ∗ ∗ ∗ I

⎤
⎥⎥⎥⎥⎦
≥ 0 (31)

where

Λ11 = −1
2
[SAT

i − MjBT
i + SAT

j − MT
i BT

j + AiS − Bi Mj + AjS − Bj Mi]

Λ12 = −1
2
(Fi + Fj) +

β

4
[SCT

i − MjDT
i + SCT

j − MT
i DT

j ]

Λ13 =
1
2

α1/2[SCT
i − MjDT

i + SCT
j − MT

i DT
j ]

Λ14 =
1
2
(MT

i + MT
j )

Λ15 = SQT/2

Λ22 = −γI +
1
2

β(Zi + Zj)
T

Λ23 =
1
2

α1/2[Zi + Zj]
T (32)
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using the notation
Mi = KiP−1 = KiS (33)

then inequality (24) is satisfied.

Proof
By applying system model and performance output (2)(11), and state feedback input (8), the
performance index inequality (24) becomes

[
r

∑
i=1

r

∑
j=1

hi(ϕ(t))hj(ϕ(t))Gijx(t) +
r

∑
i=1

hi(ϕ(t))Fiw(t)]T Px(t) +

xT(t)P[
r

∑
i=1

r

∑
j=1

hi(ϕ(t))hj(ϕ(t))Gijx(t) +
r

∑
i=1

hi(ϕ(t))Fiw(t)] +

xT(t)Qx(t) + [−
r

∑
i=1

hi ϕ(t)Kix(t)]T R[−
r

∑
i=1

hi ϕ(t)Kix(t)]

α[
r

∑
i=1

r

∑
j=1

hi(ϕ(t))hj(ϕ(t))Hijx(t) +
r

∑
i=1

hi(ϕ(t))Ziw(t)]T

×[
r

∑
i=1

r

∑
j=1

hi(ϕ(t))hj(ϕ(t))Hijx(t) +
r

∑
i=1

hi(ϕ(t))Ziw(t)]

−β[
r

∑
i=1

r

∑
j=1

hi(ϕ(t))hj(ϕ(t))Hijx(t) +
r

∑
i=1

hi(ϕ(t))Ziw(t)]T × w(t)

+γwT(t)w(t) ≤ 0 (34)

Inequality (34) is equivalent to

[
xT(t) wT(t)

]×
[

Δ11 Δ12
∗ Δ22

]
×

[
x(t)
w(t)

]
≤ 0 (35)

where

Δ11 = (∑
i

∑
j

hihjGij)
T P + P(∑

i
∑

j
hihjGij) + Q + [∑

i
hiKi]

T R[∑
i

hiKi] +

α[∑
i

∑
j

hihj Hij]
T [∑

i
∑

j
hihj Hij]

Δ12 = P(∑
i

hiFi) + α[∑
i

∑
j

hihj Hij]
T [∑

i
hiZi]− β

2
[∑

i
∑

j
hihj Hij]

T

Δ22 = γI + α[∑
i

hiZi]
T [∑

i
hiZi]− β[∑

i
hiZi]

T (36)

Inequality (35) can be rewritten as
[

Θ11 Θ12
∗ Θ22

]
− α

[
[∑i ∑j hihj Hij]

T

[∑i hiZi]
T

]
× [

[∑i ∑j hihj Hij] [∑i hiZi]
] ≥ 0 (37)
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where

Θ11 = −(∑
i

∑
j

hihjGij)
T P − P(∑

i
∑

j
hihjGij)− Q − [∑

i
hiKi]

T R[∑
i

hiKi]

Θ12 = −P(∑
i

hiFi) +
β

2
[∑

i
∑

j
hihj Hij]

T

Θ22 = −γI + β[∑
i

hiZi]
T (38)

By applying Schur complement to inequality (37), we have
⎡
⎣

Θ11 Θ12 α1/2[∑i ∑j hihj Hij]
T

∗ Θ22 α1/2[∑i hiZi]
T

∗ ∗ I

⎤
⎦ ≥ 0 (39)

Similarly, inequality (39) can also be written as
⎡
⎣

Φ11 Φ12 α1/2[∑i ∑j hihj Hij]
T

∗ Φ22 α1/2[∑i hiZi]
T

∗ ∗ I

⎤
⎦−

⎡
⎣
[∑i hiKi]

T

0
0

⎤
⎦ R

�
[∑i hiKi] 0 0

� ≥ 0 (40)

where

Φ11 = −(∑
i

∑
j

hihjGij)
T P − P(∑

i
∑

j
hihjGij)− Q

Φ12 = −P(∑
i

hiFi) +
β

2
[∑

i
∑

j
hihj Hij]

T

Φ22 = −γI + β[∑
i

hiZi]
T (41)

By applying Schur complement again to (40), we have

⎡
⎢⎢⎢⎢⎢⎣

Φ11 Φ12 α1/2[∑i ∑j hihj Hij]
T [∑i hiKi]

T

∗ Φ22 α1/2[∑i hiZi]
T 0

∗ ∗ I 0

∗ ∗ ∗ R−1

⎤
⎥⎥⎥⎥⎥⎦
≥ 0 (42)

Equivalently, we have

∑
i

∑
j

hihj ×

⎡
⎢⎢⎢⎢⎢⎣

Γ11 Γ12 Γ13 Γ14

∗ Γ22 Γ23 0

∗ ∗ I 0

∗ ∗ ∗ R−1

⎤
⎥⎥⎥⎥⎥⎦
≥ 0 (43)
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where

Γ11 = −1
2
[(Ai − BiKj) + (Aj − BjKi)]

T P − 1
2

P[(Ai − BiKj) + (Aj − BjKi)]− Q

Γ12 = −1
2

P(Fi + Fj) +
β

4
[(Ci − DiKj) + (Cj − DjKi)]

T

Γ13 = −1
2

α1/2[(Ci − DiKj) + (Cj − DjKi)]
T

Γ14 = −1
2
(Ki + Kj)

T

Γ22 = −γI +
1
2

β(Zi + Zj)
T

Γ23 =
1
2

α1/2(Zi + Zj)
T (44)

Therefore, we have the following LMI
⎡
⎢⎢⎣

Γ11 Γ12 Γ13 Γ14
∗ Γ22 Γ23 0
∗ ∗ I 0
∗ ∗ ∗ R−1

⎤
⎥⎥⎦ ≥ 0 (45)

By multiplying both sides of the LMI above by the block diagonal matrix diag{S, I, I, I}, where
S = P−1, and using the notation

Mi = KiP−1 = KiS (46)

we obtain
⎡
⎢⎢⎣

X11 X12 X13 X14
∗ X22 X23 0
∗ ∗ I 0
∗ ∗ ∗ R−1

⎤
⎥⎥⎦ ≥ 0 (47)

where

X11 = −1
2
[SAT

i − MjBT
i + SAT

j − MT
i BT

j + AiS − Bi Mj + AjS − Bj Mi]− SQS

X12 = −1
2
(Fi + Fj) +

β

4
[SCT

i − MT
j DT

i + SCT
j − MT

i DT
j ]

X13 =
1
2

α1/2[SCT
i − MT

j DT
i + SCT

j − MT
i DT

j ]

X14 =
1
2
(MT

i + MT
j )

X22 = −γI +
1
2

β(Zi + Zj)
T

X23 =
1
2

α1/2(Zi + Zj)
T (48)
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By applying Schur complement again, the final LMI is derived
⎡
⎢⎢⎢⎢⎣

Λ11 Λ12 Λ13 Λ14 Λ15
∗ Λ22 Λ23 0 0
∗ ∗ I 0 0
∗ ∗ ∗ R−1 0
∗ ∗ ∗ ∗ I

⎤
⎥⎥⎥⎥⎦
≥ 0 (49)

where

Λ11 = −1
2
[SAT

i − MjBT
i + SAT

j − MT
i BT

j + AiS − Bi Mj + AjS − Bj Mi]

Λ12 = −1
2
(Fi + Fj) +

β

4
[SCT

i − MjDT
i + SCT

j − MT
i DT

j ]

Λ13 =
1
2

α1/2[SCT
i − MjDT

i + SCT
j − MT

i DT
j ]

Λ14 =
1
2
(MT

i + MT
j )

Λ15 = SQT/2

Λ22 = −γI +
1
2

β(Zi + Zj)
T

Λ23 =
1
2

α1/2[Zi + Zj]
T (50)

Hence, if the LMI (49) holds, inequality (24) is satisfied. This concludes the proof of the
theorem.

Remark 1: For the chosen performance criterion, the LMI (49) need to be solved at each time
to find matrices S, M, by using relation (33), we can find the feedback control gain, therefore,
the feedback control can be found to satisfy the chosen criterion.

5. Fuzzy LMI control of discrete time non-linear systems with general
performance criteria

This section summarizes the main results for fuzzy LMI control of discrete time non-linear
systems with general performance criteria:

Theorem 2: Given the closed loop system and performance output (13), and control input
(19), if there exist matrices S = P−1 > 0 for all k ≥ 0, such that the following LMI holds:

⎡
⎢⎢⎢⎢⎢⎢⎣

Ξ11 Ξ12 Ξ13 Ξ14 Ξ15 Ξ16
∗ Ξ22 Ξ23 Ξ24 0 0
∗ ∗ S 0 0 0
∗ ∗ ∗ I 0 0
∗ ∗ ∗ ∗ R−1 0
∗ ∗ ∗ ∗ ∗ I

⎤
⎥⎥⎥⎥⎥⎥⎦
≥ 0 (51)

129Fuzzy Control of Nonlinear Systems with General Performance Criteria



12 Fuzzy Controllers

where

Ξ11 = S

Ξ12 =
β

4
(CiS − DiYj + CjS − DjYi)

T

Ξ13 =
1
2
(AiS − BiYj + AjS − BjYi)

T

Ξ14 =
1
2

α1/2(CiS − DiYj + CjS − DjYi)
T

Ξ15 =
1
2
(Yi + Yj)

T

Ξ16 = SQT/2

Ξ22 = −γI +
β

2
(Zi + Zj)

T

Ξ23 =
1
2

α1/2(Fi + Fj)
T

Ξ24 =
1
2

α1/2(Zi + Zj)
T (52)

and
S(k + 1) > S(k) (53)

where S(k) = P−1(k), then (28) is satisfied with the feedback control gain being found by

K(k) = Y(k)P(k) (54)

Proof
The performance index inequality (28) can be explicitly written as

[
r

∑
i=1

r

∑
j=1

hi(ϕ(k))hj(ϕ(k))Gijx(k) +
r

∑
i=1

hi(ϕ(k))Fiw(k)]T

×P × [
r

∑
i=1

r

∑
j=1

hi(ϕ(k))hj(ϕ(k))Gijx(k) +
r

∑
i=1

hi(ϕ(k))Fiw(k)]

−xT(k)Px(k) + xT(k)Qx(k) + [−
r

∑
i=1

hi(ϕ(k))Kix(k)]T R[−
r

∑
i=1

hi(ϕ(k))Kix(k)] +

α[
r

∑
i=1

r

∑
j=1

hi(ϕ(k))hj(ϕ(k))Hijx(k) +
r

∑
i=1

hi(ϕ(k))Ziw(k)]T

×[
r

∑
i=1

r

∑
j=1

hi(ϕ(k))hj(ϕ(k))Hijx(k) +
r

∑
i=1

hi(ϕ(k))Ziw(k)]

−β[
r

∑
i=1

r

∑
j=1

hi(ϕ(k))hj(ϕ(k))Hijx(k) +
r

∑
i=1

hi(ϕ(k))Ziw(k)]T × w(k)

+γwT(k)w(k) ≤ 0 (55)
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Equivalently,

�
xT(k) wT(k)

� �−P + Q 0
0 γI

� �
x(k)
w(k)

�
+

�
xT(k) wT(k)

� �
(∑i ∑j hihjGij) (∑i hiFi)

�T × P × �
(∑i ∑j hihjGij) (∑i hiFi)

� �x(k)
w(k)

�
+

+xT(k)[∑
i

hiKi]
T R[∑

i
hiKi]x(k) +

α
�
xT(k) wT(k)

� �
(∑i ∑j hihj Hij) (∑i hiZi)

�T × �
(∑i ∑j hihj Hij) (∑i hiZi)

� �x(k)
w(k)

�
+

−β
�
xT(k) wT(k)

� �
(∑i ∑j hihj Hij) (∑i hiZi)

�T w(k) ≤ 0

(56)

which can be written, after collecting terms, as

�
xT(k) wT(k)

� �Υ11 Υ12
∗ Υ22

� �
x(k)
w(k)

�
+

�
xT(k) wT(k)

� �
(∑i ∑j hihjGij) (∑i hiFi)

�T × P × �
(∑i ∑j hihjGij) (∑i hiFi)

� �x(k)
w(k)

�
+

α
�
xT(k) wT(k)

� �
(∑i ∑j hihj Hij) (∑i hiZi)

�T × �
(∑i ∑j hihj Hij) (∑i hiZi)

� �x(k)
w(k)

�
≥ 0

(57)

where

Υ11 = P − Q − [∑
i

hiKi]
T R[∑

i
hiKi]

Υ12 =
β

2
[∑

i
∑

j
hihj Hij]

T

Υ22 = −γI + β[∑
i

hiZi]
T (58)

Equivalently, we have
�

Υ11 Υ12
∗ Υ22

�
− �

(∑i ∑j hihjGij) (∑i hiFi)
�T × P × �

(∑i ∑j hihjGij) (∑i hiFi)
�−

α
�
(∑i ∑j hihj Hij) (∑i hiZi)

�T × �
(∑i ∑j hihj Hij) (∑i hiZi)

� ≥ 0

(59)

By applying Schur complement, we obtain
⎡
⎣

Υ11 Υ12 (∑i ∑j hihjGij))
T

∗ Υ22 (∑i hiFi)
T

∗ ∗ P−1

⎤
⎦− α

�
(∑i ∑j hihj Hij) (∑i hiZi)

�T × �
(∑i ∑j hihj Hij) (∑i hiZi)

� ≥ 0

(60)
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By applying Schur complement again, we obtain
⎡
⎢⎢⎣

Υ11 Υ12 (∑i ∑j hihjGij))
T α1/2(∑i ∑j hihj Hij)

T

∗ Υ22 (∑i hiFi)
T α1/2(∑i hiZi)

T

∗ ∗ P−1 0
∗ ∗ ∗ I

⎤
⎥⎥⎦ ≥ 0

(61)

Equivalently, the following inequality holds
⎡
⎢⎢⎣

Ψ11 Ψ12 (∑i ∑j hihjGij))
T α1/2(∑i ∑j hihj Hij)

T

∗ Ψ22 (∑i hiFi)
T α1/2(∑i hiZi)

T

∗ ∗ P−1 0
∗ ∗ ∗ I

⎤
⎥⎥⎦−

⎡
⎢⎢⎣
(∑i hiKi)

T

0
0
0

⎤
⎥⎥⎦× R × �

(∑i hiKi) 0 0 0
� ≥ 0

(62)

where

Ψ11 = P − Q

Ψ12 =
β

2
[∑

i
∑

j
hihj Hij]

T

Ψ22 = −γI + β[∑
i

hiZi]
T (63)

By applying Schur complement one more time, we have
⎡
⎢⎢⎢⎢⎢⎢⎣

Ψ11 Ψ12 (∑i ∑j hihjGij))
T α1/2(∑i ∑j hihj Hij)

T (∑i hiKi)
T

∗ Ψ22 (∑i hiFi)
T α1/2(∑i hiZi)

T 0

∗ ∗ P−1 0 0

∗ ∗ ∗ I 0

∗ ∗ ∗ ∗ R−1

⎤
⎥⎥⎥⎥⎥⎥⎦
≥ 0

(64)

By factoring out the ∑i ∑j hi(ϕk)hj(ϕk) term, we have

⎡
⎢⎢⎢⎢⎣

Ω11 Ω12 Ω13 Ω14 Ω15
∗ Ω22 Ω23 Ω24 0
∗ ∗ P−1 0 0
∗ ∗ ∗ I 0
∗ ∗ ∗ ∗ R−1

⎤
⎥⎥⎥⎥⎦
≥ 0

(65)
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where

Ω11 = P − Q

Ω12 =
β

4
[Hji + Hij]

T

Ω13 =
1
2
(Gji + Gij))

T

Ω14 =
1
2

α1/2(Hij + Hji)
T

Ω15 =
1
2
(Ki + Kj)

T

Ω22 = −γI +
β

2
(Zi + Zj)

T

Ω23 =
1
2
(Fi + Fj)

T

Ω24 =
1
2

α1/2(Zi + Zj)
T

(66)

By pre-multiplying and post-multiplying the matrix with the block diagonal matrix
diag(S, I, I, I, I) , where S = P−1, and applying Schur complement again, the following LMI
result is obtained ⎡

⎢⎢⎢⎢⎢⎢⎣

Ξ11 Ξ12 Ξ13 Ξ14 Ξ15 Ξ16
∗ Ξ22 Ξ23 Ξ24 0 0
∗ ∗ S 0 0 0
∗ ∗ ∗ I 0 0
∗ ∗ ∗ ∗ R−1 0
∗ ∗ ∗ ∗ ∗ I

⎤
⎥⎥⎥⎥⎥⎥⎦
≥ 0 (67)

where

Ξ11 = S

Ξ12 =
β

4
(CiS − DiYj + CjS − DjYi)

T

Ξ13 =
1
2
(AiS − BiYj + AjS − BjYi)

T

Ξ14 =
1
2

α1/2(CiS − DiYj + CjS − DjYi)
T

Ξ15 =
1
2
(Yi + Yj)

T

Ξ16 = SQT/2

Ξ22 = −γI +
β

2
(Zi + Zj)

T

Ξ23 =
1
2

α1/2(Fi + Fj)
T

Ξ24 =
1
2

α1/2(Zi + Zj)
T (68)
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where S(k) = P−1(k), then (28) is satisfied with the feedback control gain being found by

K(k) = Y(k)P(k) (69)

6. Application to the inverted pendulum system

The inverted pendulum on a cart problem is a benchmark control problem used widely to test
control algorithms. A pendulum beam attached at one end can rotate freely in the vertical
2-dimensional plane. The angle of the beam with respect to the vertical direction is denoted
at angle θ. The external force u is desired to set angle of the beam θ (x1) and angular velocity
θ̇ (x2) to zero while satisfying the mixed performance criteria. A model of the inverted
pendulum on a cart problem is given by [1, 9]:

ẋ1 = x2 + �1w

ẋ2 =
gsin(x1)− amLx2

2sin(2x1)/2 − acos(x1)u
4L/3 − amLcos2(x1)

+ �2w (70)

where x1 is the angle of the pendulum from vertical direction, x2 is the angular velocity of the
pendulum, g is the gravity constant, m is the mass of the pendulum, M is the mass of the cart,
L is the length of the center of mass (the entire length of the pendulum beam equals 2L), u is
the external force, control input to the system, w is the L2 type of disturbance, a = 1

m+M is a
constant, and �1.�2 is the weighing coefficients of disturbance.

Due to the system non-linearity, we approximate the system using the following two-rule
fuzzy model:

continuous-time fuzzy model

Rule 1: If |x1(t)| is close to zero,
Then ẋ(t) = A1x(t) + B1u(t) + F1w(t)

Rule 2: If |x1(t)| is close to π/2,
Then ẋ(t) = A2x(t) + B2u(t) + F2w(t)

where

A1 =

[
0 1
g

4L/3−amL 0

]
B1 =

[
0

− a
4L/3−amL

]
F1 =

[
�1
�2

]

A2 =

[
0 1
2g

π(4L/3−amLδ2)
0

]
B1 =

[
0

− aδ
4L/3−amLδ2

]
F1 =

[
�1
�2

]
with δ = cos(80o) (71)

discrete-time fuzzy model

Rule 1: If |x1(k)| is close to zero,
Then x(k + 1) = A1x(k) + B1u(k) +F1w(k)

Rule 2: If |x1(k)| is close to π/2,
Then x(k + 1) = A2x(k) + B2u(k) +F2w(k)
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where

A1 =

[
1 T

gT
4L/3−amL 1

]
B1 =

[
0

− aT
4L/3−amL

]
F1 =

[
�1T
�2T

]

A2 =

[
1 T

2gT
π(4L/3−amLδ2)

1

]
B2 =

[
0

− aδT
4L/3−amLδ2

]
F2 =

[
�1T
�2T

]

with δ = cos(80o), Sampling time T = 0.001 (72)

The following values are used in our simulation:

M = 8kg, m = 2kg, L = 0.5m, g = 9.8m/s2, �1 = 1, �2 = 0

and the initial condition of x1(0) = π/6, x2(0) = −π/6. The membership function of Rule 1
and Rule 2 is shown below in Fig.1.

Figure 1. Membership functions of Rule 1 and Rule 2.

Figure 2. Angle trajectory of the inverted pendulum.

The feedback control gain can be found from (31)(51) by solving the LMI at each time. The
following design parameters are chosen to satisfy:

Mixed NLQR −H∞ criteria:

C = [1 1], D = [1], Q = diag[1001], R = 1, α = 1, β = 0, γ = −5

Mixed NLQR − passivity criteria:

C = [1 1], D = [1], Q = diag[1001], R = 1, α = 1, β = 5, γ = 0
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Figure 3. Angular velocity trajectory of the inverted pendulum.

Figure 4. Control input applied to the inverted pendulum.

The mixed criteria control performance results are shown in the Figs.2-4. From these figures,
we find that the novel fuzzy LMI control has satisfactory performance. The mixed NLQR −
H∞ criteria control has a smaller overshoot and a faster response than the one with passivity
property. The new technique controls the inverted pendulum very well under the effect of
finite energy disturbance. It should also be noted that the LMI fuzzy control with mixed
performance criteria satisfies global asymptotic stability.

7. Summary

This chapter presents a novel fuzzy control approach for both of continuous time and discrete
time non-linear systems based on the LMI solutions. The Takagi-Sugeno fuzzy model is
applied to decompose the non-linear system. Multiple performance criteria are used to design
the controller and the relative weighting matrices of these criteria can be achieved by choosing
different coefficient matrices. The optimal control can be obtained by solving LMI at each
time. The inverted pendulum is used as an example to demonstrate its effectiveness. The
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simulation studies show that the proposed method provides a satisfactory alternative to the
existing non-linear control approaches.
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A NewMethod for Tuning PID-Type Fuzzy
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1. Introduction

The complexity of dynamic system, especially when only qualitative knowledge about the
process is available, makes it generally difficult to elaborate an analytic model which is
sufficiently precise enough for the control. Thus, it is interesting to use, for this kind of
systems, non conventional control techniques, such as fuzzy logic, in order to achieve high
performances and robustness [8, 15, 20–22, 24, 33, 34]. Fuzzy logic control approach has
been widely used in many successful industrial applications which have demonstrated high
robustness and effectiveness properties.

In the literature, various Fuzzy Controller (FC) structures are proposed and extensively
studied. The particular structure given by Qiao and Mizumoto in [26], namely PID-type FC,
is especially established and improved within the practical framework in [11, 16, 31]. Such a
FC structure, which retains the characteristics similar to the conventional PID controller, can
be decomposed into the equivalent proportional, integral and derivative control components
as shown in [26]. In order to improve further the performance of the transient and steady
state responses of this kind of fuzzy controller, various strategies and methods are proposed
to tune the PID-type fuzzy controller parameters.

Indeed, Qiao and Mizumoto [26] designed a parameter adaptive PID-type FC based on a
peak observer mechanism. This self-tuning mechanism decreases the equivalent integral
control component of the fuzzy controller gradually with the system response process time.
On the other hand, Woo et al. [31] developed a method to tune the scaling factors related to
integral and derivative components of the PID-type FC structure via two empirical functions
and based on the system’s error information. In [12, 16], the authors proposed a technique
that adjusts the scaling factors, corresponding to the derivative and integral components of
the PID-type FC, using a fuzzy inference mechanism. However, the major drawback of all
these PID-type FC structures is the difficult choice of their relative scaling factors. Indeed, the
fuzzy controller dynamic behaviour depends on this adequate choice. The tuning procedure
depends on the control experience and knowledge of the human operator, and it is generally

©2012 Bouallègue et al., licensee InTech. This is an open access chapter distributed under the terms of
the Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0),which permits
unrestricted use, distribution, and reproduction in any medium, provided the original work is properly
cited.
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achieved based on a classical trials-errors procedure. Up to now, there is neither clear mor
systematic method to guide such a choice. So, this tuning problem becomes more delicate
and harder as the complexity of the controlled plant increases. Hence, the proposition of a
systematic approach to tune the scaling factors of these particular PID-type FC structures is
interesting.

In this study, a new approach based on the Particle Swarm Optimization (PSO) meta-heuristic
technique is proposed for systematically tuning the scaling factors of the PID-type FC, both
with and without self-tuning mechanisms. This work can be considered as an extension of the
results given in [11, 12, 16, 26, 31]. The fuzzy control design is formulated as a constrained
optimization problem which is efficiently solved based on a developed PSO algorithm.
In order to specify more robustness and performance control objectives of the proposed
PSO-tuned PID-type FC, different optimization criteria are considered and compared subject
to several various control constraints defined in the time-domain framework.

The remainder of this chapter is organized as follows. In Section 2, the proposed fuzzy
PID-type FC structures, both with and without self-tuning scaling factors mechanisms, are
presented and discussed within the discrete-time framework. Two adaptive mechanisms
for scaling factors tuning are especially adopted. The optimization-based problems of the
PID-type FC scaling factors tuning are formulated in Section 3. The developed constrained
PSO algorithm, used in solving the formulated problems, is also described. An external static
penalty technique is used to deal with optimization constraints. Theoretical conditions for
convergence algorithm and parameters choice are established, based on the stability theory of
dynamic systems. Section 4 is dedicated to apply the proposed fuzzy control approaches on
an electrical DC drive benchmark and a thermal process within an experimental real-time
framework based on an Advantech PCI-1710 multi-functions board associated with a PC
computer and MATLAB/Simulink environment. Performances on convergence properties
of the proposed PSO and the used GAO algorithm, are compared for the known Integral
Absolute Error (IAE) and the Integral Square Error (ISE) criterion cases. The real-time fuzzy
controllers are developed through the compilation and linking stage, in a form of a Dynamic
Link Library (DLL) which is, then, loaded in memory and started-up.

2. PID-type fuzzy control design

In this section, the considered PID-type FC structures are briefly described within the
discrete-time framework based on [11, 12, 16, 26, 31].

2.1. Discrete-time PID-type FLC

Proposed by Qiao and Mizumoto in [26] within continuous-time formalism, this particular
fuzzy controller structure, called PID-type FC, retains the characteristics similar to the
conventional PID controller. This result remains valid while using a type of FC with triangular
and uniformly distributed membership functions for the fuzzy inputs and a crisp output, a
product-sum inference and a center of gravity defuzzification methods.

Under these conditions, the equivalent proportional, integral and derivative control
components of such a PID-type FC are given by αKeP + βKdD, βKeP , and αKdD, respectively,
as shown in [16, 26, 31]. In these expressions, P and D represent relative coefficients, Ke, Kd,

140 Fuzzy Controllers – Recent Advances in Theory and Applications



A New Method for Tuning PID-Type Fuzzy Controllers Using Particle Swarm Optimization 3

α and β denote the scaling factors associated to the inputs and output of the FC, as shown in
Figure 1. The proof of this computation is shown with more details in [26].

When approximating the integral and derivative terms within the discrete-time framework,
we can consider the closed-loop control structure for a discrete-time PID-type FC, as shown
in Figure 1.
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Figure 1. The proposed discrete-time PID-type FC structure.

As shown in [11, 16, 26, 31], the dynamic behaviour of this PID-type FC structure is strongly
dependent on the scaling factors Ke, Kd, α and β, difficult and delicate to tune.

2.2. PID-type FC with self-tuning mechanisms

In order to improve the performances of the considered PID-type FC structure, various
self-tuning mechanisms for scaling factors have been proposed in the literature. Two methods
are especially adopted in this chapter.

2.2.1. Self-tuning via Empirical Functions Tuner Method EFTM

In this self-tuning method [31], the PID-type FC integral and derivative components updating
are achieved based on scaling factors β and Kd, using the information on system’s error as
follows:

βk = β0Φ (ek)
Kdk = Kd0Ψ (ek)

(1)

where β0 and Kd0 are the initial values of β and Kd, respectively, Φ (.) and Ψ (.) are the
empirical tuner functions defined, respectively, by:

Φ (ek) = φ1 |ek|+ φ2
Ψ (ek) = ψ1 (1 − |ek|) + ψ2

(2)

In these equations, the parameters to be tuned φ1, φ2, ψ1 and ψ2 are all positive. The empirical
function related to integral component decreases as the error decreases while the function
related to derivative factor increases. Indeed, the objective of the function is to decrease
the parameter with the change of error. However, the function has an inverse objective to
make constant the proportional effect. Hence, the system may not always keep quick reaction
against the error as demonstrated by Woo et al. in [31].
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2.2.2. Self-tuning via Relative Rate Observer Method RROM

In this self-tuning method [12, 16], the PID-type FC integral and derivative components
updating are achieved as follows:

βk =
β0

K f δk

Kdk = Kd0K f dK f δk
(3)

where δk is the output of the fuzzy Relative Rate Observer (RRO) K f is the output scaling
factor for δk and K f d is the additional parameter that affects only the derivative factor of the
FC.

The rule-base for δk, as used by Eksin et al. [12] and Güzelkaya et al. [16], is considered for
the fuzzy RRO. This fuzzy RRO block has as inputs the absolute values of error |ek| and the
variable rk, defined subsequently, as shown in Table 1.

|ek|/rk S M F
S M M L
SM SM M L
M S SM M
L S S SM

Table 1. Fuzzy rule-base for the variable δk.

The linguistic levels assigned to the input |ek| and the output variable δk are as follows: L
(Large), M (Medium), SM (Small Medium) and S (Small). For the input variable rk, the
following linguistic levels are assigned: F (Fast), M (Moderate) and S (Slow).

The variable rk, defined in [12, 16] and called normalized acceleration, gives “relative rate”
information about the fastness or slowness of the system response as shown in Table 2. It is
defined as follows [16]:

rk =
Δek − Δek−1

Δe∗ =
Δ (Δek)

Δe∗ (4)

where Δek and Δ (Δek) are the incremental change in error and the so-called acceleration in
error given respectively by:

Δek = ek − ek−1 (5)

Δ (Δek) = Δek − Δek−1 (6)

In equation (4), the variable Δe∗ is chosen as follows:

Δe∗ =
{

Δek i f |Δek| ≥ |Δek−1|
Δek−1 i f |Δek| < |Δek−1| (7)

Δe∗ Δ (Δek) System response

Positive Positive Fast
Positive Negative Slow
Negative Positive Slow
Negative Negative Fast

Table 2. Nature of the system response depending on the variable rk.
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For this RROM self-tuning approach, the uniformly distributed triangular and the
symmetrical membership functions, as shown in Figures 2, 3, 4, are assigned for the fuzzy
inputs rk and |ek|, and fuzzy output variable δk. The view of the above fuzzy rule-base is
illustrated in Figure 5.
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Figure 2. Membership functions for rk.
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3. The proposed PSO-based approach

In this section, the problem of scaling factors tuning, for all defined PID-type FC structures,
is formulated as a constrained optimization problem which is solved using the proposed
PSO-based approach.

3.1. PID-type FC tuning problem formulation

The choice of the adequate values for the scaling factors of each PID-type FC structure is often
done by a trials-errors hard procedure. This tuning problem becomes difficult and delicate
without a systematic design method. To deal with these difficulties, the optimization of these
scaling factors is proposed like a promising solution. This tuning problem can be formulated
as the following constrained optimization problem:

⎧
⎪⎨
⎪⎩

minimize
xxx∈D

f (xxx)

subjectto
gl (xxx) ≤ 0; ∀l = 1, . . . , ncon

(8)

where f : Rm → R the cost function, D = {xxx ∈ Dm; xxxmin ≤ xxx ≤ xxxmax} the initial search space,
which is supposed containing the desired design parameters, and gl : Rm → R the problem’s
constraints.

The optimization-based tuning problem consists in finding the optimal decision variables
xxx∗ =

�
x∗1 , x∗2 , . . . , x∗m

�T, representing the scaling factors of a given PID-type FC structure,
which minimize the defined cost function, chosen as the ISE and IAE performance criteria.
These cost functions are minimized, using the proposed constrained PSO algorithm, under
various time-domain control constraints such as overshoot D, steady state error Ess, rise time
tr and settling time ts of the system’s step response, as shown in the equations (9), (10) and (11).

Hence, in the case of the PID-type FC structure without self-tuning mechanisms, the scaling
factors to be optimized are Ke, Kd, α and β. The formulated optimization problem is defined
as follows: ⎧⎪⎪⎪⎨

⎪⎪⎪⎩

minimize
xxx=(Ke,Kd,α,β)T∈R4

+

f (xxx)

subjectto

D ≤ Dmax; ts ≤ tmax
s ; tr ≤ tmax

r ; Ess ≤ Emax
ss

(9)
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where Dmax, Emax
ss , tmax

r and tmax
s are the specified overshoot, steady state, rise and settling

times respectively, that constraint the step response of the PSO-tuned PID-type FC controlled
system, and can define some time-domain templates.

In the case of the PID-type FC structure with the EFTM self-tuning mechanism, the scaling
factors to be optimized are ϕ1, ϕ2, ψ1 and ψ2. The formulated optimization problem is defined
as follows: ⎧⎪⎪⎪⎨

⎪⎪⎪⎩

minimize
xxx=(ϕ1,ϕ2,ψ1,ψ2)

T∈R4
+

f (xxx)

subjectto

D ≤ Dmax; ts ≤ tmax
s ; tr ≤ tmax

r ; Ess ≤ Emax
ss

(10)

For the PID-type FC structure with the RROM self-tuning mechanism, the scaling factors to
be optimized are K f and K f d. The formulated optimization problem is defined as follows:

⎧
⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

minimiser
xxx=(K f ,K f d)

T∈R2
+

f (xxx)

subjectto

D ≤ Dmax; ts ≤ tmax
s ; tr ≤ tmax

r ; Ess ≤ Emax
ss

(11)

3.2. Particle Swarm Optimization technique

In this study, the proposed PSO approach is presented and a constrained PSO algorithm is also
developed. The convergence conditions of such an algorithm are analyzed and established.

3.2.1. Overview

The PSO technique is an evolutionary computation method developed by Kennedy and
Eberhart [9]. This recent meta-heuristic technique is inspired by the swarming or collaborative
behaviour of biological populations. The cooperation and the exchange of information
between population individuals allow solving various complex optimization problems [10,
25, 27, 28, 30].

Without any regularity on the cost function to be optimized, the recourse to this stochastic
and global optimization technique is justified by the empirical evidence of its superiority in
solving a variety of non-linear, non-convex and non-smooth problems. In comparison with
other meta-heuristics, this optimization technique is a simple concept, easy to implement, and
a computationally efficient algorithm [10, 27, 30]. The convergence and parameters selection of
the PSO algorithm are proved using several advanced theoretical analysis proposed by Ruben
and Kamran in [27] and Van den Bergh in [30]. Its stochastic behaviour allows overcoming
the local minima problem.

Particle swarm optimisation has been enormously successful in several and various industrial
domains [18, 19]. It has been used across a wide range of engineering applications. These
applications can be summarized around domains of robotics, image and signal processing,
electronic circuits design, communication networks, but more especially the domain of plant
control design, as shown in [2–6].
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3.2.2. Basic PSO algorithm

The basic PSO algorithm uses a swarm consisting of np particles (i.e. xxx1, xxx2, . . . , xxxnp ),
randomly distributed in the considered initial search space, to find an optimal solution
xxx∗ = arg min f (xxx) ∈ Rm of a generic optimization problem (8). Each particle, that
represents a potential solution, is characterised by a position and a velocity given by xxxi

k :=(
xi,1

k , xi,2
k , . . . , xi,m

k

)T
and vvvi

k :=
(

vi,1
k , vi,2

k , . . . , vi,m
k

)T
where (i, k) ∈ [[

1, np
]]× [[1, kmax]].

At each algorithm iteration, the ith particle position, xxxi ∈ Rm, evolves based on the following
update rules:

xxxi
k+1 = xxxi

k + vvvi
k+1 (12)

vvvi
k+1 = wk+1vvvi

k + c1ri
1,k

(
pppi

k − xi
k

)
+ c2ri

2,k

(
pppg

k − xi
k

)
(13)

where

wk+1: the inertia factor,

c1, c2: the cognitive and the social scaling factors respectively,

ri
1,k, ri

2,k: random numbers uniformly distributed in the interval [[0, 1]],

pppi
k: the best previously obtained position of the ith particle,

pppg
k : the best obtained position in the entire swarm at the current iteration k.

Hence, the principle of a particle displacement in the swarm is graphically shown in the
Figure 6, for a two dimensional design space.
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Figure 6. Particle position and velocity updates.

In order to improve the exploration and exploitation capacities of the proposed PSO
algorithm, we choose for the inertia factor a linear evolution with respect to the algorithm
iteration as given by Shi and Eberhart in [28]:

wk+1 = wmax −
(

wmax − wmin
kmax

)
k (14)

where wmax = 0.9 and wmin = 0.4 represent the maximum and minimum inertia factor values,
respectively, kmax is the maximum iteration number.
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Similarly to other meta-heuristic methods, the PSO algorithm is originally formulated as an
unconstrained optimizer. Several techniques have been proposed to deal with constraints.
One useful approach is by augmenting the cost function of problem (8) with penalties
proportional to the degree of constraint infeasibility. In this paper, the following external
static penalty technique is used:

ϕ (xxx) = f (xxx) +
ncon

∑
l=1

χl max
�
0, gl (xxx)

2
�

(15)

where χl is a prescribed scaling penalty parameters and ncon is the number of problem
constraints gl (xxx).

Finally, the basic proposed PSO algorithm can be summarized by the following steps:

1. Define all PSO algorithm parameters such as swarm size np, maximum and minimum
inertia factor values, cognitive c1 and social c2 scaling factors, etc.

2. Initialize the np particles with randomly chosen positions xxxi
0 and velocities vvvi

0 in the search
space D. Evaluate the initial population and determine pppi

0 and pppg
0.

3. Increment the iteration number k. For each particle apply the update equations (12)

and (13), and evaluate the corresponding fitness values ϕi
k = ϕ

�
xxxi

k

�
:

• if ϕi
k ≤ pbesti

k then pbesti
k = ϕi

k and pppi
k = xxxi

k;

• if ϕi
k ≤ gbestk then gbestk = ϕi

k and pppg
k = xxxi

k;

where pbesti
k and gbestk represent the best previously fitness of the ith particle and the

entire swarm, respectively.

4. If the termination criterion is satisfied, the algorithm terminates with the solution xxx∗ =

arg min
xxxi

k

�
f
�

xxxi
k

�
, ∀i, k

�
. Otherwise, go to step 3.

3.2.3. The convergence of PSO algorithm analysis

In this part, the proposed PSO algorithm is analysed based on results in [27, 30]. Theoretical
conditions for convergence algorithm and parameters choice are established.

Let us replace the velocity update equation (13) into the position update equation (12) to get
the following expression:

xxxi
k+1 =

�
1 − c1ri

1,k − c2ri
2,k

�
xxxi

k + wvvvi
k + c1ri

1,kpppi
k + c2ri

2,kpppg
k (16)

A similar re-arrangement of the velocity term (13) leads to:

vvvi
k+1 = −

�
c1ri

1,k + c2ri
2,k

�
xxxi

k + wvvvi
k + c1ri

1,kpppi
k + c2ri

2,kpppg
k (17)

The obtained equations (16) and (17) can be combined and written in matrix form as:

�
xxxi

k+1
vvvi

k+1

�
=

⎡
⎣ 1 −

�
c1ri

1,k + c2ri
2,k

�
w

−
�

c1ri
1,k + c2ri

2,k

�
w

⎤
⎦
�

xxxi
k

vvvi
k

�
+

�
c1ri

1,k c2ri
2,k

c1ri
1,k c2ri

2,k

� �
pppi

k
pppg

k

�
(18)
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This above expression can be considered as a state-space representation of a discrete-time
dynamic linear system, given by:

ŷk+1 = Mŷk +N ûk (19)

where ŷk is the state vector, ûk the external input system, M and N the dynamic and input
matrices respectively, defined as:

ŷk =

�
xxxi

k
vvvi

k

�
; ûk =

�
pppi

k
pppg

k

�
;M =

⎡
⎣ 1 −

�
c1ri

1,k + c2ri
2,k

�
w

−
�

c1ri
1,k + c2ri

2,k

�
w

⎤
⎦ ;N =

�
c1ri

1,k c2ri
2,k

c1ri
1,k c2ri

2,k

�
(20)

For a given particle, the convergent behaviour can be maintained while assuming that the
external input is constant, as there is no external excitation in the dynamic system. In such
a case, as the iterations go to infinity the updated positions and velocities become constants
from the kth to the (k + 1)th iteration, given the following equilibrium state:

ŷk+1 − ŷk =

⎡
⎣−

�
c1ri

1,k + c2ri
2,k

�
w

−
�

c1ri
1,k + c2ri

2,k

�
w − 1

⎤
⎦
�

xxxi
k

vvvi
k

�
+

�
c1ri

1,k c2ri
2,k

c1ri
1,k c2ri

2,k

� �
pppi

k
pppg

k

�
=

�
0
0

�
(21)

which is true only when:
xxxi

k = pppi
k = pppg

k ,
vvvi

k = 0
(22)

Therefore, we obtain an equilibrium point, for which all particles tend to converge as
algorithm iteration progresses, given by:

ŷeq =
�

pppg
k , 0

�T
(23)

So, the dynamic behaviour of the ith particle can be analysed using the eigenvalues derived
from the dynamic matrix formulation (19) and (20), solutions of the following characteristic
polynomial:

λ2 −
�

1 + w − c1ri
1,k − c2ri

2,k

�
λ + w = 0 (24)

The following necessary and sufficient conditions for stability of the considered discrete-time
dynamic system (20) are obtained while applying the classical Jury criterion:

|w| < 1
c1ri

1,k + c2ri
2,k > 0

w + 1 − c1ri
1,k+c2ri

2,k
2 > 0

(25)

Knowing that ri
1,k, ri

2,k ∈ [[0, 1]], the above stability conditions are equivalents to the following
set of parameter selection heuristics which guarantee convergence for the PSO algorithm:

0 < c1 + c2 < 4
c1+c2

2 − 1 < w < 1
(26)

While these heuristics provide useful selection parameter bounds, an analysis of the effect of
the different parameter settings is achieved and verified by some numerical simulations to
determine the effect of such parameters in the PSO algorithm convergence performances.
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In order to illustrate the efficiency of the proposed PSO algorithm in the resolution of
problems (9), (10) and (11), several comparisons with the Genetic Algorithms Optimization
GAO-based method [14, 29] are considered. The next section is dedicated to the application of
the proposed PSO-tuned PID-FC approaches to an electrical DC drive and a thermal process
within a developed real-time framework.

4. Real-time control approach implementation

In this section, all designed PSO-tuned PID-type FC structures are applied to two different
systems such as an electrical DC drive and a thermal PT-326 Process Trainer benchmarks.
Real-time implementations and experimental results of these control laws are presented and
discussed.

4.1. Control of an electrical DC drive benchmark

4.1.1. Plant model description

The considered benchmark is a 250 watts electrical DC drive, as shown in Figure 15. The
machine’s speed rotation is 3000 rpm at 180 volts DC armature voltage. The motor is supplied
by an AC-DC power converter. The developed real-time application acquires input data
(speed of the DC drive) and generates control signal for thyristors of AC-DC power converter
(PWM signal). This is achieved using a data acquisition and control system based on a PC
computer and a multi-functions data acquisition PCI-1710 board which is compatible with
MATLAB/Simulink [1, 17].

The considered electrical DC drive can be described by the following model that is used in the
design setup:

G (s) =
km

(1 + τms) (1 + τes)
(27)

The model’s parameters are obtained by an experimental identification procedure and they are
summarized in Table 3 with their associated uncertainty bounds. Also, this model is sampled
with 10 ms sampling time for simulation and experimental setups.

Parameters Nominal values Uncertainty bounds

km 0.05 75 %
τm 300 ms 75 %
τe 14 ms 75 %

Table 3. Identified DC drive model parameters.

4.1.2. Simulation results

For all proposed PSO-tuned PID-type FC structures, product-sum inference and center of
gravity defuzzification methods are adopted for the FC block. Uniformly distributed and
symmetrical membership functions, are assigned for the fuzzy input and output variables.
The associated fuzzy rule-base is given in Table 4.
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ek / Δek N Z P
N NB N Z
Z N Z P
P Z P PB

Table 4. Fuzzy rule-base for the output u f z.

The linguistic levels assigned to the input variables ek and Δek, and the output variable u f z are
given as follows: N (Negative), Z (Zero), P (Positive), N (Negative), NB (Negative Big) and PB
(Positive Big). The view of this rule-base is illustrated in Figure 7.
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Figure 7. View of fuzzy rule-base for the fuzzy output u f z.

The swarm size algorithm’s choice is generally a problem-dependent in PSO framework.
However, Eberhart and Shi [10] as well as Poli et al. [25] show that this parameter is often
set empirically in relation to the dimensionality and perceived difficulty of a considered
optimization problem. They suggest that swarm size values in the range 20-50 are quite
common. For this purpose, we have tested the proposed PSO algorithm with different values
in this range for the case of PID-type FC structure without self-tuning mechanisms. Globally,
all the found results are close to each other. But, best values of the fitness are obtained while
using a swarm size equal to 30. Henceforth, this value will be adopted for our following
works.

In the PSO framework, it is necessary to run the algorithm several times in order to get
some statistical data on the quality of results and so to validate the proposed approach. We
run the proposed algorithm 20 times and feasible solutions are found in 98 % of trials and
within an acceptable CPU computation time for the IAE and ISE criterion cases. The obtained
optimization results are summarized in Tables 5, 6 and 7. Besides, the fact that the algorithm’s
convergence always takes place in the same region of the design space, whatever is the
initial population, indicates that the algorithm succeeds in finding a region of the interesting
research space to explore. The performances comparison of PSO- and GAO-based approaches
is achieved in the same conditions.

Cost function Algorithm Best Mean Worst St. dev.

ISE PSO 0.0193 0.0304 0.0511 0.018
ISE GAO 0.1200 0.1780 0.2410 0.050
IAE PSO 0.0162 0.0261 0.0497 0.016
IAE GAO 0.1892 0.2835 0.3227 0.066

Table 5. Optimization results from 20 trials of problem (9).
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Cost function Algorithm Best Mean Worst St. dev.

ISE PSO 0.0660 0.0765 0.1030 0.015
ISE GAO 0.0820 0.0912 0.1330 0.012
IAE PSO 0.0659 0.0838 0.0946 0.014
IAE GAO 0.0718 0.0814 0.0973 0.013

Table 6. Optimization results from 20 trials of problem (10).

Cost function Algorithm Best Mean Worst St. dev.

ISE PSO 0.0559 0.0792 0.0840 0.013
ISE GAO 0.0822 0.0936 0.1120 0.015
IAE PSO 0.0673 0.0861 0.0993 0.016
IAE GAO 0.0855 0.0905 0.1009 0.008

Table 7. Optimization results from 20 trials of problem (11).

Indeed, the population size, used in the GAO algorithm, is set as 30 individuals and the
maximum generation number is 50. However, the GA parameters, used for MATLAB
simulations, are chosen as the Stochastic Uniform selection and the Gaussian mutation
methods. The Elite Count is set as 2 and the Crossover Fraction as 0.8. The algorithm stops
when the number of generations reaches the specified value for the maximum generation.

According to the statistical analysis of Tables 5,6 and 7, we can conclude that the proposed
PSO-based approach produces better results in comparison with the standard GAO-based
one. Also, while using a Pentium IV, 1.73 GHz and MATLAB 7.7.0, the CPU computation
times are about 358 and 364 seconds for ISE and IAE criteria, respectively, for the considered
PID-type FC without self-tuning mechanisms structure.

On the other hand, performances on convergence properties of the proposed PSO and the
used GAO algorithm, in term of iterations number’s required to find the best solution,
are compared for the IAE criterion case, as shown in Figures 8 and 9. While using the
proposed PSO-based method, we succeed to obtain the optimal solution within only about
28 iterations. However, the GAO-based method finds the same result after 40 iterations.
All these observations can show the superiority of the proposed PSO-based method in
comparison with the GAO-based one. Indeed, the quality of the obtained optimal solution,
the fastness convergence as well as the simple software implementation is better than those of
the GAO-based approach.

In a typical optimization procedure, the scaling parameters χl , given in equation (15), will be
linearly increased at each iteration step so constraints are gradually enforced. Generally, the
quality of the solution will directly depend on the value of the specified scaling parameters.
In this paper and in order to make the proposed approach simple, great and constant scaling
penalty parameters, equal to 103, are used for simulations. Indeed, simulation results show
that with a great values of χl , the control system performances are weakly degraded and the
effects on the tuning parameters are less meaningful. The PSO algorithm convergence is faster
than the case with linearly variable scaling parameters.

The robustness of the proposed PSO algorithm convergence, under variation of the cognitive,
social and inertia factor parameters, is analysed based on numerical simulations as shown
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Figure 8. Convergence properties of the proposed PSO algorithm: IAE criterion case.

0 10 20 30 40 50
0.15

0.2

0.25

0.3

0.35

0.4

0.45

Generation

C
o
s
t 
fu

n
c
ti
o
n
 v

a
lu

e

 

 

IAE*=0.1892

Figure 9. Convergence properties of the standard GAO algorithm: IAE criterion case.

in Figure 10 and Figure 11. The PSO algorithm’s convergence is guaranteed within the
established domain given by the equation (26).
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Figure 10. Robustness of the proposed PSO algorithm under variations of the cognitive and social
parameters: IAE criterion case.

152 Fuzzy Controllers – Recent Advances in Theory and Applications



A New Method for Tuning PID-Type Fuzzy Controllers Using Particle Swarm Optimization 15

0 10 20 30 40 50
-0.02

0

0.02

0.04

0.06

0.08

0.1

Iteration

C
o
s
t 
fu

n
c
ti
o
n
 v

a
lu

e

 

 
w

max
=0.75, w

min
=0.4

wmax=0.9, w
min

=0.1

w
max

=0.8, w
min

=0.2

w
max

=0.6, w
min

=0.3

wmax=0.95, wmin=0.2

wmax=0.75, wmin=0.25

Figure 11. Robustness of the proposed PSO algorithm under variations of the inertia factor: IAE
criterion case.

The robust stability of the proposed PSO-tuned PID-type FC approach is analysed while
considering external disturbances and model uncertainties. According to uncertain bounds
on nominal plant parameters, given in Table 1, we are going to consider the following family
of continuous-time transfer functions supposed including the real studied plant:

G =

{
Ĝ (s) =

km

(1 + τms) (1 + τes)
; km ∈

[
kmin

m , kmax
m

]
, τe ∈

[
τmin

e , τmax
e

]
, τm ∈

[
τmin

m , τmax
m

]}

(28)

Figure 12 shows the step responses of a family of 5 random generated closed-loop uncertain
models. The stability robustness of the uncertain plants, under the above considered
uncertainty types, is guaranteed for all designed PID-type FC structures.
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Figure 12. Stability robustness of the PSO-tuned PID-type fuzzy controlled system under model
parameters uncertainties and external disturbances.

Finally, the time-domain performances of all proposed PID-type FC structures, are compared
for the PSO- and GAO-based design cases as shown in Figure 13.

Besides, Table 8 shows the superiorities of the self-tuning EFTM and RROM PID-type FC
structures in relation to the one without self-tuning mechanisms as verified in [16]. Remenber
that the considered time-domain constraints for the PID-type FC tuning problems (9), 10)
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Figure 13. Time-domain performances comparison of all designed PSO- and GAO-tuned PID-type FC
structures: IAE criterion case.

and (11) problems, defined in terms of overshoot, steady state, rise and settling times, have
been specified as Dmax = 20%, Emax

ss = 0, tmax
r = 0.25 sec and tmax

s = 0.75 sec.

PSO-tuned PID-type FC structure D(%) tr(sec) ts (sec) Ess CPU computation time (sec)

without self-tuning mechanisms 17.5 0.23 0.49 0 364
with EFTM self-tuning mechanism 15 0.21 0.64 0 370
with RROM self-tuning mechanism 7 0.20 0.68 0 392

Table 8. Performances of the PSO-tuned PID-type FC structures: IAE criterion case.

4.1.3. Experimental setup and results

In order to illustrate the efficiency of the proposed PSO-tuned fuzzy control structures within
a real-time framework, the example of the PID-type FC without self-tuning mechanism is
considered. The same principle of implementation remains valid for the other PID-type FC
structures.

The controlled process is constituted by the single-phase AC-DC power converter and the
independent excitation DC motor. A schematic diagram of the experimental setup prepared
for testing of the designed controller is shown in Figure 14. The developed experimental
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benchmark is given by Figure 15. The designed real-time application acquires input data
(speed of the DC drive) and generates control signals for the AC-DC power converter through
a thyristors gate drive circuit. This is achieved using a data acquisition and control system
based on PC and a multi-function data acquisition PCI-1710 board with 12-bit resolution of
A/D converter and up to 100 KHz sampling rate. A thyristors gate drive circuit, based on
a multivibrator, is used to generate a triggering burst of high-frequency impulses. A pulse
transformer is used to assure the galvanic insulation between the control and power circuits.
The acquired speed measure, obtained from tachometer sensor, must be adapted to be applied
to the used multi-function PCI-1710 board. The complete electronic circuit diagram of the
designed control system is given in [1, 17].
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Figure 14. The proposed experimental setup schematic.

Figure 15. The developed experimental DC drive benchmark.

The multi-function data acquisition PCI-1710 board allows achieving measurement and
controlling functions. This target is used to create a real-time application to let the
implemented controller system run while synchronized to a real-time clock. The model of
the plant was removed from the simulation model, and instead of it, the input device driver
(Analog Input) and the output device driver (Analog Output) were introduced as shown in
Figure 17. These device drivers close the feedback loop when moving from simulations to
experiments. Device driver’s blocks include procedures to access the inputs-outputs board.
The real-time controller is developed through the compilation and linking stage, in a form of
a Dynamic Link Library (DLL) which is then loaded in memory and started-up

The practical implementation of the PSO-tuned PID-type FC approach leads to the
experimental results of Figure 17 and Figure 18. The obtained results are satisfactory for
a simple, systematic and non-conventional control approach and point out the controller’s
viability and validate the proposed control approach. The measured speed tracking error
of the controlled DC drive is very small (less than 10 % of set point) showing the high
performances of the proposed control especially in terms of tracking. On the other hand,
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Figure 16. PCI-1710 board based real-time implementation of the proposed PSO-tuned PID-type FC
structure.

Figure 18 shows the robustness of the proposed PSO-tuned PID-type FC in rejection of an
external load disturbance applied on the controlled system. The dynamic of the disturbance
rejection is fast and guaranteed.
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Figure 17. Experimental results of PSO-tuned PID-type FC implementation: fuzzy controller tracking
performances.

4.2. Control of a thermal process benchmark

4.2.1. Plant model description

The thermal process to be controlled, shown in the photography of Figure 20, is based on
a known PT-326 Process trainer [13], initially developed with an analog control system and
modified in order to be digitally controlled. To power the heating resistor, a single-phase
AC-AC converter, is developed [7].

In this prototype, the air drawn from atmosphere by a centrifugal blower is injected, through
a heating element, in a polypropylene pipe, and rejected in the atmosphere. The amount of air
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Figure 18. Experimental results of PSO-tuned PID-type FC implementation: fuzzy controller robustness
under external load disturbance.

flowing in the pipe can be adjusted by the mean of an inlet throttle attached to the blower. The
process consists of heating the air flowing in the pipe to the desired temperature level. The
digital control system generates a 40W signal which determines the amount of electrical power
supplied to heating resistor made of 10KΩ/7W power resistors. According to these settings,
the experimental trials show that the controlled air temperature can be varied up to 20◦C from
the ambient temperature. The assigned control objective is to regulate the temperature of the
air at a desired level, with high tracking performance and under internal disturbances, like
model parameters variation, and output disturbances. The temperature sensor can be placed
at three different locations on the path of the air flow. A variation in the temperature makes a
voltage variation at the sensor’s output. The amount of air trough the pipe, adjusted by setting
the opening of the throttle, can also be used to generate an output disturbance, in order to test
the efficiency of the proposed control system.

The controlled system input is the voltage applied to the AC-AC power electronic circuit
feeding the heating resistor, and the output is the air flow temperature in the pipe, expressed
by a 50 mV/◦C voltage, obtained after amplification of the LM35 temperature sensor’s output
signal. As shown in [23, 32], this process can be characterized as a non-linear system with
a pure time delay. The pure time delay depends on the position of the temperature sensor
element inserted into the air stream at any one of the three positions along the tube. When
the temperature in the air volume inside the tube is assumed uniform a linear model can be
obtained. To identify a numerical model of the considered plant, some experimental trials lead
to consider the following transfer function, between the heater input voltage and the sensor’s
output voltage:

G (s) =
km

1 + τs
e−τds (29)

where km is the DC gain system, τ is the time constant system, and τd is the time delay system.

This obtained plant model is assumed to be the nominal one and will be adopted in PSO-tuned
PID-type FC synthesis step. These model’s parameters are obtained by an experimental
identification procedure and they are summarized in Table 9 with their associated uncertainty
bounds. Also, this model is sampled with 2 sec sampling time for simulation and experimental
setups.
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Parameters Nominal values Uncertainty bounds

km 20 50 %
τ 65 sec 50 %
τd 1 sec 50 %

Table 9. Identified Thermal Process model parameters.

For this PSO-tuned PID-type fuzzy control example, we represent only the obtained
experimental results. For the numerical simulations step, both IAE and ISE criterion, used
for the electrical DC drive control, are investigated for this thermal process example. Same
problems (9), (10) and (11) are considered and resolved by the developed constrained PSO
algorithm.

4.2.2. Experimental setup and results

The developed real-time application acquires air temperature measure and generates control
signals for the triac of AC-AC power converter through a gate drive circuit, as shown in
Figure 19. This is achieved using a control system based on PC and the used multi-function
data acquisition PCI-1710 board. A triac gate drive circuit is used to generate a Pulse Width
Modulation (PWM) control signal synchronized with the zero-crossing of the AC voltage. The
acquired air temperature measure is scaled before being applied to the used multi-function
PCI-1710 board used to create a real-time application to let the implemented controller system
run while synchronized to a real-time clock. This leads to experimental results shown in
Figure 21 and Figure 22.
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Figure 19. The proposed thermal process experimental setup schematic.

Figure 20. Developed experimental benchmark of the PT-326 Process Trainer.
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As shown in Figure 21 and Figure 22, the controlled air temperature of the considered thermal
process tracks the desired trajectory with high performance in terms of response speed and
precision in the two considered cases. The robustness of the proposed control strategy in term
of output static disturbance rejection, which caused by the throttle opening, is improved.
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Figure 21. Experimental result of PSO-tuned fuzzy controlled PT-326 Process Trainer: IAE criterion case.
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Figure 22. Experimental result of PSO-tuned fuzzy controlled PT-326 Process Trainer: ISE criterion case.

5. Conclusion

In this study, a new method for tuning PID-type FC structures, using a constrained PSO-based
technique, is proposed and successfully applied to an electrical DC drive and thermal process
within a real-time framework. This efficient tool leads to a robust and systematic fuzzy control
design approach. The performances comparison, with the standard GAO-based method,
shows the efficiency and superiority of the proposed PSO-based approach in terms of the
obtained solution qualities, the convergence speed and the simple software implementation
of its algorithm.

The practical implementation of the PSO-tuned PID-type FC approach, for the considered
electrical DC drive and the thermal PT-326 Process Trainer benchmarks, leads to several
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satisfactory experimental results showing the high performances of the proposed control
especially in terms of tracking and robustness.

The PSO-tuned PID-type FC structures robustness, under external influences such as the
output static disturbances and parametric uncertainties, are proven. The control design
methodology is systematic, practical and simple without need to exact analytic plant model
description. The obtained simulation and experimental results show the efficiency in terms of
performance and robustness of the proposed fuzzy control approach which can be applied in
industrial motor control field.
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1. Introduction

Over the past decades, many advances have been made in the field of control theory
which rely on state-space theory. The control design methodology that has been most
investigated for the state-feedback control, see for example [1, 2] and the references therein.
The state-feedback control design supposes that all the system states are available, which is not
always possible in realistic applications. Instead, one has to deal with the absence of full-state
information by using observers. From the control point of view, observers can be used as
part of dynamical controllers. This observer-based design has been extensively studied in
the literature [3, 4]. However, it leads to high-order controllers. As a matter of fact, one has
to solve a large problem, which increases numerical computations for large scale systems.
Other difficulties may arise, if we consider additional performances, such as disturbance
rejection, time delays, uncertainties, etc. Hence, it is more suitable to develop methodologies
which involve a design with a low dimensionality. In this context, intensive efforts have
been devoted to design low-order controllers [3, 5–7]. In particular, it has been shown
that designing reduced order stabilizing controllers can be cast as a static output-feedback
stabilization problem. Also, it is recognized that, in general, the static output-feedback
control design may not exist for certain systems. Note that an important advantage of these
controllers is that they are easy to implement without significant numerical burden.

In general, the synthesis of static output-feedback stabilizing controllers is known to be
a hard task [5–7]. The main difficulty rises from its nonconvexity. In the literature,
some convexification techniques and iterative algorithms have been proposed to handle this
problem [3, 5, 7]. A comprehensive survey on static output-feedback stabilization can be
found in [6]. The authors show that despite the considerable efforts devoted to solve this
problem, there is yet no methodology that can solve it exactly, so it is still an important open
topic. However, it has been shown that for SISO (Single-Input Single-Output) systems, this
problem can be solved exactly based on an algebraic characterization [8, 9]. Unfortunately,
these approaches are valid only for SISO case and cannot be used to take into account
additional constraints on the system. In any case, the investigation of this topic within the
field of fuzzy control is continuously increasing and leading to many approaches. A most
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efficient approach is based on the Linear Matrix Inequality (LMI) technique: see for example
[10–12]. Indeed, since the developed interior-point methods [13], LMIs can be solved in
polynomial-time, using numerical algorithms [14]. Recently, other approach, based on a
projective algorithm has been proposed [15]. Notice that the existing LMI tools have opened
an important research area in system and control theory and tackled numerous unsolved
problems [14]. Therefore, our main focus in this chapter is the design of static output-feedback
controllers using LMI theory for a class of nonlinear systems described by Takagi-Sugeno (T-S)
fuzzy models.

Recently, the study of T-S fuzzy models has attracted the attention of many of researchers: see
[16] and references therein. Fuzzy models have local dynamics (i.e., dynamics in different
state space regions), that are represented by local linear systems. The overall model of
a fuzzy system is then obtained by interpolating these linear models through nonlinear
fuzzy membership functions. Unlike conventional modeling techniques, which use a single
model to describe the global behavior of a nonlinear system, fuzzy modeling is essentially a
multi-model approach, in which simple local linear submodels are designed in the form of a
convex combination of local models in order to describe the global behavior of the nonlinear
system. This kind of models has proved to be a good representation for a certain class of
nonlinear dynamic systems.

Since the work by [17] on stability analysis and state feedback stabilization for fuzzy systems,
the Parallel Distributed Compensation (PDC) procedure has extensively been used for the
control of such systems: for more details see [16]. The basic idea of this procedure is to design
a feedback gain for each local model, and then to construct a global controller from these
local gains, so that the global stability of the overall fuzzy system can be guaranteed. The
most interesting of this concept is that the obtained stability conditions do not depend on
the nonlinearities (membership functions), so that this makes possible to use linear system
techniques for nonlinear control design.

Up to now, the stabilization control design for T-S systems is successfully investigated based
on state-feedback or static/dynamic output-feedback [18, 19]. However, the design of a
controller which guarantees an adequate tracking performance for finite-dimensional systems
is more general problem than the stabilization one, and is still attract considerable attentions
due to demand from practical dynamical processes in electric, mechanics, agriculture, . . . .
One of our main interest in this chapter is solving the static output-feedback tracking
problem. Due to the fact that the T-S fuzzy models aggregate a set of local linear subsystems,
blended together through nonlinear scalar functions, the static output-feedback control
problem can be very complicated to solve. With regard to the literature of fuzzy control,
a few recent approaches have dealt with the tracking control design problem for nonlinear
systems described by T-S fuzzy model. Generally speaking, the incorporation of linearization
techniques and adaptive schemes usually needs system’s perfect knowledge and leads to
complicated adaptation control laws. In [20], the author has been shown that the use of the
feedback linearization strategy [21] may lead to unbounded controllers, since their stability
is not guaranteed. To overcome these drawbacks, LMI-based methodologies have been
developed for tracking control problem, using observer-based fuzzy controller to deal with
the absence of full-state information [22].

In this context, this chapter will tackle the static output-feedback fuzzy tracking control
problem, focusing on an H∞ tracking performance, related to an output tracking error for
all bounded references inputs. The presented results are an extension of already published
works for the stabilization case [12, 23]. In fact, to solve the nonconvexity problem, inherent
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to static output-feedback control synthesis, a cone complementarity formulation [7] for T-S
fuzzy systems is used combined with an iterative algorithm. This algorithm has to optimize a
linear objective function subject to a set of LMIs in each iteration. Thus, controllers are derived
that not only ensure stability of the closed-loop system, but also provide a prescribed level of
output tracking error attenuation.

The main contribution of this chapter is the purpose of a simple procedure reflected by
an efficient LMI-based iterative algorithm to solve the fuzzy tracking control problem for
nonlinear systems described by discrete-time T-S models. Therefore, since the proposed fuzzy
tracking controllers have a low-order character, they are suitable for industrial application.
Furthermore, this chapter shows an application to a relevant practical problem, in power
engineering and drives field, of the proposed design procedure: guaranteeing a good tracking
of the output voltage of DC-DC buck converter [24–26].

2. Problem formulation and preliminaries
Consider a nonlinear system which is approximated by a T-S fuzzy model of the following
form:

ithRule: IF z1(k) is μi
1 and . . . and zp(k) is μi

p,

THEN

⎧⎨
⎩

x(k + 1) = (Ai + ΔAi(k))x(k) + (Bi + ΔBi(k))u(k) + Eiw(k),

y(k) = Cix(k), i = 1, . . . , N,

(1)

where x(k) ∈ �n is the state vector, u(k) ∈ �nu is the input vector, w(k) ∈ �nw comprises
the bounded external disturbances and y(k) ∈ �ny is the system output. N is the number of
IF-THEN rules. z1(k), . . . zp(k) are the premise variables (that comprises states and/or inputs)
and μi

j (i = 1, . . . , N, j = 1, . . . , p) are the fuzzy sets. Ai, Bi, Ci and Ei are known constant
matrices of appropriate size, ΔAi(k), ΔBi(k) are unknown matrices representing time-varying
parameter uncertainties, and are assumed to be as follows:

[ΔAi(k) ΔBi(k)] = [M1F(k)N1i M2F(k)N2i], i = 1, 2, . . . , N, (2)

where Mi, N1i and N2i are known real constant matrices. F(k) is the uncertainty function that
satisfies the classical bounded condition:

F(k)T F(k) ≤ I, ∀k. (3)

Thus, the global T-S model is an interpolation of all uncertain subsystems through nonlinear
functions [16]:

x(k + 1) =

N

∑
i=1

θi(z) [(Ai + ΔAi(k))x(k) + (Bi + ΔBi(k))u(k) + Eiw(k)]

N

∑
i=1

θi(z)

,

=
N

∑
i=1

αi(z) [(Ai + ΔAi(k))x(k) + (Bi + ΔBi(k))u(k) + Eiw(k)] ,

y(k) =
N

∑
i=1

αi(z)Cix(k),

(4)
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where θi, i = 1, . . . , N, is the membership function corresponding to system rule i, and αi(z) =

θi(z)/
N

∑
i=1

θi(z), fulfills the convex property: 0 ≤ αi(z) ≤ 1 and
N

∑
i=1

αi(z) = 1.

Note that using the so-called sector of nonlinearity approach, a wide number of nonlinear
systems can be represented exactly by T-S models in a compact set of the state space. However,
with the growing complexity of nonlinear systems, it is useful to take into account the
approximations in the dynamical process. Thus, the main objective of the next paragraph
is to provide stability conditions that ensure the tracking performance for the uncertain T-S
model (4).

3. H∞ output tracking performance analysis

This section gives sufficient stability conditions which ensure an H∞ output tracking
performance of the uncertain system (4) using a fuzzy Lyapunov function. We recall the
following lemma which will be used in this section.

Lemma 3.1. [27] Let A,D,S ,W and F be real matrices of appropriate dimension such that
W > 0 and FF T ≤ I. Then, for any scalar � > 0 such that W − �DDT > 0, we have
(A+DFS)TW−1(A+DFS) ≤ AT(W − �DDT)−1A+ �−1STS .

Suppose that the desired trajectory can be generated by the following reference model as
follows:

⎧⎨
⎩

xd(k + 1) = Axd(k) + Br(k),

yd(k) = Cxd(k),
(5)

where, yd(k) has the same dimension as y(k), xd(k) and r(k) ∈ �nr are respectively the
reference state and the bounded reference input, A, B and C are appropriately dimensional
constant matrices with A Hurwitz.

Since we deal with the static output-feedback control design problem, the fuzzy controller
can incorporates information from y(k) and yd(k). Thus, the control law which is based on
the classical structure of the Parallel Distributed Compensation (PDC) concept [17, 28] shares
the same fuzzy sets as the T-S system and can be given as follows:

ithRule: IF z1(k) is μi
1 and . . . and zp(k) is μi

p,

THEN u(k) = Ki(y(k)− yd(k)),
(6)

where the the controller gain Ki is to be chosen. The overall static output-feedback control law
is thus inferred as:

u(k) =
N

∑
i=1

αi(z)Ki(y(k)− yd(k)). (7)

The advantages of the static output-feedback controller (7), is well discussed in the literature
[3], [6]. This fact motivates us to use such type of control law avoiding the complex control
schemes with an additional observer.
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Combining (4), (5) and (7), the following augmented closed-loop system is obtained

x̃(k + 1) =
N

∑
i,j,s=1

αi(z)αj(z)αs(z)
�
(G1ijs + G2ijs(k))x̃(k) + Wiw̃(k)

�
, (8)

where

G1ijs =

⎡
⎢⎣

Ai + BiKjCs −BiKjC

0 A

⎤
⎥⎦ ,

G2ijs(k) =

⎡
⎢⎣

ΔAi(k) + ΔBi(k)KjCs −ΔBi(k)KjC

0 0

⎤
⎥⎦ ,

Wi =

⎡
⎣

Ei 0

0 B

⎤
⎦ , x̃ =

⎡
⎣

x(k)

xd(k)

⎤
⎦ , w̃ =

⎡
⎣

w(k)

r(k)

⎤
⎦ ,

(9)

Hence, to meet the required tracking performance, the effect of w̃(k) on the tracking error
y(k)− yd(k) should be attenuated below a desired level in the sense of [29]:

k f

∑
k=0

(y(k)− yd(k))
T(y(k)− yd(k)) ≤ γ2

k f

∑
k=0

w̃(k)Tw̃(k), (10)

∀k f �= 0, and ∀w̃(k) ∈ l2, k f is the control final time.

The following theorem shows that H∞ output tracking performances can be guaranteed if
there exist some matrices satisfying certain conditions.

Theorem 3.1. The augmented closed-loop system in (8) achieves the H∞ output tracking performance
γ, if there exists matrices P1 > 0, . . . , PN > 0 and controller gains K1, . . . , KN such that the
following conditions hold:

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−P−1
r 0 0 G1ijs Wi M̃

0 −�I 0 Ñijs 0 0

0 0 −I Hi 0 0

GT
1ijs ÑT

ijs HT
i −Pi 0 0

WT
i 0 0 0 −γ2 I 0

M̃T 0 0 0 0 −�−1I

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0, 1 ≤ i, j, s, r ≤ N, (11)
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where

G1ijs and Wi are defined in (9), Hi = [Ci − C] , M̃ =

⎡
⎣

M1 M2

0 0

⎤
⎦ and Ñijs =

⎡
⎣

N1i 0

N2iKjCs −N2iKjC

⎤
⎦ .

Proof. Consider the following fuzzy Lyapunov function V(x̃, k) given by

V(x̃, k) = x̃(k)T
N

∑
i=1

αi(z)Pix̃(k).

The stability of (8) is ensured, under zero initial condition, with guaranteed H∞ performance
(10) if [29]:

ΔV(x̃, k) + (y(k)− yd(k))T(y(k)− yd(k))− γ2w̃(k)Tw̃(k) < 0 (12)

where ΔV(x̃, k) is the rate of V along the trajectory:

ΔV(x̃, k) = V(x̃(k + 1))− V(x̃(k)). (13)

By substituting (13) in(12), we have:

x̃(k + 1)T P+ x̃(k + 1)− x̃(k)T Pzx̃(k) + (y(k)− yd(k))T(y(k)− yd(k))− γ2w̃(k)Tw̃(k) < 0,(14)

where

Pz =
N

∑
i=1

αi(z)Pi and P+ =
N

∑
i=1

αi(z(k + 1))Pi.

Now, let

Gz(k) =
N

∑
i,j,s=1

αi(z)αj(z)αs(z)G1ijs +
N

∑
i,j,s=1

αi(z)αj(z)αs(z)G2ijs(k),

Wz =
N

∑
i=1

αi(z)Wi.

(15)

Then, the inequality (14) can be rewritten as follows

[Gz(k)x̃(k) + Wzw̃(k)]T P+ [Gz(k)x̃(k) + Wzw̃(k)]− x̃(k)T Pzx̃(k)− γ2w̃(k)Tw̃(k)+

(y(k)− yd(k))T(y(k)− yd(k)) < 0.
(16)

By consequence, (16) leads to:

⎡
⎣

x̃(k)

w̃(k)

⎤
⎦

T

(M1 −M2)

⎡
⎣

x̃(k)

w̃(k)

⎤
⎦ < 0, (17)
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where

M1 =

⎡
⎢⎣

Gz(k)TP+Gz(k) Gz(k)TP+Wz

WT
z P+Gz(k) WT

z P+Wz

⎤
⎥⎦ ,

M2 =

⎡
⎢⎣

Pz − HT
z Hz 0

0 γ2

⎤
⎥⎦ ,

Hz =
N

∑
i=1

αi(z)Hi.

(18)

Thus, to proof (12), it is sufficient to show that

M1 −M2 < 0. (19)

The first part of (19) can also be rewritten as

M1 −M2 = (G̃z + M̃F(k)Nz)T P+(G̃z + M̃F(k)Nz), (20)

where

G̃z =
�

G1z Wz
�

, G1z =
N

∑
i,j,s=1

αi(z)αj(z)αs(z)G1ijs,

and Nz =

�
N

∑
i,j,s=1

αi(z)αj(z)αs(z)Ñ1ijs 0

�
.

(21)

On the other hand, pre- and post-multiplying (11) by diag{Pr, I, I, I, I, I} gives

Γr
ijs ≡

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−Pr 0 0 PrG1ijs PrWi Pr M̃

0 −�I 0 Ñijs 0 0

0 0 −I Hi 0 0

GT
1ijsPr ÑT

ijs HT
i −Pi 0 0

WT
i Pr 0 0 0 −γ2 I 0

M̃TPr 0 0 0 0 −�−1 I

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0, 1 ≤ i, j, s, r ≤ N. (22)
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Since
N

∑
i=1

αi(z) =
N

∑
r=1

αr(k + 1) = 1, (22) can be written as

N

∑
r=1

αr(k + 1)
N

∑
i,j,s=1

αi(z)αj(z)αs(z)Γr
ijs ≡

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−P+ 0 0 P+G1z P+Wz P+M̃

0 −�I 0 Ñz 0 0

0 0 −I Hz 0 0

GT
1zP+ ÑT

z HT
z −Pz 0 0

WT
z P+ 0 0 0 −γ2 I 0

M̃T P+ 0 0 0 0 −�−1 I

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0, (23)

Applying Schur complement on (23), it is straightforward to verify that the condition (23) is
equivalent to the following inequalities:

(P+G̃z)
T �

P+ − �P+M̃M̃TP+
�−1

P+G̃z + �−1N T
z Nz −M2 < 0 and

P+ − �P+M̃M̃TP+ > 0.
(24)

Using (20), (24) and Lemma 3.1, we have

M1 −M2 = (G̃z + M̃F(k)Nz)T P+(G̃z + M̃F(k)Nz)

≤ (P+G̃z)T �
P+ − �P+M̃M̃TP+

�−1
P+G̃z + �−1N T

z Nz −M2

< 0.

(25)

By consequence

k f

∑
k=0

(y(k)− yd(k))
T(y(k)− yd(k)) < γ2

k f

∑
k=0

w̃(k)Tw̃(k).

Hence, H∞ output tracking performance is achieved with the prescribed attenuation level γ.
On the other hand, it follows from (11) and (25) that ΔV(x̃) < 0 for w̃(k) = 0, which leads that
the uncertain system (8) with w̃(k) = 0 is robustly asymptotically stable.

4. H∞ fuzzy tracking controller synthesis

In this section, a cone complementarity formulation [7] is used to solve the bilinearity involved
in (11). The idea is based on converting the conditions (11) to convex and nonconvex parts and
then casting them into an optimization problem subject to some LMIs. For this, first recall the
following lemma, which generalizes the result of [7].

Lemma 4.1. [12] Let Pi ∈ �n×n, Qi ∈ �n×n, i = 1, . . . , N be any symmetric positive definite
matrices, then the following statements are equivalent:
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(a):PiQi = I, i = 1, . . . , N.

(b):

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

N

∑
i=1

Tr(PiQi) = N × n,

⎡
⎣

Pi I

I Qi

⎤
⎦ ≥ 0, 1 ≤ i ≤ N.

Using Pr = Q−1
r , the stability condition (11) can be rewritten as follows:

Ωr
ijs ≡

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−Qr 0 0 G1ijs Wi M̃

0 −�I 0 Ñijs 0 0

0 0 −I Hi 0 0

GT
1ijs ÑT

ijs HT
i −Pi 0 0

WT
i 0 0 0 −γ2 I 0

M̃T 0 0 0 0 −�−1 I

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0, 1 ≤ i, j, s, r ≤ N, (26)

PrQr = I, 1 ≤ r ≤ N. (27)

Before giving the final formulation of the problem in hand, we suggest to relax the LMIs (26)
from the point of view number of LMIs to be satisfied, for this, we suggest to use the following
lemma.

Lemma 4.2. [12] Consider the following matrix Ā =
N

∑
i,j,s=1

αijsAijs, where αijs = αiαjαs and
N

∑
i=1

αi =

1. Then, Ā can be expressed as follows

Ā =
N

∑
i=1

α3
i Aiii +

N

∑
s>j≥i

αijs(Aijs + Ajsi + Asij) +
N

∑
s≥j>i

αijs(Asji + Aisj + Ajis),

Moreover,
N

∑
ijs=1

αijs =
N

∑
i=1

α3
i + 3

N

∑
s>j≥i

αijs + 3
N

∑
s≥j>i

αijs = 1.

Hence, using Lemma 4.2, (26) can be rewritten as follows:

Υr
iii < 0, 1 ≤ i, r ≤ N,

Φr
ijs ≤ 0, 1 ≤ i ≤ j < s ≤ N, 1 ≤ r ≤ N,

Ψr
ijs ≤ 0, 1 ≤ i < j ≤ s ≤ N, 1 ≤ r ≤ N,

(28)
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where,

Υr
iii ≡

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−Qr 0 0 G1iii Wi M̃

0 −�I 0 Ñiii 0 0

0 0 −I Hi 0 0

GT
1iii ÑT

iii HT
i −Pi 0 0

WT
i 0 0 0 −γ2 I 0

M̃T 0 0 0 0 −�−1I

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

Φr
ijs ≡

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−3Qr 0 0 Gijs + Gjsi + Gsij W 3M̃

0 −3�I 0 Ñijs + Ñjsi + Ñsij 0 0

0 0 −3I Hi + Hj + Hs 0 0

∗ ∗ ∗ −(Pi + Pj + Ps) 0 0

∗ 0 0 0 −3γ2 I 0

∗ 0 0 0 0 −3�−1 I

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

Ψr
ijs ≡

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−3Qr 0 0 Gsji + Gisj + Gjis W 3M̃

0 −3�I 0 Ñsji + Ñisj + Ñjis 0 0

0 0 −3I Hi + Hj + Hs 0 0

∗ ∗ ∗ −(Pi + Pj + Ps) 0 0

∗ 0 0 0 −3γ2 I 0

∗ 0 0 0 0 −3�−1 I

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

where W = Wi + Wj + Ws.
From Lemma 4.2, It is only sufficient to see that [12]

N

∑
i=1

αi(z)Ω
r
ijs =

N

∑
i=1

α3
i (k)Υ

r
iii +

N

∑
i≤j<s

αi(z)αj(z)αs(z)Φr
ijs +

N

∑
i<j≤s

αi(z)αj(z)αs(z)Ψr
ijs.

It should be noted that, Lemma 4.2 is very useful in reducing the number of LMIs to be
satisfied. Indeed, (26) leads to N4 LMIs to be satisfied. In contrast, by using Lemma 4.2,
this number decreases to (N2(N2 + 2))/3.
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Now, back to our main problem. We suggest to use Lemma 4.1 to handle the nonconvexity
involved in (27), as it is clearly shown by the following theorem:

Theorem 4.1. Given a weight β > 0 and � > 0. The augmented closed-loop system in (8) achieves
the H∞ output tracking performance γ, if there exists positive definite matrices P1 > 0, . . . , PN > 0,
Q1 > 0, . . . , QN > 0 and controller gains K1, . . . , KN such that the following optimization problem is
solvable and equal to nx̃ × N:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

minimize
Ki,Pi,Qi,γ

β
N

∑
i=1

Tr(PiQi) + (1 − β)γ

subject to:

(28) and

⎡
⎣

Pi I

I Qi

⎤
⎦ ≥ 0, 1 ≤ i ≤ N.

(29)

The following iterative algorithm [7, 12] can be used to linearize the objective function of the
optimization problem (29).

Algorithm 4.1

give a weight β, fix a tolerance ε (for example ε = 10−6) and execute the following steps:

• Step 1: Set P0
i = I and Q0

i = I, for i = 1, . . . , N.

• Step 2: Solve the following LMI optimization:

minimize
Ki,Pi,Qi,γ

β
N

∑
i=1

Tr(P∗
i Qi + Q∗

i Pi) + (1 − β)γ

subject to :

(28) and

⎡
⎣

Pi I

I Qi

⎤
⎦ ≥ 0, 1 ≤ i ≤ N.

• Step 3: If �Pi − Q−1
i � ≤ ε.

While �Pi − Q−1
i � ≤ ε,

Select β = β − 0.01 and repeat from step 1. Else
Set P∗

i ←− Pi, Q∗
i ←− Qi and repeat from step 2.

Remark 4.1. In the optimization problem (29), the attenuation level γ is also included in the
optimization function. Thus, a multi-objective optimization problem is solved by the Algorithm 4.1.

5. Illustrative example

In this section, the proposed tracking control scheme is applied to regulate the output voltage
of DC-DC converter. The model of a buck converter is described in Fig. 1. Using the Kirchoff
laws, the converter of Fig. 1 can be represented by the following discrete-time nonlinear model
[24]:
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Figure 1. Buck converter circuit.

x(k + 1) =

⎡
⎢⎢⎢⎣

−Ts
L (RL + R(k)Rc

R(k)+Rc
) + 1 −TsR(k)

L(R(k)+Rc)

Ts R(k)
C(R(k)+Rc)

−Ts
C(R(k)+Rc)

+ 1

⎤
⎥⎥⎥⎦ x(k)+

⎡
⎢⎣

−Ts
L (RMiL(k)− Vin(k)− VD)

0

⎤
⎥⎦ u(k) +

⎡
⎢⎣

−TsVD
L

0

⎤
⎥⎦ ,

y(k) =
�

R(k)Rc
(R(k)+Rc)

R(k)
(R(k)+Rc)

�
x(k),

(30)

where x(k) = [iL(k) vc(k)]T is the state vector, u(k) is the control vector i.e. the duty cycle
of the switched M, y(k) is the output vector i.e. the output voltage and Ts is the sampling
period Ts = 0.001 × 1/ f0, with f0 is the resonance frequency of the buck converter (30). R(k)
and Vin(k) are uncertain parameters satisfying R(k) ∈ [R(k), R(k)], Vin(k) ∈ [Vin(k), Vin(k)].
Table (1) gives the parameter values of the buck converter (Fig. 1). Similar to [24], we assume
that the inductor current belongs in a compact set: iL(k) ∈ [iL, iL], and select the membership
functions as follows

α1(k) =
−iL(k) + iL

iL − iL
, α2(k) = 1 − α1(k). (31)

The nonlinear system (30) can be represented by the following uncertain T-S model:

Rulei If iL(k) is μi

Then

⎧⎨
⎩

x(k + 1) = (Anoi + ΔAi(k))x(k) + (Bnoi + ΔBi(k))u(k) + Eiw(k),

y(k) = Cix(k), i = 1, 2,

(32)
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where
Ano1 = Ano2 = A1+A1

2 , Bno1 = B1+B1
2 , Bno2 = B2+B2

2 , with

A1 = A2 =

⎡
⎢⎢⎢⎣

− Ts
L (RL +

RRc
(R+Rc)

) + 1 − Ts R
L(R+RC)

TsR
C(R+RC)

− Ts
C(R+Rc)

+ 1

⎤
⎥⎥⎥⎦ ,

A1 = A2 =

⎡
⎢⎢⎣
− Ts

L (RL +
RRc

(R+Rc)
) + 1 − Ts R

L(R+RC)

TsR
C(R+RC)

− Ts
C(R+Rc)

+ 1

⎤
⎥⎥⎦ ,

B1 =

⎡
⎢⎣
− Ts

L (RMiL − Vin − VD)

0

⎤
⎥⎦ , B2 =

⎡
⎢⎣
− Ts

L (RMiL − Vin − VD)

0

⎤
⎥⎦ ,

B1 =

⎡
⎢⎣
− Ts

L (RMiL − Vin − VD)

0

⎤
⎥⎦ , B2 =

⎡
⎢⎣
− Ts

L (RMiL − Vin − VD)

0

⎤
⎥⎦ ,

C1 = C2 =
�

RRc
R+Rc

R
R+Rc

�
, and E1 = E2 =

�
1
0

�
.

ΔA1(k), ΔA2(k), ΔB1(k) and ΔB2(k) can be represented in the form of (2) with M1 =

0.1, M2 =

⎡
⎣

1 0

0 0

⎤
⎦ , N11 = 10 A1−A1

2 , N12 = N11, N21 = B1−B1
2 , N22 = B2−B2

2 .

In this example, the objective is to make the output voltage of the buck converter, i.e. vo follow
a desired signal to meet the H∞ tracking performance of the uncertain system (30).
The reference system matrices of (5) is selected as follows

A =

⎡
⎣

0.5 0

0 0.5

⎤
⎦ , B =

⎡
⎣

0

1

⎤
⎦ , C =

�
0 1

�
. (33)

Let β = 0.99 and � = 1, using the Algorithm 4.1, the following feasible solution is obtained
after only 41 iterations:

P1 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

0.122328 0.72818 0 −0.070451

0.72818 7.378511 0 −0.550637

0 0 1 0

−0.070451 −0.550637 0 2.846761

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

,
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P2 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

0.124832 0.7441565 0 −0.09171

0.7441565 7.455168 0 −0.661751

0 0 1.116002 0

−0.09171 −0.661751 0 3.00123

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

Q1 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

19.852249 −1.950697 0 0.113988

−1.950697 0.329190 0 0.015398

0 0 1 0

0.113988 0.015398 0 0.357075

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

Q2 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

19.869471 −1.967944 0 0.173243

−1.967944 0.3317250 0 0.013007

0 0 0.896056 0

0.173243 0.013007 0 0.341358

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

K1 = −6.0943; K2 = −7.1963,

and the H∞ output tracking performance index: γ = 2.52. Hence, according to (7), the static
output-feedback control law that ensures the desired trajectory tracking for (30) is given as
follows:

u(k) = (α1(k)K1 + α2(k)K2)(y(k)− yd(k)). (34)

Fig. 2 shows the evolution of the output signal of the nonlinear system (30), using the fuzzy
controller, with an external disturbance input w(k) defined as w(k) = ro

1+15(k+1) − TsVD/L,
where, ro is a random number taken from a uniform distribution over [0, 2], the uncertain
parameters are as follow

R(k) = R+R
2 + R−R

2 cos(kπ/Ts),

Vin(k) =
Vin+Vin

2 +
Vin−Vin

2 cos(kπ/Ts),

(35)

and the reference signal r(k), are supposed to be
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

r(k) = 12V for 0 ≤ k ≤ 0.005s,

r(k) = 6V for 0.005 < k ≤ 0.01s,

r(k) = 24V for k > 0.01s,

(36)
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Figure 2. Response of y(k) and yd(k).

Fig. 3 and Fig. 4 depict a zoom of Fig. 2 at 0 s and between 5 ms and 10 ms respectively. It can
be seen that the designed fuzzy static output-feedback controller ensures the robust stability
of the nonlinear system (30) and guarantees an acceptable H∞ trajectory tracking performance
level.
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Figure 3. Zoom on Fig. 2 at 0 sec.
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Figure 4. Zoom on Fig. 2 between 5 msec and 10 msec.

Parameter Value Unity
Input voltage, Vin(k) Vin(k) ∈ [10, 30] V

Current in the inductance , iL -8 - 8 A

Inductance, L 98.58 μH

Parasitic resistance of L, RL 48.5 mΩ

Capacitor, C 202.5 μF

Parasitic resistance of C, Rc 162 mΩ

Resistance of Switch, RM 0.27 Ω

Diode voltage, VD 0.82 V

Load resistance, R(k) R(k) ∈ [2, 10] Ω

Table 1. Parameter values of the buck converter.

6. Conclusion

In this chapter, the problem of model reference tracking control with a guaranteed H∞
performance is solved for uncertain discrete-time fuzzy systems. Based on the fuzzy
Lyapunov function and cone complementary formulation, a fuzzy static output controller is
calculated to make small as possible as the tracking output error and reject disturbances.
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1. Introduction 

The development of a compact and high performance motion controller for the X-Y table of 
a CNC machine has been an important field in literatures (Groove, 1996; Goto et al., 1996; 
Hanafi et al., 2003). The typical architecture of the conventional motion control system for X-
Y table is shown in Fig. 1, which consists of a central controller, two sets of servo drivers and 
an X-Y table. The central controller, which usually adopts a float-pointed processor, 
performs the function of motion trajectory and data communication with servo drivers and 
with external device. Each servo driver usually use a fixed-pointed processor, some specific 
ICs and an inverter to perform the functions of position/speed/current control at each single 
axis of X-Y table and to do the data communication with the central controller. Data 
communication between two devices uses an analog signal, a bus signal or a serial 
asynchronous signal. However, the motion control system in Fig.1 has some drawbacks, 
such as large volume, easy effect by the noise, expensive cost, inflexible, etc. In addition, 
data communication and handshake protocol between the central controller and servo 
drivers slow down the system executing speed.  

In recent years, the FPGA has been widely applied in implementing the digital control 
system (Cho, 2009; Monmasson et al. 2011; Sanchez-Solano et al. 2007). Besides, an 
embedded processor IP and an application IP can be developed and downloaded into FPGA 
to construct a SoPC environment (Altera, 2004; Hall and Hamblem, 2004), allowing the users 
to design a SoPC module by mixing hardware and software in one FPGA chip (Kung et al. 
2004; Kung and Tsai, 2007; Kung and Chen, 2008). Therefore, based on the FPGA 
technology, we improve the aforementioned drawbacks and integrate the central controller 
and the controller part of two servo drivers in Fig. 1 into a motion control IC in this study, 
which is shown in Fig. 2. Our proposed motion control IC has two IPs (Intellectual 
Properties). One IP performs the functions of the motion trajectory by software. The other IP 
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performs the functions of two axes’ position/speed/current controllers by hardware. As the 
results, this two IP will parallel processing in FPGA, and the hardware/software co-design 
technology in FPGA can make the motion controller of X-Y more compact, flexible, better 
performance and less cost. Further, the X-Y table usually leads to the existence of 
unmodelled dynamics and disturbances which often significantly deteriorate the system 
performance during a machining process. Many studies attempt to improve the tracking 
performance in a machining process (Lin et al., 2006; Wang and Lee, 1999). Lin et al. (2006) 
adopts a recurrent-neural-network sliding-mode controller to improve the motion tracking 
performance of the X-Y table. Wang and Lee (1999) integrate the cross-coupled control and 
neural network techniques to achieve a high accuracy of the motion tracking in the linear 
motor X-Y table. However, due to the complicate computation of the neural-network, the 
algorithms of above two studies are realized in the PC-based control system.  

 
Figure 1. Conventional motion control system for X-Y table 

 
Figure 2. Proposed FPGA-based motion control system for X-Y table 

In this chapter, a motion control IC for linear motor drive X-Y table based on FPGA (Field 
programmable gate array) technology is presented and shown in Fig.3. Firstly, the 
mathematical model of the X-Y table is defined. Secondly, an adaptive fuzzy controller 
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(AFC) is introduced and adopted in position loop of X-Y table to improve the motion 
tracking performance under unmodelled uncertainty condition. Thirdly, in implementation, 
an FPGA embedded by a Nios II processor is used to design the overall circuits of the 
motion control IC which the scheme of position/speed/current control for two PMLSMs 
(permanent magnetic linear synchronous motors) is realized by hardware in FPGA and the 
motion trajectory algorithm for X-Y table is implemented by software using Nios II 
embedded processor. To reduce the FPGA resource usage, an FSM (Finite state machine) 
joined by a multiplier, an adder, a LUT (Look-up table), some comparators and registers is 
used to model the overall AFC algorithm. And VHDL (VHSIC hardware description 
language) is adopted to describe the FSM. Herein, Altera Stratix II EP2S60, which has 48,352 
ALUTs (Adaptive Look-Up Tables), total 2,544,192 RAM bits, and a Nios II embedded 
processor which has a 32-bit configurable CPU core, 16 M byte Flash memory, 1 M byte 
SRAM and 16 M byte SDRAM, is used. Therefore, a fully digital motion controller can be 
implemented by an FPGA using hardware/software co-design technology which will make 
the motion controller of the X-Y table more compact, flexible and better performance. 
Finally, an experimental system is set up to verify the performance of the proposed motion 
control IC for linear motor drive X-Y table. 

2. System description of X-Y table and motion controller design 

The internal architecture of the proposed FPGA-based controller system for a linear motor 
drive X-Y table is shown in Fig. 3, in which the motion trajectory is implemented by 
software using Nios II embedded processor; the position, speed and current vector 
controller for two PMLSMs are implemented by hardware in FPGA chip. The mathematical 
modeling of PMLSM, AFC algorithm and motion trajectory planning are introduced as 
follows: 

 
Figure 3. The architecture of a motion controller system for linear motor drive X-Y table 
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2.1. Mathematical model of the PMLSM drive 

The dynamic model of a typical PMLSM can be described in the synchronous rotating 
reference frame, as follows 

 1 vqd s
d p q d

d d d

Ldi R
i x i

dt L L L



     (1) 

 
 1 v
 

q fd s
p d q p q

q q q q

di L R
x i i x

dt L L L L
 

 
       (2) 

where vd, vq are the d and q axis voltages; id, iq, are the d and q axis currents, Rs is the phase 
winding resistance; Ld, Lq are the d and q axis inductance; px  is the translator speed; f is the 
permanent magnet flux linkage;  is the pole pitch. The developed electromagnetic thrust 
force is given by  

 3 (( ) )
2e d q d f qF L L i i 


    (3) 

The current control of a PMLSM drive is based on a vector control approach. That is, if we 
control id to 0 in Fig.3, the PMLSM will be decoupled, so that control a PMLSM will become 
easy as to control a DC linear motor. After simplification and considering the mechanical 
load, the model of a PMLSM can be written as the following equations, 

 3
2e f q t qF i K i 


   (4) 

with  

 
3 
2t fK  


  (5) 

and the mechanical dynamic equation of PMLSM in x-axis table is 

 
2

2

p p
e L m m

d x dx
F F M B

dt dt
    (6) 

where eF , tK , mM , mB  and LF represent the motor thrust force, the force constant, the total 
mass of the moving element, the viscous friction coefficient and the external force, 
respectively. In addition, the current loop of the PMLSM drive in Fig.3 includes PI 
controller, coordinate transformations of Clark, Modified inverse Clark, Park, inverse 
Park, SVPWM (Space Vector Pulse Width Muldulation), pulse signal detection of the 
encoder etc. The coordination transformation of the PMLSM in Fig. 3 can be described in 
synchronous rotating reference frame. Figure 4 is the coordination system in rotating 
motor which includes stationary a-b-c frame, stationary - frame and synchronously 
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rotating d-q frame. Further, the formulations among three coordination systems are 
presented as follows.  

1. Clarke : stationary a-b-c frame to stationary - frame. 
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2. Modified 1Clarke : stationary - frame to stationary a-b-c frame. 
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3. Park : stationary - frame to rotating d-q frame. 
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4. 1Park : rotating d-q frame to stationary - frame. 
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where e  is the electrical angle.  

In Fig. 3, two digital PI controllers are presented in the current loop of PMLSM. For the 
example in d frame, the formulation is shown as follows. 

 *( ) ( ) ( )d d de k i k i k   (11) 

 _ _  ( ) ( )p d p d dv k k e k  (12) 

 _ _ _  ( ) ( 1) ( 1)i d i d i d dv k v k k e k     (13) 

 _ _( ) ( ) ( )d p d i dv k v k v k   (14) 

the de  is the error between current command and measured current. The _p dk , _i dk  are P 
controller gain and I controller gain, respectively. The _ ( )p dv k , _ ( )i dv k , ( )dv k  are the output of 
P controller only, I controller only and the PI controller, respectively. Similarity, the 
formulation of PI controller in q frame is the same. 
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Figure 4. Transformation between stationary axes and rotating axes 

2.2. Adaptive fuzzy controller (AFC) in position control loop 

The green dash rectangular area in Fig. 3 presents the architecture of an AFC. It consists of a 
fuzzy controller, a reference model and a parameter adjusting mechanism. Detailed 
description of these is as follows. 

1. Fuzzy controller (FC): 

In Fig.3, the tracking error and the change of the error, e, de are defined as 

 ( ) ( ) ( )m pe k k k    (15) 

 ( ) ( ) ( 1)de k e k e k    (16) 

and e, de and uf are input and output variables of FC, respectively. Besides m  represents mx
or my , and p  represents px or py . The design procedure of the FC is as follows:  

a. Take the e and de as the input variables of the FC, and define their linguist variables as E 
and dE. The linguist value of E and dE are {A0, A1, A2, A3, A4, A5, A6} and {B0, B1, B2, B3, B4, 
B5, B6}, respectively. Each linguist value of E and dE is based on the symmetrical 
triangular membership function which is shown in Fig.5. The symmetrical triangular 
membership function are determined uniquely by three real numbers 1 2 3    , if one 
fixes 1 3( ) ( ) 0f f    and 2( ) 1f   . With respect to the universe of discourse of [-6.6], 
the numbers for these linguistic values are selected as follows:  
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 (17) 

b. Compute the membership degree of the e and de. Figure 5 shows that the only two 
linguistic values are excited (resulting in a non-zero membership) in any input value, 
and the membership degree is obtained by 

: 3-axis stationary frame

: 2-axis stationary frame

: 2-axis rotating frameqd 
 

cba 

a

c

αf αf

βf

qf qf

rotor
stator

Sf Sf

e e

e 

d

q 
b

a

c

dfdf

rotor
stator

Sf Sf

e e



d

q 
b



 
FPGA-Based Motion Control IC for Linear Motor Drive X-Y Table Using Adaptive Fuzzy Control 187 

  1( ) and
2i

i
A

e e
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

1
( ) 1 ( )

i iA Ae e 


   (18) 

where 1 6 2 * ( 1)ie i     . Similar results can be obtained in computing the membership 

degree ( )
jB de .  

c. Select the initial fuzzy control rules, such as, 

 i j j,iIF    is A   and  e is B    THEN    is  cfe u  (19) 

where i and j = 0~6, Ai and Bj are fuzzy number, and cj,i is a real number. The graph of the 
fuzzy rule table and the fuzzification are shown in Fig. 5. 

d. Construct the output of the fuzzy system uf(e,de) by using the singleton fuzzifier, 
product-inference rule, and central average defuzzifier method. Although there are 
total 49 fuzzy rules in Fig. 5 will be inferred, actually only 4 fuzzy rules can be 
effectively excited to generate a non-zero output. Therefore, if an error e is located 
between ei and ei+1, and an error change de is located between dej and dej+1, only four 
linguistic values Ai, Ai+1, Bj, Bj+1 and corresponding consequent values cj,i, cj+1,i, cj,i+1, cj+1,i+1 
can be excited, and the output of the fuzzy system can be inferred by the following 
expression: 
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  (20) 

where ,  ( ) * ( )
n mn m A Bd e de  . And those ,i jc are adjustable parameters. In addition, by using 

(18), it is straightforward to obtain 
11

,  1
ji

n m
n i m j

d


 

  in (20).  

2. Reference model (RM): 

Second order system is usually as the RM in the adaptive control system. Therefore, the 
transfer function of the RM in Fig.3 can be expressed as 

 
2

* 2 2

( )
( ) 2

m n

p n n

s
s s s

 
  


 

 (21) 

where n is natural frequency and   is damping ratio. Furthermore, because the 
characteristics of no overshoot, fast response and zero steady-state error are the important 
factors in the design of a PMLSM servo system; therefore, it can be considered as the 
selective criterion of n  and  . The design methodology is described as follows: Firstly, the 
(21) matches the requirement of a zero steady-state error condition. Secondly, if we choose

1  , it can guarantee no overshoot condition. Especially, the critical damp value 1   has 
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a fastest step response. Hence, the relation between the rising time tr and the natural 
frequency n  for a step input response in (21) can be derived and shown as follows. 

 (1 ) 0.1n rt
n rt e      (22) 

Once the tr is chosen, the natural frequency n  can be obtained. Furthermore, applying the 
bilinear transformation, (21) can be transformed to a discrete model by  
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and the difference equation is written as. 

 * * *
1 2 0 1 2( ) ( 1) ( 2) ( ) ( 1) ( 2)m m m p p pk b k b k a k a k a k                (24) 

 
Figure 5. The symmetrical triangular membership function of e and de, fuzzy rule table, fuzzy inference 
and fuzzification 

3. Parameter adjusting mechanism: 

The gradient descent method is used to derive the AFC control law in Fig. 3. The objective of 
the parameters adjustment in FC is to minimize the square error between the mover position 
and the output of the RM. The instantaneous cost function is defined by 
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and the four defuzzifier parameters of cj,i, cj+1,i, cj,i+1, cj+1,i+1 are adjusted according to 
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with m = j, j+1, n = i,i+1 and where   represents learning rate. However, following the 
similar derivation with (Kung & Tsai, 2007), the ,m nc  can be obtained as  

 , ,( )   ( ) ( )m n p i v n mc k K K K e k d     (27) 

with m = j, j+1 and n = i,i+1.  

2.3. Motion trajectory planning of X-Y table 

The circular, window and star motion trajectories are typical used as the performance 
evaluation of the motion controller for X-Y table. 

a. In circular motion trajectory, it is computed by 

 sin( )i ix r   (28) 

 os( )i iy r c   (29) 

with 1i i     . Where  , r , ix , iy  are angle increment, radius, X-axis trajectory 
command and Y-axis trajectory command, respectively.  

b. The window motion trajectory is shown in Fig.6. The formulation is derived as follows: 

a-trajectory:  

 1 1,i i i ix x y S y      (30) 

b-trajectory:  

1

6( : 2 ,  and )
4i i i          

 1 1cos( ), sin( )i x i i y ix O r y O r       (31) 

c-trajectory: 

 1 1,i i i ix S x y y      (32) 

d-trajectory:  

1

6( : ,  and )
4i i i          

 2 2cos( ), sin( )i x i i y ix O r y O r       (33) 

e-trajectory: 

 1 1,i i i ix x y S y       (34) 
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f-trajectory: 

 1

1( : ,  and )
2i i i          

 3 3cos( ), sin( )i x i i y ix O r y O r      (35) 

g-trajectory: 

 1 1,i i i ix S x y y      (36) 

h-trajectory:  

1

1( : 0 ,  and )
2i i i          

 4 4cos( ), sin( )i x i i y ix O r y O r      (37) 

i-trajectory: 

 1 1,i i i ix x y S y     (38) 

where S ,  , ix , iy  are position increment, angle increment, X-axis trajectory command 
and Y-axis trajectory command, respectively. In addition, the 1 1( , )x yO O , 2 2( , )x yO O , 3 3( , )x yO O
, 4 4( , )x yO O  are arc center of b-, d-, f-, and h-trajectory in the Fig. 6 and r is the radius. The 
motion speed of the table is determined by  . 

 
Figure 6. Window motion trajectory 

c. Star motion trajectory is shown in Fig.7. The formulation is derived as follows: 

a-trajectory : 

 1 1,         i i i ix S x y y      (39) 

1 1( , )x yO O

x

y
2 2( , )x yO O

4 4( , )x yO O 3 3( , )x yO O

a

b

e

f

c

d

Start

g

h

i



1i i    

2 2( , )x yO O

( , )i ix y

1 1( , )i ix y 

1i 

r
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b-trajectory :  

 1 1* sin 54 ,       * sin 36o o
i i i ix S x y S y         (40) 

c-trajectory : 

 1 1* sin18 ,         * sin72o o
i i i ix S x y S y      (41) 

d-trajectory :  

 1 1* sin18 ,         * sin72o o
i i i ix S x y S y        (42) 

e-trajectory : 

 1 1* sin 54 ,       * sin 36o o
i i i ix S x y S y       (43) 

Where S , ix , iy  are position increment, X-axis trajectory command and Y-axis trajectory 
command, respectively. The motion speed of the table is determined by S . 

 
Figure 7. Star motion trajectory 

3. The design of a motion control IC for linear motor drive X-Y table 

Figure 8 illustrates the internal architecture of the proposed FPGA-based motion control IC 
for linear motor drive X-Y table. The FPGA uses Altera Stratix II EP2S60, which has 48,352 
ALUTs (Adaptive Look-Up Tables), 36 DSP blocks, 144 embedded multipliers, 718 
maximum user I/O pins, total 2,544,192 RAM bits, and a Nios II embedded processor which 
has a 32-bit configurable CPU core, 16 M byte flash memory, 1 M byte SRAM and 16 M byte 
SDRAM. The Nios II processor can be downloaded into FPGA to construct a SoPC 
environment. The internal circuit in Fig. 8 comprises a Nios II embedded processor IP 
(Intellectual Properties) and an application IP. The Nios II processor is depicted to both 
generate the motion trajectory and collect the response data. The application IP includes the 
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circuits of two position AFC and speed P controllers as well as two current vector 
controllers for X-axis and Y-axis table. The sampling frequency of position control loop is 
designed with 2kHz. The operating clock rate of the designed FPGA controller is 50MHz 
and the frequency divider generates 50 Mhz (Clk), 25 MHz (Clk-step), 2 kHz (Clk-sp) and 16 
kHz (Clk-cur) clock to supply all module circuits of application IP in Fig. 8. 

An FSM is also employed to model the AFC of the position loop and P controller of the speed 
loop in X-axis table and shown in Fig. 9, which uses one adder, one multiplier, a look-up 
table, comparators, registers, etc. and manipulates 35 steps machine to carry out the overall 
computation. With exception of the data type in reference model are 24-bits, others data type 
are designed with 12-bits length, 2’s complement and Q11 format. Although the algorithm of 
AFC is highly complexity, the FSM can give a very adequate modeling and easily be 
described by VHDL. Furthermore, steps s0~s6 execute the computation of reference model 
output; steps s6~s9 are for the computation of mover velocity, position error and error change; 
steps s9~s12 execute the function of the fuzzification; s13 describe the look-up table and s14~s22 
defuzzification; and steps s23~s34 execute the computation of velocity and current command 
output, and the tuning of fuzzy rule parameters. The SD is the section determination of e and 
de and the RS,1 represents the right shift function with one bit. The operation of each step in 
Fig.9 can be completed within 40ns (25 MHz clock) in FPGA; therefore total 35 steps need a 
1.4s operation time. It doesn’t loss any control performance for the overall system because 
the operation time with 1.4s is much less than the sampling interval, 500 s (2 kHz), of the 
position control loop in Fig.3. In Fig. 8, the QEP circuit and circuit for current vector control 
refer to (Kung & Tsai, 2007). Further, the Nios II embedded processor IP is depicted to 
perform the function of the motion trajectory and two-axis position/speed loop controller for 
X-Y table in software. Figure 10 illustrates the flow charts of the main program and the 
interrupt service routine (ISR), where the interrupt interval is designed with 2ms. All 
programs are coded in the C programming language. Then, through the complier and linker 
operation in the Nios II IDE (Integrated Development Environment), the execution code is 
produced and can be downloaded to the external Flash or SDRAM via JTAG interface.  

Under the proposed design method, the overall resource usage of the proposed motion 
control IC is listed in Table 1 which the two AFC circuits need 16,110 ALUTs, the Nios II 
embedded processor IP needs 8,275 ALUTs and 46,848 RAM bits and the application IP 
needs 22,928 ALUTs and 595,968 RAM bits in FPGA. Therefore, the motion control IC uses 
64.5% ALUTs resource and 25.2% RAM resource of Stratix II EP2S60. 

Table 1. The resource usage of a motion control IC in FPGA 

Application IP

642,81631,203

595,9686,818
2 x Current loop controller 

(Current vector control, 
SVPWM,ADC,QEP)

016,1102 x Adaptive fuzzy controller 
(AFC)

Total

46,8488,275Nios II Embedded Processor IP

Memory
(bits)

ALUTsModule circuitIP

Application IP

642,81631,203

595,9686,818
2 x Current loop controller 

(Current vector control, 
SVPWM,ADC,QEP)

016,1102 x Adaptive fuzzy controller 
(AFC)

Total

46,8488,275Nios II Embedded Processor IP

Memory
(bits)

ALUTsModule circuitIP
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Figure 8. The internal architecture of a motion control IC for linear motor drive X-Y table 

 
Figure 9. State diagram of an FSM for describing the AFC in position loop and P controller in speed 
loop (for X-axis Table) 
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Figure 10. Flow chart of the main and ISR program in Nios II embedded processor 

4. Experimental results 

The overall experimental system depicted in Fig.3 includes an FPGA (Stratix II 
EP2S60F672C5) experimental board, two voltage source IGBT inverters and an X-Y table 
which is driven by two PMLSMs. The PMLSM was manufactured by the BALDOR electric 
company; and it is a single-axis stage with a cog-free linear motor and a stroke length with 
600mm. The parameters of the motor are: Rs = 27 , Ld = Lq = 23.3 mH, Kt = 79.9N/A. The 
input voltage, continuous current, peak current (10% duty) and continuous power of the 
PMLSM are 220V, 1.6A, 4.8A and 54W, respectively. The maximum speed and acceleration 
are 4m/s and 4 g but depend on external load. The moving mass is 2.5Kg, the maximum 
payload is 22.5Kg and the maximum thrust force is 73N under continuous operating 
conditions. A linear encoder with a resolution of 5m is mounted on the PMLSM as the 
position sensor, and the pole pitch is 30.5mm (about 6100 pulses). The inverter has three sets 
of IGBT power transistors. The collector-emitter voltage of the IGBT is rated 600V; the gate-
emitter voltage is rated 20V, and the DC collector current is rated 25A and in short time 
(1ms) is 50A. The photo-IC, Toshiba TLP250, is used in the gate driving circuit of IGBT. 
Input signals of the inverter are PWM signals from the FPGA device. 

To confirm the effectiveness of the proposed AFC in linear drive X-Y table, a realization of 
position controller based on the FPGA in Fig.3 is constructed and some experiments are 
evaluated. The control sampling frequency of the current, speed and position loops are 
designed as 16kHz, 2kHz and 2kHz, respectively. In the motion control IC, two 
position/speed/current controllers are all realized by hardware in FPGA, and the motion 
trajectory algorithm is implemented by software using the Nios II embedded processor. The 
speed controller adopts a P controller and the AFC is used in the position loop. The transfer 
function of the reference model is selected by a second order system with the natural 
frequency of 30 rad/s and damping ratio of 1. The step response is first tested to evaluate the 
performance of the proposed controller. Figures 11 and 12 respectively show the position 
step responses for X-axis and Y-axis table using the FC (learning rate=0) and AFC (learning 
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rate=0.1). The position command is a 4/3Hz square wave signal with 10mm amplitude. In 
Figs. 11(a) and 12(a), when an 11 kg load is added upon the mover of the X-Y table and the 
fuzzy control by using a fixed rule table, the position dynamic response in X-axis and Y-axis 
table exhibits a 12.8% and 23.1% overshoot and severe oscillation, respectively. Accordingly, 
an AFC is adopted in Fig.3. When the proposed AFC is used with learning rate being 0.1, the 
tracking results are highly improved and presented in Figs. 11(c) and 12(c). Initially, the 
position response in X-axis or Y-axis table tracks the output of the reference model with 
oscillation. After one or two square wave commands, the ci,j parameters in fuzzy rule table 
are tuned to adequate values, and the position response in X-axis or Y-axis table can closely 
follow the output of the reference model. Further, the tracking motion about circular, 
window and star trajectory by using FC and AFC are experimented. To evaluate the 
tracking performance, the indices are firstly defined as follows.  

 2 2( ) ( ( ) ( )) ( ( ) ( ))m p m pT k x k x x y k y x     (44) 

 
1

( ) /
n

k

m T k n


   (45) 

 2

1

( ( ) ) /
n

k

T k m n


   (46) 

Where T(k), m and  respectively represent instantaneous value, mean and variance of 
tracking error. In the circular tracking motion, the circle command is with center (25, 25) cm 
and radius 10cm and its experimental results are shown in Figs. 13~14. In the window 
tracking motion, the trajectory is designed as Fig.6 and its experimental results are shown in 
Figs. 15~16. In the star tracking motion, the trajectory is designed as Fig.7 and its 
experimental results are shown in Figs. 17~18. Further, the tracking performance in Figs 
13~18 by using FC and AFC control algorithm are evaluated according to the indices of 
(44)~(46), and its results are listed in Table 2. Compared with FC, the mean of tracking errors  

 
Figure 11. (a) Position step response and (b) current response by using the FC as well as  
(c) position step response and (d) current response by using the AFC in X-axis table 
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Figure 12. (a) Position step response and (b) current response by using the FC as well as  
(c) position step response and (d) current response by using the AFC in Y-axis table 

in circular, winddow and star motion trajectory are significantly reduced about 41.6%, 14.6% 
and 12.8% and the variance of tracking errors reduced about 33.3%, 64.6% and 47.4% after 
using AFC. Therefore, it shows that the AFC has a better tracking performance than FC in 
motion control of linear motor drive X-Y table. Finally, from the experimental results of 
Figs.11~18, it demonstrates that the proposed AFC and the FPGA-based motion control IC 
used for the linear motor drive X-Y table is effective and correct. 

5. Conclusion 
This study successfully presents a motion control IC for linear motor drive X-Y table based 
on FPGA technology. The works herein are summarized as follows. 

1. The functionalities required to build a fully digital motion controller of linear motor drive 
X-Y table, such as the two current vector controllers, two speed P controllers, and two 
position AFCs and one motion trajectory planning, have been integrated in one FPGA chip. 

2. An FSM joined by one multiplier, one adder, one LUT, or some comparators and 
registers has been employed to model the overall AFC algorithm, such that it not only is 
easily implemented by VHDL but also the resources usage can be reduced in the FPGA. 

3. The software/hardware co-design technology under SoPC environment has been 
successfully applied to the motion controller of linear motor drive X-Y table.  

However, the experimental results by step response as well as the circular, window and star 
motion trajectory tracking, has been revealed that the software/hardware co-design technology 
with the parallel processing well in the motion control system of linear motor drive X-Y table.  

 
Table 2. Evaluation of tracking performance using FC and AFC 
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Figure 13. Circular trajectory response by using the FC (a) Star trajectory tracking (b) Position tracking 
in X- and Y-axis table (c) Control efforts in X- and Y-axis table (d) Tracking errors in X- and Y-axis table 

  
Figure 14. Circular trajectory response by using the AFC (a) Star trajectory tracking (b) Position 
tracking in X- and Y-axis table (c) Control efforts in X- and Y-axis table (d) Tracking errors  
in X- and Y-axis table 
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Figure 15. Window trajectory response by using the FC (a) Star trajectory tracking (b) Position tracking 
in X- and Y-axis table (c) Control efforts in X- and Y-axis table (d) Tracking errors in X- and Y-axis table 

 
Figure 16. Window trajectory response by using the AFC (a) Star trajectory tracking (b) Position tracking 
in X- and Y-axis table (c) Control efforts in X- and Y-axis table (d) Tracking errors in X- and Y-axis table 
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Figure 17. Star trajectory response by using the FC (a) Star trajectory tracking (b) Position tracking in  
X- and Y-axis table (c) Control efforts in X- and Y-axis table (d) Tracking errors in X- and Y-axis table 

 
Figure 18. Star trajectory response by using the AFC (a) Star trajectory tracking (b) Position tracking in 
X- and Y-axis table (c) Control efforts in X- and Y-axis table (d) Tracking errors in X- and Y-axis table 
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1. Introduction 

Fuzzy control is a practical alternative for a variety of challenging of challenging control 
applications because it provides a convenient method for constructing nonlinear controllers 
via the use of heuristic information. The heuristic information may come from an operator 
who has acted as a human controller for a process. In the fuzzy control design methodology, 
a set of rules are written down by the operator on how to control the process, then make 
these into a fuzzy controller that emulates the decision-making process of the human. In 
some cases, the heuristic information may come from other novel intelligent applications. In 
other cases, the heuristic information may come from a control engineer who has performed 
extensive mathematical modeling, analysis, and development of control algorithms for a 
particular process. Regardless of where the heuristic control knowledge comes from, fuzzy 
control provides a user-friendly formalism for representing and implementing the ideas. 

Over the past few decades, fuzzy logic theory is widely used: process control, management 
and decision making, operations research, economies. Dealing with simple ‘yes’ and ‘no’ 
answers is no longer satisfactory enough; a degree of membership (Zadeh, 1965) became a 
new way of solving problems. Fuzzy logic derives from the truth that the human common 
sense reasoning mode is approximate in nature. 

In this chapter we provide a control engineering perspective on novel fuzzy controller. We 
take a pragmatic engineering approach to the design, analysis, performance evaluation, and 
implement of fuzzy control system. The chapter is basically broken into five parts. In section 
2, we provide an overview of conventional control system design. In section 3 the basic 
theories of variable universe fuzzy control are been introduced. In section 4, we cover the 
novel fuzzy controller based on Yinger algorithm. In section 5, we use some examples to 
show how to design, simulate, and implement these controllers. Finally, in section 6, we 
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explain how to write a computer program to simulate the novel fuzzy control system, using 
either a high-level language or Matlab.  

2. Conventional control system design 

2.1. Introduction 

A control system is a device, or set of devices to manage, command, direct or regulate the 
behavior of other devices or system. There are two common classes of control systems, with 
many variations and combinations: logic or sequential controls, and feedback or linear 
controls. There is also fuzzy logic, which attempts to combine some of the design simplicity 
of logic with the utility of linear control. Some devices or systems are inherently not 
controllable. A basic control system is shown in figure 1. The plant is object to be controlled. 
Its inputs are ( )u t , its outputs are ( )y t , and reference input is ( )r t .  

( )u t ( )r t ( )y t

 
Figure 1. Control system 

2.2. Mathematical modeling 

The mathematical model is a description of a system using mathematical concepts and 
language. The process of developing a mathematical model is termed mathematical 
modeling. Mathematical models are used not only in the natural sciences (such as physics, 
biology, earth science, meteorology) and engineering disciplines (such as computer science, 
artificial intelligence), but also in the social sciences (such as economics, psychology, 
sociology and political science),physicists, engineers, statisticians, operations research 
analysts and economists use mathematical models most extensively. A model may help to 
explain a system and to study the effects of different components, and to make predictions 
about behaviour. 

Mathematical models can take many forms, including but not limited to dynamical systems, 
statistical models, differential equations, or game theoretic models. These and other types of 
models can overlap, with a given model involving a variety of abstract structures. In 
general, mathematical models may include logical models, as far as logic is taken as a part of 
mathematics. In many cases, the quality of a scientific field depends on how well the 
mathematical models developed on the theoretical side agree with results of repeatable 
experiments. Lack of agreement between theoretical mathematical models and experimental 
measurements often leads to important advances as better theories are developed. 
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When a control engineer is given a control problem, often one of the first tasks is the 
development of a mathematical model of the process to be controlled, in order to gain a 
clear understanding of the problem. Basically, there are only a few ways to actually generate 
the model. We can use first principles of physics to write down a model. Another way is to 
perform "system identification" via the use of real plant data to produce a model of the 
system. Sometimes a combined approach is used where we use physics to write down a 
general different equation that we believe represent the plant behavior, and then we 
perform experiments on the plant to determine certain model parameters or functions. 

Often, more than one mathematical model is produced. A "truth model" is one that is 
developed to be as accurate as possible so that it can be used in simulation-based 
evaluations of control systems. It must be understood, however, that there is never a perfect 
mathematical model for the plant. The mathematical model is an abstraction and hence 
cannot perfectly represent all possible dynamics of any physical process. This is not to say 
that we cannot produce models that are "accurate enough" to closely represent the behavior 
of a physical system. Usually, control engineer to be able to design a controller that will 
work. Then, they often also need a very accurate model to test the controller in simulation 
before it is tested in an experimental setting. Hence, lower-order "design model" are also 
often developed that may satisfy certain assumption yet still capture the essential plant 
behavior. Indeed, it is quite an art to produce good low-order model that satisfy these 
constraints. We emphasize that the reason we often need simpler models is that the 
synthesis techniques for controller often require that the model of the plant satisfy certain 
assumptions or there methods generally cannot be used. 

Linear models such as the one in Equation (1) have been used extensively in the past and the 
control theory for linear system is quite mature. 

 
 
 

x Ax Bu
y Cx Du

 (1)  

In this case u is the m-dimensional input; x is the n-dimensional state; y is the p-dimensional 
output; and A,B,C and D are matrices of appropriate dimension. Such models are 
appropriate for use with frequency domain design techniques, the root-locus method, state-
space methods, and so on. Sometimes it is assumed that the parameters of the linear model 
are constant but unknown, or can be perturbed form their nominal values. 

Much of the current focus in control is on the development of controllers using nonlinear 
models of the plant of the form 

 



 ( , )
( , )

x f x u
y g x u

 (2) 

Where the variables are defined as for the linear model and f and g are nonlinear functions 
of their arguments. One form of the nonlinear model that has received significant attention 
is 
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   ( ) ( )x f x g x u  (3) 

Since it is possible to exploit the structure of this model to construct nonlinear controllers. Of 
particular with both of the above nonlinear models is the case where f and g are not 
completely known and subsequent research focuses on robust control of nonlinear system. 

Discrete time versions of the above models are also used, and stochastic effect are often 
taken into account via the addition of a input or other stochastic effects. Under certain 
assumptions you can linearize the nonlinear model in Equation(2) to obtain a linear one. In 
this case we sometimes think of the nonlinear model as the truth model, and the linear 
model that are generated form it as control design model. 

There are certain properties of the plant that the control engineer often seeks to identify early 
in the design process. For instance, the stability of the plant may be analyzed. The effects of 
certain nonlinearities are also studied. The engineer may want to determine if the plant is 
controllable to see, for example, if the control input will be able to properly affect the plant; 
and observable to see, for example, if the chosen sensors will allow the controller observe the 
critical plant behavior so that it can be compensated Overall, this analysis of the plant's 
behavior gives the control engineer a fundamental understanding of the plant dynamics. 

2.3. Performance objectives and design constrains 

Controller design entails constructing a controller to meet the specifications. Often the first 
issue to address is whether to use open or closed-loop control. Often, need to pay for a 
sensor for the feedback information and there need to justification for this cost. Moreover, 
feedback can destabilize the system. Do not develop a feedback controller just because you 
are used to developing feedback controllers; you may want to consider an open-loop 
controllers since it may provide adequate performance. Assuming you use feedback control, 
the closed-loop specifications can involve the following factors: Disturbance rejection 
properties; Insensitivity to plant parameter variations; Stability; Rise-time. 

2.4. Controller design 

Conventional control has provided numerous methods for controllers for dynamic system. 
Some of there are listed below: 

1. Proportional-integral-derivative(PID) control:Over 90% of the controllers in operation 
today are PID controllers. This approach is often viewed as simple, reliable,and easy to 
understand. Often, like fuzzy controller, heuristics are used to tune PID controllers. 

2. State-space methods: State feedback,observers,and so on. 
3. Optimal control: Linear quadratic regulator,use of Pontryagin's minimum principle or 

dynamic programming,an so on. 
4. Nonlinear methods: Feedback linearization, Lyapunov redesign, sliding mode control, 

backstepping, and so on. 
5. Adaptive control; model reference adaptive control,self-tuning regulators, nonlinear 

adaptive control,and so on. 
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Basically,there conventional approaches to control system design offer a variety of ways to 
utilize information from mathematical model on how to do good control. Sometimes they 
do not take into account certain heuristic information early in the design process, but use 
heuristics when the controller is implemented to tune it(tuning is invariably needed since 
the model used for the controller development is not perfectly accurate).Unfortunately, 
when using some approaches to conventional control, some engineers become somewhat 
removed from the control problem, and sometimes this leads to the development of 
unrealistic control laws. Sometimes in conventional control, useful heuristics are ignored 
because they do not fit into the proper mathematical framework, and this can cause 
problem. 

2.5. Performance evaluation 

The next step in the design process is to perform analysis and performance evaluation. 
Basically, we need performance evaluation to test that we design does in fact meet the 
closed-loop specifications. This can be particularly important in safety-critical applications 
such as the control of a washing machine or an electric shaver, it may not be as important in 
the sense that failures will not imply the loss of life, so some of the rigorous evaluation 
methods can sometimes be ignored. Basically, there are three general ways to verify that a 
control system is operating properly: (1) mathematical analysis based on the use of formal 
models, (2) simulation-based analysis that most often uses formal models, and (3) 
experimental investigations on the real system. 

3. Variable fuzzy control system design 

The fuzzy controller block diagram is given in figure 2. The plant outputs are denoted by
( )y t , its input is denoted by ( )u t , and the reference input to the fuzzy controller is denoted 

by ( )r t . 

( )u t( )r t ( )y t

 
Figure 2. Fuzzy controller architecture 

3.1. Fuzzy controller 

Basically, the difficult task of modeling and simulating complex real-world systems for 
controller systems development, especially when implementation issues are considered, is 
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well documented. Even if a relatively accurate model of a dynamic system can be 
developed, it is often too complex to use require restrictive assumptions for the plant. It is 
for this reason that in practice conventional controllers are often developed via simple 
models of the plant behavior that satisfy the necessary assumptions, and via the ad hoc 
tuning of relatively simple linear or nonlinear controllers. Regardless, it is well understood.  

Fuzzy control provides a formal methodology for representing, manipulating, and 
implementing a human’s heuristic knowledge about how to control a system.  

The fuzzy controller block diagram is given in Figure 2, where we show a fuzzy controller 
embedded in a closed-loop control system. The plant outputs are denoted by y(t), its inputs 
are denoted by u(t), and the reference input to the fuzzy controller is denoted by r(t). 

The fuzzy controller has four main components: (1) The” rule-base” holds the knowledge, in 
the form of a set of rules are relevant at the current time and then decides what the input to 
the plant should be, (3) The fuzzification interface simply modifies the inputs so that they 
can be interpreted and compared to the rules in the rule-base. And (4) the defuzzification 
interface converts the conclusions reached by the inference mechanism into the inputs to the 
plant. 

To design the fuzzy controller, the control engineer must gather information on how the 
artificial decision maker should act in the closed-loop system. Sometimes this information 
can come from a human decision maker who performs the control task, while at other times 
the control engineer can come to understand the plant dynamics and write down a set of 
rules about how to control the system without outside help. These “rules” basically say, “If 
should be some value.” A whole set of such “If-Then” rules is loaded into the rule-base, and 
specifications are met. 

3.2. Structure of variable adaptive fuzzy controller 

Let      , ( 1,2, , )iX E E i n  be the universe of input variable  ( 1,2, , )ix i n , and 
 [ , ]Y U U  be the universe of output variable y .    (1 ){ }i ij j mA  stands for a fuzzy partition 

on iX ,and    (1 ){ }j j mB  defines a fuzzy partition on Y . A group of fuzzy inference rules is 
formed as follow: 

If 1x is 1 jA and 2x is 2 jA and…and nx is njA then y  is jB ,  1,2, ,j m  

The fuzzy logic system can be represented as an n-dimension piecewise interpolation 
function 2( , , , )nF x x x : 

 
 

    2 2
1 1

( , , , ) ( , , , ) ( )
nm

n n ij i j
j i

F x x x y x x x A x y  (4) 

Generally speaking, a function   : [0,1], ( )X x x can be called a contraction-expansion 
factor on    ,iX E E . The so-called variable universe means iX  and Y can change with 
changing variable ix  and y  expressed by:  
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   ( ) [ ( ) , ( ) ]i i i i i iX x x E x E   (5)  

   ( ) [ ( ) , ( ) ]Y y y U y U  (6) 

 
Figure 3. Universe compress and expand 

4. Novel fuzzy controller based on Yinger algorithm 

Novel fuzzy controller is composed of three parts. Firstly, new kind of contraction-
expansion factor is established, then local space is optimized, finally novel controller 
dynamically adjust output by rules. 

4.1. Optimal local spaces 

Many real-world environments in which learning systems have to operate are time-varying. 
Several aspects of the learning problem can vary, including the mapping to be learned, and 
the sampling distribution that governs the input-space location of exemplars that make up 
the input information. In this section, K-Vector Nearest Neighbors (K-VNN) is proposed to 
this problem. 

Define 1. Lets k  is input sets which can be defined to local space as:  

       1 , , ( , )k K i i mX X X D X X h  (7) 

Where h  is radius of local space (k ), and data-window is changed by adjusting it. 
( , )D A B is the distance function which is defined by (8), 1 , , KX X  are messages to input. 

Define 2. Lets  1[ , , ]nA A A  and  1[ , , ]nB B B  ,in the Euclidean space, gets distance and 
intersection angle: 

 


  


 

2

2 2

( , )

( , ) arccos
T

d A B A B

A BA B
A B

 (8) 
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According to (7), we can get the distance and intersection angle of iX and dX , from input-
output specimen choice similar message tok . 

If intersection angle of iX  and dX .greater than 90 , thinking iX  stray from dX ,and define 
as follows: 

        
   

( , )( , ) sin ( , )
(0 1 / 2,0 1 / 2)

i dd X X
i d i dD X X ae b X X
a b

 (9)  

From (9), we can see, if iX  is more similar to dX ,   ( , )i dd X Xe and   sin ( , )i dX X  are more 
similar to 1, use this method and get the new input set  

      1 1 1( , ), ,( , ) ( , ) ( , )k K K d k dX Y X Y D X X D X X  (10) 

From this section, some noise can be deleted by this section. 

4.2. Contraction-expansion factor 

Now the popular contraction-expansion factor is   
2( )( ) 1 kxx ce  (  (0 1) 0c k ), but the 

algorithm module can not be realized easily by C++ which support some methods by using 
VC++ accomplish control system. So building up a kind of contraction-expansion factor to 
nonlinear system is very important. 

1. Establish differential equation 

Firstly, ( ( ))e t is strictly monotonously increasing on [0 1] and monotonously decreasing on 
[-1 0]. 

Secondly, ( ) 0e t Then   ( ( )) 0.0001e t and ( ) 1e t  then  ( ( )) 1e t . 

Thirdly,   ( ( )) ( )e t k e t , and to the same  ( )e t , ( )e t is larger and  ( ( ))e t is larger too. 
From those conditions the differential equation can be build as follow:  

     2( ( )) ( ) ( )( ( ))e t ke t e t E e t  (11) 

get hold of: 

     4 21( )
4 2

Ex kx kx c  (12) 

and initialized condition:  

when ( ) 0e t then ( ( )) ( , )i de t D X X ,and ( )e t =E  ( ( )) 1e t  

get hold of:  

     4 2
,

1( ) ( )
4 2 i d

Ex kx kx D X X  (13)  
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2. Analyze and verify characters  

1. Duality     ( )  ( ( )) ( ( ))e t E e t e t  
2. Near zero   ,(0) ( ) 0i dD X X  

3. Monotonicity: 1 2( ), ( ) [0, ]e t e t E if 1 2( ) ( )e t e t then  1 2( ( )) ( ( ))e t e t  
4. Normality    ( ) ( ) 1E E  

    4 2
,

1( ) ( )
4 2 i d

Ex kx kx D X X  

is the primary function can easily realize in nonlinear system. So the new kind of 
contraction-expansion factor is satisfied with the requests. 

 
Figure 4. Function cluster surface (k>0) 

 
Figure 5. Function cluster surface contour(k>0) 
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Figure 6. Function cluster surface (c<1) 

 
Figure 7. Function cluster surface contour (c<1) 

5. Examples 
Choose the typical non-linear system to the new algorithm.  

 Plant:





 




( ).

( )
1( ) ( )
1

( ) ( )

x t

x t
ex t u t
e

y t x t
 (14) 

 
 

  ( ) ( ) ( ) 0lim lim
t t

e t r t y t  (15) 

And ( ) ( )cu t u t   
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[ 1,1]U  

We can get the rules as follows: 

if e is Nb then u is NB , if e is Nm then u is NM  

if e is Ns then u is NS , if e is Pb then u is PB  

if e is Pm then u is PM , if e is Ps then u is PS  

  
Figure 8. Function 
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        1 2 3 4 5 61, 0.5, 0.2, 0.2, 0.5, 1y y y y y y  
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1 1
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Figure 9. Controller 
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Figure 10. Rules 

In order to make out the advantages of the new function, Let ( ) sinr t t  the result of 
controller (seeFig.11) is formed as follows 

 
Figure 11. The contrast of control effect 

Let  

     


1.5 0 3 6 9
( )

0.5

t and t
r t

etc
 

the result of control (see Fig.12 and Fig.13) is formed as follow 

From Fig.12, we learn that there are some errors between aim curve (blue) and real curve 
(black) because of ( ( ))e t =1. System cannot immediately regulate control strategy to make 
e(t)=0. From Fig.13, we can clearly learn that the real curve (black) almost coincide with aim 
curve (blue). So we say that the variable fuzzy controller is one of the efficient tools for control 
system. From Fig.11, we can see the difference between the new function and exponential 



 
Fuzzy Controllers – Recent Advances in Theory and Applications 214 

function (conventional function), and the algorithm module with new contraction-expansion 
factor is applied successfully in Matlab, whose results show that algorithm module is 
reasonable, adaptive and feasible. In the other hand, the new function can be realized easily by 
C++ to optimize the controller of complicated nonlinear control system.  

 
Figure 12. The simulation curves ( ( ( )) 1e t ) 

 
Figure 13. The simulation curves (T=10) 

6. Practical application 

Refrigerator is one kind of popular home appliance, and it became more and more 
important to economize the energy. The controller of conventional refrigerator keep 
anticipative temperature through PTC-relays and compress, but a lot of energy is waste. In 
this paper the new controller based on variable universe adaptive fuzzy control theory can 
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resolve this problem. The variable universe fuzzy control theory has become more and more 
important in process control. The idea of variable universe fuzzy control is first proposed in 
refs, and several types of variable universe adaptive fuzzy controller are discussed in ref. 

The compressor, condenser, evaporator,capillary and other electro-equipments compose the 
refrigeration system which is a close circulatory system. R-600a as refrigeration material 
from the low-pressure liquid to gaseity in evaporator to make the icebox inside temperature 
lowed through absorbing the heat. In other words, the control system of refrigeration makes 
R-600a changed by electric power. The simplified model of the refrigerator (see Fig.14) show 
as follow: 

Periphery

Interface

Chip 

Electro-
equipment

Sensor of 
temperature

Switch of 
doors

compressor

fan

other 
facilities 

 
Figure 14. Simplified model of the refrigerator  

The popular refrigerator through driving compressor makes the temperature constant, but 
there are some disadvantages in the control strategy. If there is minuteness temperature 
warp in system, control system frequent start-up equipments to modulate inside 
temperature, and a lot of energy will be wasted. In order to solve this problem, we design 
the new control strategy based on the idea of variable universe fuzzy control.  

 
Figure 15. Contrast of controller effect 
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A refrigerator plant is a complex nonlinear system and may be prone to instability and 
oscillatory behaviors. The Fig.15 is the contrast of controller effect by Ying learning (red 
line), exponent function (blue line).In this section, a fuzzy controller is designed and 
simulated exclusively to control a refrigerator plant with a new-type function of contraction-
expansion factor to optimize the controller of temperature is steady.  

Using control method to explain medical phenomenon is currently a hot subject of research. 
The traditional Chinese drug fumigation steaming treat protrusion of protrusion of 
protrusion of lumbar intervertebral disc with steam generated by boiling medicinal herbs, 
and this process is a typical non-linear, multivariable, and strong coupling. Experienced 
nurse and doctor cure patient by their experience. So establish a model of this process can 
discover more factor of the disease, better treat to protrusion of protrusion of protrusion of 
lumbar intervertebral disc and reduce of energy consumption. 

The traditional Chinese drug fumigation fume or steaming treat diseases with fume in 
moxibustion or with steam generated by boiling medicinal herbs, and its process is a typical 
non-linear, multivariable, strong coupling. In addition, its characters are difficult to 
quantitative analysis. So the period of treatment is only determined by experience of 
doctors. Therefore, there is theoretical and practical significance in studying of traditional 
Chinese drug fumigation medical data mining. 

The illustration of the traditional Chinese drug fumigation machine is shown in Fig.16. 
Here, the type of machine is MJD-2003 and it has been used 6 years.  

 
Figure 16. Drug Fumigation Machine 

Doctor treats protrusion of Protrusion of protrusion of lumbar intervertebral disc with steam 
generated by boiling medicinal herbs at this machine. 

Fig.17 is the temperature of steam to body by VUF and YL-VUF. YL-VUF is the blue real 
line, and VUF is the green dash line. In this picture the aim is 40 Celsius Degrees. The 
temperature decrease when patient’s posture is changed. After 10.725 minute, YL-VUF 
makes the temperature to 40 Celsius Degrees. On the other hand, VUF almost cost 22.568 
minute. DFNN and YL-VUF have the similar frame, but YL-VUF using new local space to 
forecast. So YL-VUF can avoid over heat. 
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Figure 17. Temperature (YL-VUF and VUF) of steam to body 
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1. Introduction 

Structural control has been introduced, several decades ago, as one of the basic forms of 
smart systems [1, 2]. The structural system’s performance is enhanced by the presence of a 
closed loop feedback controller that employs observed data, about the system’s responses, 
in evaluating and applying corrective actions in order to improve its performance. Initially, 
conventional control theory has been the backbone of such controllers [1, 2]. Yet, the sheer 
complexity and size of such structural systems, coupled with the time required for solving 
the control problem and thus evaluating the necessary corrective actions, limited the 
applications of such concepts. Needless to say, such systems are intended to operate real 
time during the occurrence of earthquake events, which are usually over in about few 
minutes at the most. Recently, smart control algorithms have been introduced in an attempt 
to fill that gap [3, 4].  

Fuzzy control is one of the smart control strategies that were employed in structural 
control recently [5, 6]. Fuzzy controllers employ a set of input control variables, a rule-base 
and an inference engine to infer proposed actions aiming at the improvement of the 
system’s performance [7]. Several factors are crucial to a successful fuzzy controller design, 
namely, membership functions of fuzzy variables, rule-base generation and suitable 
implication functions [7]. Several membership functions were employed in various 
applications of fuzzy controllers. It is imperative to select the membership functions that 
best captures the nature of the modeled variables [7]. The generation of a relevant and 
suitable rule-base is another major concern, several approaches have been employed, such 
as relying on expertise of human operators as opposed to designing a smart algorithm 
which would generate the rule-base, such as neural networks. Finally, appropriate 
implication functions should be carefully selected in order to reflect the proper and 
expected performance of the designed controller. 
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Fuzzy control, as a heuristic-based control strategy and given the uncertain nature of the 
problem in question, would definitely require a reliability assessment and assurance 
algorithms to reinforce its implementation in such a critical application. Successful reliability 
evaluation of any given system is performed in consecutive steps that start with creating a 
comprehensive reliability assessment framework, developing a system model, complete 
definition of potential failure modes, transformation of such failure modes into limit state 
equations and finally the calculation of the reliability measures for the component and/or 
system in question. 

In this chapter, the design of fuzzy controllers, tailored for functioning as structural 
controllers, is outlined together with all necessary definitions of relevant variables, their 
membership functions, fuzzification and de-fuzzification procedures. The definition of the 
required inference engine and its underlying rule-base, implication functions and inference 
mechanisms are also presented. Knowing the importance of reliable performance of such 
heuristic systems and to ensure their general applicability, a reliability assessment 
procedure is also outlined to evaluate the reliability of the designed controllers. Finally, 
other potential applications of fuzzy inference systems are also briefly presented, such 
applications include, but not limited to, smart abstract deformed shape identification of 
structural systems under earthquake excitation.  

2. Smart sustainable structural systems 

2.1. Introduction 

Sustainable design entails a range of actions, decisions and procedures that would result in 
an environmentally friendly structural system. Such a concept has long been ignored in 
structural engineering and when realized was taken as one that relates to a single 
dimensional approach which always referred to the use of recyclable materials. Surely, 
recyclable materials are considered one of the main players in such a design problem, 
however, structurally speaking this process requires a multi faceted approach that employs 
higher levels of design decisions and considerations. A sustainable structural system would 
be one that employs the optimum amount of environmentally friendly construction 
materials with ensured reliable performance along its expected life time. The keywords here 
are being recyclable, optimum and reliable. Therefore, when designing a structural system 
that is expected to withstand uncertain loading conditions, such as earthquake loads, it is 
more sustainable to design a smart system that is capable of adjusting its own physical 
and/or engineering characteristics in order to improve its response to such loads, as opposed 
to a system that is designed to resist loads that it may or may not encounter during its life 
time. Smart systems, by definition, would result in lighter more optimum systems which 
definitely would be even more sustainable if they are constructed using a recyclable 
material, such as structural steel. Even if more invasive materials were used, such as, 
reinforced concrete, the optimum design coupled with the smart features would result in a 
more sustainable system. Therefore, it is proposed that if it is possible to design reliable 
smart structural systems, this would result in a more sustainable structural design. 
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Smart structural systems are defined as ones that demonstrate the ability to modify their 
characteristics and/or properties in order to respond favorably to unexpected severe loading 
conditions [8]. Conventional structural systems are usually designed to resist predefined 
loading conditions. However, due to the uncertain nature of engineering systems, and the 
lack of complete and accurate information about some types of highly uncertain loads, such 
as earthquakes, smart structural systems have emerged as a potential solution for such 
problems. Instead of designing systems to withstand a single extreme earthquake event that 
may or may not occur in its lifetime, new designs of smart systems could emerge where the 
system is capable of responding favorably, in a smart manner, to any type of loading that 
was not specifically considered at the design stage. The significance of such systems is even 
further enhanced when modeled systems are unconventional such as historic buildings 
and/or structures.  

As in all engineering endeavors, with a long deep look at god's creations, one can surely 
develop a lot of smart ideas. For example, if a similarity is drawn between a human trying to 
balance himself on a shaky table, and a building trying to balance itself on a shaking 
ground. The first, develops no mathematical models, solves no complicated sets of 
equations and yet is successfully capable of balancing himself. He simply employs three 
basic properties of his. First, his sensing capabilities, through his nervous system, which 
sends messages to his brain, signaling that an adverse effect is about to happen. The brain 
uses this piece of information and, based on its collection of experiences and reasoning 
capabilities, develop a balancing solution for the problem. The brain, then, sends specific 
commands to a set of muscles that are capable of restoring the balance of the human body. 
The body is balanced throughout a smart procedure that started with data collection about 
the current state of the body, then, data processing, state identification and problem solving. 
The final step is action implementation.  

If a building is required to balance itself on a shaking ground, in a similar manner, it should 
employ similar smart procedures. Therefore, for any structural system to behave in a smart 
manner, it should go through three basic steps. First, it has to realize, somehow, what is going 
on in terms of adverse effects. Second, it should be able to process this information, i.e., translate 
that into state identification, and accordingly decide the type of necessary countermeasures. 
Third, it should have the ability to perform whatever corrective action is required. A structural 
system, designed as such, should employ three basic components, integrated within its 
structure, in order to be able to perform the previously mentioned activities. 

 First, Sensors, which are analogous to the human nervous system, shall be employed in 
order to measure and register important internal and external information and / or 
changes. 

 Second, Processors, which are brain-like units, that are responsible for interpreting the 
collected data into meaningful state identifications and accordingly necessary corrective 
actions to be taken. 

 Third, Actuators, which are elements that maintain the capability of adjusting either the 
system structural characteristics or its own characteristics in order to respond favorably 
to external excitation. 



 
Fuzzy Controllers – Recent Advances in Theory and Applications 224 

According to the type and nature of the employed components, several levels of smart 
systems could be developed. It should be realized that both the actuators and processors, in 
a human being, have additional levels of smartness based on their nature. For example, the 
muscles, i.e., the actuators, exert a variable amount of force depending on the signals sent by 
the brain. The brain, itself, employs highly adaptive thinking and learning techniques in its 
reasoning process. Therefore, multiple integrated levels of smart structural systems could be 
realized according to the type and properties of the components used in its development. As 
the level of integration increases, the level of smartness of the resulting system increases. 
Figure 1 shows a model of a smart single-degree-of-freedom system, while Figure 2, shows a 
smart three-story building. Both figures outline the inter-relations among the additional 
components that drive the performance of the smart system. It should be noted that multi-
degree-of-freedom systems require a more complex processor that incorporates two main 
components, i.e., a fuzzy state identifier in addition to the fuzzy controller. The state 
identifier is required to define the deformed shape of the system, thus, guiding the firing 
sequence of relevant actuators. The following discussion outlines the properties of each of 
the three basic components in the sake of providing a comprehensive description of the 
system under consideration. 

  
Figure 1. Smart Single-Degree-of-Freedom System 

2.2. Sensors 

Sensors are the first component of any smart structural system. The system needs to be able 
to identify any changes occurring to its state in order to perform any corrective action [8]. 
The monitoring operation could be implemented in two possible modes. The first mode is a 
continuous monitoring for a select group of parameters, such as displacements, velocities 
and accelerations. The second mode is a continuous monitoring for a select group of damage 
indicators such as cracking, fatigue, corrosion or excessive deflections. The smart structural 
system application, in question, dictates the required mode of monitoring. Currently, such 
systems are either designed for structural control, or for structural health monitoring 
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applications. The first application requires the first mode of monitoring, while the second 
application requires the second mode of monitoring.  

 
Figure 2. Smart Sustainable Steel Frame 

There are several potential sensor technologies that are being used or considered for the 
smart structural applications in civil engineering. As indicated earlier, a higher level of 
smartness is attained if smart materials are used as sensors in addition to, or instead of, 
conventional sensor technologies. Conventional sensor systems are ones that do not posses 
any smart potential. In other words, such materials are incapable of altering or adjusting 
their own characteristics in response to external excitation. Their role would be to measure 
specific state variables and send such records to the processor unit for state identification 
and corrective action evaluation. Such sensors are very well documented and have been 
implemented in civil / structural applications for a long time. As an example, Displacement 
Transducers, Velocity and Acceleration Transducers and Strain Transducers are considered 
as conventional sensors. Smart sensors, on the other hand, by definition are ones that are 
capable of altering or adjusting their characteristics in response to external excitation. Such 
excitation might be temperature, electric current or mechanical movements, piezoelectric 
ceramics and optical fibers are examples of such smart sensors. 
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2.3. Processors 

Processors are brain-like units that are capable of evaluating the current state of the system, 
based on the data communicated by the sensors, and proposing corrective actions 
accordingly [8]. The processor shall be capable of operation in one of two modes. The first 
mode is system monitoring, where the processor only identifies the state of the system 
without taking any remedial actions. The second mode is system control, where the 
processor is called upon to identify the state of the system, evaluate the proper corrective 
action to be taken and implement the suggested action automatically. It should be pointed 
out that system control mode, by definition, employs system monitoring mode as a 
subsequent major component. One of the major factors that would dictate the mode of 
operation of the processor is the type of application and the state parameter being 
monitored. For example, RC elements might be supplied with a monitoring system, in order 
to identify any potential damage to a given element, such as steel corrosion, concrete 
cracking, excessive deflection, etc. The processor, in this case, is only called upon to identify 
the occurrence of a certain type of damage. Furthermore, any structural system could be 
supplied with a control system that is capable of suppressing the vibration and balancing 
the system under wind and earthquake excitations. Thus, a processor operating at the 
control mode would be required for such an application. 

2.4. Actuators 

Actuators act as the muscles of the structural system. Actuator technology is responsible for 
the development of materials and/or devices that would either apply control forces to the 
system or add new characteristics to the structure [8]. Actuators do not necessarily apply 
balancing forces to the structural system. In case smart actuators are utilized, the system 
adjusts its structural characteristics without any introduction of external forces, which is the 
current preferred approach.  

All applications that employed conventional actuator technologies were in the field of 
structural control [1, 2]. Structural control is one of the early applications of smart structural 
systems. There are three potential schemes of structural control, namely, Passive, Active and 
Semi-Active [1, 2, 4]. Passive control employs energy dissipation components that are 
designed for predefined limits and possess no adaptive capabilities. Although most of the 
practical applications of structural control, currently in operation, are of this primitive type, 
they do not show efficient performance under real conditions. Active Control employs the 
basic conventional structure of a smart structural system. It comprises sensors, processors 
and actuators that are, predominantly, of the conventional type [1, 2]. This type of control 
exerts an external control force that is utilized in balancing the system in response to 
external loads. Semi-Active control has received increased attention recently as the most 
practical and state of the art control system [3, 4]. Semi-Active control employs actuators 
that are, predominantly, of the smart type. Such actuators cannot inject mechanical energy 
directly to the system, yet, they have the ability to adjust their properties in a way to 
optimally adjust the response of the system under unforeseen external events. Some of the 
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smart actuators which are currently being explored for application in civil engineering 
systems are Shape Memory Alloys (SMA), Piezoelectric Ceramics, Electro-Rheological (ER) 
fluids, and Magneto-Rheological (MR) fluids. MR fluids, which are employed in 
manufacturing MR dampers, have already reached full-scale applications and showing very 
promising results in civil engineering applications [3, 4]. 

3. Fuzzy controllers as processors 

Fuzzy controllers are known to employ fuzzy logic and fuzzy set theory in developing 
their control strategies and evaluating control actions [9, 10, 11, 12, 13]. Fuzzy logic has two 
primary advantages, as opposed to conventional mathematical algorithms, when employed 
in control applications. First, it reduces the difficulties of modeling and analysis of 
extremely complex systems. Second, it is capable of incorporating several qualitative 
aspects of the human knowledge in the control laws [10, 11, 12, 13]. Fuzzy control is based 
on the fuzzy set theory which allows for the qualitative, imprecise and/or vague 
information to be quantitatively included in the evaluation of a representative control 
action [5, 6, 7, 10, 11, 12, 13]. Such inherent uncertainty would probably be ignored in a 
conventional mathematical algorithm, thus, rendering inaccurate control forces. Fuzzy set 
theory utilizes a very important tool in its manipulation procedure, which is the 
membership function [7]. The membership function, usually takes one of the following 
forms, i.e., triangular, trapezoidal or Gaussian, in order to evaluate a degree of 
membership for the element in question. This degree of membership is the major difference 
between this approach and conventional mathematical methods. Fuzzy control comprises 
four main components [5, 6, 7, 10, 11, 12, 13]; 

 Fuzzification: the state variables to be monitored, when measured, have crisp values. 
These values should be fuzzified, using fuzzy linguistic terms defined by the 
membership functions of the individual fuzzy sets. 

 Rule-Base: is a collection of If-Then rules describing the control laws governing the 
evaluation of necessary control actions. 

 Inference Engine: comprises two main stages, namely, Implication and Aggregation. 
The implication procedure evaluates a control action from each applicable rule, given a 
certain input fuzzy value. The Aggregation procedure evaluates a collective control 
action, i.e., output, by adding all control actions from all applicable rules in a 
predefined manner. 

 Defuzzification: the resulting control action is in a fuzzified form that could not be 
applied to any actuator device. Thus, this step evaluates an equivalent crisp value for 
the fuzzy collective control action.  

The processor, as identified in smart structural applications could perform two main tasks, 
the first is state identification, if necessary, while the second is control action evaluation. 
Figure 1 shows a fuzzy controller without a state identifier, while Figure 2 shows a fuzzy 
dual processor which comprises a fuzzy state identifier and a fuzzy controller. The fuzzy 
controller would employ the input variables in addition to the output of the fuzzy state 
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identifier in evaluating the appropriate control action. The following sections outline the 
implementation of fuzzy control in the development of the controller component of the 
processor while the fuzzy state identifier is discussed in section 5. The reliability of fuzzy 
controllers when operating within the smart system is a major concern if such a setup is 
considered for designing systems that are sustainable as defined above. The reliability 
framework and assessment procedures for fuzzy processors are discussed in section 4 of this 
chapter. 

3.1. Input variables 

Fuzzy controllers usually employ two input variables one is an error measure while the 
second is a rate of change of that error [7]. In that context, it is usually required of the 
controller to monitor the performance of the modeled system in order to minimize or even 
eliminate the error if possible. In case of structural control, this corresponds to the dynamic 
movement of the controlled system which is generally measured by the velocity of a select 
set of control points referred to as degrees of freedom [8]. Such degrees of freedom 
correspond to the floor levels of the framed building shown in Figures 1 & 2 and have 
assigned sensors to measure their movements. The rate of change of the measured variable, 
i.e., velocity, would be the acceleration of the control points. Therefore, in structural control 
applications it is expected to include the velocity and the acceleration of degrees of freedom 
as input variables to the fuzzy controllers. When dealing with complex systems, having so 
many degrees of freedom, and in order to attain the objective of reliable, optimum and 
sustainable systems, it is expected that the control actions would not be required of all 
actuators, however, a select group of actuators which are identified based on the deformed 
shape of the controlled building would be fired. Therefore, the input variables to the fuzzy 
controller should include an additional input variable which classify the current deformed 
shape of the monitored building. Thus, three dimensional rules would be necessary to drive 
the inference engine of structural fuzzy controllers. Input variables, as well as, output 
variables need to be fully defined as part of the design of a fuzzy controller. Such definition 
would not be complete without the identification of a suitable membership function for each 
variable. 

3.1.1. Membership functions 

A major step in defining control variables in fuzzy control applications is the definition of 
membership functions [7]. Such a task has to be performed in two main underlying steps. The 
first is the selection of the range of values which the function should cover while the second is 
the type of membership function to be employed and its relevant parameters. Several 
membership functions were reported successfully in several fuzzy control applications, such 
as, triangular, trapezoidal and Gaussian functions [7]. For structural control applications it is 
expected that either triangular and/or Gaussian membership functions would be suitable for 
modeling control input and output variables. The proper identification of a representative 
range of values for properly defining such membership functions should be based on actual 
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results of the modeled system. In order to evaluate the range of values, a structural model of 
the system under consideration should be created and a time history analysis shall be 
conducted [14, 15, 16]. The results of such an analysis would generate all potential values of 
velocities and accelerations of control points. These values could be used in identifying 
several bands within the expected range, correlate these bands to fuzzy variables and 
evaluate the required parameters, for each band, of the velocity and/or acceleration [17]. 

Gaussian Membership Functions, The Gaussian membership function is fully defined by two 
main parameters, namely, the average value and the standard deviation. Figure 3 outlines a 
generic Gaussian membership function with the expected form of the function [7, 8]. When 
modeling input and/or output variables using a Gaussian membership function, the time 
history of the modeled variable needs to be evaluated using a finite element model of the 
structural system under consideration. The resulting time history would allow the 
segmentation of the variable range into several bands with relevant fuzzy labels and 
suitable standard deviations.  

Average Value

3σ3σ

 
Figure 3. Generic Gaussian Membership Function  

 
Figure 4. A Singleton Gaussian Fuzzy Variable with Zero Label 
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For example a fuzzy variable with a zero label would have a zero average value and a very 
narrow standard deviation to simulate the singleton value of zero as shown in Figure 4. 
While a negative fuzzy variable would have a negative average value, that is equivalent to 
the range of values the variable takes as indicated by the time history analysis results, and a 
suitable standard deviation to model the dispersion about this average value as shown in 
Figure 5. 
 

 
Figure 5. A Gaussian Fuzzy Variable with Negative Label 

The standard deviation in the first case was selected to be 0.001 to reflect the narrow range 
and refelect the singleton nature of the zero label, while the standard deviation in Figure 5 
was selected to be 1 to reflect the uncertainty associated with the negative label. Depending 
on the range of input variables some or all of the memebrship functins could be used in 
modeling the variable.  

Triangular Membership Functions, The triangular membership function is one of the most 
widely used and successful membership functions in a wide variety of applications [7, 11, 
12, 17]. Figure 6 shows a generic triangular membership function where three basic 
parameters are necessary in order to fully define the function [17]. The parameters are 
identified as (a, b and c) in Figure 6 where (a) represents the lower bound of the function, (b) 
defines the average value and (c) defines the upper bound of the membership function. As 
in the case of Gaussian membership functions, the range of input values would dictate if the 
whole function is employed or just a portion is only enough to represent the modeled 
variable. Moreover, the amount of uncertainty incorporated in the function which is 
measured by the triangular base of the function, i.e., (c-a), is also problem dependant and 
should be evaluated based on the actual data resulting from the finite element model of the 
system. If the same variables, modeled with Gaussian membership functions, are modeled 
using triangular functions, the zero fuzzy label and the negative fuzzy label would be 
defined as shown in Figure 7 

Negative Average 
Value
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Figure 6. Generic Triangular Membership Function  

 
Figure 7. Triangular Fuzzy Variable with Zero, Positive & Negative Labels 

The triangular membership functions for variables shown in Figure 7 are defined 
mathematically as follows: 
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Where, (.), (.) & (.)NEGATIVE ZERO POSITIVE   = are the membership functions for the three fuzzy 
states of an input variable, NEGATIVE, ZERO & POSITIVE respectively; LB & UB = are the 
lower and upper bounds of the interval holding the range of values of the variable, as 
evaluated by a time history analysis, at any point in time, LB < 0 and UB > 0; and x = is the 
value of the variable, at any point in time. For the shown membership functions in Figure 7 
the bounds of the interval holding the variable range of values is [-0.55, 0.55]. 

3.2. Inference engine 

Fuzzy controllers are built on top of an inference engine which employs a rule-base that 
summarizes the necessary knowledge for inferring actions and an inference engine which 
performs the evaluation process based on fuzzy logic [7, 12]. The Inference engine comprises 
inference functions, inference mechanisms and aggregation functions that would combine 
the results of relevant fired rules into a single fuzzy output variable. There are several types 
of inference mechanisms, however, the most widely used in control applications is 
Mamdani’s inference [7, 12]. The nature of the problem at hand and its impact on the 
evaluation of the overall output variable dictates the choice of the relevant inference 
mechanism [7, 12]. The details of the inference mechanism are beyond the scope of this 
chapter, however, the method of developing a representative rule-base is further discussed 
in this section with examples from structural control applications. 

It is first important to identify the structure of the rule before building a rule-base. Rules 
could be multi-dimensional depending on the nature of the problem. In other words, rules 
could construct a one-to-one mapping between a single input and a single output, or a 
many-to-one mapping where several input variables are mapped to a single output variable. 
The number of inputs necessary to infer an output is obviously a problem dependant factor. 
In structural control applications it is necessary to include at least two measurable input 
variables in order to infer realistic output values [12]. Usually these two variables are some 
measure of error and rate of change of that error. The interpretation of an error term would 
be different from one application to the next. In case of structural control problems, any 
variable that would measure the movement of the system as a result of dynamic load effects, 
e.g., earthquakes, would qualify as an error measure. Therefore, it is reasonable to employ 
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the velocity of predefined degrees of freedom as the error measure while the acceleration, 
which is the rate of change of the velocity, would be employed as the second input variable 
[12]. Therefore, structural control applications should at least involve two input variables in 
their rules. This setup would be enough for s single degree-of-freedom system, as shown in 
Figure 1, where the movement of a single floor would completely define the deformed 
shape of the system and thus the necessary action to restore the original shape of the system. 
In case of multi-degree-of-freedom systems, such as the system shown in Figure 2, a third 
input variable is necessary in order to provide additional information about the abstract 
deformed shape of the structural system. The need for that additional variable is reflected in 
the enhanced fuzzy processor where a fuzzy pattern identifier is integrated with the 
controller in order to identify the abstract deformed shape of the system [19]. This 
information is crucial in firing relevant actuators with the proper output value and 
sequence. Therefore, rules that would drive the operation of a smart sustainable multi-
degree-of-freedom structural system are expected to employ three input variables and a 
single output variable [19].  

In reference to a single degree of freedom system, as shown in Figure 1, a sample rule 
should include two input variables and a single output variable. The input variables are the 
velocity and acceleration of the floor level, while the output variable is the voltage which is 
communicated to an MR damper in order to restore the system’s un-deformed shape. The 
rule could be defined as follows: 

 ( ) B ( ) NEGATIVE SMALL ( ) SMALLIF D t is IG AND D t is THEN V t is   (4) 

Where,  D t = is the velocity at the floor level at a given point in time (t),  D t = is the 
acceleration at the floor level at a given point in time (t), V(t) = is the command voltage at a 
given point in time (t), and BIG, NEGATIVE SMALL and SMALL are fuzzy variables. On 
the other hand, in reference to the smart system defined in Figure 2, the fuzzy controller 
would accept the velocity and acceleration of a given degree of freedom in addition to an 
abstract deformed pattern, as input and produce a voltage value as output. The voltage 
value is communicated to a specific MR damper, selected based on the abstract deformed 
shape of the system, which would ultimately result in improving the response of the system 
under the effect of earthquake excitation. A sample rule, as defined above, could be written 
as follows: 

 1 1( ) B ( ) NEGATIVE SMALL ( ) 2 ( ) SMALLjIF D t is IG AND D t is AND P t is THEN V t is  (5) 

Where,  iD t = is the velocity at ith degree of freedom at a given point in time (t),  iD t = is 
the acceleration of the ith degree of freedom at a given point in time (t), P(t) = is the abstract 
deformed pattern at a given point in time (t), Vj(t) = is the command voltage to the jth 
damper, at a given point in time (t), BIG, NEGATIVE SMALL and SMALL are fuzzy 
variables and 2 is a pre-defined abstract pattern, as evaluated by a smart pattern identifier 
[17, 19, 20].  
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3.3. Rule-base generation 

The heart of a fuzzy controller is its rule-base. The rule-base houses a collection of IF-THEN 
rules that summarize the knowledge-base that underpins the decisions made by the fuzzy 
controller [7, 11]. Being a non-parametric heuristic algorithm, fuzzy controllers are built to 
simulate a human operator’s reasoning when facing a similar control situation. In an effort 
to design smart sustainable structural systems, that are built to be autonomous systems, the 
developed rule-base should be capable of handling all potential situations that might arise 
during the system’s expected life time. Such controllers should be designed with self 
learning capabilities such that their initial rule-bases could be amended and expanded as 
new experiences and/or situations arise. There are currently several applications and 
toolboxes that allow the automatic extraction of rules of a given problem, knowing the 
input/output data sets of the problem without the pre-existing knowledge of a model for the 
system. This approach might be suitable for ill-defined systems. However, in case of 
structural systems under earthquake excitation, the system behavior is fully defined and 
could be identified using finite element models under several types of conventional analysis 
techniques. 

Therefore, it is important to start the creation of the rule-base with a set of rules that outlines 
the basic features of the problem at hand, if an analytical model of the system could be 
developed. Such rules could be generated using time history analysis results of finite 
element models of the structural systems under consideration [14, 15, 16]. The rule-base 
should be designed to incorporate a self-learning mechanism that is capable of expanding 
the current rule-base with newly generated rules that capture any new situations [11, 12]. 
There are several platforms that are designed to allow the creation of fuzzy controllers. The 
most widely used of these is the MATLAB environment with its fuzzy logic toolbox. This 
toolbox allows the user the ability to design fuzzy inference systems for control applications 
or any other applications, such as pattern classification. The toolbox has a user interface that 
allows the extraction of rules given input/output data sets of the modeled system. As 
mentioned earlier this approach is suitable for systems that are ill-defined and are difficult 
to model analytically. The MATLAB environment allows the creation of a static fuzzy 
inference system. In other words, the created rule base is static and will not expand to 
incorporate newly acquired experiences. Therefore, it is advisable to create an m-file that is 
capable of extracting new experiences and expanding the initial rule-base as the need arises. 
This is usually encountered when the system is faced with a set of input variables that do 
not fire any of the generated rules [11, 12]. The designer should define a mechanism 
whereby an initial rule, that defines the encountered case, is generated and then fine tuned 
later using a performance monitoring scheme [11, 12]. 

4. Reliability assessment of fuzzy controllers 

Engineering, by nature, is not an exact science. Engineering systems encounter several 
sources of uncertainties which render such systems subject to potential failures with certain 
probabilities. It is rather unrealistic to attempt to design a perfect engineering system with a 
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failure probability of zero [21 22, 23]. Yet, it is crucial to be able to evaluate the failure 
probability of any designed system and attempt to design such systems with predefined and 
acceptable probabilities of failure [21, 22, 23]. Such acceptable values would be comparable 
to other failure probabilities humans are accepting and facing in other daily activities [21, 22, 
23]. Non-parametric systems are often heuristic in nature and should be carefully analyzed 
in order to ensure their safe and reliable performance under all expected loading conditions. 
Smart structural systems, as outlined earlier, comprise sets of integrated components which 
provide added functionalities to the system, as opposed to conventional structural systems. 
Despite the fact that some of these components might have been proven reliable, in other 
applications, their reliable performance as an integral component of such a system needs 
validation and confirmation [8, 9].  

In order to develop a comprehensive reliability assessment scheme for smart structural 
systems, a generic reliability assessment framework needs to be defined. The generic 
framework functions as a blueprint that identifies the reliability assessment procedures and 
underlying models, functions and measures that are necessary to perform the reliability 
assessment as per the nature of the problem at hand [8, 9]. 

Furthermore, it is crucial to develop proper reliability measures and assessment procedures, 
at two basic levels. First, individual components shall be investigated, given the appropriate 
failure conditions that are of concern to the application at hand. Second, the overall system, 
where all underlying components are integrated and aggregated within a predefined limit 
state format, shall be investigated in order to evaluate an overall reliability of the resulting 
system. In this chapter, reliability assessment of a fuzzy controller as a component within a 
smart structural system is explored. The evaluation of an overall reliability of the system, as 
a whole, is beyond the scope of this chapter and is addressed in other publications [8, 9].  

4.1. Reliability assessment framework 

The main objective of this task is to outline a generic reliability assessment framework for 
evaluating the reliability of a fuzzy controller, as an integral component of a smart structural 
system. Figure 8 shows the reliability assessment framework for the fuzzy controller, when 
operating within a smart structural system. The framework identifies two main paths which 
are necessary to conduct any reliability assessment. The first identifies the main components 
which are involved in evaluating the commanded output of the controller, while the second 
identifies another set of components which are responsible for evaluating what would be 
the expected output of the fuzzy controller. The output of both paths, i.e., commanded 
output (supply) and expected output (demand), are the basic inputs to any reliability 
assessment procedure [9, 21, 22, 23]. 

The reliability assessment framework, when identifying the components involved in each of 
the referred paths, pinpoints several systems that need to be analytically modeled in order 
to be able to perform the reliability assessment as necessary. Figure 8 recognizes the 
following models; a structural model, i.e., finite element model of the system, fuzzy 
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controller’s model, inverse dynamics model and an inverse actuator’s model. All these 
components need to be defined and their analytical models developed in order to conduct 
the reliability assessment procedure. It should be pointed out that any system definition 
needs to be conducted in a format that lends itself to the reliability assessment calculations 
[8, 9]. Reliability assessments are related to the failure to supply what is initially demanded 
from the system. Potential failure modes, the identification of which is one of the first steps 
in the reliability assessment procedure, define situations where the analyzed system fails to 
supply and/or provide the required and/or demanded output. These potential failure modes 
are usually better expressed in a limit state format since this format lends itself to further 
developments in order to fully conduct the reliability assessment calculations. The following 
sections outline procedures for creating models for relevant components, identifying 
potential failure modes, presenting such failure modes in a limit state formats and finally 
conducting the reliability evaluation of a fuzzy controller. 

 
Figure 8. Fuzzy Controller Reliability Assessment Framework 

4.2. Analytical models 

As indicated earlier, the reliability assessment framework outlines the basic components 
which are involved in the evaluation of the reliability of the modeled system. The framework, 
shown in Figure 8, identifies four main components that should be analytically modeled in 
order to perform the reliability assessment procedure. The first component is a finite element 
model of the structural system which is necessary in order to evaluate the performance 
parameters of the system under the effect of an earthquake forcing function. Finite element 
models of structural systems are very well documented and any structural engineer is 
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capable of creating such models within one of many finite element software packages that are 
currently available for research and design purposes. The dynamic equation of motion, 
shown in Eq. 6 outlines the behavior of a single degree of freedom system under the effect of 
an earthquake forcing function [14, 15, 16]. Given the time history of the applied earthquake, 
i.e., ( )gx t , the solution of the equation shown in Eq. 6 results in the structural performance 
parameters of the modeled system, i.e., ( ), ( ) & ( )x t x t x t   [14, 15, 16]. 

 ( ) ( ) ( ) ( )gm x t c x t k x t m x t           (6) 

Where, m = floor mass; c = damping constant; k = system stiffness;  ( ), ( ) & ( )x t x t x t  = are 

acceleration, velocity and displacement of the floor level, respectively and ( )gx t = is the 

ground acceleration.  

The second component is the fuzzy controller model which was discussed in the previous 
sections. The development of such a model could be performed within a platform that 
supports fuzzy logic such as MATLAB among others. The development of such a model 
requires the full definition of input and output variables, including their relevant 
membership functions, the selection of a suitable inference engine, including inference 
function, inference mechanism and aggregation function. Finally, this also includes the 
generation of the rule-base necessary to perform any inference in order to evaluate the 
output of the controller, given the values of input variables.  

The remaining models are relevant to the inverse performance of the system which would 
start with the controlled structural parameters and back calculate the necessary controller 
output in order to reach that targeted performance [19, 25]. The inverse system comprise 
two main components an inverse dynamics model and an inverse actuator model. The 
inverse dynamics model is simply the dynamic equation of motion which models the 
behavior of a controlled structural system under the effect of an earthquake loading 
function. Eq. 6 models the dynamic response of the uncontrolled structural system. Eq. 7, 
however, includes an additional term that reflects the effect of a control force provided by 
the fuzzy controller [1, 2]. Eq. 7 should start by introducing a set of required structural 
parameters, these could be the result of a predefined deformed position which would 
provide the displacement of the floor level, then by using numerical methods, the 
accompanying velocity and acceleration could be evaluated and substituted in Eq. 7 to 
evaluate the required control force. 

 ( ) ( ) ( ) ( )required gF m x t x t c x t k x t            (7) 

Where, m = floor mass; c = damping constant; k = system stiffness;  ( ), ( ) & ( )x t x t x t   =  are 

acceleration, velocity and displacement of the floor level, respectively and ( )gx t = is the 

ground acceleration and Frequired = required control force. The identification of such 
predefined deformed shape would be mostly dependent on the nature of the system in 
question, its size and its  level of importance.  
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A second inverse model is necessary in order to translate the required control force into a 
required voltage which is the output of the fuzzy controller. This model should depend on 
the actuator, which is proposed in the application under consideration. For the proposed 
system, an MR damper is employed in applying any required corrective actions to enhance 
the system’s response. MR dampers have very well documented models that outline the 
relationship between the input voltage to the damper and the resulting force, given the 
damper parameters and response parameters of the controlled system [26, 27]. The modified 
Buc-Wen model is the most widely used and accepted within the community of smart 
materials [26, 27]. The outlined model requires input data relating to the response of the 
system, i.e., displacement   (x) and velocity ( x  )  , in addition to the applied voltage (v), in 
order to evaluate the MR damper force that would be applied to the system [26, 27, 28].  

4.3. Potential failure modes 

The evaluation of the supplied and demanded fuzzy controller output values is the first step 
in the reliability assessment calculations. Potential failure modes should be formulated, in 
order to define situations where the supplied output variable might not satisfy the 
demanded requirements and thus constitutes a failure condition for the fuzzy controller [9, 
19]. The failure modes are formulated in a limit state format in order to lend themselves to 
the reliability calculations that follow [9, 19]. In order to demonstrate the development of 
such failure conditions, two potential failure modes are explored for the proposed fuzzy 
controller. The first is a CRASH failure where the controller fails to produce any voltage 
signal, i.e., output value, to the MR Damper. The second is a MALFUNCTION failure where 
the controller produces an inaccurate voltage signal to the MR Damper. The reasons for each 
failure condition should be explored and all potential situations should be considered in 
evaluating a representative estimate of the reliability of the system [9, 19, 28].  

When evaluating failure conditions all potential situations resulting in such a failure shall be 
considered and included in the probability of failure to reflect the level of uncertainties 
involved in the problem [21, 22, 23, 28]. The probability of failure of the controller is, then, 
evaluated using a Monte-Carlo simulation algorithm where the probability of failure for any 
given simulation cycle is calculated through the definition of a corresponding limit state as 
follows [19, 21, 22, 23, 28]; 

  sup
1 1

plied

required

V
LS

V
   (8) 

Where, LS1 = is the limit state equation for the first failure mode, Vsupplied = is the supplied 
voltage command, Vrequired = is the voltage demand as evaluated by the inverse models and 
λ1 = is a cut off limit which defines when the supplied voltage is considered out of range. In 
case of a CRASH failure there is a single cutoff limit that defines when the controller is 
considered to have produced an insignificant output. These ranges are problem dependant 
and should be evaluated based on practical experience and the knowledge of the modeled 
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system’s behavior. For the purposes of demonstration if a value of 0.3 is assumed, this 
means that if the fuzzy controller proposed an output which is less than 30% of the expected 
value, this controller is considered to have crashed and is not functioning as expected. The 
reasons for such failure could be due to the lack of relevant rules that handles the set of 
input values presented to the fuzzy controller. If the rule-base is designed with the ability to 
expand and learn from experiences, this failure should trigger the creation of additional 
rules that are capable of handling such a situation [11, 12]. 

In case of a MALFUNCTION failure, which is defined as an inaccurate controller output, a 
single limit can’t properly define such a failure condition and as a result two limits need to be 
defined. The limits would define an acceptable range within which the output is expected to 
fall. If the controller’s output is below or above that range, the controller is considered to have 
malfunctioned [28]. This type of failure is addressed by fine tuning currently existing rules within 
the rule-base. Therefore, in such a case two limits are necessary in order to fully define the failure 
condition, i.e., a lower limit and an upper limit. Two underlying failure conditions result and two 
limit state equations could be written to express this failure as shown in Eqs. 9 [28]; 

  

sup
21 21

sup
22 22

plied

required

plied

required

V
LS

V
V

LS
V





 

 

  (9) 

Where, LS21 and LS22 = are the limit state equations for scenarios 1 & 2 of the second failure 
mode, Vsupplied = is the supplied voltage command, Vrequired = is the voltage demand as 
evaluated by the inverse models and λ21 and λ22 = are lower and upper cut off limits 
respectively. Such limits are functions of the type of problem and relevant failure modes and 
resulting practical implications [28]. Monte-Carlo simulatin could be employed in 
generating values for all random variables which are involved in the problem at hand. Thus, 
each simulation cycle will result in a value for Vsupplied and Vrequired and a corresponding 
evaluation of LSi. The probability of failure for a given limit state, at any given point in time, 
is then evaluated using the following equation [9, 19, 21, 22, 23]; 

 ( )fi

N
P t

N
   (10) 

Where, Pfi(t) = is the probability of failure of the ith limit state, at any given point in time, Nλ 
= is the number of simulation cycles where the processor output resulted in a failure 
condition, depending on the failure condition in reference to Eqs. (8) & (9), and N = is the 
total number of simulation cycles. 

The overall probability of failure of the whole processor should be evaluated, taking into 
consideration all potential failure combinations. This is accomplished by applying a union 
operator to evaluate the probability of failure of a single limit state with several underlying 
scenarios, as well as, the overall probability of failure considering all potential limit states. 
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The probability of failure of both limit states described in Eq. 9 could be evaluated as [19, 21, 
22, 23, 24, 28]; 

  

   

21
21

22
22

2 21 22 21 22 21 22

( )

( )

( ) ( ) ( ) ( ) * ( )

f

f

f f f f f

N
P t

N
N

P t
N

P t P LS LS P t P t P t P t









    

 (11) 

Where, Pf2(t) = is the probability of failure of condition (2), LS21 and LS22 = are underlying 
limit states as defined in Eq. (11), Pf21(t) & Pf22(t) = are the probabilities of failure of 
underlying limit states (22 and 21), Nλ21 and Nλ22 = are the number of cycles where the 
processor output resulted in a failure conditions, i.e., < λ21 and > λ22 respectively in reference 
to Eq. 9, and N = is the total number of simulation cycles. In order to evaluate the overall 
probability of failure of the processor, taking into consideration all potential limit states, this 
could be defined as [19, 21, 22, 23, 24, 28]; 

    1 2 1 2 1 2( ) ( ) ( ) ( ) ( ) * ( ) * * ( )f i f f fi f f fiP t P LS LS LS P t P t P t P t P t P t             (12) 

Where, Pf(t) = is the overall probability of failure of the processor, LS1, LS2 and LSi = are 
potential limit states as defined in Eqs. (8 & 9), Pf1(t), Pf2(t) and Pfi(t) = are relevant 
probabilities of failure of limit states, as defined in Eqs. (10 & 11). The above calculations are 
performed at a given point in time Ti, which results in an instantaneous reliability measure 
Pf(t) for the fuzzy controller. Figure 9, shows a block diagram for the instantaneous 
reliability calculation procedure, taking into consideration all potential failure modes. 

 
Figure 9. Instantaneous Reliability Evaluation  
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The resulting probability of failure is an instantaneous probability due to the time 
dependant nature of the problem under consideration. Therefore, a reliability time history 
could be developed to reflect the time variation of the controller reliability during operation 
under the effect of a real earthquake event. Figure 10, shows the step by step calculation 
procedure for evaluating a reliability time history for the fuzzy controller. Figure 11, shows 
a sample reliability time history diagram. The time history diagram is helpful in allowing 
the user to visualize the performance of the controller during a real time event and thus 
identifying events where the performance was unacceptable. The indentified time step 
where the controller failed to satisfy its expected performance could help in pinpointing the 
reasons for such unreliable behavior. 
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Figure 10. Reliability Time History Evaluation 

5. Enhanced fuzzy controllers 

5.1. Introduction 

In reference to Figure 2, a multi-degree-of-freedom system would require an enhanced 
fuzzy controller in order to properly suppress any undesirable response of structural 
systems under earthquake loadings. One of the important enhancements that could be 
integrated with the controller is a fuzzy pattern identifier [17, 20, 24]. Sustainable Structural 
systems, as defined above, are bound by three basic characteristics, i.e., recyclable, optimum 
and reliable. Optimum design of structural systems entails both the minimum amount of 
material to construct the system itself, in addition to the optimum use of energy resources 
and any integral elements that are designed to suppress any undesirable responses. By that 
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it is meant the actuators which are integrated within the system. As defined in Figures 1 and 
2, these are selected as MR dampers. The designed fuzzy controller should comprise a 
scheme whereby an optimum firing procedure for such dampers is employed. Such scheme 
would rely on information relevant to the deformed shape of the system in order to select 
only those dampers which could significantly affect the response and thus the deformed 
shape of the system.  

 
Figure 11. Sample Reliability Time History Diagram 

Figure 2 defines an enhanced fuzzy controller where it accepts three input variables instead 
of only two as discussed earlier. The third variable relates to the abstract deformed shape of 
the system [17, 20, 24]. This additional piece of information would help in the selection of 
the firing sequence of the MR dampers not just how much restoring force they are called 
upon to produce. Thus, the need for an additional smart component, to operate integrally 
with the fuzzy controller, that is capable of classifying the deformed pattern of the system, 
given the sensor data relevant to the actual position of control points, i.e., degrees of 
freedom of the system. 

A fuzzy inference system, comprising the same basic components of fuzzy controllers, could 
be designed in order to perform the required pattern classification task [17, 20, 24]. The fuzzy 
inference system should employ the gathered sensor data in testing the closeness of the 
deformed shape of the system to predefined abstract deformed patterns that are relevant to 
the modeled system. An inference engine built on top of a rule-base that is used to assign the 
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appropriate pattern classification, based on the displacements of individual degrees of 
freedom, i.e., displacements of individual floors, could be created to drive the fuzzy inference 
system. The following section outlines the main design of a fuzzy pattern identifier. 

5.2. Fuzzy abstract deformed shape identifiers 

In order to design a fuzzy inference system that is capable of classifying the deformed 
pattern of any structural system, a set of potential predefined pattern classifications need to 
be developed. Such pattern classifications are dependent on the modeled system, its size 
and its behavior under expected loading conditions. Careful analysis of the modeled system 
could result in creating such pattern classifications. Figure 12, shows a sample of such 
potential deformed patterns for a three-degree-of-freedom system. The figure is, by no 
means, comprehensive, i.e., these are some of the potential deformed patterns a three-
degree-of-freedom system could undergo [17, 20, 24]. 

 
Figure 12. Sample Potential Asbtract Deformed Patterns  

Once such pattern classifications are defined, a fuzzy inference system could be designed in 
order to classify any similar system into one of the predefined patterns. The fuzzy inference 
system would rely on a relevant rule-base that would accept the input of the individual 
floor displacements and assign the appropriate pattern classification accordingly. A sample 
rule could be defined as follows [17, 20, 24]: 

 
   

   
IF LEVEL1 is Positive  AND LEVEL2 is Positive  

AND LEVEL3 is Positive  THEN PATTERN is 1
 (13) 

Where, LEVEL1, LEVEL2 & LEVEL3 = are fuzzy variables that define the sensor data of 
relevant story levels, Positive = is a fuzzy value of positive displacement, PATTERN = is the 
output variable of the fuzzy inference system, 1 = is a fuzzy singleton that defines the 
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assigned pattern, AND = is the logical operator. In order to ensure the generality of the 
developed inference system, the pattern classifier should employ a normalized value of the 
sensor data rather than the actual displacement of the control point. The sensor data is 
normalized with respect to its maximum input value in order to result in input values 
within the interval [-1, 1]. In order to classify the abstract shape of a system it is only 
necessary to identify the relative position of control points with respect to each other rather 
than their absolute actual position. The normalization function could be defined as follows 
[17]: 

    
     

iN
i

1 2 3for all t

L
L

MAX(L t ,L t ,L t )
t

t    (14) 

Where,  N
iL t  = is a normalized sensor output at ith degree of freedom at a given point in 

time;  iL t  = is the actual sensor output at ith degree of freedom at a given point of time; 
     1 2 3L t ,L t ,L t  = are the three actual sensor outputs at floor levels 1, 2 and 3 respectively 

and MAX() = is the maximum operator performed over all time instants of a given 
earthquake record. Therefore, the rule outlined in Eq. 13 should be rewritten to reflect the 
normalization function as follows; 

      N N N
1 2 3IF L is Positive AND L is Positive AND L  is Positive THEN PATTERN is 1t t t  (15) 

Where,  N
1L t ,  N

2L t  and  N
3L t  = are the three normalized sensor outputs which identify 

the displacement, at each individual story level, at any given point in time; and all other 
variables are as defined above. The integral structure of the enhanced fuzzy controller 
results in a dual fuzzy processor where its performance and thus its reliability are 
dependent on the performance of both components [19]. Referring to Figure 2, it is clear that 
the fuzzy controller accepts inputs from the fuzzy pattern identifier; therefore, new failure 
conditions for the dual processor should be developed taking into consideration the 
possibility of the fuzzy pattern identifier providing inaccurate information to the fuzzy 
controller and thus causing it to fail [19]. Other failure conditions may arise due to the 
failure of the pattern identifier to evaluate a pattern, given the data that was provided. All 
such potential failure conditions should be carefully considered when evaluating the 
reliability of the dual fuzzy processor [19]. 

The performance of the fuzzy pattern identifier, as for similar pattern classification 
algorithms, is usually measured by plotting a linear compliance graph and using its 
geometrical and statistical information in evaluating the system’s performance [17, 20]. 
Figure 13 shows a sample linear compliance graph. The graph is developed using a plot of 
the target classifications against the fuzzy pattern identifier classifications then generating a 
trendline of the plotted data [17]. If the trendline has a zero intercept and has a slope of 
unity, this implies that the fuzzy pattern identifier has perfectly assigned the proper pattern 
at all time instances. Therefore, the actual slope of the trendline and how close is the plotted 
data to that line, both are considered acceptable measures of the performance of the fuzzy 
pattern identifier and could be used in evaluating its reliability [17]. 
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Figure 13. Linear Compliance Graph 

6. Conclusions 

In this chapter sustainable smart structural systems were presented as those which are 
constructed of recyclable materials, are optimally designed and demonstrate a reliable 
performance. As such, systems are equipped with fuzzy controllers that allow the structural 
systems to adjust their response under the effect of highly uncertain loading conditions, i.e., 
earthquakes. If such loads were considered in the design process it would have resulted in 
very heavy designs. Moreover, such earthquakes might not even occur during the expected 
life time of the designed systems. However, if any of these systems is equipped with smart 
features that adjust its response under the effect of any unseen loading conditions, it would 
be much lighter, safe and it should be reliable. In addition, the smart characteristics of such 
systems would minimize, if not eliminate, the amount of damage and destruction and thus 
the amount of waste, if failures did take place due to the occurrence of unseen earthquake 
events. 
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Smart sustainable structural systems were presented as a simple single-degree-of-freedom 
system, then, a more complex system was considered. In case of single-degree-of-freedom 
systems, fuzzy controllers with two input variables and single output variables were 
discussed. However, in case of more complex systems, the notion of a dual fuzzy processor 
where a fuzzy pattern identifier feeds additional information to the fuzzy controller was 
presented. Fuzzy inference systems were discussed in relation to the type of membership 
functions to be employed in similar applications and the method of generating the necessary 
rule-bases.  

The reliability of such non-parametric systems is of major concern and thus a reliability 
assessment framework for evaluating the reliability of fuzzy controllers was presented. 
Potential failure conditions and limit state equations were presented as the basic tool of 
formulating the reliability problem of a fuzzy controller. The reliability evaluations were 
performed instantaneously then a reliability time history was created to suit the time 
dependent nature of the problem at hand. 

Finally, the concept of a fuzzy pattern identifier was presented using a fuzzy inference 
system which would be coupled with the fuzzy controller to form a dual fuzzy processor. 
Such structure is necessary in case of complex structural systems where the basic 
information of the dynamics of control points would not be enough to fully define the 
problem for the controller to formulate proper decisions. 
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1. Introduction 

Modern life depends increasingly on the availability at all times of services and products 
provided by technological systems. Many areas, such as communication systems, water 
supply, power grids, urban transport systems are now completely automated. For such 
systems, the consequences of faults in component systems can be catastrophic. Reliability of 
such systems can be increased by ensuring that the faults will not occur, however, this 
objective unrealistic and often unattainable. In this context, it is very useful to design fault 
tolerant control systems that are able to tolerate possible faults in such systems to improve 
reliability and availability. Together with the increasing complexity of engineered systems 
and rising demands regarding reliability and safety, it is important to develop powerful 
fault-tolerant control methods.  

A number of surveys are discussed various aspects of fault-tolerant control. For example, 
Stengel (1991) discusses analytical forms of redundancy using artificial intelligence methods. 
In (Rauch, 1994) a broad overview over basic methodologies based on classical control 
techniques (pseudo-inverse methods, adaptive approaches ...) is given with several 
application examples (aircraft, unmanned underwater vehicles). In (Patton, 1997) (Zhang 
and Jiang, 2003) surveys on fault-tolerant control methods give a broad summary of the 
field. In the transport domain, to satisfy increasing safety, many new vehicles are equipped 
with different driver assisted systems such as Traction Control System (TCS) and Electronic 
Stabilization Program (ESP) to maintain stability and acceptable performances even when 
some sensors have failed. These systems use a combination of ABS information, yaw rate, 
wheel speed, lateral acceleration and steer angle to improve the stabilization of the vehicle 
in dangerous driving situations and then improve the active safety (Kienck and Nielsen, 
2000, Dahmani, Chadli and al, 2012). 
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The most common approach in coping with such a problem is to separate the overall design 
in two distinct phases. The first phase concerns “Fault Detection and Isolation” (FDI) 
problem, which consists in designing filters (dynamical systems) able to detect the presence 
of faults and to isolate them from other faults/disturbances (Isermann, 2001; Ding, 
Schneider, Ding and Rehm, 2005; Blanke, Kinnaert, Lunze and Staroswiecki, 2003; Gertler, 
1998; Oudghiri, Chadli and ElHajjaji, 2007; Oudghiri, Chadli and ElHajjaji, 2008). The second 
phase usually consists in designing a supervisory unit. This unit reconfigures the control so 
as to compensate for the effect of the fault and to fulfill performance constraints. In general, 
the latter phase is carried out by means of a parameterized controller which is suitably 
updated by the supervisory unit. 

Our objective is to develop model-based FTC-scheme for vehicle lateral dynamics. This 
study is motivated by the practical demands for such monitoring systems that i) 
automatically and reliably detect and isolate faults from sensors ii) deliver reliable and fault 
tolerant estimates of the vehicle lateral dynamics and iii) are practically realizable. In this 
chapter, we propose an observer-based fault tolerant control to detect, identify and 
accommodate sensor failures. The given method is based on the single failure assumption 
which states that at most one sensor can fail at any time.  

To know the vehicle response, the proposed controller needs to know the yaw rate and the 
lateral velocity in order to generate the suitable output. If the yaw rate can be directly 
measurable by a yaw rate sensor (gyroscope), the lateral velocity will have to be estimated 
using an observer because it is not measurable easily. In this paper, a fuzzy controller is 
designed by considering the lateral velocity estimated using a nonlinear observer. In the 
analysis and design, the vehicle lateral will be represented by a switching systems (Chadli 
and Darouach, 2011) or by a Takagi-Sugeno (T-S) fuzzy model (Takagi and Sugeno, 1985), 
largely used these last years (Xioodong and Qingling, 2003; Chadli, Maquin and Ragot, 2005; 
Kirakidis, 2001; Tanaka and Wang, 1998; Chadli and El Hajjaji, 2006; Guerra and al, 2011; 
Chadli and Guerra, 2012). It is usually referred to as the bicycle model. Moreover, we 
consider the uncertain Takagi-Sugeno (T-S) fuzzy model to describe the vehicle dynamics in 
large domains and by the same way to improve the stability of vehicle lateral dynamics 
(Oudghiri, Chadli and A. ElHajjaji, 2007b; Chadli, ElHajjaji and Oudghiri, 2008). The 
proposed algorithm is formulated in terms of linear matrix inequalities (LMI) (Boyd and al, 
1994) which are easily solvable using classical numerical tools (such as LMI Toolbox for 
Matlab software).  

The subject of this chapter concerns the area of active FTCS for lateral vehicle dynamics that 
is modeled by uncertain TS fuzzy model. A FDI algorithm based on fuzzy observer is 
developed and a design method of control law tolerant to some sensors faults is proposed. 
This chapter is structured as follows. Basic concepts and notions of the FTC field with 
several general approaches to achieve fault tolerance are described in Sections 2 and 3. In 
Section 4 applications of control reconfiguration are reviewed briefly. Section 4 describes the 
vehicle lateral and its representation by uncertain T-S fuzzy model. Section 5 presents the 
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observer-based fault tolerant control strategy with simulations of sensor faults and result 
analysis. Conclusions are given in Section 6. 

Notation: symmetric definite positive matrix P  is defined by P  0 , the set  1,2,..,n  is 
defined by nI  and symbol * denotes the transpose elements in the symmetric positions. 

2. Preliminaries and some definitions 

This section introduces concepts and ideas from the field of fault-tolerant control (FTC). 
Consider the following state space representation of linear systems: 

1

2

( )  ( )  ( )  ( )
( )  ( )  ( )

wx t Ax t Bu t B w t
y t Cx t w t

  
 


 

where x(t)  Rn is the state, y(t)  Rr is the output, u(t)  Rm is the inputs which are 
measurable, A  Rn×n is the state transition matrix, B  Rn×m is the input distribution matrix, C 
 Rr×n is the output matrix, Bw  Rn×n is the disturbance matrix, and w1(t)  Rn and w2(t)  Rr 
are the disturbances which are unknowns. 

Faults are modelled by changes of system matrices. For example, Actuator faults are 
modelled by modifing input matrix Bf by scaling columns or setting to zero of columns in 
case of actuator failure. The Sensor faults are modelled by a modified output matrix Cf . This 
matrix may contain scaled rows due to altered sensor characteristics or zero rows due to 
failed sensors i.e. the faulty sensor should be switched off. Plant faults are modelled by a 
modified system matrix Af . In general, when all types of faults present simultaneously, the 
faulty system model becomes: 

1

2

( )  ( )  ( )  ( )

( )  ( )  ( )
f f f f f w

f f f

x t A x t B u t B w t

y t C x t w t

  

 


 

Notice that in almost works, only one type of fault is assumed to have occurred at a time. A 
general linear controller (K) could be designed as a static or dynamic output feedback 
controller. 

In the following paragraphs, brief definitions of terms common in the fault-tolerant control 
community are provided (J. Lunze and J. Richter (2006). 

Faults. Faults can cause technical systems to malfunction or operate at reduced 
performance. Reduced service quality is the consequence. Faults may be triggered 
internally, such as broken power links in a computer or blocked valves in a chemical batch 
plant, or externally, such as changes in environmental conditions like a temperature drop 
stopping a chemical reaction. 

Faults can be further classified by their location in a block diagram. Actuator faults affect 
only actuation systems, such as pumps, valves, stirrers, switches, motors, brakes. They 
concern the efficiency of inputs on the system. Plant faults affect internal plant components, 
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resulting in changed plant I/O properties, for example clogged pipes or leakages. They 
concern the system dynamics. Sensor faults result in erroneous measurements, such as 
biased, scaled or simply absent, constant zero readings (Blanke et al., 2003). They concern the 
measured output of a system. 

Failures. Failures contrast faults in the following sense. A fault reduces the system 
performance. The system can in general still serve its purpose, albeit with reduced 
functionality and/or performance. After a failure, the system provides no service any more. 
It cancels service availability completely. Faults and failures can occur both at the 
component level and at the aggregated system level. Fault-tolerant control aims at 
preventing component faults, component failures or subsystem faults from becoming 
system failures (Blanke et al., 2003). 

Fault-tolerance. The term fault-tolerant system (FTS) will be used to denote a controlled 
system which can still serve its purpose in spite of the occurrence of faults, at least for some 
time and to some degree, until the impaired components can be repaired. 

Fault-tolerant control (FTC) denotes a framework of methods developed to turn control loops 
into fault-tolerant systems. The focus is on the design of the automatic control laws. That is, 
the means to achieve fault-tolerance are specific control design approaches with fault-
tolerance in mind. The goal is to keep the loop in operation for as long as possible to 
minimise the cost of down-time. Shutting down a plant may be expensive due to loss of 
production, or due to resulting plant damage. The latter can be the case in some chemical 
reactions. As an example, absence of cooling can cause irreversible solidification of the 
reactor content of a batch process, which means loss of the reactor. 

Fault diagnosis is an area of active research of its own. In most parts of this work, the 
diagnosis task is taken as a prerequisite already solved, as this work focuses on controller 
adjustment. When considering the joint properties of diagnosis and controller adjustment or 
in implicit approaches, diagnosis is covered as well. 

3. Classification of fault-tolerant control 

There already exist several approaches to achieve fault tolerance for control loops. The 
classification taken here is illustrated in Figure 1. 

The classification can be done according to different criteria. The distinction between  
passive and active approaches is explained first, followed by fault accommodation and 
reconfiguration. 

3.1. Passive and active FTC 

Passive fault tolerance is achieved when the loop remains operational in spite of faults 
without changing the controller. If the controller is changed at fault detection time, for instance 
by controller parameters or even its structure, the approach is called active. 
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Figure 1. A classification of fault-tolerant control methods 

A typical example of a passive approach is robust controller design, a well-established and 
researched approach to achieve fault tolerance. Typically, faults that can be modelled as 
plant uncertainties can be well covered by robust design. A large number of publications 
concerning the achievement of fault tolerance using various robust design techniques exist 
in the literature. 

In robustness approaches, a fixed controller is designed to accommodate a class of 
anticipated component faults or failures. Most robustness approaches are feasible only for 
faults representable as parameter drift (see for example Fujita and Shimermura, 1988, 
Campo and Morari, 1994). 

The class of faults covered by robust control is in general more limited in comparison to 
active approaches. In addition, the necessary trade-off between nominal performance and 
fault tolerance introduces conservatism. 

3.2. Fault accommodation - fault reconfiguration 

Fault accommodation denotes the case where the variables measured and manipulated by the 
controller remain unchanged (Blanke et al., 2003). Only the controller internals (including its 
dynamic order) may change, but the same measurement and actuation signals as in the 
nominal case must be used. Adaptive control is an example of an accommodation technique 
(Ahmed-Zaid et al., 1991; Bodson and Groszkiewicz, 1997). 

The approach also has its specific limitations. The most serious one concerns the severity of 
faults and the speed of adaptation. Only faults representable as slowly changing plant 
parameters can be well accommodated by adjusting controller parameters. Structural 
damage is not covered. In addition, adaptive control works well in case of slow plant 
parameter variations in linear plants with respect to signal variation speed. This assumption 
is very questionable for faults that occur abruptly and rapidly lead out of the region of valid 
plant linearisation. Adaptive controllers are generally too slow to compensate abrupt faults. 

Switching among a bank of predesigned controllers may be used as an accommodation 
technique.  
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Control reconfiguration is an active approach where both the controller and its measured and 
manipulated variables may change. Reconfiguration allows the structure of the control loop 
to be changed in response to faults. This goes beyond structural changes inside the 
controller by including dynamic signal re-routing of inputs and outputs.  

4. FTC for vehicle dynamics 

4.1. Vehicle model 

Vehicle lateral dynamics have been studied since the late 1950’s. Segel (Segel, 1956) 
developed a three-degree-of freedom vehicle model to describe the vehicle directional 
responses, which includes the yaw, lateral and roll motions. Most of the previous research 
works on vehicle lateral control have relied on the bicycle model (figure 2) that considers 
only lateral and yaw motions. It is based on the following assumptions: 

 There is no roll, pitch or bounce 
 The relative yaw between the vehicle and the road is small 
 The steering angle is small 
 The tire lateral force varies linearly with the slip angle 

 
Figure 2. Bicycle model 

The following simplified model is obtained: 

 
   

 
2

2

f r

f f r r z

m v ur F F

Jr a F a F M

  

  




 (1) 

where u  and v  ( v u  ) are components of the vehicle velocity along longitudinal and 
lateral principle axis of the vehicle body, r  is yaw rate,   denotes the side slip angle, m  
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and J  are the mass and the yaw moment of inertia respectively, fa  and ra  are respectively 

distances of the front and rear axle from the center of gravity, while yaw moment zM  is the 
control input, which must be determined from the control law, rF  and fF  are rear and front 

lateral forces respectively. They are described by magic formula (Lin, popov and Mcwilliam, 
2004) as  

 
 
 

-1 -1

-1 -1

( )sin ( ) tan ( )(1 - ( )) ( ) tan ( ( ) )

( )sin ( )tan ( )(1 - ( )) ( ) tan ( ( ) )

f f f f f f f f f

r r r r r r r r r

F D C B E E B

F D C B E E B

       

       

    
    

 (2) 

Coefficients Di, Ci, Bi and Ei (i = f,r) depend on the tire characteristics, road adhesion 
coefficient   and the vehicle operational conditions, f and r  represent tyre slip-angles at 

the front and rear of the vehicle respectively. Given that 

 

1tan cos

1tan cos

v v
u u

v v
u u

a f rf fu

ar rr u
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

  
   
       

          

   
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 (3) 

where f is the front steer angle. 

To obtain the TS fuzzy model, we have represented the front and rear lateral forces (2) by 
the following rules:  

 If f  is M1 then 1

1

 ( )     
  

  ( )
f f f

r r r

F C

F C

 

 
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


 (4) 

 If f  is M2 then 2

2

 ( )     
  

  ( )
f f f

r r r

F C

F C

 

 
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


 (5) 

where fiC , riC  represent front and rear lateral tire stiffness, which depend on road 
adherence  . 

The overall forces are obtained by:  
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1 2
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 
 (6) 

where j  (j 1,2)h   is the jth bell curve membership function of fuzzy set Mj. They satisfy the 

following constraints 
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The expressions of membership functions j (j 1,2)h   used are as follows 
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with 

   2
1

1

i
i f b

f i
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c

a

 



         

  (9) 

The membership function parameters and consequence of rules are obtained using an 
identification method based on the Levenberg-Marquadt algorithm (Lee, Lai and Lin, 2003) 
combined with the least square method, allow to determine parameters of membership 
functions ( , ,i i ia b c ) and stiffness coefficient values 

 1 1 1 2 2 20.5077,   3.1893,   -0.4356, 0.4748,  5.3907,  0.5622a b c a b c        (10) 

 1 60712.7fC  , 2 4814fC  , 1 60088rC  , 2 3425rC     (11) 

Using the above approximation idea of nonlinear lateral forces by TS rules and by 
considering that  

 
f

f f

v a r
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
 

  (12) 

nonlinear model (1) can be represented by the following TS fuzzy model: 

 If | |f  is M1 then 

.

1 1 1

1 1
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 If | |f  is M2 then 
2
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2 2 2
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where  , Tx v r ,    1 2, ,
TT

yy y y a r   and 
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The output vector of system y consist of measurements of lateral acceleration ya  and the 
yaw rate about center of gravity r  

The defuzzified output of this T–S fuzzy system is a weighted sum of individual linear 
models 
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From the expressions of front and rear forces (4), (5), we note that stiffness coefficients Cfi 
and Cri are not constant and vary depending on the road adhesion. To take into account 
these variations, we assume that these coefficients vary as follows: 
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where di indicates the deviation magnitude of the stiffness coefficient from its nominal 
value. 

After some manipulations, the TS fuzzy model can be written as:  
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where iA  and fiB represent parametric uncertainties represented as follows 

  i i i AiA t E      (21) 

with   ( 1,2)i t i  are matrices uncertain parameters such that    T
i it t I   , iE  is known 

real matrix of appropriate dimension that characterizes the structures of uncertainties. 

4.2. Output feedback design 

a. TS Fuzzy observer structure 

Consider the general case of uncertain T-S fuzzy model (Takagi and Sugeno, 1985): 
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with properties 
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where q  is the number of sub-models, ( ) nx t   is the state vector, ( ) mu t   is the control 
input vector, ( ) ly t   is the output vector, . . ., ,n n n m l n

i i iA B C      are the ith state 
matrix, the ith input matrix and the ith output matrix respectively. Vector ( )z t  is the premise 
variable depending on measurable variables. iA  and ,i nB i I   are time-varying matrices 
representing parametric uncertainties in the plant model. These uncertainties are admissibly 
norm-bounded and structured, defined as 

 ( )i i i AiA t E    , ( )i i i BiB t E      (24) 

The overall fuzzy observer has the same structure as the TS fuzzy model. It is represented as 
follows: 

 
  

.

1

1

ˆ ˆ ˆ( ) ( ( )) ( ) ( ) ( ) ( )

ˆ ˆ( ) ( ( ) ( ))

q

i i i i
i
q

i i
i

x t h z t A x t B u t G y t y t

y t h z t C x t






   



 





  (25) 

where ,i nG i I  are the constant observer gains to be determined. 

b. TS Fuzzy controller  

Like the fuzzy observer, the TS fuzzy controller is represented as follows 
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1

ˆ( ) ( ) ( )( )
q

i i
i

u t z t K x th


    (26) 

where ,i nK i I  are the constant feedback gains to be determined. We define the error of 
estimation as 

      ˆe t x t x t    (27) 

From systems (20), (21) and (22), we have 

            
1 1

( ) ( )
q q

i j i i i i j i i j
i j

x t h z h z A A B B K x t B B K e t
 

           (28) 

      
1 1

( ) ( ) ( ( ))
q q

i j i i j i j i i j
i j

e t h z h z A G C B K e t A B K x t
 

          (29) 

The augmented system can be expressed as:  

  
.

1 1
( ) ( ( ( )) )

q q

i j ij ij
i j

x t h z h z A A x t
 

        (30) 

where 

 
x

x
e

 
  
 

 ,
0

i i j i j
ij

i i j

A B K B K
A

A G C

 
 
  

 , 
i i j i j

ij
i i j i j

A B K B K
A

A B K B K

    
  
     

   (31) 

 

The global asymptotic stability of the TS fuzzy model (25) is summarized in the following 
theorem: 

Theorem 1: If there exist symmetric and positive definite matrices Q  and P , some matrices 

iK  and iG such that the following LMIs are satisfied 2( , ) ,qi j I i j   , then TS fuzzy system 

(25) is globally asymptotically stable via TS fuzzy controller (21) based on fuzzy observers 
(20): 

  
 

11

1

1 0

0 1

ii

Ai Bi i ii

T
i ii

E Q E M I

I









    
 

     
 
    
 

  (32) 
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j ij
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E Q E M I
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



     
 
       
 

     
 
   
 
   

  (33) 
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0 1
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  (34) 
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



     
 
      
 
     
 
     
 
    

  (35) 

with 

T T T
ii i i i i i iQA A Q M B B M I       

2T T T T T T T T
ij i i j j j i i j i j j i i i j jQA A Q QA A Q M B B M M B B M D D D D I             

T T T T T
ii i i i i i i i i i iT A P PA C N N C K B B K      

T T T T T T T T T T
ij i i j j i j i j j i j i i j j i j i i jA P PA A P PA C N N C C N N C K B B K K B B K            

The controller and the observer are defined as follows  

 1
i iK M Q   (36) 

 1
i iG P N   (37) 

Proof: The proof can be inspired directly from (Chadli & El Hajjaji 2006). 

Remarks  

In the case of common input matrix B  ( i qB B i I   ), the above result is simplified. The 
new stability conditions are given in the following corollary 
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Corollary 1: If there exist symmetric and positive definite matrices Q  and P , some matrices 

iK  and iG such that the following LMI are satisfied qi I  , then TS fuzzy system (25)  
is globally asymptotically stable via TS fuzzy controller (21) based on fuzzy observers  
(20): 

   11

1

1 0

0

ii

Ai ii

T
i ii

E Q I

H I









   
 
    
 
  

  (38) 

 0ii
T
iH P I

  
   

  (39) 

with  

T T T
ii i i i iQA A Q M B BM I       

T T T T T
ii i i i i i i i iA P PA C N N C K B BK       

The controller and the observer gains are as defined in (29). 

Proof: The result is obtained directly from theorem 1. 

Result of corollary 1 derive directly from the TS fuzzy model (15) (with common input 
matrix 2,iB B i I  , and 0f  ). This case leads to four constraints to resolve, whereas the 
result of theorem 1 leads to six constraints, which means less conservatism.  

The derived stability conditions are LMI on synthesis variables 0, 0, ,i iP Q M N   and 
scalars 0i  . However the problem to resolve becomes nonlinear in ,i qK i I (inequalities 
(27)-(28)/(30)-(31)). A method allowing the use of numerical tools to solve these constraints 
is given in the following.Toresolve the obtained BMI (bilinear matrix inequality) conditions 
using LMI tools (LMI toolbox of Matlab software for example), we propose to solve 
synthesis conditions (27) (or (30)) sequentially:  

- First, we solve LMIs (25) and (26) in the variables ,Q  iM  and i ,  
- Once gains iK  have been calculated from (29a), conditions (28) become linear in P  and 

iN  can be easily resolved using the LMI tool to determine gains iL  from (29b). 

5. FTC strategy 

It is important to be able to carry out fault detection and isolation before faults have a drastic 
effect on the system performance. Even in case of system changes, faults should be detected 
and isolated. Observer based estimator schemes are used to generate residual signals 
corresponding to the difference between measured and estimated variables (Chen and 
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Patton, 1999). The residual signals are processed using either deterministic (e.g. using fixed 
or variable thresholds) (Ding, Schneider, Ding and Rehm, 2005) or stochastic techniques 
(based upon decision theory) (Chen and Liu, 2000). Here, the first one is used. 

The method that we propose is illustrated in figure 2, where it can be seen that the FDI 
functional block uses two observers, each one is driven by a single sensor output. The failure 
is detected first, and then the faulty sensor is identified. After that, the state variables are 
reconstructed from the output of the healthy sensor. The lateral control system enters the 
degraded mode that guaranteed stability and an acceptable level of performance. 

Figure 2 shows the block diagram of the proposed closed system,  Tya r  is the output 
vector of the system, where ya  denotes the lateral acceleration and r is the yaw rate about 
the center of gravity. Two observer based controllers are designed, one based on the 
observer that uses the measurement of lateral acceleration ya  and the other one based on 
the observer that uses the measurement of yaw rate r . 

 
Figure 3. Block diagram of the observer-based FTC 

Assumptions  

Let  , 1,2l
iC i l   denote the lth row of matrix iC  (12c.). We assume that  , l

i iA C are 
observable, which implies that it is possible to estimate the state through either the first 
output ( ya ) or the second one ( r ) for the vehicle model (15). 

Sensor failures are modeled as additive signals to sensor outputs 
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 y
i i f

a
y C x D Ff

r


 
     
 

 (40) 

where  

For failure of sensor 1 

 
1
0

F
 

  
 

 (41) 

For failure of sensor 2 

 
0
1

F
 

  
 

 (42) 

We also assume that at any time one sensor only fails at the most. This assumption has been 
implied by the two possible values of F .  

Observer-based FDI design 

If each  , , 1,2l
i iA C i l   is observable, then it is possible to construct a TS fuzzy observer for 

the TS fuzzy model of the vehicle as described in section III.  

For observer 1, the state is estimated from the output of the first sensor ( ya ). It is given  

as:  
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 




  (43) 

For observer 2, the state is estimated from the output of the second sensor ( r ). It is given as:  

 
  

 

2.
2

2 2 2
1

2
2 2

2 2
1

ˆ ˆ ˆ(
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i f i i f
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x A x B B M G r r

r C x D

 

 









    

 




 (44) 

where l
iC and l

iD  are the lth rows of matrices iC and iD  (equations 10) respectively and 
( , 1,2)l

iG i l   are the constant observer gains to be determined. ˆ ix , ˆyia and îr  are respectively 
the state estimation, the lateral acceleration estimation and yaw rate estimation with 
observer i. 

The TS fuzzy controller is represented as follows 
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2

1
ˆ( ) ( )(| |)z i f i l

i
M t K x t 


   (45) 

with 
1l   If sensor 2 fails 
2l   If sensor 1 fails 

We define the residual signals as  

 1, 1ˆay y yR a a  2, 2ˆay y yR a a   (46) 

 1, 1̂rR r r  2, 2̂rR r r   (47) 

Note that 1, ayR  and 1, rR  are related to observer 1 and 2, ayR and 2, rR  are related to 

observer 2 with 

  
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1
1

11

ˆ
ˆ(

ˆ
| |)y

i f i i f
i

a
h C x D

r



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   

 
  (48) 
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ˆ(

ˆ
| |)y

i f i i f
i
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h C x D

r




 
   

 
  (49) 

The FDI scheme developed in this study follows a classical strategy such as the well-
established observer based FDI methods (Isermann, 2001; Huang and Tomizuka, 2005; 
Oudghiri, Chadli and El Hajjaji, 2007). The residual signals 1, 1, 2, 2,, , ,ay r ay rR R R R  are used for 
the estimation of the model uncertainties and then, for the construction of model uncertainty 
indicators. The decision bloc is based on the analysis of these residual signals. Indeed faults 
are detected and then switching operates according to the following scheme: 

Detection: if  1,ay 1,r 2,ay 2,rmax R  , R ,  R  , R hT  then the fault has occurred where hT the 
prescribed threshold is and .  denotes the Euclidian norm at each time instant. 

Switching: if 1,ay 1,r 2,ay 2,rR  , R >  R  , R  then switch to observer 2. If not switch to  
observer 1. 

Since model uncertainties and sensor noise also contribute to nonzero residual signals under 
the normal operation, threshold hT  must be large enough to avoid false alarms while small 
enough to avoid missed alarms. In this paper, we do not further discuss the selection of the 
thresholds. 

Simulation results 

To show the effectiveness of the proposed FTC based on bank of observer algorithm, we 
have carried out some simulations using the vehicle model (1) and MATLAB software. In 
the design, the vehicle parameters considered are given in table 1. To take account of 
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uncertainties, stiffness coefficients Cfi and Cri are supposed to be varying depending on road 
adhesion. 

Parameters 
Iz 

Kg.m2 
m 
kg 

af 
m 

ar 
m 

U 
m/s 

Nominal stiffness 
Coefficients (N/rad) 

Cf10 Cf20 Cr10 Cr20 
Values 3214 1740 1.04 1.76 20 60712 4812 60088 3455 

Table 1.  

with the following uncertainties 

 1 2
0.4 0
0 0.4

D D
 

   
 

 (50) 

We point out that only the yaw rate is directly measurable by a yaw rate sensor (gyroscope), 
the lateral velocity is unavailable and is estimated using the proposed observer. 

By solving the derived stability conditions of theorem 1, the designed controller and 
observer gains are:  

    5 5
1 210 -1.1914   1.1616 , 10 -1.2623   1.3102K K   (51) 

    1 1
1 2-35.9102  6.2245 , -223.2973  43.8026T TG G   (52) 

    2 2
1 2-50.7356  5.7456 , -28.2271  3.0782T TG G   (53) 

Figure 4 shows the additive signals that represent sensor failures. The first one has been 
added to sensor 1 output between 2s and 8s, and the second one has been added to sensor 2 
output between 10s and 16s. 

 
Figure 4. Failure of sensors 
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Figure 5. Vehicle sates without FTC strategy 

 
Figure 6. Vehicle sates with FTC strategy 

 
Figure 7. Zooms in of figure 5 at t ≈ 8s 
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All the simulations are realized on the nonlinear model given in (1) with vehicle speed 20 
m/s. The simulation results are given in figures 5 and 6 with and without the FTC strategy. 
In figure 5 the law control is based on one observer (observer 2) without using the switching 
bloc. We can see between 10s and 16s that the vehicle lost its performance just after the yaw 
rate sensor became faulty. 

Figure 6 shows vehicle state variables and their estimated signals, when the law control is 
based on the bank of two observers with the switch bloc. We can note that the vehicle 
remains stable despite the presence of faults, which shows the effectiveness of the proposed 
FTC strategy. 

The switching from observer 1 to observer 2 is visualized clearly at t ≈ 8s (figure 7). We 
notice that switching observers is carried out without loss of control of the system state. 

The second simulations are realized to show the importance of the proposed FTC method based 
on an output fuzzy controller, on the stability of the vehicle dynamics. Simulations propose to 
show the difference between the vehicle dynamics behaviour with TS fuzzy yaw control based 
on a fuzzy observer (figure 6) and its behaviour with the linear yaw control based on a linear 
observer (figure 8). Figure 8 clearly shows that the linear control fails to maintain the stability of 
the vehicle in presence of sensor faults despite a short magnitude of the additive signal ( 0.1f 
) and also a very low front steering angle 0.001f  . Indeed, we can see that by using the 
proposed fuzzy yaw control based on a fuzzy observer and the algorithm proposed for 
detection sensors faults, the results are better than these with linear control.  

 
Figure 8. a. Additive signals to sensors output. b. Vehicle states without sensor faults using linear 
control with road friction coefficient fixed at 0.5 

6. Conclusion 

Using an algorithm based on a bank of two observers, a fault tolerant control has been 
presented. The vehicle nonlinear model is first represented by an uncertain Takagi-Sugeno 

0 2 4 6 8 10 12 14 16 18 20
0

0.05

0.1

0.15

0.2
Additive signal to sensor 1 output

0 2 4 6 8 10 12 14 16 18 20
0

0.05

0.1

0.15

0.2
Additive signal to sensor 2 output

0 2 4 6 8 10 12 14 16 18 20
0

1

2
x 10-3 Front steering angle

0 2 4 6 8 10 12 14 16
-1

0

1
Lateral velocity and its estimated

0 2 4 6 8 10 12 14 16
-1

0

1
Yaw velocity and its estimated



 
Fuzzy Controllers – Recent Advances in Theory and Applications 

 

268 

fuzzy model. Then, a robust output feedback controller is designed using LMI terms. Based 
on the designed robust observer-based controller, a fault tolerant control method is utilized. 
This method uses a technique based on the switching principle, allowing not only to detect 
sensor failures but also to adapt the control law in order to compensate the effect of the 
faults by maintaining the stability of the vehicle and the nominal performances. Simulation 
results show that the proposed FTC strategy based on robust output TS fuzzy controller are 
better than these with linear control in spite of a short magnitude of the additive signal and 
very low front steering angle.  
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1. Introduction 

There are many kinds of diseases and injuries that produce mobility problems. The people 
affected with any disability must deal with a new lifestyle, specifically people with 
tetraplegia. According to ICF [1], people with tetraplegia have damages associated to the 
power of muscles of all limbs, tone of muscles of all limbs, resistance of all muscles of the 
body and endurance of all muscles of the body. The main objective of this project was to 
help disabled people to move any member of their body, although this wheelchair can be 
used for persons with mobility problems, doctors should not recommend it to all patients 
because it reduces muscle movement, which could lead to muscular dystrophy. 

Currently, there is not an efficient system that covers the different needs that a person with 
quadriplegia could have. Their mobility is reduced by physical injury and, depending on the 
extent of the damage nursing and family assistance is required.  Even though many 
platforms have been developed to address this problem, there is not an integrated system 
that allows the patient to move autonomously from one place to another, thus limiting the 
patient to remain at rest all the time. In previous research projects completed in Canada and 
in the United States, such as wheelchairs controlled with the tongue [2] and a wheelchair 
controlled with head and shoulder movements [3]. Those systems provide mobility for the 
person with any injury in functions related to muscle strength. This work offers a different 
alternative for the patient and aims to build an autonomous wheelchair that can afford 
enough motion capacity to transport a person with quadriplegia. Different kinds of controls 
are provided, so the trajectories required by the patient must be controlled using ocular 
movements or voice commands, among others. 

An existing brand of electric wheelchair was used (the commercial Quickie wheelchair 
model P222 [4] with a Qtronix controller). 
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2. Eye movement control system 

2.1. General description 

The eye control is based on the magnetic dipole generated by the eye movement; therefore a 
voltage signal is produced allowing us to sense these voltages using clinical electrodes. 
Those signals, microvolts, come with noise. A biomedical differential amplifier was used to 
sense the desired signal in the first electronic stage and simple amplification in the second 
stage. The signals are digitalized and acquired into the computer in the range of volts via 
data acquisition hardware for further manipulation. Once the signal is filtered and 
normalized, the main program based on artificial neural networks learns the signals for each 
eye movement. This allows us to classify the signal, so it can be compared against the next 
signals acquired. In this manner, the system could detect which kind of movement was 
made and assign a direction command to the wheelchair. 

2.2. Physiological facts 

There is a magnetic dipole starting between the retina and cornea that generates differences 
of voltage around the eye. This voltage ranges from 15 to 200 microvolts depending on the 
person. The voltage signals also contain noise with the fundamental of a base frequency 
between 3 and 6 hertz. This voltage can be plotted over time to obtain an electro-oculogram 
(EOG) [7] which describes the eye movement. Fig. 1 shows a person with the electrodes. 

 
Figure 1. Patient using the EOG and training the signal recognition system. 

Prior to digitalizing the signals, an analogical stage of amplifiers, divided in two basic parts, 
was used. The first p is a differential amplifier AD620 for biomedical applications, a gain of 
1000x was calculated using the equation (1): 

 49.4
1G

kR
G





 (1) 

Where G is the gain of the component and RG is the resistance. The digitalization of the amplified 
signal is carried out with the National Instruments DAQ [8] data acquisition hardware. 
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2.3. EOG LabVIEW Code 

This section will present an overview of the program implemented for the EOG Signal 
acquisition and filtering stages. Fig. 2 shows three icons, the first one (data) represents a 
local variable which receives the values from the LabVIEW utility used to connect the 
computer to a DAQ. The second icon represents the filter which is configured as written in 
part B. The third icon is an output that will display a chart in the front panel in which the 
user can see the filtered signal in real time. 

 
Figure 2. Signal filter 

After the signal was filtered, it was to be divided into frames with 400 samples each. This 
stage is very important because the signals are not all the same length, thus by using the 
framing process all the signals will have the same length. 

Once the length of our data arrays was normalized, the amplitude of the signal had to be 
normalized as well. After all the aforementioned stages, there will be six normalized arrays, 
which are then connected to their Neural Network, as shown in Figure 3. 

 
Figure 3. Training System LabVIEW Code 

In Figure 3, it can be seen that this section will receive the variables and give the calculated 
error. In the case of the recognition signals where two different kinds of neural networks, 
trigonometric neural networks and Hebbian neural networks were tested, both of them gave 
good results. Figure 3 shows the configuration for the Hebbian Learning. The diagram of the 
configuration of this kind of network is shown inside the block diagram of Figure 3. 

This network will take the point from the incoming signal and will make an approximation 
of this value and save it into W. If train is false the network will only return the values 
already saved in W; by doing this “Hebbian Comparison” will calculate the error between 
the incoming signal and W. 
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The Front Panel on LabVIEW shown in Figure 4 is the screen that the user will see when 
training the wheelchair. On the upper half of the screen are all the charts of the EOG (Figure 
5) and the upper two charts refer to the filtered signals of both the vertical and the 
horizontal channels. The lower two charts refer to the length normalized signals. The right-
hand chart will show the detected signal. On the lower half of the screen (Figure 6), the user 
will see all the controls needed to train the system. A main training button will activate and 
set all the systems in training mode. Then the user will select which signal will be trained. 
Doing so will open the connection to let only that signal through for its training. Once 
recognized, the signal will appear in the biggest chart and the user will push the 
corresponding switch to train the Neural Network. When the user has trained all the 
movements, the program needs to be set in comparison mode, for this case the user must 
deactivate the principal training button and put the selector on Blink (Parpadeo). Then the 
system is ready to receive signals. To avoid problems with natural eye movements, the chair 
was programmed to be commanded with codes. To get the program into motion mode the 
user must blink twice, which is why the selector was put on Parpadeo, so that the first 
signals that go through the system could only be Blink signals. After the system recognizes 
two Blink signals the chair is ready to receive any other signal. By looking up the chair will 
move forward, looking left or right will make the chair turn accordingly.  The system will 
stay in motion mode until the user looks down; this command will stop the chair and reset 
the program to wait for the two blinks. Embedding this code into a higher level of the 
program will allow the EOG system to communicate with thecontrol program that will 
receive the Boolean variables for each eye movement direction. Depending on the Boolean 
variable received on true, the control program will command the chair to move in that 
direction. 

 
Figure 4. Figure 4. Frontal panel for training signal 

 
Figure 5. Filtered signal for vertical and horizontal channels 
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Figure 6. Eye movement 

 
Figure 7. Analog received input from eye movements  

 
Figure 8. Signal generated when the eye moves up 

3. Voice control 

The wheelchair in this study is intended to be used by quadriplegic patients; it was 
programmed to add a voice message system to the chair. This system, will also allow the 
user to send pre-recorded voice messages by means of the EOG system, as another way to 
assist the patient. Figure 9 shows the main LabVIEW code. 

3.1. EOG and voice message system coupling 

In this section of the project, all the EOG system and programming remained the same as in 
the previous direction control system. But instead of coupling the EOG system to the motor 
control program, it was coupled it to a very simple program that allows the computer to 
play pre-recorded messages, such as: I am hungry, I am tired, etc. The messages can be 
recorded to meet the patients’ needs to aid them in their communication with their 
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environment. The EOG program will return a Boolean variable which will then select the 
message corresponding to the eye movement chosen by the user. The selection will search 
for the path of the saved pre-recorded message and will then play it. 

 
 

  
  (a)         (b) 
Figure 9. a.Shows the activated Boolean received into a case structure that selects the path used for 
opening each file. Figure 9.b.Sound playback. 

The second stage shown on Figure.9.b of the structure works by opening a *.wav file, 
checking for errors and preparing the file to be reproduced, a while structure is used to play 
the message until the end of the file is reached, then the file is closed and the sequence is 
over. 

3.2. Voice commands 

For patients with less severe motion problems, it was decided to implement a Voice 
Command system. This allows the user to tell the chair in which direction they want to 
move. 

3.3. Basic program 

For this section two separate programs were used, Windows Speech Recognition and 
Speech Test 8.5 by Leo Cordaro (NI DOC-4477). The Speech Test program allows us to 
modify the phrases that Windows Speech Recognition will recognize. By doing so and 
coupling Speech Test to our control system, it is possible to control the chair with voice 
commands. 

The input phrases can be modified by accessing the Speech Test 8.5 Vi. By selecting speech 
(selection box) the connection between both programs can be activated. Then Speech Test 8.5 
will receive the variable from Speech Recognition and by connecting it to our control system 
it is possible to receive the same variable and control the chair.  

At first, the user must train the Windows Speech Recognition. This is strongly 
recommended, because although it can differentiate different people’s voices, the system 
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fails continuously if many people use the same trained configuration. On the other hand, the 
different tests that were performed in a closed space without any source of noise were 100% 
satisfactory.  

This system runs in the same way as the EOG, by saying to the chair derecho, the chair will 
start moving. Saying the words derecha or izquierda will turn the chair right or left and by 
saying atrás the chair will stop. The Boolean variable is received into our control system the 
same way as in the EOG. 

4. Electric wheelchair navigation system 

After the user sends the reference command by voice or eye movement, the electric 
wheelchair uses fuzzy logic and neural networks for taking over the complete electric 
wheelchair navigation system. 

For transferring the vague fuzzy form of human reasoning to mathematical systems a fuzzy 
logic system is applied. 

The use of IF-THEN rules in fuzzy systems gives us the possibility to easily understand the 
information modeled by the system. In most of the fuzzy systems the knowledge is obtained 
from human experts. 

Artificial neural networks can learn from experience, but most of the topologies do not 
allow us to understand the information learnt by the networks. ANN’s are incorporated into 
fuzzy systems to form Neuro-Fuzzy systems which can acquire knowledge automatically by 
learning algorithms of neural networks. Neuro-Fuzzy systems have the advantage over 
Fuzzy systems that the acquired knowledge is easy to understand -more meaningful- to 
humans. Another technique used with Neuro-Fuzzy systems is clustering, which is usually 
employed to initialize unknown parameters such as the number of fuzzy rules or the 
number of membership functions for the premise part of the rules. They are also used to 
create dynamic systems and update the parameters of the system. 

4.1. The neuro-fuzzy controller 

The position of the wheelchair is taking over by the Neuro- Fuzzy controller, thus it will 
avoid crashing against static and dynamic obstacles. 

The controller takes information from three ultrasonic sensors which measure the distance 
from the chair to an obstacle located in different positions of the wheelchair, as shown in 
Figure 10. 

The outputs of the Neuro-Fuzzy controller were the voltages sent to a system that generates 
a PWM to move the electric motors and the directions in which the wheel will turn. The 
controller is based on trigonometric neural networks and fuzzy cluster means. It follows a 
Takagi-Sugeno inference method but instead of using polynomials on the defuzzification 
process it also uses trigonometric neural networks (T-ANNs). The diagram of the neuro-
fuzzy controller is shown in Figure 11. 



 
Fuzzy Controllers – Recent Advances in Theory and Applications 278 

   
Figure 10. Connection diagram and the electric wheelchair 

 
Figure 11. Basic diagram of the Neuro-Fuzzy controller  

Theory of Trigonometric Neural Networks 

If the function  f x is periodic and integrable in Lebesgue (continuous and periodic 
functions  2 in ,    or 0,2   ). It must be written as [ , ]f C    or just f C  . 
The deviation -error- of f C  from the Fourier series at the   point or from a trigonometric 
polynomial of order n . 

   min
n

nE f 


  (2) 

 max|f(x) − τ�(x)| = min‖f − τ�‖  

 � � � � �� (3) 

Using Favard sums of   falling in its extreme basic property, give the best approximation for 
trigonometric polynomials of a class (periodic continuous functions) as follows: 

  ' max ' 1
x

f f x   (4) 

Fourier series have been proven to be able to model any periodical signal in [2]. For any 
given signal  f x it is said to be periodic if    f x f x T  where T is the fundamental 
period of the signal. The signal can be modeled using Fourier series: 
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T

nb f x n x dx
T

    (8) 

The trigonometric Fourier series consists of the sum of functions multiplied by a coefficient 
plus a constant, so a neural network can be built based on the previous equations.  

The advantages of these neural networks are that the weights of the network can be 
computed using analytical methods as a linear equation system. The error on the solution 
decreases when the number of neurons is augmented which corresponds to adding more 
harmonics according to the Fourier series.  

To train the network we need to know the available inputs and outputs. The traditional way 
to train a network is to assign random values to the weights and then wait for the function 
to converge using the gradient descendent method. Using this topology the network is 
trained using the least-squares method fixing a finite number of neurons and arranging the 
system in a matrix formAx=B. We will use cosines for approximating the function with pair 
functions and sine in the case of impair functions. 

Numerical example of T-ANN’s 

Figure 12 shows the ICTL and the trigonometric neural networks icons. The trigonometric neural 
networks inside the ICTL include examples. The front panel and block diagram of the example 
can be seen in fig. 13. In the block diagram the code is related to training and evaluation of the 
network. The signals from the eye or voice could be recognized using trigonometric neural 
networks, as shown in figure 14 in which the example presents a signal approximation. 

 
Figure 12. The ICTL showing the Trigonometric Neural Networks icons  



 
Fuzzy Controllers – Recent Advances in Theory and Applications 280 

   
Figure 13. The front panel and block diagram 

   
Figure 14. Trigonometric neural network example network using 5 (left) and 20 neurons (right) 

Fuzzy Cluster Means 

Clustering methods split a set of N elements  1 2, , nX x x x  into a c group denoted 
 1 2, , nc      . Traditional clustering set methods assume that each data vector can 

belong to one and only one class, though in practice clusters normally overlap, and some 
data vectors can belong partially to several clusters. Fuzzy set theory provides a natural way 
to describe this situation by FCM. 

The fuzzy partition matrices M, for c classes and N data points were defined by three 
conditions:� = �� � ���1,2,3� 
 The first condition: ∀						1 � � � �					���[0,1],								1 � � � � 
 The second condition: ∑ ��� = 1						∀	���� 					1 � � � � 
 The third condition:∀						1 � � � �					0 � ∑ ��� � �����  

The FCM optimum criteria function has the following form: 

   2

1 1
,

c N
m

m ik ik
i k

J U V d
 

   (9) 

Where ikd is an inner product norm defined as: 
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 2 2|| ||ik k i Ad x v   (10) 

WhereA is a positive definite matrix, m is the weighting exponent .If m and c 
parameters are fixed and define sets then (U,V) may be globally minimal for Jm(U,V) only if: 
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FCM Algorithm: 

The fuzzy c-means solution can be described as: 

1. Fix c and m, set p=0 and initialize  
2. Calculate fuzzy centers for each cluster using (12) 
3. Update fuzzy partition matrix  for the p-thiteration using (11) 
4. If  then, 1j j  and return to the second step 

In this algorithm, the parameter m determines the fuzziness of the clusters; if m is large the 
cluster is fuzzier. For 1m  FCM the solution becomes the crisp one, and for m  the 
solution is as fuzzy as possible. There is no theoretical reference for the selection of m, and 
usually m = 2is chosen. After the shape of the membership functions are fixed, the T-ANN’s 
learn each one of them. 

Predictive Method 

Sometimes the controller response can be improved by using predictors, which provide future 
information and allow it to respond in advance. One of the simplest yet most powerful predictors 
is based on exponential smoothing. A popular approach used is the Holt’s method. 

Exponential smoothing is computationally simple and fast at the same time, this method can 
perform well in comparison with other more complex methods. The series used for 
prediction is considered as a composition of more than one structural component (average 
and trend) each of which can be individually modeled. We will use series without 
seasonality in the predictor. This type of series can be expressed as: 

  (13) 

Where:  y(x), , , and  are the data, the average, the trend and the error 
components individually modeled using exponential smoothing. The p-step ahead of 
prediction [3] is given by: 

  (14) 
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The average and the trend components are modeled as: 

           1 1 1av av try x y x y x y k        (15) 

           1 1 1tr tr av avy x y x y x y x        (16) 

Where   and   are the average and the trend components of the signal. Where  and 
 are the smoothing coefficients, its values range (0,1). and  can be initialized as: 

    1 1avy y  (17) 

            1 0 2 1
1

2tr

y y y y
y

  
  (18) 

 
Figure 15. Block diagram of the neuro-fuzzy controller with one input, one output 

The execution of the controller depends on several VI’s (more information in [4]), which are 
explained in the following steps: 

Step 1. This is a predictor VI based on exponential smoothing; the coefficients alpha and 
beta must be fed as scalar values. The past and present information must be fed in a 
1D array with the newest information in the last element of the array. 

Step 2. This VI executes the FCM method; the information of the crisp inputs must be fed as 
well as the stop conditions for the cycle; the program will return the coefficients of the 
trigonometric networks, the fundamental frequency and other useful information. 

Step 3. These three VI’s execute the evaluation of the premises. The first is on the top left 
generator of the combinations of rules that depends on the number of inputs and 
membership functions. The second one on the bottom left combines and evaluates 
the input membership functions. The last one on the right uses the information on 
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the combinations as well as the evaluated membership functions to obtain the 
premises of the IF-THEN rules. 

Step 4. This VI creates a 1D array with the number of rules of the system:   where n is the 
number of rules, it is used on the defuzzification process. 

Step 5. This VI evaluates a T-ANN on each of the rules. 
Step 6. This VI defuzzifies using the Takagi method with the obtained crisp outputs from 

the T-ANN. 

This version of one input, one output of the controller was modified to have three inputs 
and four outputs; the block diagram is shown in figure 16. 

 
Figure 16. Neuro-Fuzzy controller block diagram 

Each input is fuzzified with four membership functions whose form is defined by the FCM 
algorithm. The crisp distances gathered by the distance sensors are clustered by FCM and 
then T-ANN’s are trained. As can be seen in figure 17, the main shape of the clusters is 
learnt by the neural networks and no main information is lost. 

 
Figure 17. Input membership functions 

With three inputs and four membership functions, there is a total of sixty four rules that can be 
evaluated. These rules are IF THEN and have the following form: IF  is &  is &  is 

THENPWM LeftEngine, Direction Left Engine , PWM Right Engine, Direction Right Engine. 

The value of each rule is obtained through the inference method min that consists of 
evaluating the  and return the smallest one for each rule. The final system output is 
obtained by: 



 
Fuzzy Controllers – Recent Advances in Theory and Applications 284 

 
   

 
1,2,3 1 2 31

1,2,31

min , ,

min

r
ii

r
ii

NN x x x
Output 



 
 







 (19) 

For the direction of the wheel, three states are used: clockwise (1), counterclockwise (-1) and 
stopped (0). The fuzzy output is rounded to the nearest value and the direction is obtained. 

5. Results using the controller 

The wheelchair was set on a human sized chessboard and the pieces were set in a maze, 
presented in Figure 18 with some of the trajectories described by the chair. 

 
Figure 18. Wheelchair maze and trajectories 

The wheelchair always managed to avoid obstacles, but failed to return to the desired 
direction. It also fails to recognize whether the obstacle is a human being or an object and, 
thus, have different behaviors to avoid them. 

Controller Enhancements 

Direction Controller 

As can be seen from the previous results, the wheelchair will effectively avoid obstacles but 
the trajectories that it follows are always different, sometimes it may follow the directions 
we want but other times it will not. A direction controller can solve this problem, so we 
need a sensor to obtain feedback from the direction of the wheelchair. A compass could be 
an option to sense the direction, either the 1490 (digital) or 1525 (analog) from images SI [8]. 
After the electric wheelchair controller avoids an obstacle the compass sensor will give it 
information to return to the desired direction, as shown in Figure 19. 
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Figure 19. The wheelchair recovering the direction with the Direction Controller. 

A fuzzy controller that controls the direction can be used in combination with the obstacle 
avoidance controller. The directions controller will have as input the difference between the 
desired and the current direction of the wheelchair. The direction magnitude describes how 
many degrees the chair will have to turn and the sign indicates if it has to be done in one 
direction or the other. The output is the PWM and the direction that each wheel has to take 
in order to compensate. 

Three fuzzifiying input membership functions will be used for the degrees and the turning 
direction, as shown in figure 20. The range for the degrees is [0, 360] degrees and the turning 
direction is [-180, 180], also in degrees. 

  
Figure 20. Input membership functions for Degrees and Direction 

The form of the rule is the following: IF degree is inA & direction is inB THEN 
PWM Left Engine , DirectionLeft Engine , PWM Right Engine , DirectionRight Engine . 

Figure 21 shows the rule base with the nine possible combinations of inputs and outputs. 
The outputs are obtained with the rule consequences using singletons. 

The IF-THEN Rules: 

 CCW : Counterclockwise 
 CW: Clockwise 
 NC: No Change 
1. IF Degree is Small & Direction is Left THEN PWMR IS Very Few, PWML IS Very Few, 

DIRR is CCW, DIRL is CW. 
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2. IF Degree is Small & Direction is Center THEN PWMR IS Very Few, PWML IS Very 
Few, DIRR is NC, DIRL is NC. 

3. IF Degree is Small & Direction is Right THEN PWMR IS Very Few, PWML IS Very Few, 
DIRR is CW, DIRL is CCW. 

4. IF Degree is Medium & Direction is Left THEN PWMR IS Some, PWML IS Some, DIRR 
is CCW, DIRL is CW. 

5. IF Degree is Medium & Direction is Center THEN PWMR IS Some, PWML IS Some, 
DIRR is NC, DIRL is NC. 

6. IF Degree is Medium & Direction is Right THEN PWMR IS Some, PWML IS Some, 
DIRR is CW, DIRL is CCW. 

7. IF Degree is Large & Direction is Left THEN PWMR IS Very Much, PWML IS Very 
Much, DIRR is CCW, DIRL is CW. 

8. IF Degree is Large & Direction is Center THEN PWMR IS Very Much, PWML IS Very 
Much, DIRR is NC, DIRL is NC. 

9. IF Degree is Large & Direction is Right THEN PWMR IS Very Much, PWML IS Very 
Much, DIRR is CW, DIRL is CCW. 

 
Figure 21. Rule Base and output membership functions for the Direction controller 

The surfaces for the PWM and the direction are shown in Figure 22. For both PWM outputs 
the surface is the same, while for the direction the surfaces change and completely invert 
from left to right. 

 
Figure 22. Surfaces for PWM and Direction outputs 
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This controller will act when the distances recognized by the sensors are Very Far, because 
the system will have enough space to maneuver and recover the direction that it has to 
follow, otherwise the obstacle avoidance controller will have the control of the wheelchair. 

Obstacle Avoidance Behavior  

Cities are not designed to be transited by disabled people, thus one of their main concerns is 
the paths and obstacles they have to cope with to get from one point to another. Big cities 
are becoming more and more crowded, so moving around on streets with a wheelchair is a 
big challenge. 

If temperature and simple shape sensors are installed in the wheelchair (Figure 23 shows the 
proposal) then some kind of behavior can be programmed so the system can differentiate 
between a human being and a non human being. Additionally the use of a speaker or a horn 
is needed to ask people to move out of the way of the chair. 

     
Figure 23. Wheelchair with temperature sensors for obstacle avoidance 

The proposed behavior is based on a fuzzy controller which has as input the temperature in 
centigrade’s degrees of the obstacle and as output the time in seconds the wheelchair will be 
stopped and a message or a horn will be played. It has three triangular fuzzy input 
membership functions as shown in Figure 24. The output membership functions are two 
singletons, as can be seen in Figure 25. 

 
Figure 24. Input membership function for temperature 
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The IF-THEN Rules: 

1. IF Temperature is Low THEN TIME IS Few. 
2. IF Temperature is Human THEN TIME IS Much. 
3. IF Temperature is Hot THEN TIME IS Few. 
 

 
 
Figure 25. Singleton outputs for the temperature controller  

The controller response is shown in Figure 26. 

 

 
Figure 26. Time controller response 

6. Structural design 

The full system was built on a Quickie Wheelchair. The full system diagram is shown in 
Figure 27. Using LabVIEW, three different kinds of controls were programmed:  

1. Voice control 
2. Eye-movements control 
3. Keyboard control 
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Figure 27. Control structure. The user can select any of the controls depending on his/her needs and the 
surrounding environment. 

The wheelchair is controlled using two coils to generate an electromagnetic field which 
could be detected by two sensors. Depending on the density of the magnetic field and its 
intensity, the motors could be controlled to move the wheelchair in any direction. However 
this solution also requires that both coils should be fixed in place and they cannot be moved 
with respect to the sensors, so the sensed field will be always the same for one determined 
configuration. The use of fuzzy logic to design an obstacle-avoidance system and the 
Hebbian network used to determine the different kinds of eye movements were the tools 
that helped us to obtain efficient answers. Specific hardware is required to obtain the signals 
that would be processed with these systems.  Each control was programmed on LabVIEW in 
different files and all of them were included in a LabVIEW project. Each one must be 
executed separately, so when using the voice controller, the eye controller cannot be used. In 
future, the obstacle-avoidance system will have higher priority than the eye and voice 
controllers. 

The hardware used is: 

1. DAQ: for sensing the different voltage signals produced by the eyes and to set the 
directions using the manual control. Each one gets values from different ports of a NI 
USB-6210. In the case of the voltages generated by the eyes, the data acquisition was 
connected to the analog port and the manual control to the digital input port. 

2. CompactRIO: This device was used to generate PWM to the coils allowing us to have 
control for the different directions. The cRIO model 9014 had the following modules: 

a. a.Two H-bridges: for controlling the PWM. 
b. b.5 V TTL Bidirectional digital I/O Module. 
3. BasicStamp[12]: This device is used to acquire the signals detected from three ultrasonic 

distance sensors. 
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4. Three ultrasonic sensors that measure distance and are used to help the obstacle-
avoidance system. Two of them are placed in front of the wheelchair and one at the 
back. 

5. A laptop to execute the programs and visualize the different commands introduced by 
the user. 

7. Virtual trainning 

7.1. Augmented reality 

The simulator has a variety of modules that make up the augmented reality of the virtual 
environment. Augmented reality refers to those aspects that help to represent real physical 
situations and whose data is printed on screen to help users to understand them. 

Distance to close objects 

Taking the user’s position in the virtual world as the center, a circle with a 5-meters radius is 
generated; then the distance to all objects within this area is computed with vector 
operations and the screen displays the distance to the nearest one and its name. For this, a 
file with specific information about all the objects at the simulator stage is consulted. This 
information allows the user to gain experience of how to move in small spaces, know the 
speed of the chair and the time between the moment when the command is indicated and 
the moment when it is executed (system response time). 

Variation of the wheelchair’s movement according to the terrain  

Depending on the terrain where the patient moves in the virtual world, different physical 
phenomena are represented. If the terrain’s surface is uneven, such as grass or pavement, 
vibrations are displayed on the screen and there is a change in the traction of the intelligent 
wheelchair. If the terrain is tilted, the perspective tilts and the corresponding acceleration 
changes are re-created as shown by the following formula obtained from the analysis of 
forces in Figure 28. 

 
Figure 28. Forces that act upon the user and the intelligent wheelchair while moving on a tilted plane. 
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  coska g sen      (20) 

Where a is the acceleration in the inclined plane, g is gravity, k is the kinetic friction 
coefficient and  is the inclination angle. 

Static and dynamic obstacles 

The 3D virtual trainer presents the dynamic obstacles: pedestrians, animals; and the static 
obstacles: furniture, walls, etc. that would most likely be seen in the locations in which the 
patient conducts his/her activities. The simulator offers online recommendations on how to 
avoid these obstacles or interact with them. 

Within the virtual world, sounds and noises, both from dynamic objects and the 
environment itself, are presented. The user can listen to conversations when he/she is 
outside: barking, car engines, among others. These sounds vary depending on the patient's 
position in the virtual world and interaction with certain objects. For example, the volume of 
dynamic objects (such as people or animals) increases or decreases proportionally according 
to their distance from the user in the virtual environment. 

3D Perspectives 

As a way to help users, they can see the virtual world from different perspectives. The first 
perspective, or first person, presents the objects to the patient as seen from the intelligent 
wheelchair. This is the most useful because it is how the user will see them in real life. The 
third-person perspective offers a view of the user's avatar and the objects closest to it, that is, 
the camera is placed above and behind, five meters in each direction, with a 45° tilt. Thus, 
the user can see more details of its virtual environment. Finally, a perspective that is 
independent from the user’s movement is offered, making it possible to explore the entire 
virtual world to get a look at the objects to interact with later. 

Statistics: augmented reality 

 
Figure 29. This image shows the virtual trainer along with the augmented reality interface. In the upper 
left corner, information about the performance of the user is shown: elapsed time, found targets. In the 
upper right corner there are more statistics such as number of collisions and the name of the nearest 
object. In the lower area data that can help the user to navigate more properly or about the closest 
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As mentioned in the description of some other modules of the virtual trainer, the user will 
be shown at any time information about objects in the simulator: distance to the nearest 
object, its name and the distance to the nearest target; as well as information about his/her 
performance: time spent at each level of the simulator and the number of collisions. 
Likewise, the screen’s lower left corner providesinformation on the nearest object, such as 
extra precautions to consider, material and dimensions, or what would be the best 
instruction on driving the wheelchair through the location the user is currently at. Also, if 
relevant, the user is informed about the changes in terrain and sound as well as the change 
of perspective. These statistics are shown in Figure 29 above. 

In this approach, the user is provided with not only a way to learn how to control the 
intelligent wheelchair, but also a space where he/she can find cultural information about the 
objects that constitute the virtual world. Likewise, the augmented reality interface facilitates 
and makes the user’s training more pleasant.   

7.2. Simulator performance 

Due to the intense computing conducted in real time to show the aforementioned statistics 
and the level of detail present in virtual environments, such as the interior of houses, the 
implementation of algorithms that provide greater game performance and visual quality is 
necessary. 

In simulators, video games and other interactive media, 3-D models and animations are 
crucial components. Games like Gears of War and Half-Life 2 would not be as striking if not 
for the vivid, detailed models and animations. Games within the XNA Framework, which 
are able to take advantage of the GPU (Graphics Unit Processor) of the Xbox 360 or PC, are 
not the exception. Many advanced rendering techniques can be exploited through the XNA 
Framework, such as hardware instancing. 

Traditional implementations of 3-D models require a large header on the CPU (Control Unit 
Processor) and are not efficient or completely instantiated. Many processes are performed in 
the CPU and each part of the model requires its own call to Draw method and sometimes 
multiple calls if the model has a large number of polygons. This means, in the XNA 
framework, that creating a large number of models in the CPU creates a bottleneck. 

The aim of this work is to present an alternative to "traditional" techniques to instantiate 3-D 
models. This technique even makes it possible to render animated models and, depending 
on its complexity, we can draw more than 45 models with a single call to Draw. Since the 
Xbox has a powerful graphics card, this is very desirable, and any way the level of 
processing on the CPU is reduced. 

Hardware instancing works by sending two streams of vertexes to the video card, in order 
to send information about the objects’ vertexes (which is called a regular vertex buffer) and 
information for the instances (position and color) to the GPU simultaneously. The advantage 
of hardware instancing is that a flag can be used to indicate which data flow (stream) 
contains information about certain vertexes and instances. Thus, only the original mesh has 



 
Wheelchair and Virtual Environment Trainer by Intelligent Control 293 

to be introduced in the data sequence of vertexes and XNA ensures that these data will be 
repeated for each instance. Thissaves memory and is generally easier to handle, since you 
can use the original mesh and the only thing needed is a call for each subset. This is because 
the main bottleneck in the GPU occurs when transformations are made to the pixels, such as 
the application of textures. With hardware instancing, the common operations for these 
transformations are not made every time an object is going to be drawn but only a 
relationship between the data flows through the flags. The arrangement of data streams is 
shown below in Figure 30. 

 
Figure 30. Array of the data sequences of the vertex buffers and their pointers  

To accomplish hardware instancing, the following classes, processors and pipelines were 
used: 

 InstancedModelProcessor.- This is the processor that does the heavy work of converting 
the model’s data into vertexes, and giving as output an Instanced Model Content. 
Basically a cycle goes through the vertexes and assigns them a corresponding texture. 

 InstanceSkinnedModelPart.- It is actually a wrapper around the ModelMesh class, with 
additional functionality to support instancing. 

The last point to consider in hardware instancing is that each row of the processed mesh 
transforms is encoded as a pixel, and because the matrix dimensions are 4x4, 4 pixels 
represent a transform. Then a texture is assigned to each transformation according to the 
vertexes that represent them. This form of encoding is depicted in Figure 31. 

 
Part I 
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Part II 

Figure 31. Encoding of the mesh transforms as in the Hardware Instancing method 

7.3. Labview Interface for eye and voice control 

The Labview interface that verifies the operation and control of Windows Speech 
Recognition is shown Figure 20. This window appears in the background of the computer 
when the game starts if the user wants to verify the voice instructions identified (these 
commands are recognized only when the Labview program has started). This window 
appears by means of an object of type Process which calls the Labview file (Virtual 
Instrument) from XNA. 

To communicate with the two applications (Labview and XNA) and control the virtual 
trainer through the acquired data by Labview, a parallel access to a file which contains the 
instructions executed by the user in string format was implemented; then these commands 
are encoded to generate an event in XNA. This part of the project can be improved in order 
to move the information between the two applications more efficiently and with lower 
exception handles. 

7.4. Web page and data base 

In this section the web page of the project where the new simulator’s users can register to 
monitor their activity and performance is explained. The patient’s progress is measured 
through the mentioned statistics, such as number of collisions, instructions used, elapsed 
time in each level, among other variables. Based on them, a score is set to the user according 
to the weights assigned to each statistic. This page is also available for the patients’ doctors; 
the page was developed using Microsoft Web Developer 2008.  

Once registered, users can log in to access their information as well as that of the other 
players. Likewise, the user can also share information with other people and send them a 
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message through the web page. This is also a quick means of communication for specialists 
who care for patients with disabilities and, at the same time, a space where users can share 
the information not only about the virtual trainer but about their life experiences which can 
be useful for other users. With this, a community can be created where patients can identify 
with and help each other. 

The screen in Figure 32 shows the storage of users’ data through SQL Express Edition. The 
general table that keeps a record of all the registered patients shows their best time (time in 
which they completed a level of the simulator), best score, number of games played, as well 
as their score average. 

Similarly, more detailed statistics for each individual user are stored, which can be seen 
in Figure 33: scores, number of collisions, best time and most used instruction. In this 
way the patients can monitor their progress and work on the command that is most 
difficult for them. To help them, the targets that they have to collect in each level of the 
virtual trainer are placed in such a way as to let the users strengthen the instructions 
with which they collide the most and lower the percentage of the instruction they most 
widely use. 

 
 
 
 

 
 
 
 
Figure 32. Information kept in the SQL Express data base about the statistics of the registered users 
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Figure 33. Statistics kept for every user and on which the virtual trainer based the way it distributes the 
targets among the virtual world to help the patients to strengthen their skills by using the intelligent 
wheelchair. 

All the previous information is transmitted to the database using the libraries 
System.Data.SqlClient and System.Data.OleDb once a user has completed a level of the 
virtual trainer. The information consists of the statistics mentioned in section IV.1 and in 
shown in Figure 5, and some mathematical calculations to obtain averages and keep count. 

8. Results 
The following results show the controller performance. The voice controller increases the 
accuracy; if the wheelchair needs to work in a noisy environment, a noise cancelation system 
has to be included. The results are quite good when the wheelchair works in a normal noise 
environment, with the average value ranging from 0 to 70 db, and an average value of 
around 90% is obtained. The EOG recognition system changes the precision value according 
to the time because the user requires a certain length of time to move the eye in a correct 
way in order to recognize the signal. At first, the user is not familiarized with the whole 
system, thus the signal is not well defined and the system has a medium performance. After 
six weeks, the system increases the precision to around 94 %.  Fig 34 shows the results. 

 
Figure 34. a. Tests on the voice control system response. b. EOG system response.Experimental Results 
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9. Conclusions  
The complete system works well in a laboratory environment. The signals from eye 
movement and voice commands are translated into actual movements of the chair, allowing 
people who are disabled and cannot move their hands or even their head to move freely 
through spaces. There is still not a full version that can run an avoidance system at the same 
time as the chair is been controlled with eye movement. This should be the next step for 
further work. As was intended, the four main control systems that give the wheelchair more 
compatibility and adaptability to patients with different disorders were successfully 
completed. This allowed the chair to be moved with the eyes for those who cannot speak. 
Speech recognition was included for people who cannot move and directional buttons 
(joystick) for any other users. Many problems were presented when trying to interfere with 
the systems already built by the manufacturer; the use of magnetic inductors is one of the 
temporal solutions that should be eliminated even though the emulation of the joystick is 
good and works well. The use of these inductors produces a lot of power loss, thus 
considerably reducing the in-use time of the batteries. It also generates a small retardation in 
the use of Windows Vista Speech Recognition software and enters some faults into our 
system, since it is well known that this user interface is not well developed and sometimes 
does not recognize what it was expected to do, which is not good enough for a system like 
ours that requires a quick response to commands. This project demonstrated how intelligent 
control systems can be applied to improve existing products. The use of intelligent 
algorithms broadened the possibilities of interpretation and manipulation. 
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1. Introduction 

The application of hydraulic actuation to heavy duty equipment reflects the ability of the 
hydraulic circuit to transmit larger forces and to be easily controlled. It has many distinct 
advantages such as the response accuracy, self-lubricating and heat transfer properties of 
the fluid, relative large torques, large torque-to-inertia ratios, high loop gains, relatively 
high stiffness and small position error. Although the high cost of hydraulic components 
and power unit, loss of power due to leakage, inflexibility, nonlinear response, and error-
prone low power operation tends to limit the use of hydraulic drives, they nevertheless 
constitute a large subset of all industrial drives and are extensively used in the 
transportation and manufacturing industries (Merrit, 1976; Rong-Fong Fung et al, 1997; 
Aliyari et al, 2007). 

The Servo Electro-hydraulic System (SEHS), among others, is perhaps the most important 
system because it takes the advantages of both the large output power of traditional 
hydraulic systems and the rapid response of electric systems. However, there are also many 
challenges in the design of SEHS. For example, they are the highly nonlinear phenomena 
such as fluid compressibility, the flow/pressure relationship and dead-band due to the 
internal leakage and hysteresis, and the many uncertainties of hydraulic systems due to 
linearization. Therefore, it seems to be quite difficult to perform a high precision servo 
control by using linear control method Rong-Fong Fung et al, 1997; Aliyari et al, 2007; 
Pratumsuwan et al, 2010). 

Classical PID controller is the most popular control tool in many industrial applications 
because they can improve both the transient response and steady state error of the system 
at the same time. Moreover, it has simple architecture and conceivable physical intuition 
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of its parameter. Traditionally, the parameters of a classical PID controller, i.e. KP, KI, and 
KD, are usually fixed during operation. Consequently, such a controller is inefficient for 
control a system while the system is disturbed by unknown facts, or the surrounding 
environment of the system is changed (Panichkun & Ngaechroenkul, 2000; Pratumsuwan 
et al, 2010). 

Fuzzy control is robust to the system with variation of system dynamics and the system of 
model free or the system which precise information is not required. It has been 
successfully used in the complex ill-defined process with better performance than that of 
a PID controller. Another important advance of fuzzy controller is a short rise time and a 
small overshoot (Aliyari et al, 2007; Panichkun & Ngaechroenkul, 2000). However, PID 
controller is better able to control and minimize the steady state error of the system. To 
enhance the controller performance, hybridization of these two controller structures 
comes to one mind immediately to exploit the beneficial sides of both categories, know as 
a hybrid of fuzzy and PID controller (Panichkun & Ngaechroenkul, 2000; Pratumsuwan et 
al, 2010). 

Nevertheless, a hybrid of fuzzy and PID does not perform well when applied to the SEHS, 
because when the SEHS parameters changes will require new adjustment of the PID gains. 
A hybrid of fuzzy and fuzzy self-tuning PID controller is proposed in this paper. The 
proposed control scheme is separated into two parts, fuzzy controller and fuzzy self-tuning 
PID controller. Fuzzy controller is used to control systems when the output value of system 
far away from the target value. Fuzzy self-tuning PID controller is applied when the output 
value is near the desired value. In terms of adjusting the PID gains tuning using fuzzy as to 
obtain an optimum value.  

2. Servo electro-hydraulic system  

The physical model of a nonlinear servo electro-hydraulic system is shown in Figure 1.  

 
Figure 1. The physical model of a servo electro-hydraulic system. 

The inertial-damping with a nonlinear torsional spring system is driven by a hydraulic 
motor and the rotation motion of the motor is controlled by a servo valve. Higher control 
input voltage can produce larger valve flow from the servo valve and fast rotation motion of 
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the motor. The entire system equations are described as follows. The servo valve flow 
equation (1) is described as: 

 L q v c LQ K x K P   (1) 

where QL is the load flow, Xv is the displacement of the spool in the servo valve, Kc is the 
flow-pressure coefficient, PL is the load pressure, and Kq is the flow gain which varies at 
different operating points. Kq is given by 
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where Cd is the discharge coefficient, w is the area gradient,  is the fluid mass density, and 
PS is the supply pressure. 

The continuity equation to the motor is formulated as 
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where Dm is the volumetric displacement, m is the angular velocity of the motor shaft, Cl is 
the total leakage coefficient of the motor, Vt is the total compressed volume, and e is the 
effective bulk modulus of the system. 

Substituting (1) into (3) leads to 
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where Kl=Kc+Cl is the total leakage coefficient of the hydraulic system. 

The torque balance equation for the motor is described as follows: 

 3( )L m t m m m m n m dP D J B G G T          (5) 

where Jt is the total inertial of motor and load, Bm is the viscous damping coefficient of the 
load, Td is the disturbance of the system, and 3

n mG  is the nonlinear stiffness of the spring. 

From (1) to (5), the hydraulic servomechanism system equation can be described by a state 
equation as follows: 
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in which N(X,t) represents the nonlinear terms of the system. 

3. System descriptions 

We are considering a PC-based speed control of the SEHS that will use either a hybrid fuzzy 
PID or a hybrid of fuzzy and fuzzy self-tuning PID controller. The motor speed of this 
system is controlled. In order to construct fair test case for comparing both controllers, the 
experiments are constructed based on the same hardware elements. The specifications of 
this system are depicted in Table 1 and Figure 2 respectively. 

 
Figure 2. Experimental Setup. 



 
A Hybrid of Fuzzy and Fuzzy Self-Tuning PID Controller for Servo Electro-Hydraulic System 303 

Elements Descriptions
Hydraulic Motor Geometric displacement 19.9 cm3

Max. Speed 1000 rpm, Max. torque 25Nm 
Max. pressure drop 100bar 
Max. oil flow 20l/min

Proportional valve directly actuated spool valve, grade of filtration 10 m, 
nominal flow rate 60l/min (at pN = 6.9 bar/control edge), 
nominal current 1600 mA, repeatability < 1%, hysteresis <5% 

Pump (supply pressure) 100 bar
Amplifier card set point values  5 VDC, solenoid outputs (PWM signal) 24 

V, dither frequency 200 Hz, max power 45W.
Encoder 8 c/t, I(optical shaft encoder)
DAC Resolution 15 bit DAC, output 0-10V
DAQ Card NI 6221 PCI analog input resolutions 16 bits (input range 10V), output 

resolutions 16 bits (output range 10V), 833 kS/s (6 s full-
scale settling)

Operating systems & 
Program 

Windows XP, and LabVIEW 8.6

Table 1. Specifications of the SEHS. 

4. Controller designs 

A closed loop system, whither the reference signal is set manually or automatically, can 
perform control of motor speed. Figure 3 represents typical of an “Automatic Closed Loop” 
control system. As shown in the figure, the velocity of a hydraulic motor is controlled by a 
servo valve. The servo valve solenoid is receiving driving electrical current from an 
amplifier card, which is generating the driving current based on a control signal supplied by 
a controller. The controller responsibility is to continuously compare the reference signal 
and the actual motor speed feedback by the velocity sensor, after consequently generate the 
adequate control signal. 

 
Figure 3. Block diagram of using a hybrid fuzzy and fuzzy self-tuning PID controls the SEHS. 
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There are various types of control system used in classical control, modern control and 
intelligent control systems, each having been studied and implemented in many industrial 
applications. Every control system method has its advantages and disadvantages. Therefore, 
the trend is to implement hybrid systems consisting of more than one type of control 
technique. 

4.1. PID controller 

The PID control method has been widely used in industry during last several decades 
because of its simplicity. The implementation of PID control, as shown in (7), requires 
finding suitable values for the gain parameters KP, KI, and KD. To tune these parameters, the 
model is linearized around different equilibrium points, 

 
0

( ) ( ) ( ) ( ) ( 1)
P

k

I D
i

u k K e k K e i K e k e k


        (7) 

where e(k) is the error signal.  

 
Figure 4. Block diagram of a PID controller. 

However, the PID method is not suitable for controlling a system with a large amount of lag, 
parameter variations, and uncertainty in the model. Thus, PID control cannot accurately 
control velocity in a SEHS (Rong-Fong Fung et al, 1997; Aliyari et al, 2007). 

4.2. Fuzzy controller 

Fuzzy Control (FC) has the advantage that it does not require an accurate mathematical 
model of the process. It uses a set of artificial rules in a decision-making table and calculates 
an output based on the table (Aliyari et al, 2007; Panichkun & Ngaechroenkul, 2000).  

 
Figure 5. Structure of FC.  
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Figure 5 & 6 show a schematic diagram of a fuzzy control system. Input variables go 
through the fuzzification interface and are converted to linguistic variables. Then, a 
database and rule base holding the decision-making logic are used to infer the fuzzy output. 
Finally, a defuzzification method converts the fuzzy output into a signal to be sent out. 

First, the two input variables must be defined in terms of linguistics. The error (e) in velocity 
is expressed by a number in the interval from -10 to 10. There are five linguistic terms of the 
error in velocity: negative big (NB), negative (N), zero (Z), positive (P), and positive big (PB). 
Similarly, the fuzzy set of the error change of the velocity or acceleration (e) is presented as 
{NB, N, Z, P, PB} over the interval from -10 to 10V. Finally, the fuzzy set of the output signal 
is presented as {NB, N, Z, P, PB} over the interval from -5 to 5V. 

 
Figure 6. Block digram of a FC. 

The knowledge base for a fuzzy controller consists of a rule base and membership functions. 
It is reasonable to present these linguistic terms by triangular-shape membership functions, 
as shown in Figure 6. A fuzzy control knowledge base must be developed that uses the 
linguistic description of the input variable. In this paper, an expert’s experience and 
knowledge method is used to build a rule base (Zhang et al, 2004). The rule base consists of a 
set of linguistic IF-THEN rules containing two antecedences and one consequence, as 
expressed in the following form: 

 , , i j k :  IF  e A   e B  THEN  u C ,i j kR and     (8) 

where 1  i  5, 1  j  5, and 1  k  5. The total number of IF-THEN rules is 25 and is 
represented in matrix form, called a fuzzy rule matrix, as shown in Table 2. 

The decision-making output can be obtained using a max-min fuzzy inference where the 
crisp output is calculated by the center of gravity (COG) method. 

 
        e 
e 

NB N Z P PB 

NB NB NB N N Z 
N NB N N Z P 
Z N N Z P P 
P N Z P P PB 
PB Z P P PB PB 

Table 2. Fuzzy Rules of a FC. 

FC 
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e u yp 
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Figure 7. Fuzzy sets of a FC. 

 
Figure 8. Input-output mapping of a FC. 

4.3. Hybrid of fuzzy and PID controller 

While conventional PID controllers are sensitive to variations in the system parameters, 
fuzzy controllers do not need precise information about the system variables in order to be 
effective. However, PID controllers are better able to control and minimize the steady state 
error of the system. Hence, a hybrid system, as shown in figure 9, was developed to utilize 
the advantages of both PID controller and fuzzy controller (Parnichkul & Ngaecharoenkul, 
2000; Erenoglu et al., 2006; Pratumsuwan et al., 2009;). 

Figure 9 shows a switch between the fuzzy controller and the PID controller, where the 
position of the switch depends on the error between the actual value and set point value. If 
the error in velocity reaches a value higher than that of the threshold e0, the hybrid system 
applies the fuzzy controller, which has a fast rise time and a small amount of overshoot, to 
the system in order to correct the velocity with respect to the set point. When the velocity is 
below the threshold e0 or close to the set point, the hybrid system shifts control to the PID, 
which has better accuracy near the set velocity (Parnichkul & Ngaecharoenkul, 2000; 
Erenoglu et al., 2006; Pratumsuwan et al., 2009;). 
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Figure 9. Block diagram of a hybrid fuzzy PID controller. 

4.4. Fuzzy self-tuning PID controller  

Fuzzy self-tuning PID controller means that the tree parameters KP, KI, and KD of PID 
controller are tuned by using fuzzy tuner (Zhang et al, 2004; Song & Liu, 2010; Zulfatman & 
Rahmat, 2006; Feng et al, 2009). The coefficients of the conventional PID controller are not 
often property tuned for the nonlinear plant with unpredictable parameter variations. 
Hence, it is necessary to automatically tune the PID parameters. The structure of the fuzzy 
self-tuning PID controller is shown in Figure 10. Where e is the error between desired 
velocity set point and the output, e is the derivation of error. The PID parameters are tuned 
by using fuzzy tuner, which provide a nonlinear mapping from e and e of error to PID 
parameters. 

 
Figure 10. Block diagram of a fuzzy self-tuning PID controller. 

Regarding to the fuzzy structure, there are two inputs to fuzzy inference: e and e , and 
there outputs for each PID controller parameter KP, KI, and KD respectively. Mamdani 
model is applied as structure of fuzzy inference with some modification to obtain the 
optimum value for KP, KI, and KD. Suppose the variable ranges of the parameters of PID 
controller are [KPmin, KPmax], [KImin, KImax], and [KDmin, KDmax] respectively. The range of each 
parameters was determined based on the experimental on PID controls the SEHS. The range 
of each parameters are, KP[8,15], KI[0.003,0.01], and KD[0.0001,0.000001]. Therefore, they 
can be calibrated over the interval [0,1] as follows: 
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The membership functions of these inputs fuzzy sets are shown in Figure 8. The linguistic 
variable levels are assigned as: negative big (NB), negative (N), zero (Z), positive (P), and 
positive big (PB). Similarly, the fuzzy set of the error change of the velocity or acceleration 
(e) is presented as {NB, N, Z, P, PB}. These levels are chosen from the characteristics and 
specification of the SEHS. The ranges of these inputs are from -10 to 10. Finally, whereas the 
membership functions of outputs KP, KI, and KD are shown in Fig. 8. The linguistic levels of 
these outputs are assigned as: negative big (NB), negative (N), zero (Z), positive (P), and 
positive big (PB) similarly where the ranges from 0 to 1. 

 
 NB N Z P PB 
NB NB NB NB N Z 
N NB N N N Z 
Z NB N Z P PB 
P Z P P P PB 
PB Z P PB PB PB 

Table 3. Fuzzy Rules of KP Gain. 

 
 NB N Z P PB 
NB PB PB PB N NB 
N PB P P Z NB 
Z P P Z N NB 
P Z P N N NB 
PB Z N NB NB NB 

Table 4. Fuzzy Rules of KI Gain. 

 
 NB N Z P PB 
NB NB NB NB P PB 
N NB N N Z PB 
Z N N Z P PB 
P Z N P P PB 
PB Z P PB PB PB 

Table 5.  Fuzzy Rules of KD Gain. 
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Figure 11. Fuzzy sets of a fuzzy self-tuning PID controller. 

4.5. Hybrid of fuzzy and fuzzy self-tuning PID controller  

A hybrid of fuzzy and fuzzy self-tuning PID controller, as shown in Figure 12, was 
developed to combine the advantages of both fuzzy and PID controller together. In addition, 
the adjustment gain of PID with a fuzzy tuner is included to purposed controller also, which 
all of these described in section 4.1, 4.2, 4.3, and 4.4. 

 
Figure 12. Block diagram of a fuzzy self-tuning PID controller. 
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5. The experimental results 

The effectiveness of the proposed hybrid of fuzzy and fuzzy-tune PID controller is 
evaluated experimentally with the SEHS and is compared with that of the hybrid fuzzy PID 
controller which uses the nominal values of the gains obtained by experiment. The control 
algorithms described in section 4.1, 4.2, 4.3, and 4.4 were hybridized and applied to the 
SEHS using by LabVIEW program as the development platform and shown in Figure 13.  

 
Figure 13. The control algorithms are developed by LabVIEW program. 

The proposed of a hybrid of fuzzy and fuzzy self-tuning PID controller is evaluated 
experimentally with the motor speed control of SEHS and is compared with that of the 
conventional of a hybrid of fuzzy and PID controller. For the first experiment to observe 
the response of the SEHS control output of the both controller, which shown in Figure. 
14 and Table 6, respectively. Then, change the parameters of the SEHS, because existing 
experimental set is difficult to change the load so that this change in pressure of the 
SEHS instead. The change in pressure will make many values, but the parameters of the 
both controller still use the original setting from the previous first. Figure 14, Table 6, 
and Figure 15, Table 7 show examples of the responses of the output of the both 
controller, which resulted from changing the original value of system pressure are 50 bar 
and 10 bar pressure. However, all these experiments the value of e0 which is used as a 
reference in the selection of a controller is set at 0.92 that is the optimum value from 
experiment. 

When the experiment has changed the parameters of the SEHS will find that the hybrid of 
fuzzy and fuzzy self-tuning PID would lead to a satisfactory response over the hybrid of 
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fuzzy and PID controller. This is because the proposed controller does not require to 
adjustment the new parameters of PID controller although the parameters of the SEHS will 
change. 

 
 
 

 
 
Figure 14. Comparison of the results of the five controls when the pressure was set at 50 bar 

Controller Velocity 
(rpm) 

Results 
. . 100O

v

M
P O

F
 

% Overshoot 

Rise time 
(Tr)(s) 

Time 
delay 
(Td)(s) 

Settling 
Time 
(Ts)(s) 

Velocity 
(rpm) 

Output 
Error 

PID 0 -100 99.932 0.003 0 0.675 0.25 2.15 
Fuzzy 0 -100 99.919 0.004 0 0.325 0.25 0.5 
Hybrid 
Fuzzy PID 0 -100 99.952 0.002 0 0.325 0.25 2.6 

Fuzzy Self-
tuning PID 0 -100 99.860 0.006 0 0.25 0.2 0.525 

Hybrid 
Fuzzy and 
Fuzzy self-
tuning PID 

0 -100 99.552 0.022 0 0.325 0.2 0.525 

Table 6. Comparison of the results of the five controls when the pressure was set at 50 bar. 
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Figure 15. Comparison of the results of the five controls when the pressure was set at 10 bar 

Controller Velocity 
(rpm) 

Results 
. . 100O

v

M
P O

F
 

% Overshoot 

Rise time 
(Tr)(s) 

Time 
delay 
(Td)(s) 

Settling 
Time 
(Ts)(s) 

Velocity 
(rpm) 

Output 
Error 

PID 0 -100 99.697 0.015 2.5 0.875 0.55 2.45 
Fuzzy 0 -100 99.874 0.006 0 1 0.7 1.7 
Hybrid 
Fuzzy PID 

0 -100 99.889 0.001 3 1 0.7 3.05 

Fuzzy Self-
tuning PID 0 -100 99.513 0.024 0 0.825 0.55 2.6 

Hybrid 
Fuzzy and 
Fuzzy self-
tuning PID 

0 -100 99.847 0.007 0 1 0.4 1.8 

Table 7. Comparison of the results of the five controls when the pressure was set at 10 bar. 

6. Conclusions 

The objective of this study, we proposed the hybrid of fuzzy and fuzzy self-tuning PID 
controller for motor speed control of a SEHS. The proposed control scheme is separated into 
two parts, fuzzy controller and fuzzy self-tuning PID controller. Fuzzy controller is used to 
control systems when the output value of system far away from the target value. Fuzzy self-
tuning PID controller is applied when the output value is near the desired value. In the 
terms of adjusting the PID parameters are tuned by using fuzzy tuner as to obtain the 
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optimum value. We demonstrate the performance of control scheme via experiments 
performed on the motor speed control of the SEHS. The results from the experiments show 
that the proposed a hybrid of fuzzy and fuzzy self-tuning PID controller has superior 
performance compared to a hybrid of fuzzy and PID controller. This is because the 
proposed controller does not require to readjustment the parameters of PID controller 
although the parameters of the SEHS will change any. 
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1. Introduction 

Fuzzy logic (FL) and artificial neural networks (ANNs), despite their successful use in 
many challenging control situations, still have drawbacks that limit them to only some 
applications. Their combined advantages have thus become the subject of much research 
into ways of overcoming their disadvantages. Neuro-fuzziness is one resulting rapidly 
emerging field. ANFIS network, proposed by Jang, is one popular neuro-fuzzy system 
[1-4].  

For specific-problem training of an ANFIS network, [1] proposes use of hybrid learning rule, 
which combines gradient descent technique and least-square estimator (LSE). Being a 
method of supervised learning, it needs a teaching signal, which can be difficult to provide 
when the ANFIS network is to be a feedback controller, as the desired control actions that 
the teaching signal represents are unknown. Literatures have proposed several ANFIS 
learning methods in which ANFIS is applied as a MIMO controller. Djukanović et al., for 
example, uses a special ANFIS learning technique called temporal back propagation (TBP); 
control of a nonlinear MIMO system is by considering both the controller and the plant as a 
single unit each time step. The method, however, is complex and distinctly computation-
heavy [5-9].  

Another training approach for ANFIS-controller of nonlinear MIMO systems is inverse 
learning; the ANFIS network is trained to learn the inverse dynamics of the plant it controls. 
Its success, however, is crucial on three elements: accurate modeling of the original system 
(a problem when the system is complex), availability of the system’s inverse dynamics (they 
do not always exist), and appropriate distribution of the training data (could be impossible, 
given the constraints of the system’s dynamics). [10-13] has another training approach 
besides the ones already mentioned. 
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Present robot navigation systems demand controllers that can solve complex problems 
under uncertain and dynamic environments. ANFIS garners interest because it offers the 
benefits of both neural network (NN) and FL, and removes their individual disadvantages 
by combining them on their common features. ANN is a new motivation for studies into FL. 
It can be used as a universal learning paradigm in any smooth parameterized models, 
including fuzzy inference systems [14-15].  

Traditional robot control methods rely on strong mathematical modeling, analysis, and 
synthesis. Existing approaches suit control of mobile robots operating in unknown 
environments and performing tasks that require movement in dynamic environments. 
Operational tasks in unstructured environments such as remote planets and hazardous 
waste sites, however, are more complex, yet the analytical modeling is inadequate. Many 
researchers and engineers have tried to solve the navigational problems of mobile robot 
systems [16-18]. Though fuzzy systems can use knowledge expressed in linguistic rules (and 
thus could implement expert human knowledge and experience), fuzzy controller lacks a 
systematic design method. Tuning of membership-function parameters takes time. NN 
learning techniques can automate the process so development can be hastened and 
performance improved. The combination of NN and FL has produced neuro-fuzzy 
controllers and created their present popularity. In real-time autonomous navigation, a 
robot must be able to sense its environment, interpret the sensed information to obtain 
knowledge of its position and environment, and plan a route that gets it to the target 
position from an initial position and with obstacle avoidance and control of its direction and 
velocity. Ng et al. [19-23] propose a neural-integrated fuzzy controller that integrates FL 
representation of human knowledge with NN learning to solve nonlinear dynamic control 
problems. Pham et al. focus on developing intelligent multi-agent robot teams capable of 
both autonomous action and dynamic-environment collaboration in achieving team 
objectives. They also propose a neuro-fuzzy adaptive action selection architecture that 
enables a team of robot agents to achieve adaptive cooperative control of cooperative tasks, 
track dynamic targets, and push boxes. Crestani et al. defines autonomous navigation in 
mobile robots as a search process within a navigation environment that contains obstacles 
and targets, and propose a fuzzy-NN controller that considers navigation direction and 
navigation velocity as controllable. Rutkowski et al. derived a flexible neuro-fuzzy inference 
system; their approach increases structural and design flexibility in neuro-fuzzy systems. 
Hui et al. and Rusu et al. discuss neuro-fuzzy controllers for sensor-based mobile robot 
navigation. Garbi et al. implemented an adaptive neuro-fuzzy inference system in robotic 
vehicle navigation [24-26].  

Robots are one way to improve industrial automation productivity. Robotic manipulators 
have been used in routine and dangerous-environment manufacturing jobs. They are highly 
nonlinear dynamic systems subject to uncertainties. Obtaining accurate dynamic equations 
for their control laws is thus difficult. Uncertainties in their dynamic models include 
unknown grasped payloads and unknown frictional coefficients. Adaptive control or model-
free intelligent control has been much proposed as able to compensate for those 
uncertainties [26-28]. 
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Virtual reality (VR) has become important to applications in engineering, medicine, 
statistics, and other areas where 3D images can aid understanding of system complexity. 
The interactability of a virtual system can in many applications be enhanced by touch 
sensing. Haptic feedback can convey to a human user, virtual environment forces. It has 
become useful in tele-surgery, where a master manipulator guides robotic surgical tools 
while providing realistic-force feedback to the surgeon. It is already available in many 
systems under development but these often still are specifically developed research 
prototypes (i.e., providing specific-force feedbacks and for specific problems) [29, 30].  

Kinematics analysis is key to motion control of humanoid manipulators. Its main problems 
are forward kinematics and inverse kinematics. The inverse kinematics of a 7-DOF 
manipulator has multiple solutions; obtaining anthropomorphic solutions is thus a problem. 
Detailed research in it has yet to be found, though works on design, control, and obstacle 
avoidance in humanoid manipulator exist. In serial manipulators, between forward 
kinematics and inverse kinematics, solution of the latter is a lot more difficult. Solution 
methods of inverse kinematics generally are numerical, analytical, or geometric. Numerical 
method is most widely used, but it cannot obtain all possible solutions. Analytical method 
can derive all possible solutions but is much more difficult. Geometric method is simple and 
easy to understand but suits only a few types of manipulators [31, 32]. 

A human-manipulator skeleton has 7-DOF mechanism; other degrees of freedom of the arm 
are performed by the tendon. A 7-DOF anthropomorphic arm has been developed; it has the 
manipulability criterion and uses 3-DOF planar manipulator theory (i.e., the mechanism of 
the human limb can be modeled by three moving links). 3-DOF planar mechanism is 
fundamental to an anthropomorphic arm; its evaluation criteria can be used to analyze the 
arm’s operational performance. 3-DOF planar manipulator theory is a supposition that the 
three link lengths are of the upper arm, the forearm, and the hand, and the three joints are 3-
DOF shoulder joint, 1-DOF elbow joint, and 3-DOF wrist joint [33].  

This chapter presents the design of an ANFIS controller of a VR manipulator model and 
simulation of the ANFIS-controlled system’s command execution. Simulation results of the 
7-DOF human-manipulator show an improved control system. Section II presents the 
manipulator’s kinematic model whereas Section III the structure of the ANFIS controller and 
its learning methods. Section IV presents the manipulator’s VR model, whereas Section V, 
the simulation of the case study, the system design, and the conclusions. 

2. Kinematics of the 7-DOF manipulator 

Forward kinematics was used to calculate the racket’s posture according to the joint angles. 
It is quite useful for analysis of the manipulator’s workspace and verification of the inverse 
kinematics. Denoting the shoulder width as D, the upper arm length as L1, and the lower 
arm length as L2, the position of the shoulder is thus P1(0, -D, 0) and the position of the 
elbow is P2 (xp2 , yp2 , zp2 ). Denoting the joint angles as q1 … q7, the posture of joint i relative to 
joint i-1 can thus be described by a 4×4 homogeneous matrix i-1Ti [34]: 
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 (1) 

Where: sqi ≡sin(qi); cqi ≡cos(qi) 

Assuming the position of Joint-7 in the fixed coordinate is P3 (xp3 , yp3 , zp3 ) and its pose as 
described by RPY (Roll Pitch Yaw) angles is (φ, θ, ψ), the posture of Joint-7 can thus be 
described by a homogenous matrix 0T7: 
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Matrix 0T7 also stands for the racket’s posture and can be derived also as: 
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From (1) and (2), the racket’s posture can be calculated as: 

 
3

3

3

tan 2( , )

tan 2( , ) &

tan 2( , )

y x p x

z x y p y

x y x y p z

a n n x p

a n c n s n y p

a s a c a s o c o z p



  

    

  
      
       

   (4) 

with atan2( ) being the four-quadrant inverse tangent function and (3) the manipulator’s 
forward kinematics. All the commands (e.g., the racket’s hitting position and hitting speed) 
are given by the visual system, in the operation space. They must be transformed into joint 
space values. Jacobian matrix is used to calculate the joint space speed according to the 
operation space speed. The mapping relationship between them is [35]: 

 
.

( )V J q q   (5) 

with V being the racket’s speed in the operation space and 
.
q  the joint space speed. J is the 

6×7 Jacobian matrix and can be derived by differential transformation method. The ith item 
of J is: 
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Where ni(nix, niy, niz), oi(oix, oiy, oiz), ai(aix, aiy, aiz) and pi(pix, piy,piz) are the items of matrix 1i
iT

 

 1 1 6
7 7.......

0 0 0 1

x x x x

y y y yi i
i

z z z z

n o a p
n o a p

T T T
n o a p

 

 
 
    
 
  

  (7) 

The parameter k stands for the rotational axis of joint i. For example, if the joint rotates 
around the x-axis, then k is x. Racket speed V can be calculated by (4) whereas joint space 
speed 

.
q  cannot be uniquely determined because J is not a square matrix. This problem can 

be solved by Moore-Penrose method: 

 
.
q J V   (8) 

with 1( )T TJ J J J   being the Moore-Penrose pseudo inverse matrix of J.  

The inverse kinematics is used to calculate the joint angles according to the racket’s posture. 
The manipulator is redundant, so the elbow’s position is not uniquely determined when the 
racket’s posture is given. The motion characteristics of a human arm show the mapping 
relationships between elbow position and racket posture. In a general configuration of the 
manipulator (see Fig. 2), any three points on the manipulator’s neck, shoulder, elbow, and 
wrist are not collinear. The position of elbow P2, whose axis is P1P3, is in circle 'O . The 
position of the center point ' ' '

' ( , , )O O OO x y z  and the radius r of the circle are determined 
by positions P1 and P3, and arm length parameters L1 and L2. Ω1 denotes the plane 
constructed by points P1, P2, and P3, and Ω2 the plane constructed by points O, P1, and P2. α 
denotes the separation angle between Ω1 and Ω2. Once the position of P3 is known, α can 
uniquely determine P2 elbow position. If the points O, P1, P3 are collinear whereas P1, P2, P3 
are not, the plane Ω2 does not exist. Angle α can be defined as the separation angle between 
Ω1 and the horizontal plane. Also, if the points P1, P2, P3 are collinear, the plane Ω1 does not 
exist and P2 position can be calculated according to positions P1 and P3 and arm length 
parameters L1 and L2. Considering the general configuration of the manipulator (see Fig. 2), 
the inverse kinematics can be solved if angle α and the racket’s posture are given. According 
to the motion characteristics of human arms, the mapping relationship between α and the 
racket posture can be built offline. Denoting with i (i1, i2, i3) the unit vector pointing from P3 
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to P1, and assuming the angle α to have been calculated by a well-trained ANN model, the 
circle 'O  can thus be expressed as [34-36]: 
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Figure 1. General configuration of the manipulator 

The plane Ω2 and the circle 'O  intersect at two points. One point near the neck is Pw (xw, yw, 
zw) and angle ∠P2O׳ Pw is the separation angle α between Ω1 and Ω2. Denoting Ω2 norm 
vector as n and position as Pw should satisfy this equation: 

 . 0wOP n 


  (10) 

Pw position can be calculated from (9) and (10). P2 position (xp2, yp2, zp2) satisfies this equation: 

 2 2 2
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P2 position can be calculated from (9) and (11). With P1, P2, P3 positions and the cosine 
theorem, Joint-4 angle can be calculated as: 
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With P2 position, this can be obtained: 
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The angles of Joints 1 and 2 can thus be derived as: 
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With P3 position, this can be obtained: 
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Joint-3 angle can thus be derived as: 
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From (2), 

 
14 5 6 0 1 2 3 6 *

5 6 7 1 2 3 4 7T T T T T T T T T


   
  (17) 

The angles of Joints 5-7 can thus be derived as: 
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with *
ijT being the ith row and jij the column item of T 

3. General structures of ANFIS 

ANFIS integrates ANN with FIS. The ANFIS analyzed here was a first-order Takagi Sugeno 
Fuzzy Model. The analysis has four inputs: front obstacle distance (x1), right obstacle 
distance (x2), left obstacle distance (x3), and target angle (x4). The output is steering angle. 
The ‘if-then’ rules are [26, 37]:  

 1 2 3 4

1 2 3 4

: ; ;j k m n

i i i i i

Rule IF x is A x is B x is C and x is D

THEN F p x r x s x t x   
  (19) 
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Where  

1 2 3 4

1 2 3 4 1 2 3 41 ; 1 ; 1 ; 1 ; 1 . .
i i i i i iF p x r x s x t x u for steering angle

J to q k to q m to q n to q and i to q q q q
    

    
  (20) 

A, B, C, and D are the fuzzy membership sets defined for input variables x1, x2, x3, and x4. 
q1, q2, q3, and q4 are the number of membership functions, respectively for the fuzzy 
systems of inputs x1, x2, x3 and x4. fi is the linear consequent functions defined in terms  
of inputs x1, x2, x3, and x4. qi, ri, si , ti, and ui are consequent parameters of an ANFIS fuzzy 
model. Same-layer nodes of an ANFIS model have similar functions. Output signals  
from the nodes of a preceding layer are input signals to a present layer. The output 
obtained through the node function will be input signals to the next layer (see Figure 2) 
[38, 39].  

Layer 1: This is the input layer, which defines obstacles as either static or moving and also 
the tracker robot’s target position. It receives signals from x1, x2, x3, and x4.  

 
Figure 2. Structure of a six-layer ANFIS 

Layer 2: Every node in this layer is an adaptive node (square node) with a particular fuzzy 
membership function (node function) specifying the degrees to which the inputs satisfy the 
quantifier. For four inputs, the node outputs are: 
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The membership functions considered here for A, B, C, and D are bell-shaped functions and 
defined as: 
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with ag, bg, and cg being the parameters for fuzzy membership function. The bell-shaped 
function changes its pattern with changes to the parameters. This change will give various 
contours of the bell-shaped function, as needed and in accordance with the data set for the 
problem considered. 

Layer 3: Every node in this layer is a fixed node (circular) labeled ‘π’. L2i output is the 
product of all incoming signals. 
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Each of the second layer’s node output represents the firing strength (degree of fulfillment) 
of the associated rule. The T-norm operator algebraic product {Tap(a,b) = ab} was used to 
obtain the firing strength (Wi). 

Layer 4: Every node in this layer is a fixed node (circular) labeled “N”. The output of the ith 
node is the ratio of the firing strength of the ith rule (Wi) to the sum of the firing strength of 
all the rules [40].  
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This output gives a normalized firing strength. 
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Layer 5: Every node in this layer is an adaptive node (square node) with a node function. 

 5 1 1 3 4( )i ii i i i i i iL W f W p x r x s x t x u        (25) 

with iW  being the normalized firing strength form (output) from Layer-3 and {pi, ri, si, ti, ui} 
the steering-angle parameter set. Parameters in this layer are consequent. 

Layer 6: The single node in this layer is a fixed node (circular) labeled “Σ”. It computes the 
overall output as the summation of all incoming signals. 
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  (26) 

This work’s ANFIS development has six-dimensional space partitions and q1, q2, q3, and q4 
regions. Each region is governed by a fuzzy if-then rule. The first layer is the input layer. 
The second contains premise or antecedent parameters of the ANFIS and is dedicated to 
fuzzy sub-space. Consequent parameters of the fifth layer were used to optimize the 
network. During the forward pass of the hybrid learning algorithm, node outputs go 
forward until Layer-5 and the consequent parameters are identified by least-square method. 
In the backward pass, error signals propagate backwards and the premise parameters are 
updated by gradient descent method [40, 41]. 

4. VR Modeling of the 7-DOF manipulator 

Design requirements for Virtual Reality Modeling Language (VRML) are described in finite 
processing allocations, autonomy, consistent self-registration, and calculability. VRML 
design procedure will be presented. Design in VRML depends on the information available 
to the designer and his imaging of the object. There are two choices for VR design: one is 
standard configuration such as sphere, cone, cylinder, etc., another is free design by 
selecting indexed face set button to get many configurations with free rearrangement of 
points; every real-form design is thus considered to be the latter [42-45], which starts with 
building parts one by one and comparing the shape’s similarity against that of the real 
manipulator part. Manipulator parts cannot be simulated in VR when the VR library’s 
standard shapes (they are not uniform) are used. Designing thus uses indexed face set in 
VR. The second choice to be made in design work is very important as it is about 
connecting all parts to get the final object, and limiting the object’s original point. This is 
the starting point of the design work. The first shape (e.g., the shoulder) is first set, and 
then the next shape (forearm) is connected to the “children” button. The same procedure is 
repeated for other parts. Figure 3 presents the full design of the 7-DOF human arm 
manipulator [46-50]. 
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Figure 3. The VR-modeled 7-DOF human-arm manipulator 

5. Design of the ANFIS controller for the 7-DOF manipulator 
The design work considered many parameters related to the system’s real values (see Table 
1 for real limits of the joints of a human arm). The joints motor is considered a real DC-
motor with a transfer function similar with that in Equation (1).  
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  (27) 

Figure 4 is a block diagram of the control system. The inputs to the system design have two 
sets of targets: orientation (θT1, θT2, θT3) and position (Tx, Ty, Tz). In the proposed technique, 
each joint has its own controller, so in all, seven identical (same structure, same training 
algorithm) ANFIS controllers were used. Inputs of the training algorithm were the desired 
joint angle and the actual angle. The desired values were calculated by using analytical 
solution of the IKP algorithm shown previously. Actual values of the joint angle were 
obtained by feedback from the virtual model.  
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Figure 4. ANFIS control of the 7-DOF human-arm manipulator 

The structure of the ANFIS controller was built in Matlab software Ver.2011b, with two 
inputs, an error signal, and change in the error. The fuzzy inference method used was 
Mamdani's, because it is intuitive, widely accepted, and well-suited to human input, and, 
for the proposed control structure, it gives better results than does Sugeno inference 
method. In designing the controller, types of membership functions were tried before 
selecting the best: triangular built-in membership function (trimf). The trial-and-error 
design approach for the ANFIS controller, i.e., selecting the interference type, the 
membership function type, and the number of this membership function in the hidden 
layer, gave optimal results: minimum number of rules and simple simulation. The design 
uses seven parallel-connected ANFIS to compute the optimal deflection of the joints and 
get the desired angle. Figures (5-7) show the procedure of the Matlab-fuzzy-toolbox-based 
design. 

 
Figure 5. Mamdani's fuzzy inference and the set of rules for training of the ANFIS controller 
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Figure 6. The surface error and the set of rules for training of the ANFIS controller 
 

 
Figure 7. The triangular built-in memberships function with error signal and change in error signal 
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Figure 8 shows in Matlab Simulink GUI window the internal structure of the ANFIS 
controller and the training output for the input signal, with the various steps used in 
instructing the manipulator’s movement. The ANFIS training used hybrid training 
algorithm, with the input nodes (3, 3) to the membership functions each having nine rules 
(see Figure 5). Epoch length was used in training eighty iterations for each sample, with 
0.01s Simulink sampling time.  

 

 
Figure 8. The ANFIS structure in Matlab-Simulink GUI and its training response 
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6. Simulation results 

Figure 9(a) is a block diagram of the simulation done for the ANFIS-controlled manipulator. 
Seven ANFIS controllers were used, one each for each degree of freedom of the three joints 
(3 for the shoulder, 1 for the elbow, and 3 for the wrist). The seven were effective in tracking 
the trajectory desired for the 7-DOF manipulator. The controller’s rules base has 9 rules, 
each determined by fuzzy neural network (FNN). The desired position and orientation 
were, in simulation entered as input signal, whereas actual positions for the joints were 
given as feedback from the output signal. Figure 9(b) shows the results of using both ANFIS 
and PID controllers on the joints and for the ANFIS controller’s implementation into the 
virtual model. Performance of the ANFIS-controlled joint was better than that of the PID-
controlled one. The ANFIS controller effected fast response in the manipulator and reduced 
errors, for various complex trajectories of the manipulator.  

 
Figure 9. (a, b, c). Simulation of the ANFIS controller for the VR-implemented 7-DOF manipulator 

The manipulator’s movements used the link between Matlab-Simulink and VR 
environment. Computation for the order of movement was done in Matlab-Simulink. The 
order was then sent to the VR model to implement, with considerations for the axes between 
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Matlab’s and VR’s to get the real movement (i.e., for general motion: elbow 
flexion/extension, elbow rotation (supination/pronation), shoulder adduction/abduction, 
shoulder flexion/extension, shoulder interior/exterior rotation, wrist flexion/extension, wrist 
ulnar/radial deviation, shoulder horizontal flexion/extension; for special motion: arm 
reaching towards the head, arm reaching to the right and the head, arm reaching to the left 
and the head, and arm reaching to the right) (see Figure 10 for examples).  

 
Figure 10. Postures of the ANFIS-controlled 7-DOF manipulator 

7. Conclusion 

This work aimed to design an ANFIS-based controller that overcomes the general problems 
of FL and NN in a dynamic system. To obtain excellent manipulator postures, training of the 
ANFIS controller for all the elements (fuzzy interference, membership function, number of 
neurons, number of rules) was by trial and error. The controller was compared with classical 
PID controller, in tracking the speed and the joint angle’s accuracy. The simulation results 
allowed these conclusions to be drawn:  



 
Design and Simulation of Anfis Controller for Virtual-Reality-Built Manipulator 331 

 For any speed, the ANFIS controller has the better transient response and the steadier 
state response than does a PID controller; even the best-tuned PID controller is unable 
to perform well in both slow-speed and high-speed ranges. 

 With only 9 neurons, 4 layers, and 9 rules, the proposed ANFIS controller is simpler 
than other adaptive neuro-fuzzy controllers reported by many other researches.  

 The ANFIS controller does not require an accurate model of the plant. Its relative 
simplicity makes it fairly easy to construct and implement. High-level knowledge of 
system is not needed to build a set of rules for a fuzzy controller or for the identification 
needed in an NN controller.  

 The ANFIS controller was used in both simulation and experiment in trajectory tracking 
of multiple manipulators. Kinematic analysis of the 7-DOF manipulator produced the 
calculation for the envelope of similar manipulators.  

 VR implementation of the manipulator was able to show the latter’s accuracy. The 
manipulator can be depended on for many high-accuracy applications such as 
collecting of minute/fragile items.  
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1. Introduction 

Growing demands for comfort, reliability, accuracy, energy conservation, safety and 
economy have fueled interest in proposals that can contribute to facilitate high performance 
control systems design. In terms of vibrations active control, it may represent, for example, a 
good relationship between the maximum reduction in vibrations transmission between two 
systems and the minimum energy expended in order to accomplish this reduction [1]. 

The use of more than one controller to provide higher performance for complex systems has 
attracted interest because in each operation condition, their combination can take advantage 
of each controller’s characteristics. To take advantage of controllers’ combination, a 
supervisor can make a hierarchical classification of controllers’ signals, according to the 
identified operational condition.  

Advances in artificial intelligence, processing power and data storage, allowed the 
development of intelligent methods for different characteristics controllers’ fusion. The use 
of intelligent methods allows to the controlled system: adaptability to various operational 
situations and proper performance, even in the presence of significant uncertainties. 
Intelligent supervisors are ease to maintain, to reconfigure and could have optimality 
during its operation according to the learning mechanism. 

This chapter describes a methodology for controllers' combination called controllers 
hierarchical fusion. In this methodology, a supervisor system is used to obtain a single 
control signal from the control signals generated simultaneously by two or more controllers. 
A hierarchical controller's example compounded by one robust controller, one fuzzy 
controller and one fuzzy supervisor is applied for mechanical vibrations isolation and 
reference tracking using an electromechanical system proposed in [2]. This controller is 
called hierarchical fuzzy controller (HFC). 
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This electromechanical system can be used to eliminate vibrations in the camera of 
unmanned vehicles and also to position this camera. It can also be used in manned vehicles 
for drivers' seat positioning and to eliminate vibrations on it, as shown in Figure 1. 

 
Figure 1. Application example: active suspension system 

Digital simulations are employed in two case studies and the results are compared. On the 
first case study, the fuzzy controller and the fuzzy supervisor are tuned manually. Genetic 
algorithms (GA) are used on those systems tuning, in the second case study. Genetic 
algorithms usage facilitates designer's task and allows tuning parameters' optimization. 

Next session describes the electromechanical system used and presents its models 
developed in [1]. The nonlinear model is used to validate the hierarchical fuzzy controller 
and in its fuzzy components' tuning, while the linearized model is used for robust control 
design. Performance criteria’s are established at the end of this section. 

2. Electromechanical system  

Figure 2 details the electromechanical system used for vibration suppression and reference 
tracking. It consists on an l centimeters long bar with J inertia angular moment. It is 
considered that its mass mB, is concentrated in its geometric center. This bar works as a lever 
which is supported in two points by systems with stiffness and damping, given by: kA, kB, 
cA, cB. In one extremity of the bar, a mass, mA, called absorbing mass, is used to make a 
counterbalance with the payload. The payload is represented by a mass, mC, on bar’s free 
end. This system part is purely mechanical, being called lever system. 



 
Hierarchical Fuzzy Control 337 

 
Figure 2. Electromechanical system 

The vertical position control of bar's center is made by a servo actuator. This actuator 
consists of a DC servo motor whose axis is directly coupled to a spindle. The propeller's 
spindle step is given by LP. It represents the direct relationship between motor's rotation 
angle (θM) and control's vertical displacement (Xu) imposed to bar's center with reference to 
the motor position (XB). 

The servo actuator varies the vertical position of bar's center depending on the measured 
displacements on bar's free end. This is done to isolate the payload from vibrations 
originated at the base. 

A sensor that converts movements into voltage is used to measure vibrations on the 
payload. Those voltages feed servo motor, thus closing the control loop. Controllers are 
used to improve control efficiency, reaching thus performance specifications previously 
determined. This subsystem composed by one (or more) sensors, controllers and a servo-
actuator, is called control system. 

The nonlinear model used was developed in [1]. For the lever system it was given by: 

 
    
    1 2

, ,

,
2

t t t

ly g t t q sen q



  

x f x u

x


 (1) 

Where: 



 
Fuzzy Controllers – Recent Advances in Theory and Applications 338 

    
1

1

2

2

; ;u

q
q x

t t
q d
q

 
           
  

x u




 (2) 

And: 

     
    

    

1

2 11 12 1 2 21 22

2

21 22 1 2 11 12

cos

, ,

cos

D

D

q
k T T k q T T

T
t t t

q
m T T k q T T

T

 
 
    
 
 
 
 
    

 
 

f x u




 (3) 

With: 

  1 2 A C
lk m m   (4) 

    
2

2 2
2

1
2 12A C B
lk m m m a l 

    
 

 (5) 

 
    
     

11 1 2

2
1 1 1 2 2

1 8 4 8
8A A B B A

B U B U m u

T k k mg k q lsen q d

lk q x d c q x d k q sen q m x

      

         
 (6) 

 

  

    

        

1 2
12 2

22
1 2 2

2
1 2 2 1 2 2 2 2

1 8 4 8
16

4 1 cos
2

8 cos 2 1 cos
2 2

Ac q lsen q d
T

lq sen q d l q

l lq q q d q sen q d l q sen q q

 
 

 
    

 
   

        
   

  

 (7) 

           2
21 1 2 2 2 2

1 4 cos 2 1 cos
2 8 2A C A
l lT m m g k q sen q d l q l q sen q

  
        

  
 (8) 

 

        

    

        

2
1 2 2 2 2

22 2
22

1 2 2

2
1 2 2 1 2 2 2 2

1 4 cos 2 1 cos
16 2

4 1 cos
2

8 cos 2 1 cos
2 2

A
lc q sen q d l q l q sen q

T
lq sen q d l q

l lq q q d q sen q d l q sen q q

  
     

   
 

    
 

   
        

   
  

 (9) 



 
Hierarchical Fuzzy Control 339 

   2
2 1 2cosDT k m k q    (10) 

The equation that describes servo actuator dynamics is given by: 
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For robust control project it was used the linearized model founded in [1]. 
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The system states are: 

 11 11 21 21
1 1 2 1 2 2 3 2 4 2 2 2 5 6, , , , ,m mx q x x q d x d x q x q d d x x                        (13) 

Where: 
 

 
12 12 22 22 32 32 11 11 21 21 12 12 11 11 11 21
1 1 1 1 1 1 2 2 2 2 2 2 1 2 2 2

22 22 21 11 21 21
2 2 1 2 2 2

, , , , , ,b b b b b b a b a b

b a b a b

     



       

  
 (14) 

The coefficients jk
ia and jk

ib are given by: 
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And: 
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Where: 

 
 2 1

11 2
2 1

2a b a
lk c c k c

CL
k m k

   


 
 (17) 

 
 2 1

12 2
2 1

2a b a
lk k lk k k

CL
k m k

   


 
 (18) 

 

2

2 1

13 2
2 1

2 2a a
l lk c k c

CL
k m k

 
  
 

 
 (19) 

 

2

2 1

14 2
2 1

2 2a a
l lk k k k

CL
k m k

 
  
 

 
 (20) 

 
 2 1

15 2
2 1

2a b a
lk c c k c

CL
k m k

  


 
 (21) 

 
 2 1

16 2
2 1

2a b a
lk k lk k k

CL
k m k

  


 
 (22) 

 2
17 2

2 1

mk m
CL

k m k



 

 (23) 

 2
18 2

2 1

bk c
CL

k m k



 

 (24) 

 2
19 2

2 1

bk lk
CL

k m k



 

 (25) 

 
 1

21 2
2 1

2 a a b
l mc k c c

CL
k m k

  


 
 (26) 



 
Hierarchical Fuzzy Control 341 

 
 1

22 2
2 1

2 a a b
l mk k k lk

CL
k m k

  


 
 (27) 

 

2

1

23 2
2 1

2 2a a
l lmc k c

CL
k m k

 
 

 
 

 (28) 

 

2

1

24 2
2 1

2 2a a
l lmk k k

CL
k m k

 
 

 
 

 (29) 

 
 1

25 2
2 1

2 a a b
l mc k c c

CL
k m k

  


 
 (30) 

 
 1

26 2
2 1

2 a a b
l mk k k lk

CL
k m k

  


 
 (31) 

 1
27 2

2 1

mk m
CL

k m k

 

 (32) 

 1
28 2

2 1

bk c
CL

k m k

 

 (33) 

 1
29 2

2 1

bk lk
CL

k m k

 

 (34) 

Nonlinear system response to a step reference and for a step disturb was used to determine 
the performance criteria. 

Figure 3 shows the nonlinear system in closed loop, without controllers, step response. This 
response is characterized by the influence of two vibrations modes: one slower and 
overdamped and the other faster and oscillating. It practically has no overshoot. The settling 
time, considering an accommodation range of ± 5% of the reference signal amplitude, is 
more than 12.5s. The rise time from 0 to100% of the reference signal amplitude is greater 
than 19s. This large difference between the rise time and the settling time highlights the 
influence of the overdamped mode [3]. 

Figure 4 shows the non-controlled system response to a disturbance. 

With the reference fixed at zero, when a 0.01m amplitude step disturbance is injected into 
the system without the controller, its output goes upper than one and a half the amplitude 
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of the injected disturbance. The non-controlled system needs about 12.8s to reject this 
disturbance on the mentioned condition, considering that the disturbance is sufficiently 
rejected when the response amplitude is reduced to a range of ± 5% of the injected 
disturbance amplitude, around zero. Figure 4 shows this response. 

 
Figure 3. Electromechanical system step response without controllers and disturbance 

 
Figure 4. Non-controlled system response to a step disturbance 

Thus, the performance specifications that characterize a satisfactory response to the 
nonlinear system are: A step reference signal must be tracked without regime error; the rise 
time should be reduced to at most 10% of the time obtained by the non-controlled system; 
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The settling time should be reduced to at most 20% of the time obtained with the non-
controlled system; The overshoot should be less than 10%; The time required for the 
controlled system to reject a step disturbance, must be reduced by at least 95%; Furthermore, 
the response signal may not exceed 40% of disturbance's amplitude; Finally, the control 
signal generated must respect the servo-actuator saturation limits, that, in this case, is ± 15V. 

Those specifications were achieved through the use of the hierarchical fuzzy controller. Each 
controller design aimed to meet some performance specifications. In that way, conflicting 
specifications were separately addressed, instead of trying, in each project, to get a fit to 
satisfy conflicting specifications, relaxing those specifications. So the hierarchical fuzzy 
controller should take the best features of each controller, to meet all the specifications 
described in this section. 

3. Robust control 

In vibration control, as well as in several other applications, it is desired that the control 
system presents robustness to the effects of factors such as: modeling errors, variations in 
the parameters of the system being controlled, noise and disturbances. There are at least two 
reasons why the robustness is a desirable feature in the control systems: the need of control 
systems that operates satisfactorily, even in operating conditions different from the ones 
considered in the model design; and the possibility to adopt an intentionally simplified 
project model, to reduce: the time spent in the modeling stage and the resulting controller 
complexity [4]. 

Among the main techniques for robust controllers synthesis can be cited: The Linear 
Quadratic Gaussian / Loop Transfer Recovery (LQG/LTR), H2 and H∞ optimizations, 
methods based on Lyapunov functions, minmax optimization and Quantitative Feedback 
Theory (QFT). 

The LQG/LTR controller designed in [1] was used to allow a better comparison between the 
optimized hierarchical fuzzy controller implemented and the non-optimized developed in 
[1]. Furthermore the LQG/LTR technique has a simple and systematic design procedure, the 
controller robustness is ensured by this procedure, even in a broad class modeling errors 
presence and also the number of design parameters is relatively small [5]. 

This procedure has two steps: initially the target filter loop (TFL) must be projected. It must 
meet the performance specifications previously established. Once obtained an appropriate 
TFL, its characteristics are recovered for the transfer function of the loop formed by the 
controller and the nominal model     K NG s G s . 

The LTR procedure, initially proposed in [6], suggests that the TFL is achieved through the 
design of a Linear Quadratic Regulator (LQR) and then recovered by adjusting a Kalman 
filter. Another way to do it is to set a Kalman filter, to obtain a satisfactory target filter loop, 
and then project an optimal state feedback, type LQR, to recover the TFL [1]. 

Given the linearized model in form: 
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 (35) 

The Kalman's filter design begins with the solution of the following algebraic Riccati 
equation: 

 1 0T T T    AΣ ΣA WΞW ΣC Θ CΣ  (36) 

In [1] it was used: 

  :,1 ; ;   W B Ξ I Θ I  (37) 

Where  :,1B  corresponds to the first column of the B matrix and   is the project's free 
parameter. This choice was made because the first attempt to select the W matrix must be 
the matrix related with the control input [5]. As could be seen in [1], this choice proved 
satisfactory. 

In [1] were also used: 610   to obtain the TFL and 1210   to recover the TFL, resulting 
in a LQG/LTR robust controller with the following desired characteristics: good speed in test 
model controlled response accommodation, when tracking a reference, and principally a 
good rejection of disturbances. Figure 5 illustrates the TFL obtained and recovered for these 
values of   and  . 

 
Figure 5. TFL obtained and recovered 

As mentioned earlier, this LQG/LTR controller was used to allow a better comparison 
between the optimized hierarchical fuzzy controller implemented and the non-optimized 
developed in [1]. 
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With the system controlled only by this robust controller, a step  reference with 0.1m 
amplitude, was tracked without regime error; the rise time from 0 to 100% of the reference, 
in disturbance absence, was about 0.03s which corresponds to 0.16% of the rise time 
obtained by the non-controlled system; the settling time for (± 5%) was 0.17s, so, it was 
reduced to 1.36% of the time obtained with the non-controlled system; the overshoot was 
22.4% and the control signal generated to track  this reference signal, surpassed the actuator 
saturation levels. Therefore, with respect to the reference tracking, the controller could not 
satisfy two performance criteria established, because the overshoot was higher than 10% of 
the reference signal and some control signals produced, extrapolates the servo actuator 
saturation levels. Figures 6 and 7 show the system response when controlled only by this 
LQG/LTR robust controller. 

 
Figure 6. System response on step reference tracking, only with the robust controller, and in 
disturbances absence 

With a null reference, a 0,01m step disturbance was injected in the system. The time 
required for the system to reject this disturbance using only the robust controller, was 
approximately 0.17s; what represents a 98.67% time reduction when compared to non-
controlled system exposed to the same situation; The response signal maximum amplitude 
was 17.89% of the disturbance amplitude; the control signal varied within the levels of the 
servo actuator saturation. So in disturbance rejection, with null reference, the robust 
controller met all performance requirements described, as could be seen on figures 8 and 9. 

It was also evaluated the system response, only with the robust controller, to a square wave 
reference with 0.1m peak to peak, 0.015Hz frequency and 100s duration. The system tracked 
this reference without regime error, the rise time and the settling time satisfied the 
performance specifications, but, again, as was expected, the control signal exceeded the 
actuator saturation limits and the overshoot exceeded the maximum stated in performance 
criteria, as could be seen on figures 10 and 11. 
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Figure 7. Robust controller signal for a step reference tracking, in disturbances absence  

 
 
 

 
Figure 8. System response on step disturbance rejection, only with the robust controller, and with a null 
reference 
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Figure 9. Robust controller signal for a step disturbance rejection, with a null reference 

 
 
 
 

 
Figure 10. System response on square wave reference tracking, only with the robust controller 
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Figure 11. Robust controller signal for a square wave reference tracking, in disturbances absence  

Finally, the system, only with the robust controller, was tested on tracking a step reference 
in the presence of uniformly distributed white noise with 0.02m peak to peak. Figures 12 
and 13 show the system response and the control signal applied to the plant in this 
situation. 

 

 
Figure 12. System response on step reference tracking, using only the robust controller, and in 
uniformly distributed white noise presence 
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Figure 13. Robust controller signal for a step reference tracking, in uniformly distributed white noise 
presence 

Comparing those results with the first shown, it is concluded that the rise time and the 
settling time were the same for both situations. In the white noise presence, the system showed 
a slightly higher overshoot, 23.4%, what is unsatisfactory according to the performance 
criteria, as well as the control signal applied that extrapolates the actuator saturation limits. So, 
as expected, in both cases the same performance requirements were not satisfied. 

Therefore, those requirements should be met by the fuzzy controller and the supervisor 
must properly combine those two controllers to meet all performance criteria. 

4. Fuzzy control  

Fuzzy controllers are those that make use of fuzzy logic, which is based on the fuzzy sets' 
theory. This theory was developed by Zadeh in 1965 [7], to deal with the vague aspect of 
information through the mathematical representation of expressions commonly used by 
humans, also called linguistic variables, which give a not exact value to a variable 
characteristic of the object under observation. 

Fuzzy logic attaches to a statement, not the value 'true' or 'false', but a veracity degree within 
a numeric range. 

Due to its ability to handle uncertainty and imprecision, fuzzy logic has been characterized 
as one of the current technologies for the successful development of systems to control 
sophisticated processes, enabling the use of simple controllers to satisfy complex design 
requirements, even when the model of the system to be controlled has uncertainties [8-14]. 

The greatest difficulty in creating fuzzy systems is the definition of linguistic terms and 
rules. One way to solve this problem is to use hybrid approaches as models called neuro-
fuzzy. In a neuro-fuzzy system those parameters are learned with the presentation of 
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training pairs (input, desired output) to a neural network whose nodes basically computes 
intersection and union operators [15-18]. Another hybrid approach that allows the 
parameters tuning for fuzzy systems, consists in the use of genetic algorithms [19]. 

A satisfactory definition of the number of membership functions and the degree of overlap 
between them is fundamental when implementing a fuzzy controller. It directly influences 
on the next stage, called inference [20]. 

The inference uses a set of rules that describe the dependence between the linguistic 
variables of input and output functions. This relationship is usually determined heuristically 
and consists of two steps: aggregation, when evaluating the ‘if’ part of each rule, through 
the operator "and fuzzy," and the composition stage, using the operator "or fuzzy" to 
considering the different conclusions of the active rules [20, 21]. 

After the inference from the action to be taken, the classical fuzzy models require a decoding 
of the linguistic value for the numeric variable output, called defuzzification. This output 
can represent functions such as adjusting the position of a button, or provide voltage to a 
particular motor. 

The Takagi Sugeno fuzzy controllers do not need a defuzzification step, because they obtain 
this precise equivalence directly [9, 19]. Therefore they were used to compound the fuzzy 
hierarchical controller. 

For the design and optimization of the fuzzy logic controller it was used the nonlinear 
model of the physical system, as this model provides a more accurate representation of it. 

All available knowledge about the system being controlled is of fundamental importance for 
the initial stage of designing a fuzzy controller, therefore, knowing the geometrical 
characteristics, the dynamics and any system particularity, can significantly reduce the project 
effort [1]. The fuzzy logic controller used has the following structure: Two inputs, which are: 
the tracking error (the difference between the reference and the system output) and its 
derivative; an output which is the control signal. For the output variable composition 25 first-
order Sugeno functions are used; five linguistic variables were defined for each input variable: 
Negative Big, Negative Small, Zero, Positive Small and Positive Big; Triangular membership 
functions were chosen for the input variables; The probabilistic t-norm and t-conorm operators 
were chosen; The rule base is composed by 25 rules. For each rule there is a Sugeno output 
function; For the inference procedure, the Sugeno interpolation model was chosen. 

The tuning of this fuzzy controller was made by a genetic algorithm. This algorithm is based 
on the laws of natural selection and evolution. It searches to an optimal solution in the space 
of solutions given by the designer, using probabilistic rules for combining solutions in order 
to improve their quality. It is therefore an efficient search strategy that can be used in 
optimization or classification problems [22-25]. 

In the fuzzy controller’s optimization, each individual is formed by 70 genes. The first 20 
genes represent the input membership functions. The 50 subsequent genes describe the 
coefficients of the Sugeno output functions, it  and is . Those functions are given by: 
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Where: e is the error. 

With the use of genetic algorithms for tuning of all parameters of fuzzy controller, the 
designer's task is to limit the search space of GA and find a good setting of its parameters, in 
order to obtain the desired results. 

The determination of the limits of the search spaces for the fuzzy controller optimization 
was based on the results obtained in [1] and in several tests. The population size, the 
percentage of mutation and the stopping criteria were also determined from several tests. 

To obtain the results that will be shown, a square wave was used as reference, allowing a 
good fit to the fuzzy controller for several references. The genetic algorithm configuration was: 
population of 30 individuals, all children were generated by recombination with mutation 
probability of 5% for each gene; the roulette method was used on selection step. The stopping 
criteria were: maximum number of iterations equal to 100, repeating the best individual for 
25% of the generations’ maximum number, maintaining the average fitness of the population 
for 10% of the generations’ maximum number and mean square error of 10-5. 

For the evaluation of each individual the control of the nonlinear system using only the 
fuzzy controller, was simulated during 100s. The evaluation function used for this controller 
tuning, was: 
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Where: the "tri's" are the rise times, the "osi's" are the overshoots, the "tsi's" are the settling 
times, "em" is the average error, "umax" is the maximum positive amplitude of the control 
signal above actuator's saturation and "umin" is the maximum amplitude of the negative 
control signal, below actuator's saturation. 

Higher weights were given to the mean square error and to the rise times because it was 
observed that they had a lower representation in the evaluation function, than the settling 
time and the peaks of the control signals above actuator's saturation. Thus allowing to the 
genetic algorithm, the search for a tune that provides not only short settling times through 
low control signals, but also small rise times, and that the system does not presents regime 
errors. Lower weights were given for the settling times and the overshoots, to allow the 
search for fuzzy controllers that give the system a higher speed. 

Figures 14 and 15, shows the fuzzy controller optimized membership functions. 

Two search spaces were defined for output functions' coefficients determination: one from 0 
to 100, for the coefficients of the functions associated with rules that involve in its antecedent 
the linguistic variables negative big or positive big, and another from 0 to 60 to the 
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coefficients of the other functions. The independent terms of output functions were not 
optimized and were always made equal to zero. The output functions obtained after the 
tuning can be seen in Table 1. 

 
 

 
Figure 14. Fuzzy controller optimized membership functions of error input 

 
 

 
Figure 15. Fuzzy controller optimized membership functions of error derivative input 
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Function name Parameters [t s] 
S1 [10.93 94.07] 
S2 [95.34 3.74] 
S3 [25.50 27.17] 
S4 [39.12 62.36] 
S5 [95.86 94.12] 
S6 [28.08 47.32] 
S7 [46.76 43.30] 
S8 [27.71 13.14] 
S9 [42.55 5.52] 
S10 [51.22 41.09] 
S11 [53.64 5.98] 
S12 [31.55 12.47] 
S13 [53.31 1.20] 
S14 [37.24 16.27] 
S15 [33.20 46.69] 
S16 [21.36 29.04] 
S17 [2.97 23.94] 
S18 [11.98 43.12] 
S19 [42.94 45.81] 
S20 [10.77 27.04] 
S21 [75.33 50.81] 
S22 [85.35 66.19] 
S23 [45.64 50.41] 
S24 [58.09 15.50] 
S25 [15.18 11.76] 

Table 1. Output functions' parameters of the optimized fuzzy controller 

Table 2 shows the fuzzy controller rule base. 

The control of the electromechanical system made only by the optimized fuzzy controller, 
presented a poor performance in tracking a 0.1m amplitude step reference, in disturbance 
absence. The overshoot presented was out of performance specifications (30.60%), and the 
settling time was almost equal to the uncontrolled system settling time (11.09s). However, 
the system showed no error at steady state, the rise time was satisfactory, 0.22 s, and the 
control signal produced was far below the actuator saturation, allowing the use of this 
controller in the hierarchical control scheme, as a supplier of control signals applicable in 
situations of great error, where the signals produced by the robust controller extrapolate the 
servo-actuator saturation. Those results are shown in figures 16 and 17. 
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  Error 
  eNB eNS eZ ePS ePB 

Er
ro

r 
de

ri
va

tiv
e 

deNB S1 S6 S11 S16 S21 
deNS S2 S7 S12 S17 S22 
deZ S3 S8 S13 S18 S23 
dePS S4 S9 S14 S19 S24 
dePB S5 S10 S15 S20 S25 

Table 2. Rule base of fuzzy controller 

 
Figure 16. System response on step reference tracking, only with the fuzzy controller, and in 
disturbances absence 

 
Figure 17. Fuzzy controller signal for a step reference tracking, in disturbances absence  
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In the rejection of a 0.01m amplitude step disturbance with the null reference, the system 
response with the fuzzy controller was also unsatisfactory, because its amplitude exceeded 
in 21% the disturbance amplitude, and it took about 2.01s to reject it, far above the 0.64s, 
established as a goal. Figures 18 and 19 show the system response and the control signal for 
this case. 
 

 
Figure 18. System response on step disturbance rejection, only with the fuzzy controller, and with a 
null reference 

 

 
Figure 19. Fuzzy controller signal for a step disturbance rejection, with a null reference  
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It was also evaluated the system response on a square wave reference tracking in the 
absence of disturbances and using only the fuzzy controller. As can be seen in figures 20 and 
21 the system tracked the reference without regime error, the rise times were acceptable, but 
the settling times were greater than desirable, moreover, the overshoot and the control 
signal extrapolated performance specifications. But the fuzzy controller's peak signal was 
much lower than the robust one. 

 

 
Figure 20. System response on square wave reference tracking, only with the fuzzy controller 

 

 
Figure 21. Fuzzy controller signal for a square wave reference tracking, in disturbances absence  
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From these results, it can be concluded that the function of the fuzzy controller is to bring 
the plant to a situation that favors the use of the robust controller, avoiding the 
extrapolation of control signal limits. 

5. Fuzzy supervisor 
The multiple controllers’ fusion seeks to achieve higher performance than those obtained 
using only one controller. 

The supervisor's task is to find an ideal combination of control signals generated by the 
controllers designed, in such way that this combination compose the control signal which 
will effectively act on the plant. To do this, the supervisor evaluates the operating condition 
in each instant, and then determines an importance hierarchy of each control signal. 
Therefore, in addition to control signals generated by the controllers, the supervisor must 
also receive information that enables to evaluate the operating condition at all instants, and 
then, based on this evaluation, the supervisor will sort, hierarchically, the outputs of the 
controllers, compounding then the control signal that will act on the plant. This hierarchy is 
the level of importance associated by the supervisor to each controller in every operating 
condition. It defines the participation of each controller in the control signal that will be 
applied on the plant. 

The fuzzy supervisor used was a Takagi-Sugeno system with: two inputs, which are the 
same used in the fuzzy controller; 3 linguistic variables (negative, zero and positive), which 
are represented by trapezoidal membership functions; two output functions, which are zero 
order functions. 

Figure 22 illustrates the architecture used for the control signals fusion via hierarchical fuzzy 
supervisor. 

 
Figure 22. Control scheme using the fuzzy hierarchical controller 
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From the difference between a reference signal, specified by the operator, and the vertical 
position of the bar's free end, measured by a sensor, it is produced an error signal. With this 
error signal, the robust controller determines its control action, trying to correct the vertical 
position of the bar's free end. The fuzzy controller also provides a control signal in an 
attempt to eliminate the tracking error; for this, it needs this error signal and its derivative. 
The control signal which actually will act on the plant will be the weighted sum of signals 
produced by the controllers. The degree of participation of each control action is determined 
by the supervisor, which uses as well as the fuzzy controller, the error information and its 
derivative. According to the control signal, the servo-actuator will provide vertical 
displacements to bar's center, to correct the tracking error. 

The two output functions used are the same presented in [1]. They are described in Table 3. 
 

Function name Parameters [e(t) de(t)/d(t) 1]x[t s 1]T 
LTR [0 0 0] 
FUZ [0 0 1] 

Table 3. Output functions' parameters of the fuzzy supervisor 

So, when supervisor output is null, only the robust controller will actuate on the plant, when 
supervisor output is equal to one, only the fuzzy controller will actuate, for intermediate 
outputs a combination of those controllers' signals will be applied on the plant. 

The supervisor's input membership functions were tuned by a genetic algorithm using the 
square wave reference and the two controllers. Its evaluation function is given by: 

   2
1 2 3 1 2 3 1 2 3

max1 min1 max 2 min 2 max 3 min 3

.
0,01 0,01 0,01 0,01 0,01 0,01
ev r r r s s s s s s mf ind t t t o o o t t t e

u u u u u u
         

     
 (40) 

There was no need to give greater weight to the mean square error and to the rise times, as 
was done for the tuning of the fuzzy controller, because from some tunings, the settling time 
and the overshoot became very small. The reduction of all performance descriptors along 
the supervisor tuning was so high that it was necessary to assign lower weights to control 
signals peaks above the saturation of the servo actuator, to avoid favoring a performance 
criterion and neglect others. 

Figures 23 and 24, shows the fuzzy supervisor optimized membership functions. 

The rule base of the supervisor was not optimized by genetic algorithm. It was the same 
used in [1], as shown in Table 4. 

As mentioned the results obtained with the optimized hierarchical fuzzy controller will be 
compared with the ones obtained by the non-optimized one (presented in [1]). On tracking a 
0.1m amplitude step reference, the optimized hierarchical fuzzy controller has satisfied all 
performance criteria established and presented a more rapid response than the system 
controlled by the non-optimized hierarchical fuzzy controller. The rise time from 0 to 100% 
of the reference was approximately 0.22s, which is half the one obtained in [1]. The 
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overshoot was 3.9% in [1] it was 7%. The settling time for (± 5%) was 0.22s, less than half that 
was obtained in [1]. The control signal generated by the optimized hierarchical fuzzy 
controller to track this reference had lower levels than the ones generated by the non-
optimized hierarchical fuzzy controller. The optimized hierarchical fuzzy controller has 
used the fuzzy controller for less time, it is because the optimized fuzzy controller provide a 
faster response than the designed in [1]. Also the transition between controllers was softer 
with the optimized system. Figures 25, 26 and 27 shows the results obtained with those two 
structures on the reference tracking in disturbances absence. 

 
Figure 23. Fuzzy supervisor optimized membership functions of error input 

 
Figure 24. Fuzzy Supervisor optimized membership functions of error derivative input 
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  e (t) 

  eN eZ eP 

de
(t

)/
dt

 deN FUZ FUZ FUZ 

deZ FUZ LTR FUZ 

deP FUZ FUZ FUZ 

Table 4. Rule base of supervisor 

 
Figure 25. Comparison of the two hierarchical controllers in tracking a step reference 

 
Figure 26. Comparison of control signals generated by the two hierarchical controllers in tracking a 
step reference 
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Figure 27. Comparison of signals generated by the two supervisors in tracking a step reference 

The performance of the optimized HFC was tested on a step reference tracking, in the 
presence of white noise with 0.02m peak to peak. Figures 28 and 29 show, again, the best 
performance of the system controlled by the optimized HFC. 

To finalize the comparisons, the system was tested on tracking a square wave reference. As 
expected, a better performance was obtained using the optimized HFC. 

 

 
Figure 28. Comparison of the two HFC in tracking a step reference under disturbance 
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Figure 29. Comparison of control signals generated by the two HFC in tracking a step reference under 
disturbance 

 
 
 

 
Figure 30. Comparison of the two HFC in tracking a square wave reference 
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As could be seen on Figure 31, both hierarchical controllers extrapolated the actuator 
saturation limits, as it was punctual the use of a saturator may not affect the system 
performance. 

 
Figure 31. Comparison of control signals generated by the two HFC in tracking a square wave 
reference 

Again the optimized supervisor has used less the fuzzy controller than the non-optimized 
supervisor. 

 
Figure 32. Comparison of signals generated by the two supervisors in tracking a square wave reference 
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6. Conclusion  

One of the main advantages of hierarchical control is to combine different techniques. It 
allows the supervisor to take the best of each technique. 

The results showed the advantages of using genetic algorithms, such as: making automatic 
tuning of fuzzy components of the HFC, greatly simplifying the design and allowing the 
obtaining of optimal controllers and supervisors, which is impossible via manual tuning. 

As can be seen, the controllers were designed, relaxing some conflicting performance 
criteria: on the robust controller design the efforts were concentrated to obtain a rapid 
response and a rapid accommodation, in tracking references and in disturbance rejection, 
not worrying about the control signal amplitude, for references tracking. In fuzzy controller 
design the efforts were concentrated to obtain a rapid response and smaller control signals, 
but no major requirements for rapid accommodation, which had already been achieved by 
the robust controller; this way all performance requirements were satisfied through the use 
of the hierarchical fuzzy controller. 

With the use of hierarchical control, the controller design becomes simpler because they are 
more specific, they do not have to meet conflicting performance criteria. 

As a suggestion for future projects can be verified: other control techniques for vibration 
suppression and tracking reference; new ways to optimize the components of HFC; using 
more controllers in the composition of HFC; other methods for supervisor project; a better 
configuration of the proposed genetic algorithms. 
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1. Introduction

In the early days, the parameters of the fuzzy logic systems were fixed arbitrary, thus leading
to a large number of possibilities for FLSs. In 1992, it has been shown that linguistic rules
can be converted into Fuzzy Basis Functions (FBFs), and numerical rules and its associated
FBFs must be extracted from numerical data training. Since that time, a multitude of design
methods to construct a FLS are proposed. Some of these methods are intensive on data
analysis, some are aimed at computational simplicity, some are recursive and others are
offline, but all based on the the same idea: tune the parameters of a FLS using the numerical
training data. Methods for designing FLSs can be classified into two major categories: A
first category where shapes and parameters of the antecedent MFs are fixed ahead of time
and training data are used for tuning the consequent parameters, and a second category that
consists of fixing the shapes of the antecedent and consequent MFs using training data to tune
the antecedent and the parameters of the consequent.

Two kinds of FLSs, the Mamdani and the Takagi-Sugeno-Kang (TSK) FLSs are widely used
and they are currently adopted by the scientific community. They solely differ in the way the
consequent structure is defined. The fact that a TSK FLS does not require a time-consuming
defuzzification process makes it far more attractive for most of applications.

In this chapter, we consider the first category to design a TSK FLS basing on alinear method.
Our design approach requires a set of input-output numerical data training pairs. Given
linguistic rules of the FLS, we expand this FLS as a series of FBFs that are functions of the
FLS inputs. We use the input training data to compute these FBFs. Therefore, the system
becomes linear in the FLS consequent parameters, and we consider each set of FBFs as a basis
vector which is easy to be optimized. Then follows the consequent parameters optimization
via a minimizing process of the error vector - the output training data minus the FBFs vectors
weighted by the consequent parameters - norm. This minimzation can be obtained by applying
the Generalized Orthogonality Principle (GOP). Optimization process is carefully analyzed in
this chapter and its applications in two major areas of concern are demonstrated including
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robotics and dynamic systems. Firstly, we shall show the improved results with analysis
upon the application of GOP in the Fuzzy Logic Controller (FLC) for an inverted pendulum.
Secondly, we show how a FLS based on this principle enhances the performance of forecaster
for the chaotic time series.

2. Fuzzy Logic Systems (FLS) basic concepts

2.1. Fuzzy sets

A Fuzzy Set (FS), F ∈ X is a set of ordered pairs of a generic element x and its degree, namely
Membership Function (MF), μF(x). Any FS can be represented as follows:

F = {(x, μF(x)) |∀x ∈ X} (1)

where the membership degree of x, μF (x), is constrained to be betwwen 0 and 1 for all x ∈ X.

2.2. Mamdani FLS

An FLS is an intuitive and numerical system that maps crisp (deterministic) inputs to a crisp
output. It is composed of four elements which are depicted in Figure 1. To completly describe
this FLS, we need a mathematical formula that maps the crisp input x into a crisp output
y = f (x), we can obtain this formula by following the signal x through the fuzzifier to the
inference block and into the defuzzifier. We explain, in this section, the working principle of
this formula.

2.2.1. Rules

The FLS is associated with a set of IF-THEN rules with meaningful linguistic interpretations.
The lth rule of a FLS having p inputs x1, ..., xp and one output y ∈ Y, Multiple Input Single
Output (MISO), is expressed as:

Rl : If x1 is Fl
1 and, ... , and xp is Fl

p THEN y is Gl (2)

where Fl
i (i = 1, 2, ..., p) are fuzzy antecedent sets wich are represented by their MFs μFl

i
, and

Gl is a consequent set where l = 1, ..., M (M is the number of rules in the FLS).

Crisp inputs

Fuzzy
input
sets

Fuzzy
output

sets

Fuzzifier

Rules

Inference

Defuzzifier
Output
y ∈ Y

Figure 1. Block diagram of a fuzzy logic system

368 Fuzzy Controllers – Recent Advances in Theory and Applications



Enhancing Fuzzy Controllers Using Generalized Orthogonality Principle 3

2.2.2. Fuzzifier

A fuzzifier maps any crisp input x = (x1, ..., xp)T ∈ X1 × · · · × Xp ≡ X into a fuzzy set Fx in X
[8].

2.2.3. Inference

A fuzzy inference engine combines rules from the fuzzy rule base and gives a mapping from
input fuzzy sets in X to output sets in Y. Each rule is interpreted as a fuzzy implication, i.e.,
a fuzzy set in X×Y, and can be expressed as:

Rl : Fl
1 × ... × Fl

p −→ Gl = Al −→ Gl l = 1, ..., M (3)

Usually in Mamdani FLS, the implication is replaced by a t-norm, i.e. (product or min).
Multiple antecedents are connected by a t-norm, so a rule can be expressed by its MF as
follows:

μRl (x, y) = μFl
1×Fl

2×...× Fl
p

(
x1, x2, .., xp

)
�μGl (y)

=
[

Tp
i=1μFl

i
(xi)

]
�μGl (y) (4)

where T and � are t − norm operators (product or min). The p-dimensional input to Rl is
given by the fuzzy set Ax whose MF is expressed as [8]

μAx
(x) = μX1 (x1)�...�μXp

(
xp

)
= Tp

i=1μXl
i
(xi) (5)

Each rule detemines a fuzzy set Bl in Y which is derived from the sup−� composition. Then,
the MF of this output set is expressed as [8]

μBl (y) = μAX◦Rl (y) = sup
x∈X

[μAx (x)�μRl (x, y)] (6)

μBl (y) = sup
x∈X

[
Tp

i=1μXi(xi)�
([

Tp
i=1μFl

i
(xi)

]
�μGl (y)

)]
(7)

Finally, the lth rule is expressed as follows

μBl (y) = μGl (y)�
[

Tp
i=1μFl

i
(xi)

]
y ∈ Y (8)

2.2.4. Defuzzifier

As we pointed out before, the main idea of a Mamdani FLS is to use crisp inputs to make
fuzzy inference and finally find a crisp output which represents the behavior of the FLS. The
process of finding a crisp output after fuzzification and inference is called Deffuzification. This
final step consist on find an operation point given the results of the inference process of the
FLS, which results on a fuzzy output set, so we need to use a mathematical method which
returns a crisp measure of the behavior of the FLS.

There are many types of defuzzifiers, but we consider in this paper the Height Defuzzifier which
replaces each rule output fuzzy set by a singleton at the point having maximum membership
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in that output set, yl , then it calculates the centroid of the resultantF set of these singletons.
The crisp output of this defuzzifier is expressed as:

y(x) = f (x) =
∑M

l=1 ylμBl (yl)

∑M
l=1 μBl (yl)

(9)

where yl is the point having maximum membership in the output set [8].

2.3. Takagi-Sugeno-Kang (TSK) FLS

A TSK FLS is a special FLS which is also characterized by IF-THEN rules, but its consequent is
a polynomial. Its output is a crisp value obtained from computing the polynomial output, so
it does not need a defuzzification process. The lth rule of a first order type-1 TSK FLS having
p inputs x1 ∈ X1, ..., xp ∈ Xp and one output y ∈ Y is expressed as:

Rl : IF x1 is Fl
1 and x2 is Fl

2 and...and xp is Fl
p

THEN yl(x) = cl
0 + cl

1x1 + ...+ cl
pxp (10)

where l = 1, ..., M, cl
j(j = 0, .., p) are the consequent parameters, yl(x) is the output of the lth

rule, and Fl
k (k = 1, ..., p) are type-1 antecedent fuzzy sets.

The output of a TSK FLS is obtained by combining the outputs from the M rules in the
following form:

yTSK(x) =
∑M

l=1 f l(x)
(

cl
0 + cl

1x1 + ... + cl
pxp

)

∑M
l=1 f l(x)

(11)

where f l(x) (l = 1, ..., M) are the rule firing levels and they are defined as:

f l(x) = Tp
k=1μFl

k
(xk) (12)

where T is a t − norm operation, i.e. minimum or product operation (Mendel [8]), and x is the
vector of inputs applied to the TSK FLS.

2.4. Fuzzy basis functions

For Mamdani FLSs, assuming that all consequent MFs are normalized, i.e., μGl

(
yl
)
= 1, and

using singleton defuzzification, max-product composition and product implication, then the
output of the height defuzzifier (9) becomes:

y(x) = f (x) =
∑M

l=1 yl Tp
i=1μFl

i
(xi)

∑M
l=1 Tp

i=1μFl
i
(xi)

(13)

The FLS in (13) can be expressed as:

y(x) = f (x) =
M

∑
l=1

ylφl(x) (14)
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where φl(x) is called a Fuzzy Basis Function (FBF) of the lth rule [11], and it is defined as:

φl(x) =
f l

∑M
l=1 f l

l = 1, ..., M (15)

where f l is given in (12).

This linear combination allows us to view an FLS as series expansions of FBFs [11], [1], [4] and
[10] which has the capability of providing a mix of both numerical and linguistic information.

2.5. Weighted FBF

The crisp output of the TSK FLS in (11) can be expressed as:

yTSK(x) =
M

∑
l=1

φl(x)
p

∑
k=0

cl
kxk (16)

It can also be expressed as:

yTSK(x) =
M

∑
l=1

p

∑
k=0

φl
k(x)c

l
k (17)

where φl
k(x) is the kth Weighted Fuzzy Basis Function (WFBF) of the lth rule which is

expressed as [2]:
φl

k(x) = xkφl(x), l = 1, ..., M; k = 0, ..., p (18)

This linear combination allows us to view the FLS as series expansions of WFBFs [2]. The
WFBFs have also a capability of providing a combination of both numerical and linguistic
information.

3. Orthogonality principle

We explain in this section how we can obtain, graphically, the optimal scalar that minimizes
the norm of an error vector [9].Suppose that we have a set of N measurements collected in a
N-vector, −→y , gathered for different values collected in another N-vector,

−→
φ . The problem is

to find :
min

θ

∥∥∥−→y − θ
−→
φ
∥∥∥ (19)

As shown in Figure 2, we can see that the optimal scalar θ that minimizes the norm of the

error vector,
∥∥∥−→e = −→y − θ

−→
φ
∥∥∥, is obtained when −→e ⊥ −→

φ . This can be expressed as follows :

−→
φ ·

(−→y − θ
−→
φ
)
= 0 (20)

Solving for θ we have:

θopt =
−→y T−→φ
−→
φ T−→φ

(21)
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Figure 2. Basic Idea of Orthogonality Principle

4. FLS design based on GOP

GOP is an optimization principle which can be applied to both Mamdani and TSK FLSs.
Under the premise of fixed shapes and the parameters of the antecedent MFs over the time,
then a training dataset is used to tune the consequent parameters. The consequent parameters
are cl

k (l = 1, ..., M; k = 0, ..., p) in (11) for a TSK FLS, and yl (l = 1, ..., M) in (9) for a Mamdani
FLS.

4.1. Mamdani FLS design

Given a collection of N input-output numerical data training pairs
�

x(1) : y(1)
�

,
�

x(2) : y(2)
�

, ....,
�

x(N) : y(N)
�

where x(i) and y(i) are respectively the vector input and scalar output of the FLS given by (13).
We have to tune the yl (l = 1, ..., M) using these data training. Firstly, we compute the FBFs
with training input vectors, then we apply the orthogonality principle on these FBFs and the
training output vector.

Equation (14) can be decomposed as follows:
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

y(x(1)) = f (x(1)) = y1φ1(x(1)) + ... + yMφM(x(1))

y(x(2)) = f (x(2)) = y1φ1(x(2)) + ... + yMφM(x(2))

...

y(x(N)) = f (x(N)) = y1φ1(x(N)) + ...+ yMφM(x(N))

(22)

So we have

y(x(i)) = f (x(i)) =
M

∑
l=1

ylφl(x
(i)) i = 1, ..., N (23)
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Now, if each FBF is considered as a basis function, we can compose the following vector:

−→
φ j =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

φj(x(1))

φj(x(2))

...

φj(x(N))

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

, j = 1, 2, ..., M (24)

where M is the number of rules. We now collect all the N training output data in the same
vector −→y :

−→y =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

y(x(1))

y(x(2))

...

y(x(N))

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

(25)

and the parameters of the consequent in a vector
−→
θ :

−→
θ =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

y1

y2

...

yM

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

(26)

By considering the N equations, a FLS can be expressed in vector-matrix format as follows:

−→y = Φ
−→
θ (27)

where the fuzzy basis function matrix Φ is given by:

Φ = [
−→
φ 1,

−→
φ 2, ...,

−→
φ M] (28)

To find the optimal vector
−→
θ and because of fitting with basis sets, we generalize the

presented orthogonality principle to a multi-dimensional basis leading to a GOP. The error
vector should be perpendicular to all of the basis fuzzy vectors, as shown in Figure 2.

In a matrix form, we obtain:
ΦT ·

�−→y − Φ
−→
θ
�
= 0 (29)

Solving for
−→
θ , we have:

−→
θ opt =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

y1

y2

...

yM

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

=
�

ΦTΦ
�−1

ΦT−→y

where
−→
θ opt is a vector which contains the parameters of the consequent, i.e., yl in (3).
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Figure 3. Basic Idea of Generalized Orthogonality Principle. The error vector should be perpendicular to
all of the basis fuzzy vectors.

4.2. TSK FLS design

In the same way, the consequent parameters of a TSK FLS are tuned. The design approach is
related to the following problem:

Given a collection of N input-output numerical training data pairs:
�

x(1) : y(1)
�

,
�

x(2) : y(2)
�

, . . . ,
�

x(N) : y(N)
�

where x(i) is the (p + 1)− dimensional input vector (p + 1 inputs with x0 ≡ 1) and y(i) is the
scalar output of the FLS given by (11). We have to tune the cl

k (l = 1, ..., M; k = 0, ..., p) using
these data training.

The WFBF vectors are computed using the training input data, then the GOP is applied to
the (p + 1) combinations of WFBF vectors and the (p + 1) of N−dimensional training output
vector.

Using the elements of the input-output training pairs, the TSK output given in (17), can be
rewritten as follows:

yTSK(x
(i)) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎡
⎣

φ1
0(x

(i))
· · ·

φ1
p(x

(i))

⎤
⎦

T
⎡
⎢⎢⎣

c1
0
...

c1
p

⎤
⎥⎥⎦

+ · · ·+
⎡
⎣

φM
0 (x(i))
· · ·

φM
p (x(i))

⎤
⎦

T
⎡
⎢⎢⎣

cM
0
...

cM
p

⎤
⎥⎥⎦

(30)
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where x(i) =
�
1, x(i)

1 , ..., x(i)
p

�T
. Collecting the N equations we obtain:

−−→yTSK =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎡
⎢⎢⎢⎢⎣

φ1
0(x

(1)) · · · φ1
p(x

(1))

. . .

φ1
0(x

(N)) · · · φ1
p(x

(N))

⎤
⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎣

c1
0

...

c1
p

⎤
⎥⎥⎥⎦

+ · · ·+
⎡
⎢⎢⎢⎢⎣

φM
0 (x(1)) · · · φM

p (x(1))

. . .

φM
0 (x(N)) · · · φM

p (x(N))

⎤
⎥⎥⎥⎥⎦

⎡
⎢⎢⎣

cM
0

...
cM

p

⎤
⎥⎥⎦

(31)

By taking each set of N WFBFs as a Weighted Fuzzy Basis Vector, WFBV:

−→
φl

k =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

φl
k(x

(1))

φl
k(x

(2))

...

φl
k(x

(N))

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

,

�
l = 1, ..., M

k = 0, ..., p
(32)

and each set of N outputs as a vector, the output vector can be expressed as follows :

−−→yTSK =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

�−→
φ1

0 · · · −→φ1
p

�
⎡
⎢⎢⎣

cl
0
...

c1
p

⎤
⎥⎥⎦

+ · · ·+
�−→

φM
0 · · · −→φM

p

�
⎡
⎢⎢⎣

cM
0
...

cM
p

⎤
⎥⎥⎦

(33)

Now we have to tune p + 1 parameters for each rule, i.e., M vectors of dimension (p + 1).

−→
cl =

⎛
⎜⎜⎝

cl
0
...

cl
p

⎞
⎟⎟⎠ , l = 1, ..., M (34)

If we define the lth element of ΦTSK as ΦTSK,l, we have:

ΦTSK,l =
�−→

φl
0 , · · · ,

−→
φl

p

�
, l = 1, .., M (35)

the output vector (33) becomes :

−−→yTSK = ΦTSK,1
−→
c1 + · · ·+ ΦTSK,M

−→
cM (36)
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In a matrix form, (36) becomes :

−−→yTSK = ΦTSK

[−→
c1 · · · −→cM

]T
(37)

So the Weighted Basis Function Matrix (WBFM) Φ can be defined as:

ΦTSK =
[

ΦTSK,1, . . . , ΦTSK,M
]

(38)

The optimal parameters of the consequent conforms a vector,
−→
cl in (34) are obtained when the

error vector,
(
−−→yTSK − ΦTSK

[−→
c1 · · ·

−→
cM

]T
)

, must be perpendicular to all the weighted fuzzy

basis vectors,
−→
φl

k (k = 0, . . . , p and l = 1, . . . , M), which are the columns of the WBFM ΦTSK,
as shown in Figure 4.

Figure 4. Extended Generalized Orthogonality Principle. The error vector −→y − Φ
[−→

y1
C · · · −→yM

C

]T
should

be perpendicular to all the fuzzy basis vectors,
−→
φl

k

This may be expressed directly in terms of the WBFM Φ as follows:

ΦT−→y − ΦTΦ
[−→

y1
C · · · −→yM

C

]T
= 0 (39)

Solving for
[−→

y1
C · · ·

−→
yM

C

]T
provides the following

[−→
y1

C · · · −→yM
C

]T

opt
=

[
Φ · ΦT

]−1
Φ−→y
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5. FLC design for controlling an inverted pendulum on a cart

5.1. Description of the system

Schematic drawing of an Inverted pendulum On a Cart (IPOC) system is depicted in Figure 5.
where x is the position of the cart, θ is the angle of the pendulum with respect to the vertical
direction and �F is the external acting force in the x − direction. In order to keep the pendulum
upright, we design a Fuzzy Logic Controller (FLC) using the GOP.

Figure 5. A schematic drawing of the inverted pendulum on a cart

The Lagrange equation for the position of the pendulum, θ, is given by:
�

ml2

4
+ J

�
θ̈ +

ml
2
(ẍ cos θ − g sin θ) = 0 (40)

The Lagrange equation for the position of the cart, x, is given by:

(M1 + m) ẍ +
ml
2
(θ̈ cos θ − θ̇2 sin θ) = F(t) (41)

where J is the moment of inertia of the bar. The masses of the cart and the rod are M1 = 2Kg
and m = 0.1Kg, respectively. The rod has a length l = 0.5m.

Since the goal of the control system is to keep the pendulum upright the equations can be
linearized around θ = 0. We chose x =

�
θ θ̇ x ẋ

�T as the state vector, where θ̇ is the pendulum
angle variation and ẋ is the cart position variation. The state representation is given by:

ẋ =

⎡
⎢⎢⎢⎢⎢⎢⎣

0 1 0 0

6
l(m+4M1)

0 0 0

0 0 0 1

−3g·m
m+4M1

0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎦

x +

⎡
⎢⎢⎢⎢⎢⎢⎣

0

6
l(m+4M1)

0

4
m+4M1

⎤
⎥⎥⎥⎥⎥⎥⎦

F(t) (42)

μFl
i
(xi) = exp

⎡
⎣− 1

2

�
xi − mFl

i

σFl
i

�2
⎤
⎦ (43)
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5.2. FLC structure and design

We try to keep the pendulum upright regardless the cart’s position, i.e., Pure Angular Position
Control System (PAPCS). Then, the two inputs of the Fuzzy Logic Controller FLC are the
angular pendulum position, θ, and its derivative, θ̇, i.e., x1 =

�
x1 x2

�
=

�
θ θ̇

�T and its
output is the applied force to the system y =force.

Figure 6. Fuzzy control system of the PAPCS

In this case, we use a Mamdani FLS with four rules. We use gaussian MF to fuzzify the two
controller’s inputs (44) and triangular MF to fuzzify the controller output.

μFl
i
(xi) = exp

⎡
⎣− 1

2

�
xi − mFl

i

σFl
i

�2
⎤
⎦ (44)

where mFl
i

and σFl
i

are respectively the centers and standard deviations of these MFs.

The MFs of the antecedents are depicted in Figures 7 and 8.

Figure 7. Membership functions for the first controller input θ

Figure 9 shows the 56 data training and the optimal fitting given by the GOP method.

The obtained optimal consequent parameters are
�

y1, y2, y3, y4
�

opt
= (−14.3,−14.23, 9.61, 18.96)

Figure 10 shows the response of the pendulum system controlled by the designed FLC to a
reference θre f = 0 with its response at the same reference when it is controlled by untuned

FLC. The initial state vector is x0 =
�

θ0 θ̇0 x0 ẋ0
�T

=
�

0.1 0.2 0 0
�T .
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Figure 8. Membership functions for the second crontroller input θ̇

Figure 9. Data training and its approximation based on GOP

We evaluate the proposed design by using its error rate. For quantifying the errors, we use
three different performance criteria to analyze the rise time, the oscillation behaviour and the
behaviour at the end of transition period. These three criteria are: Integral of Square Error
(ISE =

∫ ∞
0 [e(t)]2 dt), Integral of the Absolute value of the Error (IAE =

∫ ∞
0 |e(t)| dt) and Integral

of the Time multiplied by Square Error (ITSE =
∫ ∞

0 t [e(t)]2 dt)

Table 1 summarizes the obtained values of ISE, IAE and ITSE of PAPCS using FLC, when
tuning and no tuning are used.

We notice from this table that the errors obtained when tuning is used are all smaller than
those obtained with untuned FLC. Fig. 11, 12, 13 show the different quantified errors.

Figures 10, 11, 12 and 13 show that the system using tuning is less oscillatory, having a rise
time and errors at the end of transition period smaller than those obtained by untuned FLC.
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Figure 10. System responses of PAPCS controlled by a tuned and untuned FLC

Figure 11. Integral of square error values of the PAPCS of tuned and no tuned consequent parameters.
Rise time of the system is shorter for the tuned FLC

Figure 12. Integral of the absolute value of the error values of PAPCS of tuned and no tuned consequent
parameters The system is less oscillatory for the tuned FLC before becoming stable
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No tuning Tuning
ISE 0.2338 0.2224
IAE 4.7343 4.0403
ITSE 6.7733 4.4278

Table 1. Comparison of performance criteria for of PAPCS using tuned and no tuned FLC.

Figure 13. Integral of the time multiplied by square error values of PAPCS of tuned and no tuned
consequent parameters. The error at the end of transition period is less important for the tuned FLC

6. FLS design for predicting time series

We apply the GOP to design an FLS which predicts a time series. The FLS has to predict the
future value x(t + 6) of a Mackey-Glass time series (45) which is volatile. The following four
antecedents were used: x(t − 18), x(t − 12), x(t − 6) and x(t), which are known values of the
time series ([2], [3]).

dx(t)
dt

=
0.2x(t − τ)

1 + x10(t − τ)
− 0.1x(t) (45)

The training data are obtained by simulating (45) for τ = 17. We use the samples
x(1001), · · · , x(1524) to train the IT2 FLS and the samples x(1501), · · · , x(2024) for testing. We
use two Gaussian MFs per antecedent, so we have then 16 rules. The MFs of the antecedents
are Gaussian, where its mean and the standard deviation were obtained from the 524 training
samples, x(1001), · · · , x(1524). Table 2 summarizes the consequent parameters per each rule.

Figure 14 displays performance of the FLS in training data, and Figure 15 shows its results
on Testing data. Note that the GOP-designed is a better forecaster, since the differences from
original data are small in both training and testing data sets.

Some additional analyses should be performed to verify the goodness of fit of the method (See
[5], and [6]), but in this case, the proposed GOP has shown good results, so we can recommend
its application to real cases. Time series analysis is an useful topic for many decision makers,
so the use of optimal and easy-to-be-implemented techniques, as the proposed one has a wide
potential.
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Rl c1 c2 c3 c4 c5

R1 −3.58 7.94 −9.17 0.03 0.78

R2 9.92 −10.9 −0.02 1.29 −7.83

R3 16.05 7.58 12.40 5.25 −33.96

R4 8.92 −6.78 −12.22 3.68 −4.13

R5 1.06 4.64 28.42 −40.17 0.16

R6 22.57 −33.28 −12.43 17.13 −12.76

R7 −2.93 −7.65 5.73 −2.91 −1.30

R8 22.88 26.23 −15.79 −6.19 −0.60

R9 −3.86 4.36 2.04 0.21 4.77

R10 27.72 −45.35 24.63 7.92 6.26

R11 −0.24 −4.99 30.94 −26.54 6.65

R12 2.36 5.34 −26.93 18.21 −8.03

R13 −30.66 13.37 5.27 3.60 1.43

R14 23.62 −21.97 −3.87 6.04 8.01

R15 3.70 −5.07 0.61 −0.76 8.38

R16 −25.05 11.30 −0.42 1.27 4.64

Table 2. The optimal TSK FLS consequent parameters obtained by GOP design.
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x(t) Training Data
GOP Approximation

Figure 14. Mackey-Glass time series. The samples x(1001), · · · , x(1524) are used for designing the FLS
forecaster
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Figure 15. Output of the TSK FLS time-series forecaster. The samples x(1525), · · · , x(2024) are used for
testing the GOP design

7. Concluding remarks

In this chapter we have presented an enhancement method of fuzzy controllers using the
generalized orthogonality principle. We applied the method to two different cases: a first one
involving control of an inverted pendulum and a second one for fuzzy forecasting. In the
first application, numerical rules and their FBFs were extracted from numerical training data.
This combination of both linguistic and numerical information simultaneously become FBFs
an useful method. Since a specific FLS can be expressed as a linear combination of FBFs, we
generalized orthogonality principle on FBFs that results in a better FLS.

In the second study case, we applied the GOP to design a FLS for time series forecasting.
The FLS has been applied to a Mackey-Glass time series with better results compared to a
non-GOP FLS. The results were validated with simulations.

All the FBFs can be seen as a basis vector, which allows to optimize the parameters of the
consequents. This means that the error vectors are orthogonal to these FBFs, resulting in the
minimization of the magnitudes of these error vectors, and consequently an optimal FLS.

The proposed method has a wide potential in complex forecasting problems ([5], and [6]).
Its application to hardware design problems ([7]) can improve the performance of fuzzy
controllers, so its implementation arises as a new field to be covered.
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1. Introduction 

"The world is not black and white but only shades of gray." In 1965, Zadeh [1] wrote a 
seminal paper in which he introduced fuzzy sets, sets with un-sharp boundaries. These sets 
are considered gray areas rather than black and white in contrast to classical sets which form 
the basis of binary or Boolean logic. Fuzzy set theory and fuzzy logic are convenient tools 
for handling uncertain, imprecise, or unmodeled data in intelligent decision-making 
systems. It has also found many applications in the areas of information sciences and control 
systems.  

In this chapter, we shall discuss two important categories of fuzzy logic nonlinear applications: 
“Control” and “Trending and Prediction”. With respect to Fuzzy Control application, among 
the huge applications that were published under this category, two new applications are 
selected in this chapter to focus on the Hierarchal Control application with “multi-input” 
“multi-output” signals, and another application is selected as application of smart electrical 
grid. However, for Fuzzy Trending and Prediction Application, c-Mean Fuzzy Cluttering 
technique is discussed as an introduction for Fuzzy trending algorithm, and then two different 
applications are introduced. The first application discusses very nonlinear problem to predict 
the rate of accident for labours work in a construction sector, and the second application is to 
find a fault in complicated electrical network. All these new applications for fuzzy control and 
fuzzy trending recognition has been found after year 2000. 

2. Control 

Control is one of the main the application for the fuzzy controller, especially for the 
applications that can be easily expressed by linguistically. Many machines now in the 
market are fuzzy machines. Also the fuzzy logic has take place in the DCS’s and PLC’s as 
recognized function to build process controllers. In this chapter we shall select three 
applications as an example for the new application of fuzzy logic in the control.  
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2.1. Fuzzy control design for gas absorber system 

In this section, the chapter shall present the research efforts that have been carried out on 
the control of gas absorbers/gas reactors. It shall also introduce the new approach to a fuzzy 
control design for a typical gas absorber system. The approach shall incorporate a linear 
state-estimation to generate the internal knowledge-base that shall store input-output pairs. 
This collection of pairs shall be then utilized to build a feedback fuzzy controller for the gas 
absorber. 

2.1.1. Background 

A major direction in systems engineering design has been focused on the use of simplified 
mathematical models to facilitate the design process. This constitutes the so-called model-
based system design approach, an overview of the underlying techniques can be found in 
[2]. Most of the available results have thus far overlooked the operational knowledge of the 
dynamical system under consideration. On the other hand, a knowledge-based system 
approach [8] has been suggested to deal with the analysis and design problems of different 
classes of dynamical systems by incorporating both the simplest available model as well as 
the best available knowledge about the system. For single physical systems, one of the 
earlier efforts along this direction has been on the development of an expert learning 
system; see [4-7] and their references. An alternative approach has been on integrating 
elements of discrete event systems with differential equations [3]. 

A third approach has been through the use of fuzzy logic control by successfully applying 
fuzzy sets and systems theory [9]. In the cases where understood there is no acceptable 
mathematical model for the plant, fuzzy logic controllers [10] are proved very useful and 
effective. They are generally base on using qualitative rules of thumb, that is, qualitative 
control rules in terms of vague and fuzzy sentences. It has been pointed out [11] that fuzzy 
control systems possess the following features:  

Hierarchical ordering of fuzzy rules is used to reduce the size of the inference engine. Real-
time implementation, or on-line simulation, of fuzzy controllers can help reduce the burden 
of large-sized rule sets by fusing sensory data before imputing the system’s output to the 
inference engine. 

This section is presenting a new approach to fuzzy control design for a gas absorber system. 
It provides a new and efficient procedure to construct the inference engine by incorporating 
a linear state-estimator in generating and storing input-output pairs. This collection of pairs 
is then utilized to build a feedback fuzzy controller. By fine-tuning of the controller 
parameters, it is shown that the gas absorber system has always a guaranteed stability. 
Numerical simulation of a six-order gas absorber is carried out and the obtained results 
show clearly that the proposed estimator-fuzzy controller scheme yields excellent 
performance. 
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2.1.2. A Gas Absorber System  

A. Brief Account 

Separation processes play an important role in most chemical manufacturing industries. 
Streams from chemical reactors often contain a number of components; some of these 
components must be separated from the other components for sale as a final product, or for 
use in another manufacturing process. A common example of a separation process is gas 
absorption (also called gas scrubbing, or gas washing) in which a gas mixture is contacted 
with a liquid (the absorbent or solvent) to selectively dissolve one or more components by 
mass transfer from the gas to the liquid. Absorption is used to separate gas mixtures; 
remove impurities, contaminants, pollutants, or catalyst poisons from a gas; or recover 
valuable chemicals. In general, the species of interest in the gas mixture may be all 
components, only the component(s) not transferred, or only the component(s) transferred. 
Absorption is frequently conducted in trayed towers (plate columns), packed columns, 
spray towers, bubble columns, and centrifugal contactors. A trayed tower is a vertical, 
cylindrical pressure vessel in which vapor and liquid, which flow counter-currently, are 
contacted on a series of metal trays or plates; see Fig. 1. Components that enter the bottom of 
the tower is the gas feed stream are absorbed by the liquid stream, that flows across each 
tray, over an outlet weir and into a down-comer, so that the gas product stream (leaving the 
top of the tower) is more pure. 

 
Figure 1. Gas absorption column, n stages 
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B. Assumptions and definitions 

The basic assumptions used are: 

A1) The major component of the liquid stream is inert and does not absorb into the gas 
stream. 

A2) The major component of the gas stream is inert and does not absorb into the liquid 
stream. 

A3) Each stage of the process is an equilibrium stage, that is, the vapour leaving a stage is in 
thermodynamic equilibrium with the liquid on that stage. 

A4) The liquid molar holdup is constant. 

We now introduce the following variable definitions:  

 L = moles inert liquid per time: = liquid molar flow rate. 
 V= moles inert vapor per time: = vapor molar flow rate 
 M= moles liquid per stage: = liquid molar holdup per stage 
 W= moles vapor per stage: = vapor molar holdup per stage 
 xj= moles solute (stage j) per mole inert liquid (stage j) 
 yj= moles solute (stage j) per mole inert vapor (stage j) 

C. Dynamic model 

The concept of an equilibrium stage is important for the development of a dynamic model of 
the absorption tower. An equilibrium stage is represented schematically in Fig. 2. The total 
amount of solute on stage j is the sum of the solute in the liquid phase and the gas phase 
(that is, M xj + W yj). Thus the rate of change of the amount of solute is d(M xj + W yj)/dt and 
the component material balance around stage j can be expressed as: 

 

j j
j-1 j 1 j j

j
j-1 j 1 j j

d(M x Wy )
     L x   V y  - L x  - V y   

dt
dM x

      L x   V y  - L x  - V y               
dt






 

 

 (1) 

where we assumed that in accumulation, liquid is much more dense than vapor. Under 
assumption A4), then (1) simplifies into: 

 
d xj  L V L V     x    y  -  x  -  yj-1 j 1 j jdt M M M M

    (2) 

 
Figure 2. A typical gas absorption stage 
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Under assumption A3), we let 

 y    d   xj j  (3) 

which expresses a linear relationship between the liquid phase and gas phase 
compositions at stage j with d being an equilibrium parameter. Using (3) into (2) and 
arranging we get: 

 
j

j-1 j j 1

d x L (L V d) V d      x   -  x  -  x
dt M M M 


  (4) 

For n-stage gas absorber, (4) is valid for j =2,…,n-1. At the extreme stages, we have: 

 1
1 2 f

d x (L V d) V d L    x  -  x     x
dt M M M


    (5) 

 n
n n-1 n 1

d x (L V d) L V     x   x     y
dt M M M 


     (6) 

where xf and yn+1 are the known liquid and vapor feed compositions, respectively.  

On combining (3), (4),(5) and (6), we reach the state-space model: 

 x (t)   A  x(t)  B u (t) ,       y(t)    C x(t)    (7) 

where A an (nxn) system matrix with a triangular structure, B is an (nxm) input matrix and 
C is an (nxp) output matrix given by: 
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1 0 0 0 0 0
0 0 0 0 0 1

C
 

  
 

 (10) 

2.1.3. Fuzzy controller design 

The design of a fuzzy controller can be implemented by the following steps:  

Step1: 

Supposed that the output y (t) takes values in the interval U = [, ]  R . Define 2N+1 fuzzy 
function Al in U that are consistent and complete with the triangular membership functions 
shown in Fig. 3. That is, we use the N fuzzy sets A1, ---, AN to cover the negative interval [, 
0), the other N fuzzy sets AN+2,---, A2N+1 to cover the positive interval (0, ], and choose the 
center x N+1 of fuzzy set AN+1 at zero. 

 
Figure 3. Membership functions for the fuzzy controller. 

Step 2: 

Consider the following 2N+1 fuzzy IF-THEN rules: 

 l lIF y is A ,  THEN u is B  (11) 

Where l = 1, 2, ---, 2N+1, and centers 1y  of fuzzy set Bl are chosen such that, 

 1
0 for1=1, ,N

y 0 for1= N+1               
0 for1= N+2, ,2N+1

 







 (12) 
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Step 3: 

Design the fuzzy controller from the 2N+1 fuzzy IF THEN rules (11) using product inference 
engine, singleton fuzzifier and center average defuzzifier; that is, the designed fuzzy 
controller is 

 
2N+1 1 1
1=1

2N+1 1
1=1

y μA (y)
v=-f(y)=

μA (y)



 (13) 

Where μAl(y) are shown in Fig. 3 and y 1 satisfy y  (12). 

To estimate the range of the input-output pairs {vi, yi}, full order estimator [2] can be used.  

2.1.4. Simulation studies 

Consider a gas absorber system with the following parameters: L=80, M=200, V=100 and 
d=0.5.  

Thus, 

0.65, 0.4, 0.25, 0.5V d VL Vd L
M M M M


      

A MATLAB program is written to simulate the gas absorber system. Different positive and 
negative step input are applied to estimate the outputs. The results of two cases are 
illustrated in Fig. 4 and Fig. 5. The tracking behaviour of the outputs is shown.  

 

 

 
Figure 4. Output response with positive step input signal 



 
Fuzzy Controllers – Recent Advances in Theory and Applications 392 

 

 
Figure 5. Output response with negative step input signal 

From the input-output pair obtained, the behaviour of the system is examined and the 
ranges of its outputs (controllers’ inputs) are predicted. Fig. 6 illustrates a block diagram of 
the gas absorber and the fuzzy controller array.  

 
Figure 6. Block Diagram of gas absorber system and the fuzzy controllers 

To control the response of the gas absorber, the range of linguistic values of the output of 
each feedback fuzzy controller is tuned between (– 3) and (3). Comparison between the 
output response with fuzzy controller (when the number of linguistic values of the 
controller input – output pair is three) and without controller is illustrated in Fig.7 and Fig.8.  

In Fig.7, the controller is tuned to interfere the natural decay of the system. In Fig. 8, the 
fuzzy controller is adjusted to improve the response of the gas absorber. It is noted that the 
response of controlled system has less overshoot, less steady state error and faster compared 
to the uncontrolled system.  
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Figure 7. Controller is tuned to interfere the natural decay of the system 

 
Figure 8. The controller is tuned to improve the response of the system. 
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2.1.5. Discussion 

This section has presented a new and simple fuzzy controller for a gas absorber system to 
enhance the response of the output. The simulation results have shown that the controller 
guarantees well-damped behaviour of the controlled gas absorber system. 

2.2. Large scale fuzzy controller 

In this section, we shall develop a new approach to the control of interconnected system 
using fuzzy system theory. The approach shall be based on incorporating a group of local 
estimators on the system level to generate the input-output database. An array of feedback 
fuzzy controllers shall then be designed to ensure the asymptotic stability of the closed loop 
system. The developed technique shall be applied to an unstable large-scale system and 
extensive simulation studies shall be carried out to illustrate the potential of this new 
approach.. 

2.2.1. Background  

In control engineering research, problems of decentralized control and stabilization of 
interconnected systems are receiving considerable interest in recent years [14,15] where 
most of the effort is focused on dealing with the interaction patterns. It is concluded that a 
systematic approach to deal with the problems of interconnected systems is twofold: first is 
to base the analysis and design effort on the subsystem level using conventional control 
methods and second is to deal with interactions effectively. These methods are facilitated, in 
general, by virtue of several mathematical tools including linearization, delay 
approximation, decomposition and model reduction. This constitutes the so-called model-
based control system approach for which we have seen numerous techniques [16]. Most of 
the available results have so far overlooked the operational knowledge of the interconnected 
system under consideration. In [17], a knowledge-based control system approach has been 
suggested to deal with the analysis and design problems of interconnected systems by 
incorporating both the simplest available model as well as the best available knowledge 
about the system. For single physical systems, one of the earlier efforts along this direction 
has been on the development of an expert learning system [18-19]. An alternative approach 
has been on integrating elements of discrete event systems with differential equations [20]. 
A practically-supported third approach has been through the use of fuzzy logic control by 
successfully applying fuzzy sets and systems theory [21]. 

For interconnected systems, the foregoing approach motivates the research into intelligent 
control by combining techniques of control and systems theory with those from artificial 
intelligence. The main focus should be on integrating a knowledge base, an approximate 
(humanlike) reasoning and/or a learning process within a hierarchical structure. 

Fuzzy logic controllers [23-25] are generally considered applicable to plants that are 
mathematically poorly understood (there is no acceptable mathematical model for the plant) 
and where experienced human operators are available for satisfactorily controlling the plant 
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and providing qualitative “rules of thumb” (qualitative control rules in terms of vague and 
fuzzy sentences). 

A concerted effort has been made to formally reduce the size of the fuzzy rule base to make 
fuzzy control attractive to interconnected systems. Two of the difficulties with the design of 
any fuzzy control system are: 

 The shape of the membership functions. 
 The choice of fuzzy rules. 

The properties that a fuzzy membership function is used to characterize are usually fuzzy. 
Therefore, we may use different membership functions to characterize the same description.  

Conceptually, there are two approaches to determine a membership function. The first 
approach is to use the knowledge of human experts. Usually this approach can only give a 
rough formula of the membership function; fine-tuning is required. In the second approach, 
data are collected from various sensors to determine the member ship functions. 
Specifically, the structures of the membership functions are specified first, then fine-tuning 
of the membership function parameters should be implemented based on the collected data 
[8]. 

In this section, we contribute to the further development of intelligent control techniques of 
interconnected systems. It provides a new approach to fuzzy control design for 
interconnected system. The approach consists of two stages: In the first stage, a group of 
local state estimator is constructed to generate the data base of input-output pairs. In the 
second stage, an array of feedback fuzzy controllers is designed and implemented to ensure 
the asymptotic satiability of the interconnected system. Simulation studies on a large-scale 
system with unstable eigenvalus are carried out to illustrate the features and capability of 
this new approach.  

2.2.2. State estimation of interconnected systems 

In the sequel, the terms large-scale and interconnected are used interchangeable. The term 
large scale system (LSS) does not have a unique established meaning, but it covers systems 
that possess several particular feature, such as multiple subsystem, [14,17] multiple control, 
multiple objectives, decentralized and/or hierarchical information structures. Any LSS 
includes many variables but their control is faced by a well-know fact [16] that the states are 
not always available for measurement and state must be estimated. 

Many authors have considered the state estimation of large-scale systems in input 
decentralized fashion. Here we summarize one convenient algorithm [15]. Let the state 
model of the ith subsystem described by  

       N
i i i i i ij jx t   A x t   B u t  G x     (14) 

    i i iy t   C x t ,  i, j  1,  2,   N    (15) 
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Where all vectors and matrices are appropriately defined and gi(.) is the interaction function 
between the ith subsystem and the rest of the system. It is considered that (Ci, Ai) is 
completely observable for i = 1, 2, …….. N. 

The following algorithm finds the optimal states of a large-scale system based on 
decentralized estimation and control [17]:  

Algorithm 1: 

Step 1: 

Read the matrices Ai, Bi and select Qi  0 and Ri  0 as weighted matrix.  

Step 2: 

Solve the following 2N algebraic Riccati equations for Hi, Ki  

 T
i i i i i i i i iHi(A I )  (A I )H  H D H Q  0        (16) 

 T
i i i i i i i i iKi(A I )  (A I )K  K S K Q  0        (17)  

Where Di = CTiCi , Si = Bi R-1i BT  

Step 3: 

Integrate the following set of N simultaneous equation for ei(t), I = 1, 2 …. N, using the initial 
condition ei(0) = x i(0)  

 

1

1 1 1 1 1N 1 1 1

N N N N N N N N

e A -S K G e B v

e G A -H D e B v

      
      

       
             

 
    


 (18) 

Step 4: 

Integrate the following set of n simultaneous equations for x 1(t), i = 1, 2, ….. N 

 

1

1 1 1 1 1N 1 1 1 1 1

N N N N N N N N N N

x A -S K G S K 0 x B v

x G A -S I 0 S K x B v

      
      

       
             

  
    


 (19) 

ẋ N GN1  AN - SNIN 0 SNKN x N BNvN  

Step 5: 

Generate the input-output pairs {vi, ŷi = ci ̂ i}.  

2.2.3. Interconnected system 

Assume the following interconnected system of order 10 [17]: 



 
New Areas in Fuzzy Application 397 

 

11 12 13 14 15
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51 52 53 54 55
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0 0.2 1 0 0.4 r1 r1 r1 r1 r1

0.6 0.1 0.25 2 0 r1 r1 r1 r1 r1
0.4 0.2 1 0.5 0.1 r1 r1 r1 r1 r1

A=
r2 r2 r2 r2 r2 1.5 0.3 0.




  

  

21 22 23 24 25

31 32 33 34 35

41 42 43 44 45

51 52 53 54 55

25 0.1 0.5
r2 r2 r2 r2 r2 0.1 0 0 0.2 0
r2 r2 r2 r2 r2 0 0.2 1 0 0.4
r2 r2 r2 r2 r2 0.6 0.1 0.25 2 0
r2 r2 r2 r2 r2 0.4 0.2 1 0.5 0.1

 
 
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 
 
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 
 
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 

   
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 (20) 
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1 0 0 0
0 0 0 0
0 1 0 0
0 1 0 0

B=
0 0 0 0
0 0 1 0
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0 0 0 1
0 0 0 1

 
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 (21) 

 

1 1 0 0 0 0 0 0 0 0
0 0 1 0 1 0 0 0 0 0

C=
0 0 0 0 0 1 1 0 0 0
0 0 0 0 0 0 0 1 0 1

 
 
 
 
  
 

 (22) 

Which is considered to be composed of two-coupled subsystems; each of order 5. The 
coupling parameters are r1jk and r2jk where j and k take values of 1,2,3,4 and 5. In the sequel, 
we refer to the structure of the interconnected system model as: 

 
A11 G12(r1) B1

x= x+ v
G21(r2) A22 B2

   
   
   
   
   


     (23) 

Where G12(r1) and G21(r2) are the coupling mtrices.  

For a typical values [4] of r115=-0.1, r124=0.1, r142=0.2, r222=0.1,r242=0.15,r251=0.11 and allothe 
values of coupling parameters are zeros, we examined the stability of the system by 
computing the eigenvalues of matrix A. They are {-1.0915, -1.0641, 0.477 + j0.0206, 0.477 – 
j0.00206, 0.022 + j0.0544, 0.022 – j0.0544, -1.8709 + j0.1713, -1.8709 – j0.1713, -1.9306 + j0.1413, -
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1.9306 – j0.1413}, and it is quite clear that there are four eigenvalues lie in the open right half 
of the complex plane and thus the interconnected system is unstable. Further, it is easy to 
check that the interconnected system is both controllable and observable. 

2.2.4. Estimation of the system state variables and outputs 

A Matlab program is written to implement the computational Algorithm (1) of section 1.2.2 
on the interconnected system. Different positive and negative step input are applied to 
estimate the outputs. The results of two cases are illustrated in Fig. 9 and Fig. 10 It is 
observed that the outputs tend to track conveniently the input signals. 

  
Figure 9. Simulation Results for case 1. 

 
Figure 10. Simulation Results for case 2.  
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2.2.5. Design of an array of fuzzy controller 

We are going to treat the interconnected system at hand as being composed of two identical 
and coupled subsystems. The control system to be designed is such that each subsystem has its 
own fuzzy negative feedback controller which its input being the output of the respective 
subsystem (Fig. 11). Each subsystem fuzzy controller is constructed using two fuzzy systems. 

 
Figure 11. Block diagram of the proposed fuzzy feedback controller array. 

In order to build each fuzzy controller, the following steps are implemented: 

Step 1: 

The range of the inputs to each fuzzy controller [i, i] are driven from the estimated value 
of the respective subsystem outputs, where i = 1, 2, 3, 4.  

Step 2: 

2N+1 fuzzy set MLi in [i, i] that are normal, consistent and complete with triangular 
membership functions [24], are defined for each controller, where L = 1, 2--, 2Ni+1. That is 
we use Ni fuzzy set M1i, ---, MiNi to cover the negative internal [I, 0), the other Ni fuzzy sets 
MiNi+2, ---, Mi2Ni+1 to cover the positive internal (0, ], and the center of fuzzy set MiNi+1 at zero. 

Step 3: 

The following 2Ni+1 rules are considered  

L L L
ai i bi i iIF y is M or y is M then u is K  

Where L = 1, 2,---, 2Ni+1, and ai, bi are the input to the fuzzy controller i, and the center yaiL 

and yb-L of the fuzzy set kiL are chosen such that 

i
-L -L

ai bi i

i i

0 for1=1, ,N
y and y 0 for1= N +1               

0 for1= N +2, ,2N +1

  
 





(24) 

Step 4: 

Product inference engine, singleton fuzzyfier, and center average defuzzifier are selected to 
design the fuzzy controller. 
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2.2.6. Simulation results 

The behaviour of the interconnected system outputs after implementing the fuzzy 
controllers with unity step function input are shown in Fig 12 and Fig: 13. It is clearly 
evident that the system becomes asymptotically stable by using the negative fuzzy feedback 
controller array. 

 
Figure 12. Outputs y1 against y2 y2 

 
Figure 13. Outputs y3 against y4 y4  

2.2.7. Performance of the proposed fuzzy feedback controller array 

Now, we examine the effect of coupling matrices on the performance of fuzzy controlled 
interconnected system. Five additional cases with deferent coupling ranks are implemented. 
Fine tuning of membership functions was required to adjust their ranges. The following 
table summarizes the test cases: 

 

Case No. A11,A2
2Norm

G12 
Sparsty

G12 
Norm 

G21 
Sparsty

G21 
Norm 

System 
Stability 
without  

controller 

System 
Stability 

with 
controller 

1 (Fig 12, 13) 2.2529 3/25 0.2 3/25 1.8028 Unstable Stable 

2 (Fig. 14, 15) 2.2529 12/25 0.4712 3/25 0.1803 Unstable Stable 

3 (Fig. 16, 17) 2.2529 3/25 .2 12/25 0.5341 Unstable Stable 

4(Fig. 18, 19) 2.2529 1 3.0361 3/25 0.1803 Unstable Stable 

5 (Fig. 20, 21) 2.2529 3/25 .2 1 3.0364 Unstable Stable 

6 (Fig.22, 23) 2.2529 1 3.0361 1 3.0417 Unstable Stable 

Table 1. Results summary for 6 test cases.  
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The following figures illustrate the above test cases: 

 
Figure 14. Case 2 Outputs y1 against y2 

 
Figure 15. Case 2 Outputs y3 against y4 

 
Figure 16. Case 3 Outputs y1 against y2 

 
Figure 17. Case 3 Outputs y3 against y4 

 
Figure 18. Case 4 Outputs y1 against y2 



 
Fuzzy Controllers – Recent Advances in Theory and Applications 402 

 
Figure 19. Case 4 Outputs y3 against y4 

 
Figure 20. Case 5 Outputs y1 against y2 

 
Figure 21. Case 5 Outputs y3 against y4 

 
Figure 22. ase 6 Outputs y1 against y2 

 
Figure 23. Case 6 Outputs y3 against y4 
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2.2.8. Discussion 

This section has developed a new fuzzy control design approach to interconnected system. 
It has been shown the approach consists of two stages: In stage 1, a group of local state 
estimator has been constructed to generate the input-output database. Then an array of 
feedback controllers has been designed and implemented to guarantee the overall 
asymptotically system stability. Extensive simulation studies have been performed to 
support the developed design approach. 

2.3. Power factor correction 

This section presents the use of fuzzy logic technique to control the reactive power of a load 
and hence improve the power factor. A shunt compensator is used, which consists of a 
reactor in series with a phase controlled Thyristor bridge in parallel with a capacitor. The 
control composed of two independent fuzzy controllers, the Fuzzy Grouse Controller (FGC) 
and the Fuzzy Fine Controller (FFC). These fuzzy controllers are used to control the firing 
angle of the Thyristor Bridge until the source power factor reaches a desired value. 
Simulations for three different practical study cases are presented and the results show how 
the designed controller is fast and accurate. 

2.3.1. Background  

Power factor, nowadays, is an important issue. The over increasing utilization of power 
electronics in all kinds of industry applications and the severe standards requirements are 
pushing the research toward new solutions to keep the industrial power factor within 
certain ranges [26]. 

A mathematical formulation for the optimal reactive power control is discussed in [27]. 
Also, the optimized Fuzzy logic and digital PID controllers for a single phase power factor 
correction converter used in online UPS are demonstrated in [28, 29]. Parameters such as 
input membership functions, output membership functions, inference rules of fuzzy logic 
controller and proportional gain, integral gain and derivative PID controller are selected and 
optimized by genetic algorithms. In additional to that, the applications of a hybrid converter 
are implemented in [30]. The hybrid converter is basically a converter bridge with two 
GTOs. A control strategy based on learning is proposed. The learning structure is coded into 
Fuzzy conditional rules to train a neural network in manipulating the converter variables. 

The common method of correction is by means of using static capacitors, whether connected 
in series or parallel. These are installed as a single unit or as a bank, to regulate the voltage 
and the reactive power flow at the point of connection. In shunt compensation arrangement, 
a reactor is connected in parallel with conventional capacitor compensation. The shunt 
reactor current can be varied via a phase-controlled thyristor bridge connected in series with 
the shunt reactor [31]. Changing the thyristor firing angle varies the amount. of the current 
flowing through the reactor. Thus, this thyristor controlled reactor acts as a variable reactor 



 
Fuzzy Controllers – Recent Advances in Theory and Applications 404 

[32]. By varying the firing angle, the total reactive power of the system can be controlled and 
hence the power factor of the system is improved. The use of fuzzy logic to derive a 
practical control scheme for a boost rectifier with reactive power factor correction was 
applied [33]. The control action is primarily derived from a set of linguistic rules used to 
generate a slow-varying DC signal to determine the PWM ramp function. The proposed 
technique uses lesser sensing elements than the classical rectifier. A new FACTS controller 
known as the Bootstrap variable inductance can emulate a variable positive and negative 
inductance [34]. The bootstrap variable inductance has a variety of FACTS applications such 
as series compensation of lines, fault current limiting, reactive-power control and load 
power factor improvement. 

Here in this section, we shall focuses on the use of fuzzy logic sets to control the supply 
power factor. Unlike the conventional capacitive approach for power factor improvement in 
ac power system, the proposed control scheme has the advantage to avoid complexities 
associated with the non-linear mathematical modelling of switching converters. The 
proposed fuzzy logic controlling scheme consists of two controllers. The first controller 
(FGC) is designed to give the nearest desired value of the firing angle required to 
compensate for the source reactive power. However, the output correction of this controller 
is not efficiently accurate and hence, another correction step is needed. Thus, the second 
controller (FFC) checks the value of the source power factor and improves it above a pre-set 
desired value. The discussion includes the following: 

 Illustration of the proposed control scheme. 
 Description of the design steps of the power factor controller. 
 Simulation of the proposed technique by testing it for three different study cases. 

2.3.2. Fuzzy power factor controller 

Figure 24 illustrates the block diagram for a single-phase variable load, with variable lag 
power factor, supplied by sinusoidal AC power source. Capacitor bank in parallel with 
inductance, controlled by single-phase full-wave circuit, are connected in parallel to the load 
in order to govern the total reactive power of the circuit. Fuzzy controller is designed to tune 
the firing angle of the single-phase full-wave circuit in order to adjust the voltage applied 
across the Inductance. By this way, the total source reactive power can be minimized to 
improve the source power factor. For three-phase circuits, one controller is dedicated for 
each phase. Here, we considered single-phase circuit for simplicity. 

The structure of the controller contains two independent fuzzy controllers: Fuzzy Grouse 
Controller (FGC) and Fuzzy Fine Controller (FFC). FGC input is the load reactive power, the 
output of this controller gives the nearest value of the desired firing angle, which required 
to minimize the source power factor. FFC input is the source power factor. The output of 
FFC corrects the firing angle of the single-phase full-wave controller until the source power 
factor reaches or exceeds the pre-setted desired value. 
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Figure 24. A detailed block diagram of the load, the fuzzy controllers, the source and the control 
scheme 

The following procedures describe the steps of designing the power factor controller: 

2.3.2.1. Elements sizing 

The sizes of the 'Inductance' and the capacitance bank are selected such that their maximum 
available reactive power (in VAR) is equal to the maximum load reactive power (MLQ). 
Since the full source voltage is continuously applied on the capacitance bank (assuming the 
voltage drop across the short cable is negligible), then capacitance value 'C' of bank can be 
determined as follows: 

 2
source

MLQ Farad
2 V

C
f


  

 (25) 

Where Vsource is “source” r.m.s. voltage in Volt and f is “source” frequency in Hz. 

However, this is not the case for the inductance since it is connected in series with a full 
wave controller. The existence of such controller will limit the available maximum reactive 
consumed by the inductance depending on the firing angle action of the thyristor bridge. 
Thus, the effect of the single-phase full-wave circuit is considered when determining the size 
of the inductance. 

As listed in [35], the general formulas for the r.m.s value of current (Iload) and voltage (Vload) 
across a load, comprises of inductance in series with resistance, controlled by single-phase 
full-wave circuit. These formulas are given as follows: 

 
r( ) (α /ω t) 1/2l2 1I [ {sin( ) sin( ) } ]source

Load
V

t e d t
z





    



     (26) 

 
β r( ) (α /ω t) 1/2source l

Load
π

2 V 1V [ {sin(ω t θ) sin(α θ)e }dω t]
z π


     (27) 
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Where: 

 =2f radian/second  
 = Firing angle 
 = Extinction angle (cut-off angle) 
 = tan-1 (l/r) 
l = Load Inductance 
r = Load Resistance 
t = Time 
z = Load impedance 

Since the conducting angle  = - cannot exceed, the firing angle  may not be less than  
and the control range of the firing angle is: 

 π α θ   (28) 

For maximum available reactive power consumed by pure inductance MARP where r is 
ignored in the above equation 24 & 25), the maximum conducting angle is considered. 
Therefore, the value of the inductance can be calculated from the following equation 
assuming that =/2 and = (neglecting the impedance of the short Cable and assuming 
ideal thyristors):  

    MARP    load loadV I   (29) 

This MARP value must be equal to the maximum load reactive power MLQ for complete 
compensation. However, the two equations listed above are nonlinear and difficult to solve. 
Another simple procedure is needed when determining the size of the inductance L. 

 
Figure 25. Simulink circuit used to determine and plot the ratio (QL/MLQ) verses firing angle ()in the 
range from /2 to  degree. 

Thus, the value of the inductance can be found by a practical and fast method using 
Simulink tool [26]. Figure 25, illustrates the proposed model that been used. The model 
consists of an ac power source connected to a reactive power compensator controlled by a 
thyristor circuit. The procedure to find the value of the inductance L can be summarized by 
the following steps: 
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 Select an initial value for the inductance as L = 1 (2C) 
 Run the model and record the source VAR. 
 If the source VAR equals zero, then stop the trials. If not, increase slightly the value of 

the inductance until the source VAR reaches the zero value. Then, this value of the 
source VAR will determine the desired value of the inductance. 

2.3.2.2. Fuzzy Grouse Controller (FGC) design 

After using the Simulink model shown in Figure 25, the inductance value is obtained from 
the iteration. Then, the same model is used again to find the ratio of (QL/MLQ) for a range of 
() starting from /2 to  degree where (QL) is the Inductance reactive power at certain value 
of (). This ratio (QL/MLQ) verses the firing angle () is then plotted. Typical curve is shown 
in Figure 26. 

 
Figure 26. Typical curve for (QL/MLQ) verses firing angle () 

After that, the resultant nonlinear curve is divided to N sections where each nonlinear 
section is approximated by the nearest linear section. Thus, N Gross Fuzzy controllers (FGC) 
are built, one FGC for each section, such that the input of each controller is equal to 1- 
(QLoad/(MLQ), where (QLoad) is the load reactive power. The output of the FGC is the firing 
angle (), which results in (QL) approximately equal to MLQ minus QLoad. The accuracy of 
the resultant (QL) depends on the curve linearization. 

In order to design each FGC, let the full range of the input fuzzy membership function 
FGCMF(in)a for each controller is set to the (QL/MLQ) limits of the respective linearzed 
section, and the range of the output fuzzy membership function FGCMF(out)b for each 
controller is set to the () limits of the respective linearzed section. For example, in Case 3 
(as will be explained later into details), the first controller is designed to take an action in 
case of (QL/MLQ) ratio reaches a value between rl=0.95 and 1and, the output firing angle of 
this controller shall take a value between 90 degree and 1 = 100 degree. However, the 
second controller is designed to take an action in case of (QL/MLQ) ratio reaches a value 
between r2 = 0.175 and rl = 0.950 and, the output firing angle of this controller shall take a 
value between 1 = 100 degree and 2 = 105degree, and so on. 

The resultant output of each fuzzy controller can be obtained based on the respective 
linearzed section using the following functions for fuzzy implication process: 

 Mamdany engine. 
 Triangle type for Membership functions. 
 Product for And. 
 Max for Or. 
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 Proportional for Aggregation. 
 Largest of Maximum for Defuzzification. 
 Fuzzy rule : IF is MF(in)a THEN () is MF(out)b  

where, 

a = 1,2, ... F (fuzzy membership function number) 
b = F-a+l(fuzzy membership function number) 
a and b are fuzzy membership function numbers 
F is the number of the fuzzy membership function. 

Simulink automatic switching system SS 1 as shown in Figure 24 is designed to check the 
active range of (QL/MLQ) in order to select the proper FGC based on that value of (QL/MLQ) 
ratio. 

2.3.2.3. Fuzzy Fine Controller (FFC) design 

Since the FGC output is not accurate due to the linearization process, FFC is designed to 
tune the firing g angle in order to achieve the desired power factor. 

Two fuzzy control1ers are used along with automatic switching system to select the proper 
controller based on the power factor type (Lead or Lag), which is determined from the 
source VAR sign (+ or -) as shown in Figure 24. 

The input of each FFC controller is the source power factor (PF) and the output is the 
corrective firing angle (M), which is required to fine tune the FGC output. Since the power 
factor value varies between zero and one, then the range of each FPC input membership 
function FFCMF(in)a is [0, 1]. 

The output membership function of each FFC is FFCMF(out-Lag)a for lagging input and 
FFCMF(out-Lead)a for leading input and, the magnitude of the firing angle range for the 
first linearzed section (1) is considered as a base to scale the FFC output as given 
hereinafter with the fact that any other section can be selected as the base. Also, [0, ∆1] and 
[-∆1 , 0] are assigned to FFCMF(out-Lag)b and FFCMF(out-Lead)b respectively. In addition 
to that, N multiplier factors (kN = ∆N,/ 1) are used to scale the FFC output in order to match 
the magnitude of the firing angle range of the respective linearzed section (∆N). By this 
method, less number of FFC's are used. 

Another Simulink automatic switching system SS2 as shown in Figure 24 synchronized with 
SS 1 is designed to check the active range of (QL/MLQ) in order to select the proper 
multiplier factor (KN). The fuzzy implication process functions used for FGC design are used 
for each FFC design as well, but with the following fuzzy rules: 

      a aIF PF is FFCMF in THEN( ) is FFCMF out Lag  (30) 

      a aIF PF is FFCMF in THEN( ) is FFCMF out Lead  (31) 
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2.3.2.4. Discrete control signal design 

Simulink Sum Block is used to add the output of GFC to the output of FFC. Sampler system 
shown in Figure 24 is designed to convert the resultant analog control signal to discrete 
signal. The sampling time is selected to be greater than the system time constant. The 
discrete signal is connected to the input for the synchronized pulse generator to control the 
thyristor firing angle. Accordingly, the network var and the source power factor are 
controlled.  

2.3.3. Case study 

The Simulink circuit shown in Figure 24 is used as a base to study three 'test' cases. These 
cases are assigned to check the capability of the controller to operate within a considerable 
variation of power factor values at different loading and voltage level. 

 

 
   Case 1 Case 2 Case 3 

Source Voltage (Volt)  120 480 4160 
 Stage 1 P1 (kW) 2 40 40 
  Q1(kVAR) 3.197 142.857 142.857 
 Stage 2 P2 (kW) 12 200 240 

Load Stages  Q2 (kVAR) 12.789 571.429 428.571 
 Stage 3 P3(kW) 32 1200 1240 
  Q3 (kVAR) 22.38 1000 1000 
 Stage 4 P4 (kW) 42 2240 2280 
  Q4 (kVAR) 0 0 0 

MLQ (MVAR) 0.02238 1 1 
F (Number of fuzzy membership functions) 7 7 7 

k1 1 1 1 
k2 2.8 0.95 0.5 
k3 0.44 1 2.3 
k4 5.7 4.5 5.3 
r1 0.64 0.52 0.95 
r2 0.28 0.21 0.2 
r3 0.03 0.02 0.04 

ALPHA1 (DEGREE) 99 102 100 
ALPHA2 (DEGREE) 124 113.5 105 
ALPHA3 (DEGREE) 128 125.5 128 

N (Number of sections) 4 4 4 

 

Table 2. Circuit data and parameters for the test cases 
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2.3.4. Test cases data 

Each test case consists of four load stages. The load stages are selected such that the power 
factor varies from 0.3 to 1.0 lag. However, for practical cases, the power factor varies 
between 0.6 to 0.8 and thus the proposed wide range of power factor tested here is to 
demonstrate the capability of the designed controller. Table 2 summaries the circuit 
parameters for three voltage levels 120. 480 and 4160 Volts respectively. Figures 27-29 
illustrate the linearization process for each case. 

 
 

 

 
Figure 27. Linearization results for case1. 

 

 

 
Figure 28. Linearization results for case 2 
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Figure 29. Linearization results for case 3 

2.3.5. Results 

The controller is adjusted to correct the power factor of the test cases to a value greater than 
a desired value of 0.97. This value is the pre-set value and it can be any chosen practical 
value. Figures 30 -32 illustrate the results for cases 1-3 respectively. These figures show the 
variation of the load active and reactive power with respect to time for each case. The 
response of the controller during the test period represented by the firing angle is also 
shown. In addition to that, source and load power factor values are plotted to check the 
response time of the controller and its accuracy. 
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Figure 30. Results of test case 1. 
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Figure 31. Results of test case 2. 
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Figure 32. Results of test case 3. 
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2.3.6. Discussion 

The test results for the three cases show clearly how efficient is the controller. Even when 
the load reactive power is very small at both high and low power factor, the controller was 
successful in reaching an accurate level. During the stage where the load power factor is 
greater than 0.97 and, hence no need for capacitor compensation, the controller will check 
the source power factor at the beginning of that stage and if it drops below 0. 97, it will take 
an action in order to eliminate the compensation added in the previous stage. That is why 
the controller took an action as shown in Figure 30 for the fourth load stage of case no. 1 
where the source power factor drops below 0.97. However, if the source power factor stays 
above the pre-set power factor value of 0.97 during the load stage where the load power 
factor is greater than 0.97, then no action will be taken as shown in Figure 32 for the fourth 
load stage of case no. 3. The time required for the controller to improve the power factor in 
all three cases is relatively short compared with practical applications. In real cases, the 
power factor does remain unchanged for relatively longer time. The maximum time for 
power factor correction was 0.35 second recorded in test case no.1. Overall, the graphs show 
that the controller works satisfactory under different load conditions and when there is no 
need for capacitor compensation. 

As mentioned before, power factor correction is really an important issue. The designed 
controller presented in this section shows an efficient, fast and accurate technique in reactive 
power control. As seen from the overall structure of the controller, it is applicable for 
lagging power factor loads. Practically, this is almost true but not always where at rare 
occasions the power factor of the total load is leading not lagging. This will bring the 
attention towards generalizing the presented controller such that it will work for both cases. 
Several issues are also need to be considered in the future such as the dynamics of motors. 
As known that most connected loads are motors which really necessitate testing this 
controller under these circumstances. From the test results, it was seen that the speed of the 
controller depends on the system time constant and hence, a time delay is needed to assure 
that thc dynamics of the motors reach its equilibrium. Other issues related to Thyristors 
such as the harmonics are a1so need to be taken care by describing a harmonics filter. In 
addition to that, protection devices such as relays need to be checked during the controller 
action. Finally, the work presented was based on a single phase and it can be extended for 
three phase system. 

3. Trending and prediction 

Most of the more advanced prediction techniques can be subdivided into two separate tasks. 
In a rst step, the modelling step, the algorithm uses a set of training data to identify a 
model of a process, from which the training data could have been obtained. In a second step, 
the simulation step, the algorithm uses the previously identied model to make predictions 
outside the training data set. The modelling algorithm can either attempt to identify the true 
structure of the system, from which the training data were obtained, or it can content itself 
with identifying any process able to explain the training data set. In the former case, we talk 
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about a deep model, whereas models in the latter category are referred to as shallow 
models. 

The identied model can be either a quantitative or a qualitative model. A quantitative 
model operates on the measurement data directly, whereas a qualitative model rst 
discretizes the measurement data, and then reasons about the discrete classes only. Also the 
model can be either a parametric model or a nonparametric model. A parametric model 
maps the knowledge contained in the training data set onto a set of model parameters. 
During the simulation phase, the training data are no longer needed, since the information 
contained in them is now stored in the parameter values. A non-parametric model only 
classies the training data during the modelling phase, and refers back to these classied 
training data during the simulation phase.  

Fuzzy logic are used now a day in many application for diagnostic, prediction forecast and 
understanding the behaviour of very nonlinear systems such as marketing, electrical load 
forecast, work load analysis, technical analysis etc…  

In this chapter Section 2.1, we shall introduce an important algorithm for classifying 
“clustering” the data based on fuzzy logic. Then two new fuzzy trending and prediction 
application shall be discussed. In Section 2.2 Accident rates Estimation Modelling Based on 
Human Factors shall be introduces, and in the next section 2.3, Fault Location in 
Distribution Networks shall be introduced.  

3.1. Clustering algorithm and validity criteria 

Clustering attempts to assess the relationships among patterns of the data set by organizing 
the patterns into groups or clusters such that patterns within a cluster are more similar to 
each other than are patterns belonging to different clusters. Many algorithms for hard and 
fuzzy clustering have been developed to accomplish this[42]. An intimately related 
important issue is the cluster validity, which deals with the significance of the structure 
imposed by a clustering method [43]. 

For fuzzy sets, the following definitions are recalled from [36]: 

a. A fuzzy set in a universe discourse U is characterized by a membership function A(x) 
that takes values in the interval [0,1].  

b. Let X={x1,,xn} be any set, Vcn be the set of real cn matrices U=[ij], c, i, j be integer 

numbers with 2  c  n , 1  i  c and 1  j  n .Then the fuzzy partition matrix for X is 

the set Mfc = {U Vcn ij  [0,1]} (32)  

Such that  

 ij jμ 1, ,1 j n.i      (33) 

An α-cut of fuzzy set A is a crisp set Aα that contains all the elements in U that have 
membership value in A greater thanα, that is  
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  AA = {x U|μ x }    (34)  

c. Defuzzification is defined as a mapping from fuzzy set B` in V R to crisp point y*  V. 
Conceptually, the task of the defuzzification is to specify a point in V that best 
represents the fuzzy set B`.  

The following three criteria should be considered in choosing the defuzification method: 

 Plausibility: The point y* should represent B` from an intuitive point of view. 
 Computational simplicity. 
 Continuity: A small Change in B` should not result in a large change in y*. 

3.1.1. Fuzzy C-Means Clustering Algorithm(FCM) 

The fuzzy c-means (FCM) clustering algorithm is the fuzzy equivalent of the nearest hard 
clustering algorithm [43,44], which minimizes the following objective function with respect 
to fuzzy membership μij, and cluster centroid Vi. 

  c n f 2
m ij j iI jJ (μ ) ||  X ,V ||   (35) 

where X = [X1,….,Xn]t is a vector representing the data, c is the number of clusters, n is the 
number of data points and f is a fuzziness index (greater than 1) 

The FCM algorithm is executed by the following steps: 

a.  Initialize memberships μij of Xj belonging to cluster i such that  

 ijj(μ ) 1  (36) 

b.  Compute the fuzzy centroid Vi from i=1 to i=c using  

 
m

ij jj
i m

ijj

(μ ) X
V =

(μ )




 (37) 

c. Update the fuzzy memberships μij using 

 
( 2/(m 1))

j i
ij ( 2/(m 1))

j ij

(||(X ,V )||)
μ

(||(X ,V )||)

 

 



 (38) 

d. Repeat steps 2 and 3 until the value of Jm is no longer decreasing. 

The FCM always converges to strict local minimum of Jm starting from an initial guess of 
μij , but different choices of initial μij might lead to local minima. 

3.1.2. Cluster validity 

The quality of a clustering is indicated by how closely the data points are associated to the 
cluster centers, and it is the membership functions, which measure the level of association or 
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classification. If the value of one of the membership is significantly larger than the others for 
a particular data point, then that point is identified as being a part of the subset of the data 
represented by the corresponding cluster center. But, each data point has c memberships; so, 
it is desirable to summarize the information contained in the memberships by a single 
number, which indicates how well the data point is classified by the clustering. This can be 
done in a variety of ways; for example, for the data point Xj with memberships {μij, ...,μcj}, 
one could use any of the following: 

 2
ijiIndex1= (μ )  (39) 

 ij ijiIndex2 = μ log(μ )  (40) 

 i ijIndex3= max (μ )  (41) 

 i ij i ijIndex4= min (μ ) / max (μ )  (42) 

In fact, theses four indices of these are used as measure of the quality of clustering and are 
the basis for the validity functional, partition coefficient, classification entropy, and proportion 
exponent, respectively. 

To illustrate the use of validity functional, we shall focus on the partition coefficient 
technique because of its simplicity. It is based on using Sj =Σi (μij)2 as a measure of how well 
the jth data point has been classified. This is a reasonable indicator because the closer a data 
point is to a cluster center, the closer Sj is to 1, the maximum value it could have. Conversely, 
the further away the kth point is from all the cluster centers the closer the value of Sj is to 1/c, 
the minimum possible value. The partition coefficient is then the average over the data set of 
the Sj’s. In particular, for a data set X={x1,…,xi} and a specific choice of c and m one obtains 
the output of fuzzy c-means and computes the partition coefficient (PC) by PC=Σj(Σi(μij)2/n. 
The closer this value is to one the better the data are classified. So, in theory, one computes 
PC for the outputs of a variety of values of c and m selects the best clustering as the one 
corresponding to the highest partition coefficient [44,45]. 

3.2. Accident rates estimation modeling based on human factors using fuzzy c-
mean clustering techniques 

Several individual books [37] and projects shed light on worker accident causation. One 
study on the Bonneville Dam project, reported that seven times the number of work 
accidents that had occurred on this project were due to unsafe employee actions rather than 
to unsafe site conditions. In addition, this study found that the negative attitude of the 
workers toward safety was a major factor in accident occurrence.  

In [38]. Many organizations spend a lot of time and effort trying to improve safety. As well 
as addressing technical and hardware issues, many conduct safety management system 
audits to discover deviations from the performance standards set in their Health & Safety 
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Policies. Line management is encouraged to conduct regular inspections of the workplace 
and employees are trained to behave safely and are given the appropriate protective 
equipment. The impact of such initiatives could be seen in the overall downward trend in 
accident statistics from 1990 to 1998/99. After 2000, accident statistics started rising in many 
UK industrial sectors. In the Quarry Industry, for example, there has been a 60% rise in the 
number of fatalities. 

Another study by Stanford University [39] indicated that risk taking is often a normal part 
of human psychology. We sometimes drive too fast or take chances we should not. Risk 
which is taken on the job site, however, can be fatal. This study found that many workers 
believe that taking unnecessary risks is an accepted part of the job process. This risk 
acceptance attitude leads to carelessness and accidents. The results of the Stanford study 
show that workers who are likely to have lost-time accidents share similar characteristics. 
These workers have a negative attitude toward doing their jobs safely, and they accept 
unnecessary risk and, therefore, do not work safely. Taking unnecessary risks and adopting 
a poor safety attitude simply makes workers more prone to accident occurrences. The 
conclusion of the Stanford study clearly supports the contention that employee actions and 
attitudes can affect the number and type of workplace accidents. Employers can and do 
address this attitude of risk taking through safety education, safety rules, and training 
programs. However, no employer can supervise each employee every minute of the work 
day. 

In [40], the paper focuses on the development and representation of linguistic variables to 
model risk levels subjectively. These variables are then quantified using fuzzy set theory. In 
this paper the development of two safety evaluation frameworks, using fuzzy logic 
approaches for maritime engineering safety based decision support in the concept design 
stage are presented. An example is used to illustrate and compare the proposed approaches. 
The paper also suggests that future risk analysis in maritime engineering applications may 
take full advantages of fuzzy logic approaches to complement existing ones. 

The field of fuzzy systems has been making rapid progress over the past decade [36]. There 
are two kinds of justification for fuzzy systems to be used to achieve our objective: 

a. The problem is too complicated for precise description to be obtained, therefore 
approximation, or fuzziness, must be introduced in order to be a reasonable and net 
traceable model. 

b. As we move into the information era, knowledge is becoming increasingly important 
and the need for a theory to formulate human knowledge in a systematic manner 
becomes the norm not the exception. 

But as a general principle, a good engineering theory should be capable of making use of all 
the available information effectively. For many practical systems, important information 
comes from two sources: one source is from human experts who describe their knowledge 
about the system in natural languages; the other is sensory measurements or mathematical 
models that are derived from to physical laws. 
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An important task, therefore, is to combine these two types of information into system 
designs. Therefore, the key question is how to transform human knowledge base into a 
mathematical formula or model. Essentially, what a fuzzy system does is to perform this 
transformation in a systematic way. 

In this part of Section 2, we attempt to use a completely different approach to analyze - 
accidents. A model shall be developed for data collected from an accident rate questionnaire 
filled-in by laborers working for a reputable construction company. This questionnaire was 
designed to include information about human factors, as well as other factors such as work 
type, managerial factors, training, physical factors and the historical accident rate for each 
labor during his period of employment in this particular construction company, and his 
experience during his career life time. The collected data shall be split into a training set for 
model construction and a test for model verification. The training information shall be 
classified into a number of groups or clusters, the centroids of these clusters were 
subsequently used to generate a set of rules to develop a fuzzy engine, which can then 
predict and forecast the rate of accidents. The test cases shall be used to verify and validate 
the developed model. Discussion on the results obtained from using fuzzy logic techniques 
shall be carried out. 

3.2.1. Data organization 

Construction sites are very dynamic and complex by nature, creating the potential for 
hazards that change constantly. So, what was safe yesterday may no longer be safe today. 
Thus, safety precautions should be followed and controlled. Unsafe working conditions and 
accidents are usually warning signs that something is wrong and has to be rectified. 

Different government authorities measure safety at construction sites [41], however co-
ordination and sharing of information with each other is still lacking. In addition, the data 
available on construction site accidents are neither accurate nor complete, due to the absence 
of a reliable accident reporting and recording system. Incomplete records are due to the 
poor accident investigation that may be a result of: 

 Reluctance of reporters to assert authority. 
 Inexperienced and untrained investigators 
 Narrow interpretation 
 Judgmental behavior. 
 Incomplete or erroneous conclusions. 
 Delays in accident investigations. 

For these reasons we endeavored to avoid the normal way of doing the job, and instead, we 
focused on the laborer, himself, and his accident rates during his years of work experience 
as an expert source of data. We have tried to design the questionnaire in such a way as to 
serve our purpose of analyzing the data, and selected the interview method to get the 
maximum precise data possible. 
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3.2.1.1. Questionnaire design 

In the design of questionnaire (Appendix) we have selected some certain features of human 
nature that, we believe, have a great potential on the accident causation in the local market 
[41]. The first page of the questionnaire concentrated on the personal information of the 
workers: i.e. ‘height’, ‘weight’, ‘optical status’, ‘hearing ability’, ‘general health’, ‘education’ 
and ‘adherence to safety rules’. In this part we used some linguistic evaluations like ‘high’, 
‘low’, ‘fair’, ‘good’, ‘medium’ etc., and in some others we have used numerical evaluations 
like in height, weight, as well as education. Since the objective here is to create a fuzzy 
model, high accuracy is not important and we considered that the respondents from the 
same field made the same judgments. 

The second page was designed to concentrate on the work information: ‘overtime work’, 
‘experience’, ‘work nature’, ‘work type’, ‘hazardous level’, ‘needs for safety-gears’, ‘work 
location’ and ‘level of boredom’. Again, we have used some linguistic evaluations as well as 
numerical evaluations. We also concentrated on the managerial factors: ‘salary received on 
time’, ‘level of training’ ‘importance’ and level of importance placed on safety’, with only 
linguistic evaluations. 

The third page was a mix of both external factors: ‘noise’, ‘live with family’ and 
‘communication ‘language’, and accident history focusing on the number of accidents the 
laborer has faced during his work in the local construction market, which was the most 
important data that we needed to develop our model. The severity of accidents has not been 
taken into account since it is not considered a factor influencing the accident rate. 

The cases obtained for this study were collected from three different construction companies 
selected to represent the local market. We have tried to select the cases from different ranks 
of the workforce, from higher levels to the lower levels to be able to study the different 
accident level cases that serve the purpose as well as adding versatility and diversity to this 
work. 

3.2.1.2. The response  

From the original cases that we collected on 95 people, we included only 76 cases and 
excluded 19 cases, which were incomplete. This has produced a very high response rate that 
reached 82.1%, which is relatively high, especially as the questionnaire is lengthy and a little 
bit complicated. More cases could have been obtained. However, since the aim of this study 
was to develop a model for accidents, the number of cases is not set a priority. Rather, the 
cases are accumulated and the algorithms are stopped when a cluster validity criterion is 
satisfied thereby yielding the optimum number of clusters. 

3.2.1.3. Limitations 

Limitations in this study should be noted. One of the limitations is that we did not include 
any specific information related to the accident consequences. Another limitation is that this 
study was made only on males and no female cases were studied, which makes it specific 
only to one sex.  
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3.2.1.4. The feature matrix 

The feature matrix (FM) is the most important part of our work in this section , since by 
using this matrix we have been able to convert the linguistic variables into numerical 
variables. Thus, we can deal easily with practical cases and reduce the required operations 
of processing the output. 

The columns of the FM matrix represent the feature variables which we obtained from the 
questionnaire. The rows of the matrix represent the different cases of laborers that we 
selected for interviews. Thus, for each case in the matrix we mapped the linguistic meanings 
into numbers according to weights we have proposed. For example, in case labelled (S1), the 
feature weight 1 (FW1) represents the rate of accidents per year of experience, which is the 
actual representation of the accident rates. FW2 represents the ratio between weight and 
height (specific weight). FW3 represents optical status and FW4 represents hearing ability. 
These feature weights are scaled on a scale of five from 1 to 5, to represent the linguistic 
variables. Therefore, 1 means `very bad`, 2 means `bad`, 3 means `medium`, 4 means `good` 
and 5 means `very good`. All the other variables are dealt in the same way until the matrix 
was generated. A sample of the feature matrix is shown in Table3.  
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S1 1/12 71/160 6/18 5 5 4 5 2 
S2 5/12 77/ 170 6/60 5 4 3 5 3 
S3 1/21 90/175 6/6 4 5 5 5 5 
S4 0/8 54/165 6/60 4 5 2 5 20 
S5 6/3.5 68/187 6/36 3 4 3 5 0 
S6 10/11 85/177 6/6 4 4 3 5 10 
S7 2/19 76/173 6/60 4 5 5 5 14 
S8 18/25 72/170 6/18 3 4 4 4 4 
S9 45/14 80/176 6/6 4 4 3 4 8 
S10 3/20 81/174 6/6 4 4 5 4 1 

Table 3. Sample of feature matrix illustrates the weight of some features for the first 10 cases 

3.2.2. Modelling 

In this stage, FCM techniques will be implemented on the feature matrix after normalizing 
the data, based on column maximum values for ease and as being more indicative, then 
deciding the optimum number of clusters, by applying cluster validity techniques. The 
centroides for these optimum clusters are considered perfect models represent the feature 
matrix. 
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In order to obtain the models, the following steps have been implemented: 

 Each column in the feature matrix is normalized by dividing all the numbers in this 
column by the maximum number of the absolute values of all the numbers in the said 
column. 

 Cluster validity study is implemented to determine the optimum number of clusters for 
the normalized data. 

 FCM technique is implemented to determine the centroids matrix of the selected 
number of clusters. 

MATLAB fuzzy toolbox has been used to implement the above three steps [46].  

3.2.2.1. Clustering results and discussions 

The results can be summarized as follows: 

a. The optimum number of cluster (twelve) is determined by implementing cluster 
validity technique. The result is illustrated in Figure 33 which gives the relation 
between the number of clusters and the corresponding error where:  

 
Figure 33. Relation between number of clusters and the corresponding error 

b. Table 9 (Appendix) illustrates the centroide matrix for the optimum number of clusters 
(twelve), where FW(j) stands for feature weight described in Table 10 (Appendix). 

 

3.2.2.2. Scaling of data 

In order to reduce the error in the estimation of the membership functions ranges (e.g. the 
estimated range of FW5 was from 1 to 5, while from centroide matrix the range for the same 
feature is found to be from 3.750 to 4.9953) each feature vector element is scaled according to 
the following formula: 

  scaled i min max minX  X X / X  X    (43) 

Where:  

Xi = Vector element 
Xmin = Min. Vector element 
Xmax = Max. Vector element 
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3.2.2.3. Model development 

By comparing each row of the centroids matrix with the contents of the questionnaire after 
scaling, one can infer the structure of the respective model, for example maximum and 
minimum rate of accident as illustrated in Table 11 (Appendix). From structure, following 
features can be extracted:  

a. Labours in this construction company can be classified into 12 models. 
b. The expected range of accident rate in company varies from 0.1581 to 2.8894 accidents 

per year. 
c. By comparing the above two extreme models, one can easily discover that receiving 

salary on time has no effective impact on accident rate. 
d. The highest rate of accidents occurs to non-local workers (Live without their family 

most of the time).  
e. The twelve models obtained above shall be utilized later as fuzzy rules representing the 

this local construction company to predict the rate of accident for any person working 
on construction field. 

3.2.3. Accident rate prediction 

Now, fuzzy logic techniques will be implemented using the models obtained in Section 
2.2.2, as perfect fuzzy rules, to predict the accident rate for any laborer who works in the 
construction field. The following flow chart (Figure 34) describes the fuzzy accident 
prediction system: 

The models obtained from the fuzzy c -means the clustering process has been considered as 
very good and suitable fuzzy rules that govern the relation between the laborers in 
construction field and the expected annual rate of accident.  

The beauty of using this type of clustering is not only to achieve the required models, but 
also these models are fuzzy, and can be geared in the fuzzy engine. 

In order to fuzzify the model variables, a suitable number of Gauss functions (linguistic 
variable) is selected for each linguistic value so that any rule must fire all the linguistic 
values and the rules are given as follows [36]: 
 

       1 2 22 23
a b v wIF FW1 is mf  and FW2 is mf  and . . . FW22 is mf  THEN FW23 is mf  (44) 

 

Where,  

FW(1to22) : input linguistic variable 
FW23 : output linguistic variable 
mf a,b ..w : semantic rule 
a,b ..w: integer number from 1 to 5  
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Figure 34. Fuzzy Accident Prediction Flowchart 

Mamdani inference engine with centroid defuzzification and proportional aggregation is 
used in the construction of the fuzzy system. MATLAB Fuzzy Toolbox has been used to 
implement the required fuzzy prediction system. Eight cases have been tested and the 
results are given in hereinafter. 

3.2.3.1. Relevant results 

a. Eight additional random cases have been chosen from a local construction company. 
Features, actual accident rate and output of fuzzy prediction system for each test case 
are given in Table 12 (Appendix). The standard deviation between the actual accident 
rate and the predicted accident rate for each test case is calculated then the average 
standard deviation is obtained in order to determine the validity of the model. The 
results are shown as follows in Table 4: 

 

Case Number Standard Deviation
Case#1 0.3536 
Case#2 0.2828 
Case#3 0.4243 
Case#4 0.7071 
Case#5 01414 
Case#6 0.1414 
Case#7 0.2121 
Case#8 0.0318 

Average 0.2868 

Table 4. Standard deviation results for the test cases 

b. In (Appendix), Figure 37 shows the output of the prediction system for a case that 
fires all the linguistic values at the middle. It is observed from this result that the 
laborers with `average` personal information, `average` work condition, `average` 
managerial condition and `average` external effects are exposed to `average` annual 
accident rate. 
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c. Figure 38(Appendix) correlates the laborers general health and specific weight with 
their annual accident rate considering all other factors are `average`. It is clear that the 
annual accident rate increases with the significant increase of the specific weight and 
significant poorness of the general health.  

d. In Figure 39 (Appendix), the laborers educational level and safety adherence are plotted 
against their annual accident rate considering all other factors are `average`. It is noticed 
from this illustration that the laborers with the two educational level extremes are 
exposed to accidents more than the `average` educational level laborers. 

e. Figure 40 (Appendix) correlates the laborers optical status and hearing ability with their 
annual accident rate considering all other factors to be `average`. It is clear that the 
annual accident rate increases with the significant poorness of the optical status and 
hearing ability. 

f. From the last plot (Figure 41 - Appendix), it is clear that if the company is not keen on 
the level of safety, the annual accident rate will be increased, considering all other 
factors are `average`. In addition, it is noticeable from the figure that the tasks that are 
considered to be dangerous and need safety-gear are a source of accidents.  

3.2.4. Discussion 

The main objective of in this example to generate a human model which reflects the 
interaction between human factors in addition to other factors such as managerial factors, 
accident information, and work information, using fuzzy clustering techniques. Secondly, to 
predict annual rate of accident for any sample of workers by applying fuzzy logic 
techniques. Some of the important results obtained can be summarized as follows:  

a. Fuzzy clustering techniques can be used to build a model that characterizes the 
different features of workers in local construction field against their rate of accidents. 

b. The model obtained from clustering is considered as rules to be used in a fuzzy logic 
engine to predict the rate of accidents for any worker in the construction field. 

c. For any specific case, 231 correlations (between any two features and the rate of 
accidents) can be done via the fuzzy engine. 

d. Optimum training to improve the safety attitude for certain laborer with minimum cost 
can be estimated by analyzing the correlation between the level of training and rate of 
accident of this particular labourer. 

e. By analyzing the correlation between level of safety importance and rate of accidents 
for the workers in a particular company, the limits of the effective safety improvement 
can be predicted in order to evaluate the investment in this direction. 

f. A similar technique can be applied to a particular company to predict the rate of 
accident in order to estimate the insurance rate for the people who work in this 
particular company. 

g. Using the accident rate fuzzy prediction techniques companies can select the most 
suitable workers for any particular task 
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3.3. Fault location in distribution networks using fuzzy c-mean clustering 
techniques 

In last section of this chapter we shall studies an existing 13.8 kilovolt distribution network 
which, serves an oil production field spread over an area of approximately sixty kilometers 
square, in order to locate any fault that may occur anywhere in the network using fuzzy c-
mean classification techniques. 

In addition, we shall introduce several methods for normalizing data and selecting the 
optimum number of clusters in order to classify data. Results and conclusion shall be also 
given to show the feasibility for the using the fuzzy logic to locate the fault location.  

3.3.1. Network description 

A joint venture oil company possesses two production areas, Area1 and Area2. For each 
area a power distribution system is provided. The power supply required for the two fields 
is provided from 130 MVA capacity power generation plant located in Area1. Twenty MW 
is transmitted to Area2 via 35KM long over head transmission line (OHTL) on wooden 
poles. Area2 power system also contains two 3.16 MVA stand by generators. 

Area2 distribution system consists of three radial overhead transmission lines, 8-10 KM long 
each, serve submersible oil pumps and other loads scattered in the field (60-kilometer 
square). These overhead transmission lines have neither differential relays nor 
sectionalizing fuses. Programmable logic Controller (PLC) is connected to the incomers, 
outgoings and generators auxiliaries at Area2 power station. This PLC records the running 
and tripping information for all bus-bar compartments. 

Due to the aging of the system, remote area problems and harsh desert weather, repeated 
faults are experienced in the grid. Because of unavailability of differential relays and/or 
sectionalizing fuses, it is very difficult and long time is consumed to locate any fault in this 
network. The problem is reflecting passively on the oil productivity of this important area. 

3.3.2. Feature Matrix 

In order to measure the features of the faults at 176 nodes of the network; load flow study is 
implemented to determine the respective power loss for each short circuit case and also 
short circuit study is carried out to determine the feature vector for each short circuit case.  

The results, obtained from the load flow study and the short circuit study, shall be used to 
form the network feature matrix, which will be clustered and analyzed hereinafter. The 
parameters that selected to build the feature matrix are shown in Table 5.  

Fuzzy clustering technique shall be used to classify the possible fault locations, which can be 
near to any node in the network or near to a chosen set of nodes based on the operator 
experience, into groups. The optimum number of groups (clusters) is computed using 
validity clustering technique. The remaining 13 cases are used as test cases. Euclidean 
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distance technique is implemented to find out the group of nodes, which the fault may be 
found near to, for each test case.  
 

Feeder 1 Feeder 2 Feeder 3 

Set of nods fed from Feeder 1 Set of nods fed from 
Feeder 2 

Set of nods fed from 
Feeder 3 

Circuit breaker 1 status Circuit breaker 2 status Circuit breaker 3 status 
Feeder 1 Short circuit Current 

red from substation 
Feeder 2 Short circuit 

Current red from 
substation 

Feeder 2 Short circuit 
Current red from 

substation 
Phase Angel A1 Phase Angel A2 Phase Angel A3 
Phase Angel B1 Phase Angel B2 Phase Angel B3 
Phase Angel C1 Phase Angel C2 Phase Angel C3 

Power dip in Feeder 1 Power dip in Feeder 2 Power dip in Feeder 3 
VAR dip in Feeder 1 VAR dip in Feeder 2 VAR dip in Feeder 3 

Table 5. Summary of the parameters that are selected to build the feature matrix. 

Assumptions: The following assumptions are considered: 

a. The temperature of the network conductors is assumed constant at seventy degree 
Celsius. 

b. Only symmetrical short circuit is conceded. The same procedures can be implemented 
for any other type of faults. 

Assumption (a) is valid since the transmission lines are short [47]. For assumption (b), the 
same work can be repeated for all other types of failures. 

3.3.3. Fault location using column maximum normalization 

Now, FCM technique can be implemented after normalizing the data based on column 
maximum values and deciding the optimum number of clusters. The results shall be 
analyzed in order to locate any failures may occur in the network. 

3.3.3.1. Calculation procedures 

To detect the fault using FCM technique with column maximum normalization the 
following steps have been implemented: 

a. Each column in the Feature Matrix is normalized by dividing all the numbers in this 
column by the maximum number of the absolute values of all the numbers in the said 
column. 

b. Cluster validity study is implemented to determine the optimum number of clusters for 
the normalized data. 

c. FCM technique is implemented to determine the fuzzy partition matrix of the selected 
number of clusters. 
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d. The norms between each test data and the full data in the chosen cluster is examined, 
accordingly the corresponding cluster for each test data is decided based on the 
minimum norm obtained from the said examination. 

e. Alpha-cut defuzzification is used with alpha equal to 90% of the average of norms 
between the cluster center and its data. 

f. The nearest node to the fault is checked in order to determine whether it is included in 
the possible locations or not. 

3.3.3.2. Results and discussion 

Matlab program is written to implement the above six steps and the results are analyzed 
and summarized as follows: 

a. The optimum number of cluster (twenty five) is determined by implementing cluster 
validity technique discussed in 2.1. The result is illustrated in Fig 35 which give the 
relation between the number of clusters and the corresponding error where: 

 
Figure 35. The relation between number of clusters and the corresponding error 

b. Table 6 shows the effort saved to locate 13 fault cases. From this table, it can be noticed 
that:  
 Effort Saving = 1-Ratio between the number of possible locations to the total 

number of nodes*100%. (45) 

Also, we can define the following terms:  

 Percentage of successful trials (Ratio of the cases of including the nearest node in 
the possible locations to the total number of testing cases*100%) = 92%. (46) 

 Average effort saving (Summation of the Effort Saving percentages divided by the 
total number of the cases) =75% (47) 

It is important to notice that fuzzy cluster technique failed to locate the fault of test data 
number 4 due to the lack of information near to this location. However, it is expected that 
for more available information the performance of this technique will be improved.  
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TESTING 
CASE NO. 

NUMBER OF POSSIBLE 
LOCATIONS 

NEAREST NODE EXISTS IN 
THE POSSIBLE LOCATIONS

EFFORT 
SAVING 

1 38 Yes 77% 
2 38 Yes 77% 
3 23 Yes 86% 
4 2 No 0% 
5 35 Yes 79% 
6 56 Yes 66% 
7 23 Yes 86% 
8 49 Yes 70% 
9 23 Yes 86% 
10 17 Yes 90% 
11 20 Yes 88% 
12 20 Yes 88% 
13 17 Yes 90% 

Table 6. Effort Saving 

3.3.4. Fault location using simple maximum normalization 

Here, FCM technique is implemented after normalizing the data based on the maximum 
value of the data and deciding the optimum number of clusters. Then, the results are 
analyzed in order to locate any failures may occur in the network. 

3.3.4.1. Calculation procedures 

To detect the fault using FCM technique with simple maximum normalization, the 
following steps have been implemented: 

a. All the numbers in the feature matrix are normalized by dividing all of them by the 
maximum number of the absolute values of all the numbers in the matrix. 

b. The data are preliminary classified into clusters based on the understanding of the 
network operation. 

c. Cluster validity study is implemented to determine the optimum number of clusters for 
the selected cluster. 

d. FCM technique is implemented to determine the fuzzy partition matrix for the selected 
number of clusters. 

e. The norms between each test data and the full data in the chosen cluster is examined, 
accordingly the corresponding cluster for each test data is decided based on the 
minimum norm obtained from the said examination. 

f. Alpha-cut defuzzification is used with alpha equal to the average of norms between the 
cluster center and its data.  

g. The nearest node to the fault is checked in order to determine whether it is included in 
the possible locations or not. 

3.3.4.2. Results 

Matlab program is written to implement the above six steps and the results are analyzed 
and summarized as follows: 
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a. The optimum number of cluster is determined by implementing cluster validity 
technique and the results are given in Table 7. It is clear from the Table that the 
optimum number of clusters varies from case to another, which indicates that for any 
considerable additional of information, cluster validity study should be implemented 
again to find the new optimum number of clusters.  

 

CASE 
NUMBER 

CASE DISCRIPTION OPTIMUM NUMBER 
OF CLUSTERS 

1 POWER DIP IN FEEDER #1 AND C.B.1 TRIPS 13 
2 POWER DIP IN FEEDER #2 AND C.B.2 TRIPS 15 
3 POWER DIP IN FEEDER #3 AND C.B.3 TRIPS 7 
4 POWER DIP IN FEEDER #1 AND C.B.1 DOES NOT TRIP 10 
5 POWER DIP IN FEEDER #2 AND C.B.2 DOES NOT TRIP 11 
6 POWER DIP IN FEEDER #2 AND C.B.2 DOES NOT TRIP 5 

Table 7. Shows the optimum number of clusters for each case identified by the operator 

b.  Figure 36 illustrates the relation between the number of clusters and the corresponding 
error in case 1, where error is calculated as given in (45). 

 

 
 

 
 
 
 
 

Figure 36. Shows the relation between number of clusters and the corresponding error for case 1 

c. Table 8 shows the effort saved to locate 13 fault cases. From the this table , it can be 
noticed that: 
 Effort Saving can be calculated as given in (45) 
 Percentage of successful trails = 100%. See (46) 
 Average effort saving = 87% See (47) 
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TESTING 
CASE NO 

NUMBER OF POSSIBLE 
LOCATIONS 

NEAREST NODE EXISTS IN 
THE POSSIBLE LOCATIONS 

EFFORT 
SAVING 

1 21 Yes 87% 
2 16 Yes 90% 
3 23 Yes 86% 
4 21 Yes 87% 
5 34 Yes 79% 
6 14 Yes 91% 
7 33 Yes 80% 
8 30 Yes 82% 
9 33 Yes 80% 

10 5 Yes 97% 
11 10 Yes 94% 
12 10 Yes 94% 
13 9 Yes 94% 

 

Table 8. Effort saved 

3.3.5. Discussion 

The main objective of was to apply fuzzy c-mean clustering technique to locate any 3-phase 
fault that may occur at any point on actual power distribution network. Two different 
normalizing methods have been used to process the feature matrix data. The result obtained 
can be summarized as follows: 

a. Fuzzy clustering technique can be used to investigate the location of faults in networks. 
b. Any actual fault can be utilized and be fed back to the database of the clustering system 

to improve its performance and efficiency. 
c. Understanding the network configuration and operation can be utilized to improve the 

clustering which gives better results. 
d. Data matrix comprising the feature vectors should reflect good and adequate 

description of the network.  
e. For any major network's upgrading or change the clustering should be implemented 

again by using the new data obtained from complete study of the modified network. 

4. Summary of the chapter and conclusion 

In this chapter we presented five new problems from different application; control, accident 
analysis, process and electrical network. By using fuzzy logic technique, we succeeded to 
resolve these problems efficiently. We also introduced different type of normalization of the 
data. Generating fuzzy rules by either linearization of the curves or by clustering the data 
were presented as well. Then a method of coloration and prediction of information using the 
generated fuzzy rules were provided.  
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Appendix 

 
 
 
 
 

FW1 FW2 FW3 FW4 FW5 FW6 FW7 FW8 FW9 FW10 FW11 FW12 
FW13 FW14 FW15 FW16 FW17 FW18 FW19 FW20 FW21 FW22 FW23  
0.4899 0.4824 0.5548 4.3318 4.3324 3.9963 4.3311 15.6376 46.6328 53.3672 3.3330 3.6684 
3.6677 8.3954 19.9348 71.6699 2.6679 2.6683 3.0055 4.0012 3.3330 5.0219 3.0031  
0.3425 0.4881 0.3333 4.9983 4.3328 4.3310 4.6673 0.0000 94.9920 5.0080 3.9983 3.9999 
3.3345 23.3133 6.7051 69.9817 2.9999 3.3311 3.3364 4.0020 3.0000 12.0000 3.6656  
0.1581 0.5055 0.7761 4.5545 4.6684 3.9956 4.7782 4.2714 96.6805 3.3195 3.5547 3.7724 
3.1099 7.8244 45.6152 46.5605 2.8862 2.3357 3.4470 3.9988 3.6650 11.3039 4.1094  
2.8894 0.4899 0.5016 4.9953 4.9953 2.5048 3.0046 7.4857 2.5093 97.4907 3.9965 4.4954 
2.9979 5.0231 14.9297 80.0472 4.4941 2.5000 2.0000 1.5024 3.0034 6.5188 3.0001  
0.3674 0.4435 0.7917 4.7499 4.4997 3.9994 4.2500 8.7491 47.4970 52.5030 3.7497 3.7497 
2.7503 21.2531 28.7504 49.9965 3.2497 3.0000 2.7496 3.9992 3.7492 3.3779 3.5003  
0.6164 0.4388 0.8158 4.3160 4.3687 2.7888 3.3152 8.4245 5.0013 94.9987 3.8953 3.8950 
3.2638 2.3621 0.0000 97.6379 2.9997 2.7371 2.2635 2.8957 3.4735 4.2838 3.2107  
1.2917 0.4321 0.5000 4.0000 3.7500 3.0000 3.7500 7.5000 27.5000 72.5000 4.0000 3.2500 
3.0000 71.2500 10.0000 18.7500 3.2500 2.5000 2.5000 2.5000 3.7500 3.6250 3.0000  
0.3401 0.4600 0.4002 4.3754 4.3744 4.1238 4.8749 3.2411 71.2455 28.7545 3.4994 3.6244 
3.2492 6.2440 61.2585 32.4975 2.4996 3.7507 3.0011 3.9998 3.1258 9.3725 4.6244  
0.8238 0.4696 0.2803 4.3322 4.3322 2.3357 4.0000 10.6568 6.7131 93.2869 3.6678 3.6678 
2.6680 41.5930 11.7266 46.6804 2.6645 2.6676 2.0000 2.6649 3.6645 4.5258 3.6678  
0.5278 0.4539 0.5997 4.3992 4.2006 3.0011 4.6002 2.8065 62.0051 37.9949 3.0005 3.0005 
3.2006 32.9938 43.0014 24.0048 3.4002 3.5998 2.5999 2.6004 2.4002 10.4017 3.8004  
0.2282 0.4517 0.3471 4.7537 4.8743 3.6330 4.8743 3.0413 97.4866 2.5134 3.3767 2.3770 
2.3720 4.2728 83.2449 12.4822 2.8797 3.3770 4.1206 3.6233 2.4976 9.4162 4.5074  
1.1461 0.4654 0.8339 4.0001 4.2512 3.2512 3.2468 7.4926 27.4917 72.5083 3.8764 3.7486 
3.3742 18.1000 13.1229 68.7771 2.8766 2.6225 3.5013 3.7523 3.5017 5.2219 3.2467  

 

 
Table 9. Illustrates the centroide matrix for the optimum number of clusters (twelve), 
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Feature Weight Description Feature Weight Description 

FW1 Accidents/ experience FW13 Need for Safety Gear 
FW2 Weight/Height FW14 Indoor Work 
FW3 Optical status FW15 Office Work 
FW4 Hearing Ability FW16 Outdoor Work 
FW5 General Health FW17 Level of Boredom 
FW6 Adherence to Safety FW18 Salary on time 
FW7 Education FW19 Level of Training 
FW8 Overtime work FW20 Level of Safety 
FW9 Mental work FW21 Noise level 
FW10 Manual work FW22 live with family 
FW11 Work type FW23 Communication language 
FW12 Hazard level   

Table 10. DESCRIPTION of feature weights, 
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Table 11. Features of the model of Maximum and Minimum accident rate 
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Feature Case#1 Case#2 Case#3 Case#4 Case#5 Case#6 Case#7 Case#8 
Accidents/ 

Year experience 2.6 3.2 2.5 2.3 3.1 0 1.1 0.125 

Accident rate 
predicted 2.1 2.8 1.9 1.3 2.9 0.2 1.4 .17 

Weight/Height 0.465 .454 .42 .466 .429 .49 .51 .415 
Optical status 6/36 6/6 6/6 6/6 6/12 6/60 6/6 6/6 

Hearing Ability Medium Good V.Good Good Medium V.Good V.Good V.Good 
General Health Good Good Good Good Good V.Good Good V.Good 
Adherence to 

Safety Fair Fair Fair V. High Low V. High Fair V. High 

Education 16 9 12 8 5 17 10 19 
Overtime work 0 8 2 1 8 0 3 0 

Mental work 60 20 50 70 10 100 50 90 
Manual work 40 80 50 30 90 0 50 10 

Work type Fait Tough Fair Fair Fair V. Easy Fair V. Easy 
Hazard level V. High High Medium V. High High V. Low Medium Low 

Need for Safety 
Gear Sometime Sometime Sometime Always Sometime Rare Rare No need 

Indoor Work 0 20 30 5 0 0 80 0 
Office Work 80 30 40 45 0 100 20 100 

Outdoor Work 30 50 30 50 100 0 0 0 
Level of 

Boredom Medium High Medium Medium High Low High Medium 

Salary on time Strongly 
Agree Agree Agree Strongly 

Agree Disagree Strongly 
Agree Agree Strongly 

Agree 
Level of Training 

importance Medium Low Low Low Low V. High High High 

Level of Safety 
Importance High Medium Medium High Medium High High V. High 

Noise level High High Medium V. High Medium Low Medium Low 
Live with family 12 12 6 12 0 9 12 12 

Communication 
language Good V.Good Medium Good Medium V. Good Good V.Good 

 

 
 
 
 
 
Table 12. Result of eight test cases 
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Figure 37. The output of the prediction system for `average` inputs. 
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Figure 38. Correlation between weight/height, general health and rate of accident 

 

 
Figure 39. Correlation between education level, safety adherence and rate of accident 

 

 
Figure 40. Correlation between optical status, hearing ability and rate of accidents. 

 

 
Figure 41. Correlation between level of safety, need of safety-gear and rate of accident. 
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1. Introduction 

This chapter describes widespread methods of model-based fuzzy control systems. The 
subject of this chapter is a systematic framework for the stability and design of nonlinear 
fuzzy control systems. We are trying to build a bridge between conventional fuzzy control 
and classic control theory. By building this bridge, the strong well developed tools of classic 
control could be used in model-based fuzzy control systems 

Model-based fuzzy control, with the possibility of guaranteeing the closed loop stability, is 
an attractive method for control of nonlinear systems. In recent years, many studies have 
been devoted to the stability analysis of continuous time or discrete time model based fuzzy 
control systems (Takagi & Sugeno, 1985; Rhee & Won, 2006; Chen et al., 1993; Wang et al., 
1996; Zhao et al., 1996; Tanaka & Wang, 2001; Tanaka et al., 2001). Among such methods, the 
method of Takagi-Sugeno (Takagi & Sugeno, 1985) has found many applications for 
modelling complex nonlinear systems (Tanaka & Sano, 1994;Tanaka & Kosaki, 1997;Li et al., 
1998). The concept of sector nonlinearity (Kawamoto et al., 1992) provided means for exact 
approximation of nonlinear systems by fuzzy blending of a few locally linearized 
subsystems. One important advantage of using such a method for control design is that the 
closed-loop stability analysis, using the Lyapunov method, becomes easier to apply. Various 
stability conditions have been proposed for such systems (Tanaka &Wang, 2001), (Ting, 
2006), where the existence of a common solution to a set of Lyapunov equations is shown to 
be sufficient for guaranteeing the closed-loop stability. Some relaxed conditions are also 
proposed in (Kim & Lee, 2000; Ding et al, 2006; Fang et al., 2006, Tanaka & Ikeda, 1998). 
Parallel Distributed Compensator (PDC) is a generalization of the state feedback controller to 
the case of nonlinear systems, using the Takagi-Sugeno fuzzy model (Wang et al., 1996). This 
method is based on partitioning nonlinear system dynamics into a number of linear 
subsystems, for which state feedback gains are designed and blended in a fuzzy sense. Takagi-
Sugeno model and parallel distributed compensation have been used in many applications 
successfully (Sugeno & Kang, 1986, Lee et al., 2006, Hong & Langari, 2000, Bonissone et al., 
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1995). The Linear Matrix Inequality (LMI) technique offers a numerically tractable way to 
design a PDC controller with objectives such as stability (Wang et al.,1996; Ding et al, 2006; 
Fang et al., 2006; Tanaka & Sugeno 1992), H∞ control (Lee et al., 2001), H2 control (Lin & Lo, 
2003), pole-placement (Jon et al, 1997; Kang & Lee, 1998), and others  ( Tanaka & Wang, 
2001).  

2. Takagi-Sugeno fuzzy model 

The main idea of the Takagi-Sugeno fuzzy modeling method is to partition the nonlinear 
system dynamics into several locally linearized subsystems, so that the overall nonlinear 
behavior of the system can be captured by fuzzy blending of such subsystems. The fuzzy 
rule associated with the i-th linear subsystem for the continuous fuzzy system and the 
discrete fuzzy system, can then be defined as 

Continuous fuzzy system 

 
   

     
   

1 i1 l ilRule i : IF Z t   is M . . . and Z t  is M

THEN  i=1,2,...,ri i

i

x t A x t B u t
y t C x t

  




  (1) 

Discrete Fuzzy System 

 
   

     
   

1 i1 l ilRule i : IF Z t   is M . . . and Z t  is M  

1
THEN  i=1,2,...,ri i

i

x t A x t B u t
y t C x t

   




 (2) 

where,  x t nR  is the state vector,  u t mR is the input vector, iA n nR   ,  iB n mR  , 

iC q nR  ;       1 2, ,..., pz t z t z t are nonlinear functions of the state variables obtained from 
the original nonlinear equation, and  ij iM z  are the degree of membership of  iz t  in a 
fuzzy set ijM . Whenever there is no ambiguity, the time argument in z(t) is dropped. The 
overall output, using the fuzzy blend of the linear subsystems, will then be as follows:  

Continuous fuzzy system 
 

 

      

 
      

 
   

 
   

1
1

1
1

1

1
1

1
1

1
1

R

i i r
I

i ir
i

i
i

r

i r
i

ir
i

i

w z A x t B u t
X h z A x t B u t

w z

w z C x t
y t h z C x t

w z














  

 













 (3) 
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Discrete Fuzzy System 
 

 

       

  

       

 
    

  

    

1

1

1

1

1

1

( 1)

r

i i i
i

r

i
i

r

i i i
i

r

i i
i

r

i
i

r

i i
i

z t A x t B u t
x t

z t

h z t A x t B u t

z t C x t
y t

z t

h z t C x t






















 

 

















 (4) 

Where 

 

   

   
 

1
1

1
1

11

i

ij j
j

r
i

w z M z

w z
h z

w z













 (5) 

It is also true, for all t, that 

 
 

11

1

0,
0, 1,2,......,

r
i w z

w z i r


 


 

  

2.1. Building a fuzzy model 

There are generally three approaches to build the fuzzy model: "sector nonlinearity," "local 
approximation," or a combination of the two. 

2.1.1. Sector nonlinearity  

Figure 1 illustrates the concept of global and local sector nonlinearity. Suppose the original 
nonlinear system satisfies the sector non-linearity condition (Kawamoto et al., 1992, as cited 
in Tanaka & Wang, 2001), i.e., the values of nonlinear terms in the state-space equation 
remain within a sector of hyper-planes passing through the origin. This model guarantees 
the stability of the original nonlinear system under the control law. A function Φ: R→R is 
said to be sector [a,c]  if for all xϵR, y= Φ(x) lies between 1b x  and 2b x .  
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Figure 1. a) Global sector nonlinearity, b) Local sector nonlinearity 

Example 1 

The well-known nonlinear control benchmark, the ball-and-beam system is commonly used 
as an illustrative application of various control methods (Wang & Mendel, 1992) depicted in 
figure 2. Let x1(t) and x2(t) denote the position and the velocity of the ball and let x3(t) and 
x4(t) denote the angular position and the angular velocity of the beam Then, the system 
dynamics can be described by the following state-space equation 

 
Figure 2.  The ball and beam system 

 

2
2

1 4 3

4

( ) ( ( )) ( ( )) ( )
Where

( ) 0
0( ( ) ( ) sin( ( )))( ) and ( )
0( )
10

x t f x t g x t u t

x t

B x t x t G x tf x g x
x t

 

   
   

       
   
     


 (6) 

Where 1 2 3 4( ) ( ) ( ) ( ) ( ) Tx t x t x t x t x t    and u(t) is torque.  

 3sin x  and 2
1 4x x  are nonlinear terms in the state-space equation. We define  1 3sinz x  

and 2
2 1 4z x x . Assume 3 2 2x      and 1 4x x d d    as the region within which the 

system will operate. Figure 3 shows that  1 3( ) sin ( )z t x t and its local sector operating 
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region.The sector [b1, b2] consists of two lines blxl and b2xl, where the slopes are bl = 1 and b2= 
2
 . It follows that 

 
2

4 1 4 4

2 sin( ) ,

.

x x x

dx x x dx


 

  

 (7) 

2


2




 

Figure 3.  3sin ( )x t  and its local sector 

We present  3sin ( )x t is represented as follows: 

        
2

1 3 1 3
1

sin i i
i

z x t M z t b x t


 
    

 
  (8) 

From the property of membership functions      1 1 2 1 1M z t M z t    , we can obtain the 
membership functions 

 

 
 

 

   

1 1
111 1 1

1
1 1

11
2 1 1

2( ) sin( ( ))
( ) 0

( ) 21 ( ( ))

1, .

( ( )) ( )
( ) 0

2( ) 1 ( ( ))

0, .

z t S z t
z t

M z t sin z t

otherwise

sin z t z t
z t

M z t sin z t

otherwise













    


 

 



 (9) 

Similarly we obtain membership functions associated with 2 1 4( ) ( ) ( )z t x t x t  . Assume 

2 1max( ( ))z t d    and 2 2min( ( ))z t d     we have: 
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   
2

2 1 4 2
1

( ) ( ) ( ) i i i
i

z t x t x t N z t b 


 
    

 
  (10) 

 
  

  

2 2
1 2

1 2

1 2
2 2

1 2

( )
,

( )
,

z t
N z t

z t
N z t


 

 










 (11) 

The exact TS-fuzzy model-based dynamic system of the ball and beam system can be 
obtained as following: 

 

1 1
2 2

i2 2
1 2

1 13 3

4 4

0 1 0 0( ) ( ) 0
0 0 b( ) ( ) 0

( ( )) ( ( )) ( )
( ) ( ) 00 0 0 1
( ) ( ) 10 0 0 0

j
i j

i j

x t x t
G Dx t x t

M z t N z t u t
x t x t
x t x t



 

       
                       
                     








 (12) 

The fuzzy model has the following 4 rules: 

 

   

   

   

   

1 1 2 1

1 1

1 1 2 2

2 2

1 2 2 1

3 3

1 2 2 2

4

Rule 1 :  if is and is
Then ( ) ( ) ( ),

Rule 2: if is and is
Then ( ) ( ) ( ),

Rule 3: if is and is
Then ( ) ( ) ( ),

Rule 4: if is and is
Then ( ) (

z t M z t N
x t A x t B u t

z t M z t N
x t A x t B u t

z t M z t N
x t A x t B u t

z t M z t N
x t A x

 

 

 









 4) ( )t B u t

 (13) 

Where  

 

l 1 l 2
1 1

2 1 2 2
1 1

1 2 3 4 1 3

0 1 0 0 0 1 0 0
0 0 b 0 0 b

, ,
0 0 0 1 0 0 0 1
0 0 0 0 0 0 0 0
0 1 0 0 0 1 0 0
0 0 b 0 0 b

,
0 0 0 1 0 0 0 1
0 0 0 0 0 0 0 0

0
0

, sin and
0
1

G D G D
A A

G D G D
A A

B B B B B z x z

 

 

   
           
   
      
   
           
   
      

 
 
       
 
  

2 1 4x x
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2.1.2. Local approximation  

The original system can be partitioned into subsystems by approximation of nonlinear terms 
about equilibrium points. This approach can have fewer rules and of course less complexity 
but it cannot guarantee the stability of the original system under the controller. Usually in 
this approach, construction of a fuzzy membership function requires knowledge of the 
behavior of the original system and of course different types of membership functions can 
be selected. 

3. Parallel distributed compensation 

Parallel distributed compensation (PDC) is a model-based design procedure introduced in 
(Wang et al,. 1995). Using the Takagi-Sugeno fuzzy model, a fuzzy combination of the 
stabilizing state feedback gains, , 1,2,..., ,iF i r associated with every linear subsystem is 
used as the overall state feedback controller. The general structure of the controller is then 
as 

        1 1 2 2If is ,and is ,........ ,and is then , 1,2,...,i i p ip iz t M z t M m z t M u F x t i r    (14) 

The output of the controller is represented by 

 
   

 1

1

1

( ) .

r

i i r
i

i ir
i

i
i

z F x t
u h z F x t











   





 (15) 

The Takagi-Sugeno model and the Parallel Distributed Compensation have the same 
number of fuzzy rules and use the same membership functions.  

4. Stability conditions and control design 

4.1. LMI 

A variety of problems arising in system and control theory can be reduced to a few standard 
convex or quasi-convex optimization problems involving linear matrix inequalities (LMIs). 

Lyapunov published his theory in 1890 and showed that    d x t Ax t
dt

  is stable if and only 

if there exists a positive-definite matrix P such that 0TA P PA  . The Lypanov inequality, 
0P   and 0TA P PA  is a form of an LMI. 

An LMI has the form  

 0
1

( ) 0,
m

i i
i

F x F x F


   (16) 
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Where , 0,...,n n
iF R i m  are the given symmetric matrices and mx R is the variable and 

the inequality symbol shows that ( )F x  is positive definite (Boyd, 1994). 

4.2. Stability conditions 

There are a large number of works on stability conditions and control design of fuzzy 
systems in the literature. A sufficient stability condition for ensuring stability of PDC was 
derived by Tanaka and Sugeno (Tanaka & Sugeno, 1990; 1992 ). 

By substituting the controller output (15) into the TS model for the continuous fuzzy control 
(4), we have: 

           
1 1

r r

i j i i j
i j

x t h z t h z t A B F x t
 

   (17) 

or 

 

         

       

1

1
          2

2

r

i i ii
j

r
ij ji

i j
i i j

x t h z t h z t G x t

G G
h z t h z t x t



 



    
  







 (18) 

where ij i i jG A B F  , Similarly for the discrete fuzzy system we have  

           
1 1

1
r r

i j i i j
i j

x t h z t h z t A B F x t
 

    (19) 

or 
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       
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1

1

          2
2

r

i i ii
j

r
ij ji

i j
i i j

x t h z t h z t G x t

G G
h z t h z t x t



 

 

    
  







 (20) 

Theorem 1: The equilibrium of the continuous fuzzy system (3) with u(t) = 0 is globally 
asymptotically stable if there exists a common positive definite matrix P such that 

 0, 1,2,...,T
i iA P PA i r    (21) 

that is, a common P has to exist for all subsystems. 

Theorem 2: The equilibrium of the discrete fuzzy system (4) with u(t) = 0 is globally 
asymptotically stable i f there exists a common positive definite matrix P such that 

 0, 1,2,...,T
i iA PA P i r    (22) 
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that is, a common P has to exist for all subsystems. 

The stability of the closed loop system can be derived by using theorem 1 and 2. 

Theorem 3: The equilibrium of the continuous fuzzy control system described by (18) is 
globally asymptotically stable if there exists a common positive definite matrix P such that 

 

0,

0,
2 2

T
ii ii

T
ij ji ij ji

G P PG

G G G G
P P

 

    
       
   

 (23) 

 i s.t. h ji j h     (24) 

Theorem 4: The equilibrium of the discrete fuzzy control system described by (20) is globally 
asymptotically stable if there exists a common positive definite matrix P such that 

 

0,

0,
2 2

T
ii ii

T
ij ji ij ji

G PG P

G G G G
P P

 

    
        
   

 (25) 

 i s.t. h ji j h     (26) 

4.3. Stable controller design 

By using the following conditions, the solution of the LMI problem for continuous and 
discrete fuzzy systems gives us the state feedback gains Fi and the matrix P (if the problem is 
solvable). 

Consider a new variable 1X P  then the stable fuzzy controller design problem is: 

Continuous fuzzy system 

Find 0X   and iM  , 1,2,...,i r  

 

0,

          0.

T T T
i i i i i i
T T
i i j j

T T T T
j i i j i j j i

XA A X M B B M

XA A X XA A X

M B B M M B B M

    

   

    

 (27) 

 1
i s.t. h jX P i j h      (28) 

The conditions (27) and (28) gives us a positive definite matrix X and iM (or that there is no 
solution). From the solution X and iM , a common P and the feedback gains can be found 
as: 
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 1 1, i iP X F M X    (29) 

Similarly for a discrete fuzzy system the design problem is 

Find 0X   and iM  , 1,2,...,i r  

 

   
 

 

1

1

0,

1
4

0.

T
i i i i i i

T
i i i j j i

i i j j j i

X A X B M X A X B M

X X A X B M A X B M X

A X B M A X B M X





   

   

    

 (30) 

4.4. Decay rate 

Decay rate is associated with the speed of response. The decay rate fuzzy controller design 
helps to find feedback gains that provide better setteling time (Tanaka et al,. 1996; 1998a; 
1998b). 

Continuous fuzzy system: The condition that      2V x t V x t   (Ichikawa et al, 1993, as 
cited in Tanaka & Wang, 2001) for all  x t  can be written as 

  

2 0

2 0
2 2

T
ii ii

T
ij ji ij ji

G P PG P

G G G G
P P P





  

    
        
   

 (31) 

Where  

 i,  0 and  s.t. hij i i i jG A B F i j h        (32) 

Therefore, by solving the following generalized eigenvalue minimization problem in X, the 
largest lower bound on the decay rate that can be found by using a quadratic Lyapunov 
function: 

maximize   subject to 
 

 

0,

2 0,

          4 0,

T T T
i i i i i i
T T T T
i i j j j j i j

T T
i j j i

X

XA A X M B B M X

XA A X XA A X M B B M

M B B M X







     

     

   

 (33) 

 1. . , where ,     .i j i ii j s t h h X P M F X       (34) 

Similarly for a discrete fuzzy system: 
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The condition that        2 1V x t V x t    (Ichikawa et al, 1993, as cited in Tanaka & 
Wang, 2001) for all  x t  can be written as 

 

2

2

0,

0
2 2

T
ii ii

T
ij ji ij ji

G PG P

G G G G
P P





 

    
        
   

 (35) 

 is.t. h and <1ji j h      (36) 

The  generalized eigenvalue minimization can be found in  (Tanaka & Wang, 2001). 

4.5. Constraint on control  

Theorem 5: Assume that the initial condition x(0) is known. The constraint  
2

u t   is 

satisfied at all times 0t   if the LMIs 
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2

1 0 0
0

0

T

T
i

i

x
x X

X M

M I

 
  
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 

 
  

 (37) 

Hold, where 1X P  and  i iM F X . 

The above LMI design conditions depend on the initial states. Thus, if the initial states  0x  
change, this means that the feedback gains Fi must be again determined. To overcome this 
disadvantage, modified LMI constraints on the control input have been developed, where 
 0x  is unknown but the upper bound   of  x t is known, i.e.,  x t  .  

Theorem 6: Assume that  x t  , where x(0) is unknown but the upper bound   is 

known. Then, 

    1 20 0 1 if ,Tx X x I X    (38) 

Where 1X P  

Proofs of theorem 1 and 2 are given in (Tanaka & Wang, 2001) 

4.6. Performance-oriented parallel distributed compensation 

In the modified PDC proposed in (Seidi & Markazi, 2011), unlike the conventional PDC, 
state feedback gains associated with every linear subsystem, are not assumed fixed. Instead, 
based on some pre-specified performance criteria, several feedback gains are designed and 
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used for every subsystem. The overall gain associated with each of the subsystems, is then 
determined by a fuzzy blending of such gains, so that a better closed-loop performance can 
be achieved. The required membership functions are chosen based on some pre-specified 
performance indices, for example, a faster response or a smaller control input. In general, the 
rest of the method for calculating the overall state feedback gain remains similar to the 
conventional PDC method, as in (14) and (15). Figure 4, depicts the general framework for the 
proposed method, through which and depending on various performance criteria, different 
characteristics for the controller can be specified. For example, two different feedback gains 
could be designed for a typical subsystem; one providing a lower control input with a longer 
settling time response, and the other a faster response but with a larger control input. The idea 
is then to select the overall feedback gain for this subsystem as a weighted sum of such gains, 
where the weights are appropriately adjusted, in a fuzzy sense, during the time evolution of 
the system response, so that as a whole, a faster response with a lower control input can be 
achieved. For this purpose, when the magnitude of the control input becomes large, the 
relative weight of the first feedback gain is increased, so that the magnitude of the control 
input is kept within the permissible limits. On the other hand, when the control input is well 
below the permissible limit, the weight of the second feedback gain is increased, for a faster 
response. The dynamics of the resulting closed-loop control system can be analyzed as follows: 

Consider the following Takagi–Sugeno model of the plant 

       1
1

r

i i
i

x h z A x t B u t


   (39) 

The following structure is proposed for the fuzzy controller rules 

         

    

1 1 2 2 1

1

i th rule :  If is and is M ,......., is , is ,....and is

then ( )

i i p ip i iq

q

i in in
n

Z t M Z t Z t M J t H J t H

u t m J t K x t


    
  


 (40) 

Where 1,2,...,i r , iq  is the number of gain coefficients in the ith subsystem, inm  is the 

relevant membership degree for J(t), inK is the nth state feedback gain associated with the ith 

subsystem, iqH is the n th membership function for J(t), defined in the ith rule. Here  J t   is 

a term depicting a selected performance index, for instance, if one wants to limit the 
magnitude of the control signal ( )u t , then  ( )J t u t . Where the control input generated 

by the PDC controller is in the form of 

 
         

  
1 1

1

r r

i i i i
i n

q

i in in
n

u t h z u t h z K x t

K m J t K

 



     
  



 


 (41) 
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Figure 4. General methodology in the proposed PDC method 

Lemma: The fuzzy control system (39), with the control strategy (41) is globally, 
asymptotically stable, if there exists a common positive definite matrix P such that 

 

0

0
2 2

T
iin iin

T
ijn jin ijn jin

G P PG

G G G G
P P

 

    
    
   
   

 (42) 

where ,     ,i ji j h h     ijn i i jnG A B K  . 

Example 2 

Consider a single link robot with flexible joint as in Figure 5. This benchmark problem is 
introduced in (Spong et al., 1987). 

 
Figure 5. A single link robot with a flexible joint 
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The state space equations for the system of Figure 4 are 

 

 
 

       
      

1 3

2 4

3 2 1 1

4 2 1

1 ( )

1 ( )

x x t

x x t

x k x t x t mgLsin x t
I

x u t k x t x t
J

 




   


   










 (43) 

In order to apply the PDC methodology, the fuzzy Takagi-Sugeno Model is developed first 
(Seidi & Markazi, 2008). The nonlinear expression   1Z sin x t , for  1 [ , ]x t pi pi   , can be 

expressed as  

       
2

1 1
1

sin i i
i

z x t M z b x t


 
    

 
  (44) 

Where, 1 21, 0b b   and, hence, the membership functions for z  are obtained as 

 

   

   

1
1

1

1
2

,   0        

1,    Otherwise

,   0

1,    Otherwise

z z t
M z Sin z

Sin z z z tM z Sin z








 


 

 



 (45) 

The resulting fuzzy model would then have the following fuzzy rules: 

 
         
         

1 1 1

2 2 2

 1 : If is ,then

 1 : If is ,then

Rule z t M z x t A x t B u t

Rule z t M z x t A x t B u t

 

 




 (45) 

Where,  

  1
1

0 0 1 0
0 0 0 1

,0 0

0 0

k mgLb kA
I I
k k
J J

 
 
 
    
 
 

 
 

2
2

0 0 1 0
0 0 0 1

,0 0

0 0

k mgLb kA
I I
k k
J J

 
 
 
    
 
 

 
 

  (46) 

and 

 1 2 0,0,0,1 .TB B B        (47) 
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Assume 100 /k Nm rad , 29.8 /g m s  and other parameters are assumed unity then we 
have  

1

0 0 1 0
0 0 0 1

,
109.8 100 0 0
100 100 0 0

A

 
 
   
 

  

2

0 0 1 0
0 0 0 1

,
0 100 0 0

100 100 0 0

A

 
 
   
 

  

0
0

,
0
1

B

 
 
   
 
  

 

 
   

   

1 1

2 2

Control Rule :
If z is ,then ( ) ( )
Control Rule 2 :
If z is ,then ( ) ( )

t M z u t F x t

t M z u t F x t

 

 

1

 (48) 

 

The final output of the controller is  

 
2

1 1 2 2
1

( ) ( ) ( ) ( )i i
i

u t h F x t h F x t h F x t


     (49) 

Case 1: Stable controller design 

Using conditions (27) and (28) the stable controller can be obtained by solving below 
conditions 

 

T T
1 1 1 1

T T
2 2 2 2

T T T T T T
1 1 2 2 2 2 1 1

X 0 

X A A X M B B M 0,

X A A X M B B M 0,

X A A X X A A X M B B M M B B M 0



      
      
          

 (50) 

Using the MATLAB LMI Control Toolbox we obtain 

 
1

2

[-495.76 668.96 14.112 47.388]
[-497.23 671.34 14.356 47.552]
42.1464 -50.7108 -1.5337 -3.2007
-50.7108 68.9721 2.4898 4.3456
-1.5337 2.4898 0.2554 0.1719
-3.2007 4.3456 0.1719 0.3527

F
F

P




 
 
   
 
  

 )51(  

Figures 6 and 7 show the response of the system and control effort, respectively. 

Case 2: The decay rate  

Using conditions (31) and (32) the stable controller can be obtained by solving the 
conditions: 
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Figure 6. Response of flexible joint robots x1(t), case 1. 
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Figure 7. Control input for flexible joint robots, case 1. 
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T T T
1 1 1 1

T T T
2 2 2 2
T T T T

1 1 2 2 2
T T

2 1 1

[ X A A X M  B B M 2 X] 0

[ X A A X M B B M 2 X] 0

[ X A A X X A A X M B

B M M B B M 4 X] 0






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     

    

    

 (52) 

Considering 10   and by using the MATLAB LMI Control Toolbox we obtain: 

 
1

2

[4108.8 6545.2 1271.3 127.77]
[4066.9 6502.6 1261.7 127.1]
36.5087  24.0140 6.2135 0.3352
24.0140 30.1341 6.3223 0.5013
6.2135 6.3223 1.4260 0.0995
0.3352 0.5013 0.0995  0.0099
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


 
 
   
 
  

 )53(  

Figures 8 and 9 show the response of the system and control effort, respectively. 
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Figure 8. Response of flexible joint robots x1(t) , case 2. 
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Figure 9. Control input for flexible joint robots, case 2. 

Case 3: The decay rate with the constraint on the input 

We design a stable fuzzy controller by considering the decay rate and the constraint on the 
control input. The design problem of the FJR is defined as follows: 

Maximize   
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 
  
   

 (54) 

Where 1
i i,  MX P F X  , 4600  , 1  . 

Using the MATLAB LMI toolbox to solve the LMI conditions (50), we can get the positive 
definite matrix and a set of gains (51), that make the system stable. 

0.072401   
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 1

2

0.7301 0.32486 0.096794 0.0034552
0.32486 0.55483 0.10616 0.010209

0.096794 0.10616 0.023049 0.0017139
0.0034552 0.010209 0.0017139 0.00023565

[327.57 1745 261.86 57.475]
[356.05 1739.2 259.77 57.5]

P

F
F

 
 
   
 
  




 (55) 

Figures 10 and 11 show the response of the system and control effort, respectively. 
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Figure 10. System responses of the single-link flexible joint, case 3.  
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Figure 11. Control input for flexible joint robots, case 3. 
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Case 4: Performance-oriented parallel distributed compensation 

The following stabilizing feedback gains are chosen using the pole placement method, so 
that 11K  and 21K  produce large magnitude inputs for subsystems 1 and 2, respectively, and 

22K  and 21K  induce low magnitude inputs for those subsystems. In particular, 

 

11

12

21

22

6667.2 4411.9 1052.4 92.6

-33.321 1413.7 191.63 51.2

6658.7 4332.4 1025.4 91.1

72.3 1389.8 189.6 50.6

K

K

K

K

   
   
   
   

 (56) 

The required simple membership functions are selected as in Figure 12, so that, with a 
decrease in the corresponding plant input, in subsystems 1 and 2 respectively, the overall 
feedback gains come closer to 11K  and 21K , and with an increase in the corresponding 
control input respectively, the overall feedback gains come closer to 21K  and 22K . Now, the 
fuzzy rules for the controller are constructed as follows: 

Rule 1: If  z t  is  1M z  and  u t  is "small" then    11u t K x t  

Rule 2: If  z t  is  1M z and  u t  is "large" then    12u t K x t  

Rule 3: If  z t  is  2M z  and  u t  is "small" then    21u t K x t  

Rule 4: If  z t  is  2M z  and  u t  is "large" then    22u t K x t  

 
Figure 12. Membership functions for the control effort in the flexible joint robots. 

A common positive definite matrix, P, satisfying the stability conditions (42) is obtained by 
solving the LMI problems: 

4

121710 15858 2558.5 63.525
15858 8624.4 1458.4 105.36

10
2558.5 1458.4 702.24 42.529
63.525 105.36 42.529 5.0962

P

 
 
    
 
  
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Applying a unit step reference signal for 1( )x t , the response history and the corresponding 
control input are shown in Figures (13) and (14), respectively. Simulation results are 
investigated for the following three controllers:  

 
Figure 13. Response of flexible joint robot x1(t), case 4. 

 
Figure 14. Control input for flexible joint robot, case 4. 
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1. A PDC controller with feedback gains 11K  and 21K  providing a high speed response, 
and with possible high control inputs (HPDC controller).  

2. A PDC controller with feedback gains 22K  and 21K  providing a low speed response, 
and with a lower control input, as compared with the HPDC case (LPDC controller).  

3. Proposed modified PDC controller, providing a fast response, yet with an acceptable 
level of control input (NPDC controller). 

It is observed that the new controller provides a settling time similar to the HPDC case, with 
a much lower magnitude for the control input. 

5. Conclusion 

This chapter deals with approximation of the nonlinear system using Takagi-Sugeno (T-S) 
models with linear models as rule consequences and a construction procedure of T-S models. 
Also, the stability conditions and stabilizing control design of parallel distributed 
compensation (PDC) are discussed. It is seen that PDC a linear control method can be used to 
control the nonlinear system. Moreover, the stability analysis and control design problems for 
both continuous and discrete fuzz control systems can be transformed to linear matrix 
inequality (LMI) problems and they can be solved efficiently by convex programming 
techniques for LMIs. Design examples demonstrate the effectiveness of the LMI-based designs. 

Author details 

Morteza Seidi, Marzieh Hajiaghamemar and Bruce Segee 
University of Maine, USA 

6. References 
Bonissone, P. P., Badami, V., Chaing, K.H., Khedkar, P.S., Marcelle, K. W. & Schutten, M. J. 

(1995). Industrial applications of fuzzy logic at general electric, Proceedings of IEEE, Vol. 
83, No.3, (August 2002), p.p. 450-465, ISSN : 0018-9219. 

Boyd, S., Ghaoui, L. E. & Feron, Eric & Balakrishnan V. (1994). Linear Matrix Inequalities in 
System and Control Theory, SIAM studies in applied mathematics, ISBN 0-89871-334X. 

Chen , C. L., Chen, P. C. & Chen, C. K. ( 1993). Analysis and design of fuzzy control system, 
Fuzzy Sets and Systems, Vol. 57, No. 2, (July 1993) p.p. 125–140. 

Ding, B. C., Sun, H. X. & Yang, P. (2006). Further study on LMI-based relaxed nonquadratic 
stabilization conditions for nonlinear systems in the Takagi–Sugeno’s form, Automatica, 
Vol. 42, No. 3,( March 2006) p.p. 503–508. 

Fang, C. H., Liu, Y. S., Kau, S. W., Hong, L. & Lee, C. H. (2006). A new LMI-based approach 
to relaxed quadratic stabilization of T–S fuzzy control systems, IEEE Transactions on 
Fuzzy Systems, Vol. 14, No. 3, (June 2006), p.p. 386–397, ISSN : 1063-6706. 

Hong, S.K. & Langari, R. (2000). Robust fuzzy control of a magnetic bearing system subject 
to harmonic disturbances, IEEE Transactions on Control System Technology, Vol. 8, No. 2, 
(August 2002), p.p. 366–371, ISSN : 1063-6536. 



 
Fuzzy Control Systems: LMI-Based Design 463 

Ichikawa, A. et al. (1993). Control Hand Book, Ohmu Publisher, Tokyo, in Japanese. 
Joh, J., Langari, R., Jeung, E. & Chiuig, W. (1997). A new design method for continuous 

Takagi–Sugeno fuzzy controller with pole-placement constraints: an LMI approach, 
Proceedings of IEEE International Conference on Systems, Man, and Cybernetics, Vol. 3, p.p. 
2969–2974, ISBN: 0-7803-4053-1, Orlando, Florida, USA, October 12-15, 1997.  

Kawamoto, S., Tada, K., Ishigame A. & Taniguchi, T. (1992). An Approach to Stability 
Analysis of Second Order Fuzzy Systems, Proceedings of First IEEE International 
Conference on Fuzzy Systems, Vol. 1, pp. 1427-1434, ISBN: 0-7803-0236-2, San Diego, 
California, USA, March 8-12, 1992. 

Kim, E., Lee, H. (2000). New approaches to relaxed quadratic stability conditions of fuzzy 
control systems, IEEE Transactions on Fuzzy Systems, Vol. 8, No. 5, p.p. 523– 534, (August 
2002), ISSN : 1063-6706. 

Li, J., Niemann, D. & Wang, H. O. (1998).Robust tracking for high-rise/high-speed elevators, 
Proceedings of American Control Conference,Vol.6, p.p. 3445-3449, ISBN: 0-7803-4530-4, 
Philadelphia, Pennsylvania, USA, June 24-26, 1998. 

Lee, H.J., Park, J.B. & Joo, Y.H. (2006). Robust load–frequency control for uncertain 
nonlinear power systems: a fuzzy logic approach, Information Sciences, Vol. 176, No.23, 
(December 2006), p.p. 3520–3537. 

Lee, K.R., Jeung, E.T. & Park, H.B. (2001). Robust fuzzy H∞ control for uncertain nonlinear 
systems via state feedback: an LMI approach, International Journal of Fuzzy Sets and 
Systems, Vol. 120, No.1 (May 2001) p.p. 123–134. 

Lin, Y.C., & Lo, J.C. (2003). Robust H2 fuzzy control via dynamic output feedback for 
discrete-time systems, Proceedings of IEEE International Conference on Fuzzy Systems, Vol. 
2, p.p. 1384–1388, ISBN: 0-7803-7810-5, May 25-28,2003. 

Kang, G. & Lee, W. (1998). Design of TSK fuzzy controller based on TSK fuzzy model using 
pole-placement, Proceedings of IEEE International Conference on Fuzzy Systems, Vol. 1, p.p. 
246–251, ISSN : 1098-7584, Anchorage, Alaska, USA, May 4-9, 1998. 

Rhee, B. J. & Won, S. ( 2006). A new Lyapunov function approach for a Takagi–Sugeno fuzzy 
control system design. Journal of Fuzzy Sets System, Vol. 157, No. 9, (May 2006), p.p. 
1211–1228. 

Seidi, M. & Markazi, A. H. D. (2008). Model-Based Fuzzy Control of Flexible Joint 
Manipulator: A LMI Approach, Proceedings of the 5th International IEEE Symposium on 
Mechatronics and its Applications, ISBN: 978-1-4244-2033-9, Amman, Jordan, May 27-29, 
2008. 

Seidi M. & Markazi, A. H. D. (2011). Performance-oriented parallel distributed 
compensation ,Vol. 348, No. 7, (September 2011), pp. 1231–1244. 

Spong, M. W., Khorasani, K. & Kokotovic, P. V. (1987). " An integral manifold approach to 
the feedback control of flexible joint robots", IEEE Journal of Robotics and Automation, 
Vol.3, No.4, (January 2003), p.p. 291-300, ISSN : 0882-4967,. 

Sugeno, M. & Kang , G. T. (1986). Fuzzy Modeling and Control of Multilayer Incinerator, 
Journal of Fuzzy Sets Systems, Vol. 18, No. 3, (April 1986), p.p. 329-345. 

Takagi, T., & Sugeno, M. (1985). Fuzzy identification of systems and its applications to 
modeling and control, IEEE Transactions on Systems Man and Cybernetics, Vol. 15, NO.1, 
(February 1985), p.p.116–132. 



 
Fuzzy Controllers – Recent Advances in Theory and Applications 464 

Tanaka, K. & Sugeno, M. (1990). Stability Analysis of Fuzzy Systems Using Lyapunov's 
Direct Method, Proceedings of the North America Fuzzy Information Processing Society 
NAFIPS'90, Vol. 1, pp. 133-136, Toronto, Canada, June 1990. 

Tanaka, K. & Sugeno M. (1992). Stability analysis and design of fuzzy control systems, 
Journal of Fuzzy Sets and Systems, Vol.45, No.2, (January 1992), p.p.135–156.  

Tanaka, K. & Sano M. (1994). A robust stabilization problem of fuzzy control systems and its 
applications to backing up control of a truck trailer, IEEE Transactions on Fuzzy Systems, 
Vol. 2, No. 5, (August 2002), p.p. 119-134, ISSN : 1063-6706. 

Tanaka, K., Ikeda, T. & Wang, H. O. (1996). Design of fuzzy control systems based on 
relaxed LMI stability conditions, Proceedings of 35th IEEE Conference on Decision and 
Control, Vol. 1, , pp. 598-603, ISBN: 0-7803-3590-2, Kobe, Japan, December 11-13 1996. 

Tanaka, K. & Kosaki, T. (1997). Design of a Stable Fuzzy Controller for an Articulated 
Vehicle, IEEE Transactions Systems, Man and Cybernetics, Vol. 27, No. 3, (August 2002), 
p.p. 552 – 558, ISSN : 1083-4419. 

Tanaka, K., Ikeda, T. & Wang, H. O. (1998). Fuzzy regulator and fuzzy observer: Relaxed 
stability conditions and LMI-based designs, IEEE Transactions on Fuzzy Systems, Vol. 6, 
No. 2, (August 2002), p.p. 250–265, ISSN : 1063-6706. 

Tanaka, K., Taniguchi, T. & Wang, H. O. (1998a). Model-Based Fuzzy Control of TORA 
System: Fuzzy Regulator and Fuzzy Observer Design via LMIs that Represent Decay 
Rate, Disturbance Rejection, Robustness, Optimality, Proceedings of Seventh IEEE 
International Conference on Fuzzy Systems, pp. 313-318, Alaska, USA, May 4-9 1998. 

Tanaka, K., Ikeda, T., & Wang, H. O. (1998b). Fuzzy Regulators and Fuzzy Observers: 
relaxed stability conditions and LMI-based designs, IEEE Transactions on Fuzzy Systems, 
Vol. 6, No. 2, ( August 2002), pp. 250-265, ISSN : 1063-6706. 

Tanaka, K. &Wang, H.O. (2001). Fuzzy Control Systems Design and Analysis: A Linear 
Matrix Inequality Approach, 1st Edition, Wiley. 

Tanaka, K., Hori, T. & Wang, H. O. (2003). A multiple Lyapunov function approach to 
stabilization of fuzzy control systems, IEEE Transactions on Fuzzy Systems, Vol. 11, No. 4, 
(August 2003), p.p. 582–589, ISSN : 1063-6706. 

Ting, C.S. (2006). Stability analysis and design of Takagi–Sugeno fuzzy systems, Journal of 
Information Sciences, Vol. 176, No.19, (October 2006), p.p. 2817-2845. 

Wang, H. O., Tanaka, K. & Griffin, M. F. (1995) "Parallel Distributed Compensation of 
Nonlinear Systems by Takagi-Sugeno Fuzzy Model, Proceedings of International Joint 
Conference of the Fourth IEEE International Conference on Fuzzy Systems and The Second 
International Fuzzy Engineering Symposium, p.p. 531-538, ISBN: 0-7803-2461-7, 
Yokohama, Japan, March 20-24, 1995. 

Wang, H. O., Tanaka, K. & Griffin M. F. (1996). An approach to fuzzy control of nonlinear 
systems: Stability and the design issues. IEEE Transactions on Fuzzy Systems, Vol. 4, No. 
1, (August 2002), p.p. 14–23, ISSN : 1063-6706. 

Wang, L. X., & Mendel, J. M. (1992). Fuzzy basis functions, universal approximation, and 
orthogonal least-squares learning, IEEE Transactions on Neural Networks, Vol. 3, No. 5, 
(August 2002), p.p. 807–814, ISSN : 1045-9227. 

Zhao, J., Wertz, V. & Gorez, R. (1996). Fuzzy gain scheduling controllers based on fuzzy 
models,  Proceedings of The 5th IEEE International Conference on Fuzzy Systems, Vol. 3, No. 8, 
p.p. 1670–1676, ISBN: 0-7803-3645-3, New Orleans, Louisiana, USA, September 8-11, 1996. 



Chapter 0

New Results on Robust H∞ Filter for

Uncertain Fuzzy Descriptor Systems

Wudhichai Assawinchaichote*

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/47142

1. Introduction

The problem of filter design for descriptor systems system has been intensively studied by
a number of researchers for the past three decades; see Ref.[1]-[6]. This is due not only to
theoretical interest but also to the relevance of this topic in control engineering applications.
Descriptor systems or so called singularly perturbed systems are dynamical systems with
multiple time-scales. Descriptor systems often occur naturally due to the presence of small
“parasitic” parameter, typically small time constants, masses, etc.

The main purpose of the singular perturbation approach to analysis and design is the
alleviation of high dimensionality and ill-conditioning resulting from the interaction of slow
and fast dynamics modes. The separation of states into slow and fast ones is a nontrivial
modelling task demanding insight and ingenuity on the part of the analyst. In state
space, such systems are commonly modelled using the mathematical framework of singular
perturbations, with a small parameter, say ε, determining the degree of separation between
the “slow” and “fast” modes of the system.

In the last few years, many researchers have studied the H∞ filter design for a general class of
linear descriptor systems. In Ref.[3], the authors have investigated the decomposition solution
of H∞ filter gain for singularly perturbed systems. The reduced-orderH∞ optimal filtering for
system with slow and fast modes has been considered in Ref.[4]. Although many researchers
have studied linear descriptor systems for many years, the H∞ filtering design for nonlinear
descriptor systems remains as an open research area. This is because, in general, nonlinear
singularly perturbed systems can not be easily separated into slow and fast subsystems.

Fuzzy system theory enables us to utilize qualitative, linguistic information about a highly
complex nonlinear system to construct a mathematical model for it. Recent studies show
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that a fuzzy linear model can be used to approximate global behaviors of a highly complex
nonlinear system; see for example, Ref.[7]-[19]. In this fuzzy linear model, local dynamics in
different state space regions are represented by local linear systems. The overall model of the
system is obtained by “blending" these linear models through nonlinear fuzzy membership
functions. Unlike conventional modelling where a single model is used to describe the global
behaviour of a system, the fuzzy modelling is essentially a multi-model approach in which
simple sub-models (linear models) are combined to describe the global behaviour of the
system.

What we intend to do in this paper is to design a robust H∞ filter for a class of nonlinear
descriptor systems with nonlinear on both fast and slow variables. First, we approximate
this class of nonlinear descriptor systems by a Takagi-Sugeno fuzzy model. Then based on
an LMI approach, we develop an H∞ filter such that the L2-gain from an exogenous input
to an estimate error is less or equal to a prescribed value. To alleviate the ill-conditioning
resulting from the interaction of slow and fast dynamic modes, solutions to the problem are
given in terms of linear matrix inequalities which are independent of the singular perturbation
ε, when ε is sufficiently small. The proposed approach does not involve the separation of states
into slow and fast ones and it can be applied not only to standard, but also to nonstandard
nonlinear descriptor systems.

This paper is organized as follows. In Section 2, system descriptions and definitions are
presented. In Section 3, based on an LMI approach, we develop a technique for designing
a robust H∞ filter for the system described in section 2. The validity of this approach is
demonstrated by an example from a literature in Section 4. Finally in Section 5, conclusions
are given.

2. System descriptions

In this section, we generalize the TS fuzzy system to represent a TS fuzzy descriptor system
with parametric uncertainties. As in Ref.[19], we examine a TS fuzzy descriptor system with
parametric uncertainties as follows:

Eε ẋ(t) = ∑r
i=1 μi(ν(t))

[
[Ai + ΔAi]x(t) + [B1i

+ ΔB1i
]w(t) + [B2i + ΔB2i ]u(t)

]

z(t) = ∑r
i=1 μi(ν(t))

[
[C1i

+ ΔC1i
]x(t) + [D12i

+ ΔD12i
]u(t)

]

y(t) = ∑r
i=1 μi(ν(t))

[
[C2i + ΔC2i ]x(t) + [D21i + ΔD21i ]w(t)

] (1)

where Eε =

[
I 0
0 εI

]
, ε > 0 is the singular perturbation parameter, ν(t) = [ν1(t) · · · νϑ(t)]

is the premise variable vector that may depend on states in many cases, μi(ν(t)) denotes
the normalized time-varying fuzzy weighting functions for each rule (i.e., μi(ν(t)) ≥ 0 and
∑r

i=1 μi(ν(t)) = 1), ϑ is the number of fuzzy sets, x(t) ∈ �n is the state vector, u(t) ∈ �m is the
input, w(t) ∈ �p is the disturbance which belongs to L2[0, ∞), y(t) ∈ �� is the measurement
and z(t) ∈ �s is the controlled output, the matrices Ai, B1i

, B2i , C1i
, C2i , D12i

and D21i
are

of appropriate dimensions, and the matrices ΔAi, ΔB1i
, ΔB2i , ΔC1i

, ΔC2i , ΔD12i
and ΔD21i

represent the uncertainties in the system and satisfy the following assumption.
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Assumption 1.

ΔAi = F(x(t), t)H1i
, ΔB1i

= F(x(t), t)H2i , ΔB2i = F(x(t), t)H3i ,

ΔC1i
= F(x(t), t)H4i

, ΔC2i = F(x(t), t)H5i , ΔD12i = F(x(t), t)H6i

and ΔD21i
= F(x(t), t)H7i

where Hji
, j = 1, 2, · · · , 7 are known matrix functions which characterize the structure of the

uncertainties. Furthermore, the following inequality holds:

�F(x(t), t)� ≤ ρ (2)

for any known positive constant ρ.

Next, let us recall the following definition.

Definition 1. Suppose γ is a given positive number. A system (1) is said to have an L2-gain less than
or equal to γ if

∫ Tf

0

(
z(t)− ẑ(t)

)T(
z(t)− ẑ(t)

)
dt ≤ γ2

[∫ Tf

0
wT(t)w(t)dt

]
(3)

with x(0) = 0, where (z(t)− ẑ(t)) is the estimated error output, for all Tf ≥ 0 and w(t) ∈ L2[0, Tf ].

3. Robust H∞ fuzzy filter design

Without loss of generality, in this section, we assume that u(t) = 0. Let us recall the system
(1) with u(t) = 0 as follows:

Eε ẋ(t) = ∑r
i=1 μi

[
[Ai + ΔAi]x(t) + [B1i

+ ΔB1i
]w(t)

]

z(t) = ∑r
i=1 μi

[
[C1i

+ ΔC1i
]x(t)

]

y(t) = ∑r
i=1 μi

[
[C2i + ΔC2i ]x(t) + [D21i + ΔD21i ]w(t)

]
.

(4)

We are now aiming to design a full order dynamic H∞ fuzzy filter of the form

Eε ˙̂x(t) = ∑r
i=1 ∑r

j=1 μ̂iμ̂j

[
Âij(ε)x̂(t) + B̂iy(t)

]

ẑ(t) = ∑r
i=1 μ̂iĈi x̂(t)

(5)

where x̂(t) ∈ �n is the filter’s state vector, ẑ ∈ �s is the estimate of z(t), Âij(ε), B̂i and
Ĉi are parameters of the filter which are to be determined, and μ̂i denotes the normalized
time-varying fuzzy weighting functions for each rule (i.e., μ̂i ≥ 0 and ∑r

i=1 μ̂i = 1), such that
the inequality (3) holds. Clearly, in real control problems, all of the premise variables are not
necessarily measurable. In this section, we then consider the designing of the robust H∞ fuzzy
filter into two cases as follows.
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3.1. Case I–ν(t) is available for feedback

The premise variable of the fuzzy model ν(t) is available for feedback which implies that μi is
available for feedback. Thus, we can select our filter that depends on μi as follows:

Eε ˙̂x(t) = ∑r
i=1 ∑r

j=1 μiμj

�
Âij(ε)x̂(t) + B̂iy(t)

�

ẑ(t) = ∑r
i=1 μiĈi x̂(t).

(6)

Before presenting our next results, the following lemma is recalled.

Lemma 1. Consider the system (4). Given a prescribed H∞ performance γ > 0 and a positive constant
δ, if there exist matrices Xε = XT

ε , Yε = YT
ε , Bi(ε) and Ci(ε), i = 1, 2, · · · , r, satisfying the following

ε-dependent linear matrix inequalities:
�

Xε I
I Yε

�
> 0 (7)

Xε > 0 (8)

Yε > 0 (9)

Ψ11ii
(ε) < 0, i = 1, 2, · · · , r (10)

Ψ22ii (ε) < 0, i = 1, 2, · · · , r (11)

Ψ11ij (ε) + Ψ11ji(ε) < 0, i < j ≤ r (12)

Ψ22ij (ε) + Ψ22ji(ε) < 0, i < j ≤ r (13)

where

Ψ11ij (ε) =

⎛
⎝

�
E−1

ε AiYε + YεAT
i E−1

ε + γ−2E−1
ε B̃1i

B̃T
1j

E−1
ε (∗)T

�
YεC̃T

1i
+ E−1

ε CT
i (ε)D̃

T
12
�T −I

⎞
⎠ (14)

Ψ22ij (ε) =

�
AT

i E−1
ε Xε + XεE−1

ε Ai + Bi(ε)C2j + CT
2i
BT

j (ε) + C̃T
1i

C̃1j
(∗)T

�
XεE−1

ε B̃1i
+ Bi(ε)D̃21j

�T −γ2 I

�
(15)

with
B̃1i

=
�

δI I 0 B1i
0
�

,

C̃1i
=

�
γρ
δ HT

1i

γρ
δ HT

5i

√
2λρHT

4i

√
2λCT

1i

�T
,

D̃12 =
�

0 0 0 −√
2λI

�T ,

D̃21i
=

�
0 0 δI D21i I

�

and λ =

⎛
⎝1 + ρ2

r

∑
i=1

r

∑
j=1

�
�HT

2i
H2j�+ �HT

7i
H7j�

�⎞⎠
1
2

,

then the prescribed H∞ performance γ > 0 is guaranteed. Furthermore, a suitable filter is of the form
(6) with

Âij(ε) = Eε
�
Y−1

ε − Xε
�−1Mij(ε)Y−1

ε

B̂i = Eε
�
Y−1

ε − Xε
�−1Bi(ε)

Ĉi = Ci(ε)E−1
ε Y−1

ε

(16)

468 Fuzzy Controllers – Recent Advances in Theory and Applications



New Results on Robust H∞ Filter for Uncertain Fuzzy Descriptor Systems 5

where

Mij(ε) = −AT
i E−1

ε − XεE−1
ε AiYε −

�
Y−1

ε − Xε
�
E−1

ε B̂iC2j Yε − C̃T
1i

�
C̃1j

Yε + D̃12ĈjYε
�

−γ−2
�

XεE−1
ε B̃1i

+
�
Y−1

ε − Xε
�
E−1

ε B̂iD̃21i

�
B̃T

1j
E−1

ε .

Proof: It can be shown by employing the same technique used in Ref.[18]-[19].

Remark 1. The LMIs given in Lemma 1 may become ill-conditioned when ε is sufficiently small, which
is always the case for the descriptor systems. In general, these ill-conditioned LMIs are very difficult
to solve. Thus, to alleviate these ill-conditioned LMIs, we have the following ε-independent well-posed
LMI-based sufficient conditions for the uncertain fuzzy descriptor systems to obtain the prescribed H∞
performance.

Theorem 1. Consider the system (4). Given a prescribed H∞ performance γ > 0 and a positive
constant δ, if there exist matrices X0, Y0, B0i and C0i , i = 1, 2, · · · , r, satisfying the following
ε-independent linear matrix inequalities:

�
X0E + DX0 I

I Y0E + DY0

�
> 0 (17)

EXT
0 = X0E, XT

0 D = DX0, X0E + DX0 > 0 (18)

EYT
0 = Y0E, YT

0 D = DY0, Y0E + DY0 > 0 (19)

Ψ11ii < 0, i = 1, 2, · · · , r (20)

Ψ22ii < 0, i = 1, 2, · · · , r (21)

Ψ11ij
+ Ψ11ji

< 0, i < j ≤ r (22)

Ψ22ij + Ψ22ji < 0, i < j ≤ r (23)

where E =

�
I 0
0 0

�
, D =

�
0 0
0 I

�
,

Ψ11ij =

�
AiYT

0 + Y0AT
i + γ−2B̃1i

B̃T
1j
(∗)T

�
Y0C̃T

1i
+ CT

0i
D̃T

12
�T −I

�
(24)

Ψ22ij =

�
AT

i XT
0 + X0 Ai + B0i C2j + CT

2i
BT

0j
+ C̃T

1i
C̃1j

(∗)T

�
X0 B̃1i

+ B0i D̃21j

�T −γ2 I

�
(25)

with
B̃1i

=
�

δI I 0 B1i
0
�

,

C̃1i
=

�
γρ
δ HT

1i

γρ
δ HT

5i

√
2λρHT

4i

√
2λCT

1i

�T
,

D̃12 =
�

0 0 0 −√
2λI

�T ,

D̃21i =
�

0 0 δI D21i I
�

and λ =

⎛
⎝1 + ρ2

r

∑
i=1

r

∑
j=1

�
�HT

2i
H2j�+ �HT

7i
H7j�

�⎞⎠
1
2

,
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then there exists a sufficiently small ε̂ > 0 such that for ε ∈ (0, ε̂], the prescribed H∞ performance
γ > 0 is guaranteed. Furthermore, a suitable filter is of the form (6) with

Âij(ε) =
[
Y−1

ε − Xε
]−1M0ij (ε)Y

−1
ε

B̂i =
[
Y−1

0 − X0
]−1B0i

Ĉi = C0i Y
−1
0

(26)

where

M0ij (ε) = −AT
i − Xε AiYε −

[
Y−1

ε − Xε
]
B̂iC2j Yε − C̃T

1i

[
C̃1j

Yε + D̃12ĈjYε
]

−γ−2
{

Xε B̃1i
+

[
Y−1

ε − Xε
]
B̂iD̃21i

}
B̃T

1j

Xε =
{

X0 + εX̃
}

Eε and Y−1
ε =

{
Y−1

0 + εNε

}
Eε (27)

with X̃ = D
(

XT
0 − X0

)
and Nε = D

(
(Y−1

0 )T − Y−1
0

)
.

Proof: Suppose the inequalities (17)-(19) hold, then the matrices X0 and Y0 are of the following
forms:

X0 =

(
X1 X2

0 X3

)
and Y0 =

(
Y1 Y2

0 Y3

)

with X1 = XT
1 > 0, X3 = XT

3 > 0, Y1 = YT
1 > 0 and Y3 = YT

3 > 0. Substituting X0 and Y0 into
(27), respectively, we have

Xε =
{

X0 + εX̃
}

Eε =

(
X1 εX2

εXT
2 εX3

)
(28)

Y−1
ε =

{
Y−1

0 + εNε

}
Eε =

(
Y−1

1 −εY−1Y2Y−1
3

−ε(Y−1Y2Y−1
3 )T εY−1

3

)
. (29)

Clearly, Xε = XT
ε , and Y−1

ε = (Y−1
ε )T . Knowing the fact that the inverse of a symmetric matrix

is a symmetric matrix, we learn that Yε is a symmetric matrix. Using the matrix inversion
lemma, we can see that

Yε = E−1
ε

{
Y0 + εỸ

}
(30)

where Ỹ = Y0Nε(I + εY0Nε)−1Y0. Employing the Schur complement, one can show that there
exists a sufficiently small ε̂ such that for ε ∈ (0, ε̂], (8)-(9) holds.

Now, we need to show that
(

Xε I

I Yε

)
> 0. (31)

By the Schur complement, it is equivalent to showing that

Xε − Y−1
ε > 0. (32)
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Substituting (28) and (29) into the left hand side of (32), we get
⎡
⎣ X1 − Y−1

1 ε(X2 + Y−1
1 Y2Y−1

3 )

ε(X2 + Y−1
1 Y2Y−1

3 )T ε(X3 − Y−1
3 )

⎤
⎦ . (33)

The Schur complement of (17) is
⎡
⎣ X1 − Y−1

1 0

0 X3 − Y−1
3

⎤
⎦ > 0. (34)

According to (34), we learn that

X1 − Y−1
1 > 0 and X3 − Y−1

3 > 0. (35)

Using (35) and the Schur complement, it can be shown that there exists a sufficiently small
ε̂ > 0 such that for ε ∈ (0, ε̂], (7) holds.

Next, employing (28), (29) and (30), the controller’s matrices given in (16) can be re-expressed
as follows:

Bi(ε) =
�
Y−1

0 − X0
�
B̂i + ε

�
Nε − X̃

�
B̂i

Δ
= B0i + εBε i

Ci(ε) = ĈiYT
0 + εĈiỸT Δ

= C0i + εCε i .
(36)

Substituting (28), (29), (30) and (36) into (14) and (15), and pre-post multiplying by
�

Eε 0
0 I

�
,

we, respectively, obtain

Ψ11ij + ψ11ij and Ψ22ij + ψ22ij (37)

where the ε-independent linear matrices Ψ11ij and Ψ22ij are defined in (24) and (25),
respectively and the ε-dependent linear matrices are

ψ11ij = ε

⎛
⎜⎝

AiỸT + ỸAT
i (∗)T

�
ỸC̃T

1i
+ CT

ε i
D̃T

12j

�T
0

⎞
⎟⎠ (38)

ψ22ij = ε

⎛
⎜⎝

AT
i X̃ + X̃T Ai + Bε i C2j + CT

2i
BT

ε j
(∗)T

�
X̃B̃1i

+ Bε i D̃21j

�T
0

⎞
⎟⎠ . (39)

Note that the ε-dependent linear matrices tend to zero when ε approaches zero.

Employing (20)-(22) and knowing the fact that for any given negative definite matrix W , there
exists an ε > 0 such that W + εI < 0, one can show that there exists a sufficiently small ε̂ > 0
such that for ε ∈ (0, ε̂], (10)-(13) hold. Since (7)-(13) hold, using Lemma 1, the inequality (3)
holds.
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3.2. Case II–ν(t) is unavailable for feedback

The fuzzy filter is assumed to be the same as the premise variables of the fuzzy system
model. This actually means that the premise variables of fuzzy system model are assumed
to be measurable. However, in general, it is extremely difficult to derive an accurate fuzzy
system model by imposing that all premise variables are measurable. In this subsection, we
do not impose that condition, we choose the premise variables of the filter to be different from
the premise variables of fuzzy system model of the plant. In here, the premise variables of
the filter are selected to be the estimated premise variables of the plant. In the other words,
the premise variable of the fuzzy model ν(t) is unavailable for feedback which implies μi
is unavailable for feedback. Hence, we cannot select our filter which depends on μi. Thus,
we select our filter as (5) where μ̂i depends on the premise variable of the filter which is
different from μi. Let us re-express the system (1) in terms of μ̂i, thus the plant’s premise
variable becomes the same as the filter’s premise variable. By doing so, the result given in the
previous case can then be applied here. Note that it can be done by using the same technique
as in subsection. After some manipulation, we get

Eε ẋ(t) = ∑r
i=1 μ̂i

[
[Ai + ΔĀi]x(t) + [B1i

+ ΔB̄1i
]w(t)

z(t) = ∑r
i=1 μ̂i

[
[C1i

+ ΔC̄1i
]x(t)

]

y(t) = ∑r
i=1 μ̂i

[
[C2i + ΔC̄2i ]x(t) + [D21i

+ ΔD̄21i
]w(t)

] (40)

where

ΔĀi = F̄(x(t), x̂(t), t)H̄1i
, ΔB̄1i

= F̄(x(t), x̂(t), t)H̄2i , ΔB̄2i = F̄(x(t), x̂(t), t)H̄3i ,

ΔC̄1i
= F̄(x(t), x̂(t), t)H̄4i

, ΔC̄2i = F̄(x(t), x̂(t), t)H̄5i , ΔD̄12i
= F̄(x(t), x̂(t), t)H̄6i

and ΔD̄21i = F̄(x(t), x̂(t), t)H̄7i

with

H̄1i
=

[
HT

1i
AT

1 · · · AT
r HT

11
· · · HT

1r

]T
, H̄2i =

[
HT

2i
BT

11
· · · BT

1r
HT

21
· · · HT

2r

]T
,

H̄3i =
[

HT
3i

BT
21
· · · BT

2r
HT

31
· · · HT

3r

]T
, H̄4i

=
[

HT
4i

CT
11
· · · CT

1r
HT

41
· · · HT

4r

]T
,

H̄5i =
[

HT
5i

CT
21
· · · CT

2r
HT

51
· · · HT

5r

]T
, H̄6i =

[
HT

6i
DT

121
· · · DT

12r
HT

61
· · · HT

6r

]T

H̄7i =
[

HT
7i

DT
211

· · · DT
21r

HT
71
· · · HT

7r

]T
and

F̄(x(t), x̂(t), t) =
[

F(x(t), t) (μ1 − μ̂1) · · · (μr − μ̂r) F(x(t), t)(μ1 − μ̂1) · · · F(x(t), t)(μr −
μ̂r)

]
. Note that �F̄(x(t), x̂(t), t)� ≤ ρ̄ where ρ̄ = {3ρ2 + 2} 1

2 . ρ̄ is derived by utilizing the

concept of vector norm in the basic system control theory and the fact that μi ≥ 0, μ̂i ≥ 0,
∑r

i=1 μi = 1 and ∑r
i=1 μ̂i = 1.

Note that the above technique is basically employed in order to obtain the plant’s premise
variable to be the same as the filter’s premise variable; e.g. [17]. Now, the premise variable of
the system is the same as the premise variable of the filter, thus we can apply the result given
in Case I. By applying the same technique used in Case I, we have the following theorem.
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Theorem 2. Consider the system (4). Given a prescribed H∞ performance γ > 0 and a positive
constant δ, if there exist matrices X0, Y0, B0i and C0i , i = 1, 2, · · · , r, satisfying the following
ε-independent linear matrix inequalities:

�
X0E + DX0 I

I Y0E + DY0

�
>0 (41)

EXT
0 = X0E, XT

0 D = DX0, X0E + DX0>0 (42)

EYT
0 = Y0E, YT

0 D = DY0, Y0E + DY0>0 (43)

Ψ11ii
< 0, i = 1, 2, · · · , r (44)

Ψ22ii < 0, i = 1, 2, · · · , r (45)

Ψ11ij + Ψ11ji < 0, i < j ≤ r (46)

Ψ22ij + Ψ22ji < 0, i < j ≤ r (47)

where E =

�
I 0
0 0

�
, D =

�
0 0
0 I

�
,

Ψ11ij
=

�
AiYT

0 + Y0AT
i + γ−2 ˜̄B1i

˜̄BT
1j
(∗)T

�
Y0

˜̄CT
1i
+ CT

0i
˜̄DT

12
�T −I

�

Ψ22ij =

�
AT

i XT
0 + X0 Ai + B0i C2j + CT

2i
BT

0j
+ ˜̄CT

1i

˜̄C1j
(∗)T

�
X0

˜̄B1i
+ B0i

˜̄D21j

�T −γ2 I

�

with
˜̄B1i

=
�

δI I 0 B1i
0
�

,

˜̄C1i
=

�
γρ̄
δ H̄T

1i

γρ̄
δ H̄T

5i

√
2λ̄ρ̄H̄T

4i

√
2λ̄CT

1i

�T
,

˜̄D12 =
�

0 0 0 −√
2λ̄I

�T
,

˜̄D21i =
�

0 0 δI D21i I
�

and λ̄ =

⎛
⎝1 + ρ̄2

r

∑
i=1

r

∑
j=1

�
�H̄T

2i
H̄2j�+ �H̄T

7i
H̄7j�

�⎞⎠
1
2

,

then there exists a sufficiently small ε̂ > 0 such that for ε ∈ (0, ε̂], the prescribed H∞ performance
γ > 0 is guaranteed. Furthermore, a suitable filter is of the form (??) with

Âij(ε) =
�
Y−1

ε − Xε
�−1M0ij (ε)Y

−1
ε

B̂i =
�
Y−1

0 − X0
�−1B0i

Ĉi = C0i Y
−1
0

(48)

where

M0ij (ε) = −AT
i − Xε AiYε −

�
Y−1

ε − Xε
�
B̂iC2j Yε − ˜̄CT

1i

� ˜̄C1j
Yε + ˜̄D12ĈjYε

�

−γ−2
�

Xε
˜̄B1i

+
�
Y−1

ε − Xε
�
B̂i

˜̄D21i

�
˜̄BT

1j

Xε =
�

X0 + εX̃
�

Eε and Y−1
ε =

�
Y−1

0 + εNε

�
Eε

with X̃ = D
�

XT
0 − X0

�
and Nε = D

�
(Y−1

0 )T − Y−1
0

�
.
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Proof: It can be shown by employing the same technique used in the proof for Theorem 1.

4. Example

Consider the tunnel diode circuit shown in Figure 1 where the tunnel diode is characterized
by

iD(t) = 0.01vD(t) + 0.05v3
D(t).

Assuming that the inductance, L, is the parasitic parameter and letting x1(t) = vC(t) and

vvc
C

i

R

i icL

+

−

L
D

D

Figure 1. Tunnel diode circuit.

x2(t) = iL(t) as the state variables, we have

Cẋ1(t) = −0.01x1(t)− 0.05x3
1(t) + x2(t)

Lẋ2(t) = −x1(t)− Rx2(t) + 0.1w2(t)
y(t) = Jx(t) + 0.1w1(t)

z(t) =

[
x1(t)
x2(t)

] (49)

where w(t) is the disturbance noise input, y(t) is the measurement output, z(t) is the state to
be estimated and J is the sensor matrix. Note that the variables x1(t) and x2(t) are treated as
the deviation variables (variables deviate from the desired trajectories). The parameters of the
circuit are C = 100 mF, R = 10 ± 10% Ω and L = ε H. With these parameters (49) can be
rewritten as

ẋ1(t) = −0.1x1(t) + 0.5x3
1(t) + 10x2(t)

εẋ2(t) = −x1(t)− (10 + ΔR)x2(t) + 0.1w2(t)
y(t) = Jx(t) + 0.1w1(t)

z(t) =

[
x1(t)
x2(t)

]
.

(50)

For the sake of simplicity, we will use as few rules as possible. Assuming that |x1(t)| ≤ 3, the
nonlinear network system (50) can be approximated by the following TS fuzzy model:
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Plant Rule 1: IF x1(t) is M1(x1(t)) THEN

Eε ẋ(t) = [A1 + ΔA1]x(t) + B11 w(t), x(0) = 0,

z(t) = C11 x(t),

y(t) = C21 x(t) + D211 w(t).

Plant Rule 2: IF x1(t) is M2(x1(t)) THEN

Eε ẋ(t) = [A2 + ΔA2]x(t) + B12 w(t), x(0) = 0,

z(t) = C12 x(t),

y(t) = C22 x(t) + D212 w(t)

where x(t) = [xT
1 (t) xT

2 (t)]
T, w(t) = [wT

1 (t) wT
2 (t)]

T,

A1 =

[−0.1 10
−1 −1

]
, A2 =

[−4.6 10
−1 −1

]
, B11 = B12 =

[
0 0
0 0.1

]
,

C1 =

[
1 0
0 1

]
, C21 = C22 = J, D21 =

[
0.1 0

]
,

ΔA1 = F(x(t), t)H11 , ΔA2 = F(x(t), t)H12 and Eε =

[
1 0
0 ε

]
.

Now, by assuming that �F(x(t), t)� ≤ ρ = 1 and since the values of R are uncertain but
bounded within 10% of their nominal values given in (49), we have

H11 = H12 =

[
0 0
0 1

]
.

Note that the plot of the membership function Rules 1 and 2 is the same as in Figure 2. By
employing the results given in Lemma 1 and the Matlab LMI solver, it is easy to realize that
ε < 0.006 for the fuzzy filter design in Case I and ε < 0.008 for the fuzzy filter design in Case II,
the LMIs become ill-conditioned and the Matlab LMI solver yields the error message, “Rank
Deficient". Case I-ν(t) are available for feedback

In this case, x1(t) = ν(t) is assumed to be available for feedback; for instance, J = [1 0]. This
implies that μi is available for feedback. Using the LMI optimization algorithm and Theorem
1 with ε = 100 μH, γ = 0.6 and δ = 1, we obtain the following results:

Â11(ε) =
[ −0.0674 −0.3532
−30.7181 −4.3834

]
, Â12(ε) =

[ −0.0674 −0.3532
−30.7181 −4.3834

]
,

Â21(ε) =
[ −0.0928 −0.3138
−34.7355 −3.8964

]
, Â22(ε) =

[ −0.0928 −0.3138
−34.7355 −3.8964

]
,

B̂1 =
[

1.5835
3.2008

]
, B̂2 =

[
1.2567
3.8766

]
,

Ĉ1 =
[−1.7640 −0.8190

]
, Ĉ2 =

[
4.5977 −0.8190

]
.

475New Results on Robust ∞ Filter for Uncertain Fuzzy Descriptor Systems



12 Will-be-set-by-IN-TECH

1

0

1

2 

M  (x  )

M  (x  )

x 

1

1

1 −3  3

Figure 2. Membership functions for the two fuzzy set.

Hence, the resulting fuzzy filter is

Eε ˙̂x(t) =
2

∑
i=1

2

∑
j=1

μiμj Âij(ε)x̂(t) +
2

∑
i=1

μi B̂iy(t)

ẑ(t) =
2

∑
i=1

μiĈi x̂(t)

where
μ1 = M1(x1(t)) and μ2 = M2(x1(t)).

Case II: ν(t) are unavailable for feedback

In this case, x1(t) = ν(t) is assumed to be unavailable for feedback; for instance, J = [0 1].
This implies that μi is unavailable for feedback. Using the LMI optimization algorithm and
Theorem 2 with ε = 100 μH, γ = 0.6 and δ = 1, we obtain the following results:

Â11(ε) =

[ −2.3050 −0.4186

−32.3990 −4.4443

]
, Â12(ε) =

[ −2.3050 −0.4186

−32.3990 −4.4443

]
,

Â21(ε) =

[ −2.3549 −0.3748

−32.4539 −3.9044

]
, Â22(ε) =

[ −2.3549 −0.3748

−32.4539 −3.9044

]
,

B̂1 =

[−0.3053

3.9938

]
, B̂2 =

[−0.3734

5.1443

]
,

Ĉ1 =
[

4.3913 −0.1406
]
, Ĉ2 =

[
1.9832 −0.1406

]
.
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The resulting fuzzy filter is

Eε ˙̂x(t) =
2

∑
i=1

2

∑
j=1

μ̂iμ̂j Âij(ε)x̂(t) +
2

∑
i=1

μ̂i B̂iy(t)

ẑ(t) =
2

∑
i=1

μ̂iĈi x̂(t)

where
μ̂1 = M1(x̂1(t)) and μ̂2 = M2(x̂1(t)).
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Figure 3. The ratio of the filter error energy to the disturbance noise energy:( ∫ Tf
0 (z(t)−ẑ(t))T(z(t)−ẑ(t))dt

∫ Tf
0 wT(t)w(t)dt

)
.

Remark 2. The ratios of the filter error energy to the disturbance input noise energy are depicted in
Figure 3 when ε = 100 μH. The disturbance input signal, w(t), which was used during the simulation
is the rectangular signal (magnitude 0.9 and frequency 0.5 Hz). Figures 4(a) - 4(b), respectively, show
the responses of x1(t) and x2(t) in Cases I and II. Table I shows the performance index γ with different
values of ε in Cases I and II. After 50 seconds, the ratio of the filter error energy to the disturbance input
noise energy tends to a constant value which is about 0.02 in Case I and 0.08 in Case II. Thus, in Case I
where γ =

√
0.02 = 0.141 and in Case II where γ =

√
0.08 = 0.283, both are less than the prescribed

value 0.6. From Table 9.1, the maximum value of ε that guarantees the L2-gain of the mapping from
the exogenous input noise to the filter error energy being less than 0.6 is 0.30 H, i.e., ε ∈ (0, 0.30] H in
Case I, and 0.25 H, i.e., ε ∈ (0, 0.25] H in Case II.
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Figure 4. The histories of the state variables, x1(t) and x2(t).
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The performance index γ

ε Fuzzy Filter in Case I Fuzzy Filter in Case II

0.0001 0.141 0.283

0.1 0.316 0.509

0.25 0.479 0.596

0.26 0.500 > 0.6

0.30 0.591 > 0.6

0.31 > 0.6 > 0.6

Table 1. The performance index γ of the system with different values of ε.

5. Conclusion

The problem of designing a robust H∞ fuzzy ε-independent filter for a TS fuzzy descriptor
system with parametric uncertainties has been considered. Sufficient conditions for the
existence of the robust H∞ fuzzy filter have been derived in terms of a family of ε-independent
LMIs. A numerical simulation example has been also presented to illustrate the theory
development.
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1. Introduction 
Fuzzy control systems have experienced a big growth of industrial applications in the recent 
decades, because of their reliability and effectiveness. Many researches are investigated on 
the Takagi-Sugeno models [1], [2] and [3] last decades. Two classes of Lyapunov functions 
are used to analysis these systems: quadratic Lyapunov functions and non-quadratic 
Lyapunov ones which are less conservative than first class. Many researches are 
investigated with non-quadratic Lyapunov functions [4]-[6], [7].  

Recently, Takagi–Sugeno fuzzy model approach has been used to examine nonlinear 
systems with time-delay, and different methodologies have been proposed for analysis and 
synthesis of this type of systems [1]-[11], [12]-[13]. Time delay often occurs in many 
dynamical systems such as biological systems, chemical system, metallurgical processing 
system and network system. Their existences are frequently a cause of infeasibility and poor 
performances.  

The stability approaches are divided into two classes in term of delay. The fist one tries to 
develop delay independent stability criteria. The second class depends on the delay size of 
the time delay, and it called delay dependent stability criteria. Generally, delay dependent 
class gives less conservative stability criteria than independent ones.  

Two classes of Lyapunov-Razumikhin function are used to analysis these systems: quadratic 
Lyapunov-Razumikhin function and non-quadratic Lyapunov- Razumikhin ones. The use 
of first class brings much conservativeness in the stability test. In order to reduce the 
conservatism entailed in the previous results using quadratic function. 

As the information about the time derivatives of membership function is considered by the 
PDC fuzzy controller, it allows the introduction of slack matrices to facilitate the stability 
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analysis. The relationship between the membership function of the fuzzy model and the 
fuzzy controllers is used to introduce some slack matrix variables. The boundary 
information of the membership functions is brought to the stability condition and thus offers 
some relaxed stability conditions [5]. 

In this chapter, a new stability conditions for time-delay Takagi-Sugeno fuzzy systems by 
using fuzzy Lyapunov-Razumikhin function are presented. In addition, a new stabilization 
conditions for Takagi Sugeno time-delay uncertain fuzzy models based on the use of fuzzy 
Lyapunov function are presented. This criterion is expressed in terms of Linear Matrix 
Inequalities (LMIs) which can be efficiently solved by using various convex optimization 
algorithms [8],[9]. The presented methods are less conservative than existing results. 

The organization of the chapter is as follows. In section 2, we present the system description 
and problem formulation and we give some preliminaries which are needed to derive 
results.  Section 3 will be concerned to stability and stabilization analysis for   T-S fuzzy 
systems with Parallel Distributed Controller (PDC). An observer approach design is derived 
to estimate state variables. Section 5 will be concerned to stabilization analysis for time-
delay T-S fuzzy systems based on Razumikhin theorem. Next, a new robust stabilization 
condition for uncertain system with time delay is given in section 6. Illustrative examples 
are given in section 7 for a comparison of previous results to demonstrate the advantage of 
proposed method. Finally section 8 makes conclusion. 

Notation: Throughout this chapter, a real symmetric matrix 0S   denotes S  being a positive 
definite matrix. The superscript ‘‘T’’ is used for the transpose of a matrix.  

2. System description and preliminaries  

Consider an uncertain T-S fuzzy continuous model with time-delay for a nonlinear system 
as follows: 

 

   
              
   

1 1       

    
, ,0

i p ip

i i ii i i i

IF z t is M and and z t is M

x t A x t D t B u t
THEN

A D x t B

x t t t



 

         


     



  (1) 

where  1,2, , , 1,2, ,ijM i r j p   is the fuzzy set and r is the number of model rules; 
  nx t   is the state vector,   mu t   is the input vector, n n

iA  , n n
iD  , n m

iB  , 
and    1 , , pz t z t are known premise variables,  t is a continuous vector-valued initial 
function on ,0   ; the time-delay  t may be unknown but is assumed to be smooth 
function of time.. , i iA D   and iB are time-varying matrices representing parametric 
uncertainties in the plant model. These uncertainties are admissibly norm-bounded and 
structured.  

   0 ,     1,t t d       

where 0  and d are two scalars.  
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The final outputs of the fuzzy systems are: 

                   
1

r

i
i

i i i i i i ix t h z t x t tA A D D x t B B u t


          (2) 

    ,    ,0 ,x t t t       

where  

       1 2 pz t z t z t z t     

        
1

r

i i i
i

h z t w z t w z t


  ,      
1

p

i ij j
j

w z t M z t


   for all t. 

The term   1i jM z t  is the grade of membership of  jz t  in 1iM  

Since        
  

  
1

0

0,            1,2, ,

r

i
i

i

w z t

w z t i r


 







 



     

we have  
  

  
1

1

0,          1,2, ,

r

i
i

i

h z t

h z t i r






  




for all t. 

The time derivative of premise membership functions is given by: 

     
 
 

   
1

s
i

i il il
l

z t dx t dx th
h z t

dt dtz t x t
 




    
     

We have the following property: 

   
1

0
r

k
k

h z t


   (3) 

Consider a PDC fuzzy controller based on the derivative membership function and given by 
the equation (4) 

            
1 1

r r

i i m m
i m

u t h z t F x t h z t K x t
 

      (4) 

The fuzzy controller design consists to determine the local feedback gains ,andi mF K  in the 
consequent parts. The state variables are determined by an observer which detailed in next 
section.  
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By substituting (4) into (2), the closed-loop fuzzy system without time-delay can be 
represented as: 

                
1 1 1

r r r

i j i i j m i m i i
i j m

x t h z t h z t A B F h z t B K x t D x t t   
  

         
    

    (5) 

    ,    ,0 ,x t t t       

where ;i i i i i i i i iA A A D D D and B B B            

The system without uncertainties is given by equation  

                
1 1 1

r r r

i j i i j m i m i i
i j m

x t h z t h z t A B F h z t B K x t D x t t
  

         
    

    (6) 

    ,    ,0 ,x t t t       

The open-loop system is given by the equation (7), 

           
1

r

i i i i
i

x t h z t A x t D x t t 


    (7) 

    ,   ,0 ,x t t t       

Assumption 1 

The time derivative of the premises membership function is upper bounded such that

k kh  , for 1, ,k r  , where, , 1, ,k k r   are given positive constants. 

Assumption 2 

The matrices denote the uncertainties in the system and take the form of  

 
 

i i i

i i i

i a a a

i b b b

A D F t E

B D F t E

 

 

 

where , ,  and 
i i i ia b a bD D E E are known constant matrices and    and

i ia bF t F t are unknown 
matrix functions satisfying : 

   
   

,

,
i i

i i

T
a a
T
b b

F t F t I t

F t F t I t

  


 

 

where I is an appropriately dimensioned identity matrix. 
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Lemma 1 (Boyd et al. Schur complement [16]) 

Given constant matrices 1 2 3,  and    with appropriate dimensions, where 1 1
T   and 

2 2
T   , then 

1
1 3 2 3 0T       

if and only if 

2 31 3

12

0 or 0
**

T     
       

   

Lemma 2 (Peterson and Hollot [2]) 

Let  , ,  and TQ Q H E F t satisfying    TF t F t I are appropriately dimensional matrices 
then the follow-ing inequality 

    0T T TQ HF t E E F t H    

is true, if and only if the following inequality holds for any 0   

1 0T TQ HH E E     

Theorem 1 (Razumikhin Theorem)[5]  

 Suppose , , :u v w    are continuous, non-decreasing functions satisfying   0,u s   

  0 v s   and 0w s  for 0s  ,    0 0 0,u v  and v strictly increasing. If there exist a 

continuous function : nV    and a continuous non-decreasing function  p s s  for 

0s   such that 

      , ,        ,   ,nu x V t x v x t x      (8) 

          ,      , , ,     ,0 ,V t x w x if V t x t p V t x            
  (9) 

then the solution 0x   of (7) is uniformly asymptotically stable. 

Lemma 3 [6] 

Assume that ana , bnb , a bn nN  are defined on the interval  . Then, for any 
matrices a an nX  , a bn nY   and b bn nZ  , the following holds: 

      
 

 
 

2 ,
T

T
T T

a aX Y N
a Nb d d

b bY N Z

 
   

  

    
      

        
   (10) 
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where 0T

X Y

Y Z

 
 

  
. 

Lemma 4 [9] 

The unforced fuzzy time delay system described by (7) with u = 0 is uniformly 
asymptotically stable if there exist matrices 0,P  0,iS  ,aiX ,diX ,aijZ ,dijZ and iY , such 

that the following LMIs hold: 

    2 1
0

T T
i i ai di i i i

T T
i i i

PA A P X X P Y Y PD

Y D P S

         
 
   

  (11) 

 iS P  (12) 

 T
j aij jA Z A P  (13) 

 T
j dij jD Z D P  (14) 

 0ai i
T
i aij

X Y

Y Z

 
 

  
 (15) 

 0di i
T
i dij

X Y

Y Z

 
 

  
 (16) 

3. Basic stability and stabilization conditions  

In order to design an observer for state variables, this section introduce two theorem 
developed for continuous TS fuzzy model for open-loop and closed-loop. First, consider the 
open-loop system without time-delay given by equation(17). 

       
1

r

i i
i

x t h z t A x t


   (17) 

The main approach for T-S fuzzy model stability is given in theorem follows. This approach 
is based on introduction of  parameter which influences the stability region.  

Theorem 2 [17] 

Under assumption 1 and for 0 1  , the Takagi Sugeno fuzzy system (17) is stable if there 
exist positive definite symmetric matrices , 1,2, ,kP k r  , matrix TR R  such that the 
following LMIs hold. 
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  0, 1, ,kP R k r    (18) 

  0, 1, ,jP R j r    (19) 

    
    

1
2

   0,   

T
i j j i

T
j i i j

P A P R P R A

A P R P R A i j

  

 

   

    
 (20) 

where , 1,2, ,i j r  and  
1

r

k k
k

P P R 


  and 1    

Proof  

The proof of this theorem is given in detailed in article published in [17].  

The closed-loop system without time delay is given by equation (21) 

                  
1 1

2 ,
2

r r
ij ji

i i ii i j
i i i j

G G
x t h z t h z t G x t h z t h z t x t

 


 

  
 
  

 


  (21) 

where  

ij i i jG A B F  and ii i i iG A B F  . 

In this section we define a fuzzy Lyapunov function and then consider stability conditions. 
A sufficient stability condition, for ensuring stability is given follows.  

Theorem 2[18] 

Under assumption 1, and assumption 2 and for given 0 1  , the Takagi-Sugeno system 
(21) is stable if there exist positive definite symmetric matrices , 1,2, ,kP k r  , and ,R  
matrices 1 , , rF F  such that the following LMIs hols. 

  0, 1, ,kP R k r    (22) 

 0,    1,2, ,jP R j r     (23) 

     
 

0,   

, 1, ,

T
ii k k iiP G P R P R G

i k r
     






 (24) 

     0,  
2 2

for , , 1,2, ,  such that 

T
ij ji ij ji

k k

G G G G
P R P R

i j k r i j

 
            
      





 

 (25) 
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where 

,ij i i jG A B F  ii i i iG A B F    

And  
1

r

k k
k

P P R 


   

4. Observer design for T-S fuzzy continuous model 

In order to determine state variables of system, this section gives a solution by the mean of 
fuzzy observer design.  

A stabilizing observer-based controller can be formulated as follow: 

 
              

      

1

1

ˆ ˆ ˆ

ˆ

r

i i i j i
j
r

j j
j

x t h z t A x t B u t L C x t y t

u t h z t F x t





   








 (26) 

The closed-loop fuzzy system can be represented as: 

 
               

           

1 1 1

1 1 1

r r r

i j i i j
i j

r r r

i j i j
i j

x t h z t h z t A B F h z t H R x t

h z t h z t B F h z t H R e t

 


 


  

  

      
  
     
  

 

 





 (27) 

           
1 1

r r

i j i i j
i j

e t h z t h z t A K C e t
 

   (28) 

The augmented system is represented as follows: 

 
         

               

1 1

1 1
2

2

r r

a i j ij a
i j

r r r
ij ji

i j ii a i j a
j i i j

x t h z t h z t G x t

G G
h z t h z t G x t h z t h z t x t

 

 



     
  



 



 (29) 

where 

   
 

   
1 1

0

a

r r

i i j i i j i
ij

i i j

x t
x t

e t

A B F h B H R B F h B H R
G

A K C

   
  

 
  
  

 
     

  
  

  
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By applying Theorem 2[18] in the augmented system (29) we derive the following Theorem. 

Theorem 3 

Under assumption 1 and for given 0 1  , the Takagi-Sugeno system (29) is stable if there 
exist positive definite symmetric matrices , 1,2, ,kP k r  , and ,R  matrices 1 , , rF F  such 
that the following LMIs hols. 

  0, 1, ,kP R k r    (30) 

 0,    1,2, ,jP R j r     (31) 

 
    

 
0,   

, 1, ,

T
ii k k iiP G P R P R G

i k r
     






 (32) 

     0,  
2 2

for , , 1,2, ,  such that 

T
ij ji ij ji

k k

G G G G
P R P R

i j k r i j

 
            
      





 

 (33) 

where 

   
1 1

0

r r

i i j i i j i
ij

i i j

A B F h B H R B F h B H R
G

A K C

   
  

 
     

  
  

  
 

And  
1

r

k k
k

P P R 


   

Proof 

The result follows immediately from the Theorem 2[18]. 

5. Stabilization of continuous T-S Fuzzy model with time-delay  

The aim of this section is to prove the asymptotic stability of the time-delay system (6) based 
on the combination between Lyapunov theory and the Razumikhin theorem [5]. 

Theorem 4  

Under assumption 1 and for given 0 1  , the unforced fuzzy time delay system described 
by (7) with 0u  is uniformly asymptotically stable if there exist matrices 0, 1,2, , ,kP k r   

0,iS  ,aijX  ,diX ,aijZ ,dijZ iY , and X , such that the following LMIs hold: 
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   
    

 

 

         

2 1
0

T
k ij ij k

k iT
aij di k i i

T T
ii i k

P P X G G P X
P X D

X X P X Y Y

SY D P X

  


  



    
  
       
 
 
 

   

  (34) 

where 
 

1

r

k k
k

ij i i j

P P X

G A B F

  


 

 

 . 

  i kS P X   (35) 

  T
ij aij ij kG Z G P X   (36) 

  T
j dij j kD Z D P X   (37) 

 0
aij i
T
i aij

X Y

Y Z

 
  
  

 (38) 

 0di i
T
i dij

X Y

Y Z

 
 

  
 (39) 

Proof  

Let consider the fuzzy Lyapunov function as  

        T
kV x x t V x x t  (40) 

   
1

r

k k k
k

V x h P X


   

Given the matrix property, clearly, 

            2 2
min max ,T

k k kP X x t x t P X x t P X x t          

where  min max denotes the smallest (largest) eigenvalue of the matrix.  

Finding the maximum value of     0
r T

k kk h x t P X x t


 is equivalent to determining the 

maximum value of  max0
r

k kk h P X 


 . 
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Finding the minimum value of     0
r T

k kk h x t P X x t


 is equivalent to determining the 

minimum value of  min0
r

k kk h P X 


 .  

Define 

 1 max0min   for 0 ,r
k kkk

h P X k r  


     

 2 min0max   for 0 .r
k kkk

h P X k r  


     

Then,  

        2 2
1 2

1

r
T

k
k

x t x t P X x t x t  


    

In the following, we will prove the asymptotic stability of the time-delay system (7) based 
on the Razumikhin theorem [5].  

Since  

      
 

,
i

t

i
t t

x t x t t x s ds





      

The state equation of (7) with u=0 can be rewritten as 

       
 1 1

i

tr r

i j ij i i
i j t t

x t h h G D x t D x s ds
  

 
   
 
 

    

where ij i i jG A B F   

The derivative of V along the solutions of the unforced system (7) with 0u  is thus given by 

                1 2
1 1

2 , ,
r r

T T
k k i i

k i
V x t h P X x t x t h P X x t x t x t 

 
           (41) 

       

                 
 

1
1

2
1 1 1 1

,

, 2 2 .
i

r
T

k k
k

tr r r r
T T

k k k k i j ij i i
k k i j t t

x t x t h P X x t

x t x t h P X x t x t h P X h h G D x t D x s ds




 



    

  

 
        
 
 



   



 

 

Then, based on assumption 1, an upper bound of  1 ,x z  obtained as: 

        1
1

,
r T

k k
k

x z x t P X x t 


     (42) 



 
Fuzzy Controllers – Recent Advances in Theory and Applications 492 

and for  2 ,x t we can written as,  

          
 

        

2
1 1 1 1 1 1

1 1

, 2  2
i

tr r r r r r
T T

i j k k ij i i j k k i
i j k i j kt t

r r

j

x t h h x h P X G D x t h h x t h P X D

h s h s G x s D x s s ds



   
 

 



     

 

     


      

   


 

          
 

        

2
1 1 1 1 1 1

1 1

, 2  2
i

tr r r r r r
T T

i j k k ij i i j k k i
i j k i j k t t

r r

j

x t h h h x P X G D x t h h h x t P X D

h s h s G x s D x s s ds



   
 

 



      

 

     

      

  


 (43) 

Using the bounding method in(10), by setting  a x t and  ijb G x s , we have 

 

        
 

                
 

       
 

1 1

1 1

1 1

2

2

i

i

i

t r r
T

k i
t t

t r r
T T

i ai i k i
t t

t r r
T T

ai
t t

x t P X D h s h s G x s ds

t x t X x t x t Y P X D h s h s G x s ds

h s h s x s G Z G x s ds

  
 

  
 

    
 



 

 

 

 

  

    









 (44) 

For any matrices ,  and a aiX Y Z   satisfying  

0a
T

ai

X Y

Y Z
 

 

 
 

  
 

Similarly, it holds that 

 

       
 

               
 

       
 

1

1

1

2

2

i

i

i

t r
T

k i j j j
jt t

t r
T T

i di i k i j j j
jt t

t r
T T

j j j dij j j
jt t

x t P X D h s D x s s ds

t x t X x t x t Y P X D h s D x s s ds

h s x s s D Z D x s s ds







 

  

 







  

    

  







 (45) 

For any matrices ,  and di i dijX Y Z satisfying 
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0di i
T
i dij

X Y

Y Z

 
 

  
 

Hence, substituting (44) and (45) into (43), we have 

        

             
 

       
 

1 1 1

1 1 1 1

1 1 1 1

2

       2

       

i

i

r r r
T

i j k k ij i ai di
i j k

tr r r r
T

i k i k i
i k t t

tr r r r
T T

i k ai
i k t t

V P h h h x t P X G D X X x t

h h x t Y P X D h s h s G x s D x s s ds

h h h s h s x s G Z G x s ds



    
 

    
 

 

 

  

   

   

       

       





 

 



       
 1 1 1

      
i

tr r r
T T

i k j j j dij j j
i k jt t

h h h s x s s D Z D x s s ds


 
  

   

 

         

               

       
 

 

1 1

1

1

1 1 1

       

       

       

i

r r
T T T

i j k ij ij k i i aij di
i j
r TT T

i i k i i i k i i i i
i

tr r r
T T

i ai
i t t

i j

P h h x t P X G G P X Y Y X X x t

h x t Y P X D S Y P X D x t x t t S x t t

h h s h s x s G Z G x s ds

h h s x



    
 

  

   

 





  

          

          

 







 

     
 1 1

i

tr r
T T

j j dij j j
i jt t

s s D Z D x s s ds


 
 

  

 (46) 

Note that, by Shur complement, the LMI in (34) implies   0iL   for a sufficiently small 
scalar 0  , where 

       
           1 2 1 1

T T
i k ij ij k i i aij di

T
i k i i i k i k

L P P X G G P X Y Y X X

Y P X D S Y P X D x t P X

   

     

        

         
 

In order to use the Razumikhin Theorem, suppose        1V x t V x t    for 
,0     . Then, if the LMIs in (35)–(39) also hold, we have from (46) that  

         

               

             
 

1 1

1

1

1 1

       1

      1 1
i

r r
T T T

i j k ij ij k i i aij di
i j

r TT T
i i k i i i k i k

i
tr r

T T
i i k i k

i i t t

V h h x t P X G G P X Y Y X X x t

h x t Y P X D S Y P X D x t x t P X x t

h t x t P X x t h x s P X x s ds


  

   

    

 





  

         

          

     





  


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         

               

            

1

1

1
2

     

       1

      1 1

r
T T T

i k i i k i i ai di
i

r TT T
i i k i i i k i k

i
T T

k k

h x t P X A A P X Y Y X X x t

h x t Y P X D S Y P X D x t x t P X x t

x t P X x t x t P X x t

  

   

     







         

          

     



  

     
1

     

     0

r
T

i i
i

h x t L x t





 

which shows the motion of the unforced system (7) with u = 0 is uniformly asymptotically 
stable. This completes the proof. 

6. Robust stability condition with PDC controller 

Consider the closed-loop system (5). A sufficient robust stability condition for Time-delay 
system is given follow.  

Theorem 5 

Under assumption 1, and assumption 2 and for given 0 1  , the Takagi-Sugeno system  
(5) is stable if there exist positive definite symmetric matrices , 1,2, ,kP k r  , and ,R  
matrices 1 , , rF F  such that the following LMIs hols. 

  0, 1, ,kP R k r    (47) 

 0,    1,2, ,jP R j r     (48) 

 

      

 

1

0 0 0
0
0

, 1, ,

k ai k bi k di di diP R D P R D P R D E
I

I

i k r

  




     
 
  

    
    







 (49) 

with   

       1
TT T

ii k k ii k ai ai bi i bi iP G P R P R G P R E E E F E F                  
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        

 

2

2

0 * 0
* *

0 0 0
0
0

, 1, ,
for , , 1,2, ,  such that 

k ai aj k bi bj k di di di

I
I

P R D D P R D D P R D E

I
I

i k r
i j k r i j




  




 
  
  
       
 
  
 
   

    









 

 (50) 

with 

         

   

2 2 2

T
Tij ji ij ji

k k k ai aj ai aj

T T
bi j bj i bi j bj i

G G G G
P R P R P R E E E E

E F E F E F E F

   
                       

   

 

where   
1

r

ij i i j m i m
m

G A B F h z t B K


 
   
  

  ,   
1

r

ii i i i m i m
m

G A B F h z t B K


 
   
  

   , 1 ,   and 

 
1

r

k k
k

P P R 


   

Proof 

Let consider the Lyapunov function in the following form: 

         
1

r

k k
k

V x t h z t V x t


   (51) 

with 

        ,   1,2, ,T
k kV x t x t P R x t k r      

where  

 , ,  0 1, 1 ,  and 0,    1,2, ,T T
k k kP P R R P R k r             . 

The time derivative of   V x t with respect to t  along the trajectory of the system (21) is 
given by:  

               
1 1

r r

k k k k
k k

V x t h z t V x t h z t V x t
 

     (52) 



 
Fuzzy Controllers – Recent Advances in Theory and Applications 496 

The equation (52) can be rewritten as, 

 

                  

       

1 1

1
            

r r
T T

k k k k
k k

r
T

k k
k

V x t x t h z t P R x t x t h z t P R x t

x t h z t P R x t

 



 



   
         

   
 

   
 

 



 


 (53) 

By substituting (5) into (53), we obtain,  

         1 2 3, , ,V x t x z x z x z       (54) 

where 

           1
1

,
r

T
k k

k
x z x t h z t P R x t



 
     

 
   (55) 

 

                

         

   

  

2
2

1 1

2

1 1

,

0
0

0
0

r r
T T

k i ii k k ii
k i

Tr r
T aiai

k i ai bi k
k i bi bi i

aiai
k ai bi

bi bi i

T
i

x z x t h z t h z t G P R P R G x t

E
x t h z t h z t D D P R

E F

E
P R D D x t

E F

x t t h

 







 

 

     

                  
                  

 





            

            
1 1

1 1

r r T
i k di di di k

k i
r r

T
i k k di di di i

k i

z t h z t D E P R x t

x t h z t h z t P R D E x t t



 

 

 

 

   





 (56) 

       
    

  
    

    

   

2
2

1 1

1

1

,

where

0

with

0
0

r r
T

k i ii
k i

T T T
i

k di di di
Tii

di di di k

T
ii k k ii

T
aiai

ai bi k k ai bi
bi bi i

x z h z t h z t

x t x t t

P R D E

D E P R

G P R P R G

E
D D P R P R D D

E F

 

 





 

 

 
   

   
   
     
  

    

                       



 

  
1

0
0

where  

aiai

bi bi i

r

ii i i i m i m
m

E
x t

E F

G A B F h z t B K


    
          

 
   
  

 
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                  

            

 

3
1 1

1 1

,
2 2

0
 

0

T
r rT ij ji ij ji

k i j k k
k i i j

T
r rT aiai

k i j ai bi k
bi jk i i j bi

k ai bi

G G G G
x z x t h z t h z t h z t P R P R x t

E
x t h z t h z t h z t D D P R

E F

P R D D

 





 

 

                      
                  

 









            

   

1 1

0
+ 

0

0 0

0 0

r rTaiai
k i j

bi j k i i jbi

T
aj aj aj aj

aj bj k k aj bj
bj bj i bj bj i

E
x t x t h z t h z t h z t

E F

E E
D D P R P R D D

E F E F
 

 

                  
                                                       




 

               

            

  

1 1

1 1

1
where  

r r TT
i i k di di di k

k i
r r

T
i k k di di di i

k i
r

ij i i j m i m
m

x t

x t t h z t h z t D E P R x t

x t h z t h z t P R D E x t t

G A B F h z t B K

 

 

 

 






   

   

 
   
  





 

 (57) 

          

    
  

    
   

3
1 1

2

2

,

where

0

with
2 2

0
0

r r
T

k i j ij
k i i j

T T T
i

k di di di
Tij

di di di k

T
ij ji ij ji

k k

aiai
ai bi

bi

x z h z t h z t h z t

x t x t t

P R D E

D E P R

G G G G
P R P R

E
D D

 

 





 

 
   

   
   
     
  
                     

 
      




   

   

0
0

0 0

0 0

T
aiai

k k ai bi
bi j bi jbi

T
aj aj aj aj

aj bj k k aj bj
bj bj i bj bj i

E
P R P R D D

E F E F

E E
D D P R P R D D

E F E F

 

 

                                    
                                           

        

 

Then, based on assumption 1, an upper bound of  1 ,x z  obtained as: 

        1
1

,
r T

k k
k

x z x t P R x t 


     (58) 

Based on (3), it follows that   
1

0
r

k
k

h z t R R


    where R is any symmetric matrix of 
proper dimension.  

Adding R to (55), then 



 
Fuzzy Controllers – Recent Advances in Theory and Applications 498 

        1
1

,
r T

k k
k

x z x t P R x t


            (59) 

Then,  

           
1

2 3, ,
r

k
k

T
kV x t x xt P R t x z x z



       

If  

 
 

     

     

11

11
1

0
0

where     

0
0

k di di di
T T T
di di di k

r
T

k k ii k k ii
k

T
Tai aiai

ai bi k k ai bi
bibi i bi i

H P R D E

E D P R

H P R G P R P R G

E E
D D P R P R D D

E F E F





  

 



  
 
   

     

                                





 

Then, based on Lemma 2, an upper bound of 11H  obtained as: 

       

   

1

1

0

Tr
T ai

k k ii k k ii k ai bi T
k bi

TT ai
ai bi i k

bi i

D
P R G P R P R G P R D D

D

E
E E F P R

E F

    

 





 
             

         





 

by Schur complement, we obtain, 

   1

0* 0
* *

k ai k biP R D P R D
I

I

 




   
 

 
  

  

with 

       1
TT T

ii k k ii k ai ai bi i bi iP G P R P R G P R E E E F E F                
 

   

   

0

02 2

0

0

T
ai ajij ji ij ji

k k ai aj bi bj
bi bj

T
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k k ai aj bi bj
bi j bj i bi bj

G G G G
P R P R D D D D

E E E
P R P R D D D D

E F E F

 

 

                                          

       
                         

0

i aj

bi j bj i

E

E F E F

         

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Then, based on Lemma 2, an upper bound of  1 ,x z  obtained as: 

     

     
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2 2
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T T T
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bi bj
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E E
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   

 


      

                    
                



 

by Schur complement, we obtain, 

     2

0* 0
* *

k ai aj k bi bjP R D D P R D D

I
I

 




     
 
 
 

  

  

with  

         

   

2 2 2

T
Tij ji ij ji

k k k ai aj ai aj

T T
bi j bj i bi j bj i

G G G G
P R P R P R E E E E

E F E F E F E F

   
                       

   

 

If (49) and (50) holds, the time derivative of the fuzzy Lyapunov function is negative. 
Consequently, we have     0V x t   and the closed loop fuzzy system (5) is stable. This is 
complete the proof. 

7. Numerical examples  

Consider the following T-S fuzzy system: 

       
1

r

i i
i

x t h z t A x t


   (60) 

with: 2r   

the premise functions are given by: 

    1
1 1

1 sin
;

2
x t

h x t


      1
2 1

1 sin
;

2
x t

h x t


  1
5 4

;
1 2

A
  

    
 2

2 4
20 2

A
  

   
; 

It is assumed that  1 2x t  . For 11 120, 0.5,    21 0.5,   and 22 0,  we obtain 

1
37.7864 26.8058

;
26.8058 36.2722

P
 

  
 

  2
98.5559 28.7577

;
28.7577 22.9286

P
 

  
 

  
-1.2760 -2.2632
-2.2632 -0.6389

R
 

  
 
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Figure 1. State variables 

Figure 3 shows the evolution of the state variables. As can be seen, the conservatism 
reduction leads to very interesting results regarding fast convergence of this Takagi-Sugeno 
fuzzy system. 

In order to show the improvements of proposed approaches over some existing results, in 
this section, we present a numerical example, which concern the feasibility of a time delay T-
S fuzzy system. Indeed, we compare our fuzzy Lyapunov-Razumikhin approach (Theorem 
3.1) with the Lemma 2.2 in [9].  

Example 2. Consider the following T-S fuzzy system with u=0: 

           
2

1
,i i i i

i
x t h z t A x t D x t t


    (61) 

with: 

1
2.1 0.1

,
0.2 0.9

A
 

    
2

1.9 0
,

0.2 1.1
A

 
    

1
1.1 0.1

,
0.8 0.9

D
 

    
2

0.9 0
,

1.1 1.2
D

 
    

 

with the following membership functions : 

 2
1 1sin 0.5 ;h x        2

2 1cos 0.5 .h x   

Assume that       1 20.5 sin 1i t x t x t     where      1 2,
T

x t x t x t    . Then, 

  0.5i t   . Table 1. shows that our approach is less conservative than Lemma 2.2.  

given in [9]. 
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Methods max  

Lemma 2.1 0.6308 
Theorem 3.1 +  

Table 1. Comparison results of maximum  for Example 1 

The LMIs in (34)-(39) are feasible by choosing ,ai aX X ,di dX X ,iY Y ,aij aZ Z ,dij dZ Z  

and ,iS S , 1,2,i j   and for 0.5  a feasible solution is given by 

1
1.5121 0.1801

,
0.1801 1.1057

P
 

   
2

1.451 0.178
,

0.178 0.883
P

 
   

1.021 0.064
,

0.064 0.664
S

 
   

0.611 0.169
,

0.243 0.421
Y

 
    

2.523 0.707
,

0.707 2.155aX
 

  
 

1.448 0.094
,

0.094 2.353dX
 

  
 

0.201 0.087
,

0.087 0.369aZ
 

   

0.849 0.227
,

0.227 0.246dZ
 

   
 

8. Conclusion 

This chapter provided new conditions for the stabilization with a PDC controller of Takagi-
Sugeno fuzzy systems with time delay in terms of a combination of the Razumikhin 
theorem and the use of non-quadratic Lyapunov function as Fuzzy Lyapunov function. In 
addition, the time derivative of membership function is considered by the PDC fuzzy 
controller in order to facilitate the stability analysis. An approach to design an observer is 
derived in order to estimate variable states. In addition, a new condition of the stabilization 
of uncertain system is given in this chapter.  

The stabilization condition proposed in this note is less conservative than some of those in 
the literature, which has been illustrated via examples. 
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1. Introduction 

Automatic generation control (AGC) or called load frequency control (LFC) has gained a lot 
of interests in the past 30 decade (Benjamin &. Chan, 1982; Pan & Liaw, 1989; Kothari et al., 
1989; Y. Wang et al., 1994; Indulkar & Raj, 1995; Karnavas & Papadopoulos, 2002; Moon et 
al., 2002; Sherbiny et al., 2003). LFC insures a sufficient and reliable supply of power with 
good quality. To ensure the quality of the power supply, it is necessary to deal with the 
control of the generator loads depending on the frequency with a proper LFC design. 
Therefore, the design of the controller is faced with nonlinear effects due to the physical 
components of the system, such as governor dead zone and generation rate constraints 
(GRC) and its complexity and the inherent characteristics of changing loads and parameters. 
Most actuators used in practice contain static (dead zone) or dynamic (backlash) non-
smooth nonlinearities. These actuators are present in most mechanical and hydraulic 
systems such as servo valves. Their mathematical models are poorly known and limit the 
static and dynamic performance of feedback control system (Corradini & Orlando,2002). 
Conventional PI controller has been often used to achieve zero steady state frequency 
deviation. However, because of the load changing, the operating point of a power system 
may change very much during a daily cycle (Pan & Liaw, 1989). Therefore, a PI controller 
which is fixed and optimal when considering one operating point may no longer be suitable 
with various statuses. On the other hand, it is known that the classical LFC does not yield 
adequate control performance with consideration of the speed – governor non-smooth 
nonlinearities and GRC (Karnavas & Papadopoulos, 2002; Moon et al., 2002). 

The problem of controlling systems with dead-zone nonlinearity has been addressed in the 
literature using various approaches some of which are dedicated to power systems. 
Reference (Tao & Kokotovic, 1994; X.-S. Wang et al., 2004) proposed adaptive schemes with 
and without dead zone inverse scheme, respectively, to track the error caused by the dead 
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zone effect to zero. In the past decade, fuzzy logic controllers (FLC) have been developed 
successfully for analysis and control of nonlinear systems (Lee, 1990).  

However, it has been sown by (Kim et al., 1994) that usual “Fuzzy PD” controller suffers 
from poor transient performance and a large steady state error when applied to systems 
with dead zones. On the other hand, when dealing with complex systems, the single-loop 
controller may not achieve the control performances and a multilayered controller turns out 
to be very helpful. The main advantage of the multilevel control lies in the freedom of the 
design of each layer (Yeh & Li, 2003; Oh & Park, 1998). The layers are designed to target 
particular objectives, so that design is simpler and performance improved. Motivated by the 
success of FLC, (Koo, 2001; Rubai, 1991) proposed new adaptive fuzzy controllers with 
online gain – tuning algorithm.  

However, lots of computations are needed to calculate the adaptive control law with and 
without fuzzy system. To simplify the controller design (Kim et al., 1994) proposed a Two-
layered fuzzy logic controller in which a fuzzy pre-compensator and a “fuzzy PD” 
controller were introduced to control plants with dead zones. Stimulated by ((Kim et al., 
1994; L. X. Wang, 1997) designed a 2 layered fuzzy LFC (FLC-FLC) with the dead zone and 
GRC effects. Reference (Rubai, 1991) proposed a 2 layers fuzzy controller for the transient 
stability enhancement of the electric power system.  

Based on the alternative choices proposed by (L. X. Wang, 1997) and the previous works 
(Kim et al., 1994; Sherbiny et al., 2003; Rubai, 1991], in this paper we study the case of a two-
layer control architecture (FLC-CC) where the pre-compensator layer is constructed from 
fuzzy systems as a control supervisor and the other layer from the conventional method. In 
addition, we demonstrate that the proposed scheme exhibits a good transient and steady 
state performance, and is robust to load variations and system nonlinearities.  

This paper is organized as follows. In section 2 we briefly introduce the systems 
investigated. Section 3 describes the idea underlying the approach and the design procedure 
of the proposed controller. The simulation plots that illustrate the behaviour of our scheme, 
taking into account parameters variations, GRC and speed governor dead zone are provided 
in section 4. Finally, conclusions based on extensive simulation results, recommendations 
and further research are drawn in section V. 

2. Plant model  

Power systems can be modeled by their power balance equations, linearized around the 
operating point.  Since power systems are only exposed to small changes in load during 
their normal operation, a linear model can be used to design LFC. We consider the same 
single–area non reheat power system model as shown in Fig. 1. The investigated system 
consists of a speed–governor, a turbine that produces mechanical power, Pg, and the rotating 
mass (or power system). In steady state, Pg is balanced by the electrical power output, Pe, of 
the generator. Any imbalance between Pg and Pe produces accelerating power and thereby 
creates an incremental change in frequency, ∆f.  All parameters are given Appendix A. 
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The investigated model consists of a tandem-compound single non reheat turbine. The state 
space model can be expressed as following: 

 ( ) ( ) ( ) Lx t Ax t BU t F P


      (1) 

 y(t) = Cx(t)   (2) 

where: 

 

1 0 0

0 1 1 0
1 0 1 1

0 0 0

p p p

t t

g g g

i

T K T

T T
A

RT T T

K

 
 

      
  

  (3) 

 0 0 1 0
T

gB T      (4) 

 0 0 0
T

p pF K T   
  (5) 

 C = [1  0  0  0]  (6) 

The time constant, Tg, in the governor model is quite small and often it is neglected, which 
means that the governor is assumed to act very fast compared to the change in speed or 
frequency. This leads to a second order dynamic power system model. But for accuracy and 
comparison purposes, Tg is considered.  

In linear control system theory, it is required that a state feedback controller: 

 ∆PC = – Kx(t)                (7) 

Hence, the closed loop eigenvalues become insensitive to variations of the system parameters.  

2.1. Model 1: Single-area non reheat power system  

Consider the same isolated non reheat power system model reported in (Benjamin &. Chan, 
1982; Pan & Liaw, 1989; Y. Wang et al., 1994) as shown in Figure 1, with the system 
parameters given in appendix A.  

 
Figure 1. Block diagram of a isolated non reheat power system with supplementary control 
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Where u(t) denotes the existence of the proportional gain Kp, whereas its absence leads to an 
integral controller. The above described model has a tandem-compound single non reheat 
turbine and does not consider the speed-governor dead zone and GRC.  

2.2. Model 2: two-areas reheat hydrothermal power system 

The linearized mathematical model – 2 (see Fig.2), comprises an interconnection of two 
areas: single stages reheat thermal system (area 1) and a hydro system (area 2). The system 
parameters are given in appendix B. Figure 2 shows the small perturbation transfer function 
model of the hydro thermal system (Sherbiny et al., 2003). The speed governor dead zone 
and the GRC effects are also included in the model. 

 
Figure 2. Bloc diagram of two-area reheat hydrothermal system with nonlinearities 

3. Design of two layered controller for the system investigated 

Considering the system shown in Figures 1, let P(s) represent the plant and D the speed 
governor actuator with dead zone (not present in Fig. 1). Recall that the supplementary PI 
control law can be written as following: 

 CC[e(k), ∫e(k)] = Kpe(k) + Ki ∫e(k)  (8) 

And in the case of “Fuzzy PD” controller, neglecting the scale factors, we get 

 CF[e(k), ∆e(k)] = F[e(k), ∆e(k)]    (9)                          

CC is a linear function of the error e(k) between the system output yp(frequency deviation ∆f) 
and the reference input Ym (load reference ∆Pc ) and the integral of the error whereas CF is a 
function of the error and the change of error. From the above, we get  

 e(k) = ym(k) – yp(k)  or     yp(k) = ym(k) – e(k)  (10) 

Let us assume that the supplementary control of the system is ensured by a “fuzzy PD” 
controller of the same type as (Indulkar & Raj, 1995; Karnavas & Papadopoulos, 2002). 
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3.1. Case 1: No actuator with dead zone  

The plant output in this case can be written as 

 yp(k) = P(s)  F[e(k), ∆e(k)]               (11) 

Let  ym(k) = ym. For steady state ∆e(k) = 0 since the system is supposed to have reached the 
stabilizing time. Therefore, CF becomes a function of e(k) alone and (11) can be written as 
following: 

 yp(k) = Ks F[ess , 0] = ym – ess             (12) 

where Ks is the system static gain and is given by Ks =  lims→0P(s) 

By assuming that CF is well tuned and that the load reference deviation ym =  ∆Pc = 0, (12) 
becomes: 

 Ks F[ess , 0] = – ess             (13) 

Taking into account the feedback negative input sign into the controller (see Fig. 1), it can be 
verified from the description of Fuzzy PD controller (Indulkar & Raj, 1995; Karnavas & 
Papadopoulos, 2002). that the law F( . , 0) is an increasing odd function that can satisfy the 
following condition f(x) = -f(-x), with f(x) = F( . , 0). Therefore, it is clear that the solution to 
(13) is ess = 0, i.e., the steady state error of the system output is zero, as expected. 

3.2. Case 2: Speed governor dead zone is present 

The dead zone nonlinearity can be denoted as an operator is written as following: 

 u(k) = D(v(k))        (14) 

with v(k) as input and u(k) as output. The operator D(v(k)) has been described in detail by 
(Corradini & Orlando,2002; Tao & Kokotovic, 1994; X.-S. Wang et al., 2004; Oh & Park, 1998; 
Koo, 2001).The parameters of D(v(k)) are specified by the width 2d of the dead zone and the 
slop m of the response outside the dead zone. In this case, equation (12) can be written as : 

 yp(k) = Ks D(v(k))  F[e(k), 0] = ym – e(k) (15) 

The solution to the equation (15) results in the steady state error as follow: 

 Ks D(v(k))  F[ess , 0] - ym =  – ess     (16)  

From (13) and (16) it can be seen that the steady state error ess in (16) is no longer zero. This 
is due to the presence of the dead zone in the speed governor actuator. 

It has been demonstrated by (Yeh & Li, 2003) that the steady state error due to the dead zone 
in the actuator can be eliminated by adding some other constant η to the reference input ym. 
We deliberately avoided using explicit knowledge of the value D(v(k)) because its 
parameters are poorly known or uncertain. Therefore, (16) becomes: 
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 Ks D(v(k))  F[e + η  , 0] - ym =  – e                                       (17) 

Since PI controller is still the most used controller in power system (Pan & Liaw, 1989; 
Sherbiny et al., 2003) in our approach we use fuzzy logic rules to determine the appropriate 
value of η to be added to ym. In this case, FLC plays the rule of a pre-compensator 
(supervisor) ensuring that the appropriate value of η is added to e(k) in order to eliminate 
the steady state error due to the dead zone. The conventional controller, called the stabilizer, 
present in the system, ensures the stabilization of the system.  

The price to pay for changing the existing conventional controller into a FLC, which is 
proposed by (Sherbiny et al., 2003), would be in the computation. FLC is driven by a set of 
control rules rather than by two constant proportional and integral gains. As we shall see, 
the proposed scheme exhibits good transient and steady state behaviour. The proposed 
control scheme is depicted in Fig. 3 where C1 is a FLC and C2 a conventional controller. The 
feed-forward gain K1 is normally set to the reciprocal of the Ks and constitutes an additional 
design parameter.  

 
Figure 3. Proposed control structure 

4. Design of the supervisor controller  

As previously discussed, the first layer of the proposed control structure consists of the 
fuzzy logic based pre-compensator. The FLC law is based on standard fuzzy logic rules. It is 
well known that FLC consists of 3 stages, namely fuzzification, control rules inference 
engine and defuzzification. The reader is refereed to (Lee, 1990; L. X. Wang, 1997) for details 
on FLC. For LFC the process operator is assumed to respond to error e and change of error 
∆e (Indulkar & Raj, 1995); defined in (9). Considering the scale factors, (9) becomes as 

 CF[e(k), ∆e(k)] = F[ne e(k), n∆e ∆e(k)]            (18)                          

where ne and n∆e are the error and change of error scale factors respectively. 

A label set corresponding to the linguistic variables control input e(k) and ∆e(k) with a 
sampling time of 0.1 sec  is as follows: L(e, ∆e) = {NB, NM, ZE,PM, PB} where, NB - Negative 
Big, NM - Negative Medium, ZE – Zero, PM - Positive Medium and PB - Positive Big. The 
membership functions (MFs) for the control input variables are shown in Fig. 4. The 
universe of discourse of each control variable is normalised from -1 to 1. The proposed 
control structure uses the center of gravity defuzzification method to determine the output 
control as following: 
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 CF[e(k), ∆e(k)] = nη 

m

i i
i
m

i
i

w y

y




    (19) 

Where nη is the output control gain, wi is the grade of the ith output MF, yi is the output label 
for the value contributed by the ith MF, and m is the number of contributions from the rules. 
The fuzzy output variable is determined by same MFs shown in Fig. 4 and labelled as 
following L(η) = {NB, NM, ZE, PM, PB} 

 
Figure 4. Membership functions of control input/output variables 

The associated fuzzy matrices used in this work are given in table 1.  
 

 
e(k)

NB NM ZE PM PB 

 
 

∆e(k) 

NB NB NB NB NM PM 
NM NB NB NM ZE PM 
ZE NB NM ZE PM PB 
PM NM ZE PM PB PB 
PB NM PM PB PB PB 

Table 1. Fuzzy logic rules for pre-compensator C1 

The performance of the FLC is affected by scaling factors of the inputs/output variables, MFs 
and the control rules. The selection of the optimum values of these factors is necessary in 
order to achieve satisfactory response [6]. But for the control system shown in Fig. 3, we can 
design the FLC without considering stability and use the stabilizer layer to deal with 
stability related problems. 

5. Second layer: Stabilizer  

The stabilizing layer consists of a conventional controller which is described in (8) and its 
design procedure is detailed in (Karnavas & Papadopoulos, 2002). The input to the present 
layer is the y’m as shown in Fig. 3. 

6. Simulation results  

The power systems under investigation are simulated and subjected to different load 
disturbances in order to validate the effectiveness of the proposed scheme. The nonlinear 
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effects, such as GRC and speed governor dead-zone, are also included in the simulations. 
The proposed controller (FLC-CC) will be evaluated qualitatively and quantitatively with  

A single layer “PD FLC” (FLC) proposed in the first part of the work of (Karnavas & 
Papadopoulos, 2002) and a single layer conventional control (CC). The reader is referred to 
(Sherbiny et al., 2003) in order to compare our controller responses with the two-layered 
fuzzy controller proposed by (Sherbiny et al., 2003). The parameters of our controller for the 
two investigated models are given in table 2.  
 

 ne n∆e nη Kp Ki 

Model 1 0.25 10.0 0.14 0.425 0.212 

Model 2 
area 1 10.0 20.0 0.15 4.00 6.00 
area 2 10.0 10.0 0.05 30.0 20.0 

Table 2. Proposed controller parameters 

6.1. Model 1 (Appendix A)  

A step load perturbation of 10% (∆Pd = 0.1 p.u.) of the nominal loading is considered. Fig 5 
shows the simulation results of the frequency deviation ∆f response to the step load change. 
The responses, obtained by the PD Fuzzy and the conventional controller (Karnavas & 
Papadopoulos, 2002) are also shown for comparison purpose.  

Assume that the parameters R, Tg, Tt, Tp, Kp are subjected to a simultaneous changes of 
+30% from their nominal values. The frequency deviation response of the system is plotted 
in Fig. 6. 

 
Figure 5. Frequency deviation for a load change of 0.1 p.u. 
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When GRC is applied to the system, its dynamic responses experience longer transient 
setting time ts and larger overshoots OS compare to cases without the GRC. GRC of 3% p.u. 
MW/min and 10% p.u. MW/min are usually applied to reheat and non reheat turbines, 
respectively. In addition to GRC, the dead zone effect is also added to the system 
investigated. A dead zone width of 0.05 p.u. is considered. GRC and dead zone are taken 
into account by adding limiters to the turbines and an actuator to the speed governor input, 
respectively. Fig. 7 plots the responses of the system under nonlinear effects and a step load 
perturbation ∆Pd = 0.05 p.u. 

 
Figure 6. Frequency deviation at parameter changes of +30% 

 
Figure 7. Frequency deviation due to ∆Pd = 0.05 p.u with nonlinear effects 
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From Figs. 5-7 it can be observed that the proposed controller acts as fast as the FLC-FLC 
controller with less oscillatory, less undershoot and setting time. In addition the proposed 
scheme is also robust to load and parameters changes with and without nonlinearities. Fig. 7 
shows the system steady state error for the PD FLC as previously predicted.  

6.2. Model 2: Appendix (B)  

Fig 8-10 show the simulation results of the frequency deviations and the tie line power 
responses of the two area power system due to a step load perturbation  ∆Pd = 0.05 p.u. 
without non-linear effects. The responses obtained by the conventional controller (CC) are 
also shown for comparison purpose.     

 
Figure 8. Frequency deviation of area 1 due to ∆Pd1 = 0.05 p.u.  

 
Figure 9. Frequency deviation of area 2 due to ∆Pd2 = 0.05 p.u 
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Figure 10. Tie line power deviation response due to ∆Pd2 

It can be observed from the results obtained in Figs 8-10 that the proposed controller 
exhibits less oscillations and setting time compare to the conventional controller. Our 
controller responses are faster with smaller overshoot than the FLC-FLC controller. The 
reader is referred to (Sherbiny et al., 2003) for comparison.  

Now assume that a dead zone width of 0.5 p.u. and GRC effects are considered in both area 
1 and 2 simultaneously. Figs 11-13 plot the responses of the system under nonlinear effects. 

 
Figure 11. Frequency deviation of area 1 due to ∆Pd1 = 0.05 p.u. with nonlinear effects 
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Figure 12. Frequency deviation of area 2 due to ∆Pd2 = 0.05 p.u. with nonlinear effects 

Figures 11-13 demonstrate the robustness of the proposed controller under a large dead 
zone width and GRC. In addition, it has been possible to reduce the steady state error in the 
tie line power flow deviations (Fig 10, 13) using the proposed controller while it has been 
difficult with a single layered FLC proposed by (Indulkar & Raj, 1995). 

 

 
Figure 13. Tie line power deviation response due to ∆Pd2 = 0.05 p.u. 
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The performance Evaluation of The proposed controller (FLC-CC) is given by table 3. 
 

  ts [sec] OS [p.u.] ·10³־ US [p.u.] ·10³־ 
  w/NE NE w/NE NE w/NE NE 

∆Ptie 
(∆f1) 

FLC-CC 10 17 0 0 1.2 3 
FLC-FLC 25 25 2.5 2.5 3.5 3.7 

∆f1 
FLC-CC 5 5 0 0.1 45 52 
FLC-FLC 30 32 4.0 5 17 18 

∆f2 
FLC-CC 12 10 0 0.1 45 45 
FLC-FLC 30 30 4 4 20 20 

Table 3. Performance Evaluation Of The Proposed Controller (FLC-CC) 

7. Conclusion 
In this paper a two layered controller with a fuzzy pre-compensator is used to damp the 
power system frequencies and tie line power error oscillation and track their errors to zero. 
The price to pay for changing a conventional controller into a FLC in order to obtain a two 
layered controller, where both layers are FLC, would be in the computation. FLC is driven 
by a set of control rules rather than by two constant proportional and/or integral gains. In 
our approach, simple tuning of the conventional controller parameters enables the easy and 
cheap implementation of the proposed controller. Extensive simulations for a single area 
and an interconnected systems with no reheat, reheat and hydro turbines, taking into 
account a number of practical aspects such as the loads and parameters disturbances and the 
nonlinear effects, have verified the validity of our scheme over the conventional controller. 
Therefore, the proposed controller should be preferred. Further research is based on finding 
the optimum tuning method for the conventional controller parameters. 
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Appendix A 
Nominal Parameters Of A Typical Single-Area Nonreheat Power System (Model – 1): 

 
                                                                 
* Corresponding Author 
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Appendix B 

Nominal Parameters Of ATwo-Area Reheat Hydrothermal Power System (Model – 2) : 
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1. Introduction 

In recent years, the increasing use of power electronics in the commercial and industry 
processes results in harmonics injection and lower power factor to the electric power system 
[Emanuel A E. (2004)]. Conventionally, in order to overcome these problems, passive R-L-C 
filters have been used. The use of this kind of filters has several disadvantages. Recently, 
due to the evolution in modern power electronics, new device called “shunt active power 
filter (SAPF)” was investigated and recognized as a viable alternative to the passive filters. 
The principle operation of the SAPF is the generation of the appropriate current harmonics 
required by the non-linear load.  

For the reference currents generation, one of the best known and effective technique is the 
‘instantaneous reactive power theory’ or ‘p-q theory’ [Czarnecki L S. (2006)]. In the literature,  
various modifications of p-q theory for the reference currents generation have been 
proposed [Salmeron P, Herrera R S, Vazquez J R. (2007)], [Kilic T, Milun S, et al. (2007)]. It is 
a common phenomenon in an electric power system, the grid voltages to be non-ideal 
[Segui-Chilet S S, Gimeno-Sales F J, et al. (2007)]. In such condition, the p-q theory is 
ineffective. To improve the efficiency of the p-q theory various reference currents generation 
techniques [Kale M, Ozdemir E. (2005)], [Tsengenes G, Adamidis G. (2011)] have been 
proposed. Except from the reference currents generation method, the current control 
method plays an important role to the overall system’s performance. Plenty of methods 
have been used in the current control loop [Buso S, Malesani L, et al. (1998)] (e.g. ramp 
comparison, space vector modulation), one of which is the hysteresis current control. 
Hysteresis current controller compared to other current control methods has a lot of 
advantages such as robustness and simplicity [Tsengenes G, Adamidis G. (2010)].  
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The conventional reference currents generation techniques use a PI controller in order to 
regulate the dc bus voltage. The tuning of the PI controller requires precise linear 
mathematical model of the plant, which is very difficult to obtained, and it fails to perform 
satisfactorily under parameters variations, non-linearities, etc. To overcome these 
disadvantages, in recent years controllers which use artificial intelligent techniques have 
been implemented, like fuzzy logic controllers (FLCs) and artificial neural network (ANN) 
[Saad A, Zellouma L. (2009)], [El-Kholy E E, El-Sabbe, et al. (2006)], [Han ., Khan M M, Yao 
et al. (2010)], [Skretas S B, Papadopoulos D P (2009)]. The FLC surpasses the conventional PI 
controller due to its ability to handle non-imparities, its superior perform with a non-
accurate mathematical model of the systems, and its robustness. In the literature some 
papers which implement FLCs in SAPF in order to improve the efficiency of the reference 
currents generation technique [Han Y, Khan M M, Yao et al. (2010)], [Jain S K, Agrawal P, et 
al. (2002)] and the current control loop have been reported [Mekri F, Machmoum M. (2010)], 
[Lin B R, Hoft R G. (1996)].    

In this chapter a fuzzy logic controlled SAPF for current harmonics elimination is presented. 
The control scheme is based on two FLCs, the first one controls the dc bus voltage and the 
second one controls the output current of the inverter. Furthermore for the reference 
currents generation a modified version of the p-q theory is proposed, in order to improve the 
performance of the SAPF under non-ideal grid voltages. The performance of the proposed 
control scheme is evaluated through computer simulations using the software 
Matlab/Simulink under steady state and transient response. The superiority of the proposed 
fuzzy logic control scheme over the conventional control scheme is established both in 
steady state and transient response for current harmonics elimination and dc bus voltage of 
the SAPF respectively. 

At the end a proposal for future investigation is presented. A combination between the 
fuzzy and the PI control is proposed. The new controller is called “fuzzy-tuned PI 
controller”. The theoretical analysis and some simulation results are illustrated in order to 
verify the efficiency of the fuzzy-tuned PI controller.  

2. Description of the proposed fuzzy control scheme 

The main function of the SAPF is the current harmonics elimination and the reactive power 
compensation of the load. The general block diagram of a grid connected SAPF, as well as the 
detailed model of the control scheme is illustrated in Fig.1. The Reference currents generation 
method includes the dc bus voltage control which is the outer control loop. The current control 
method is the internal control loop which generates the appropriate switching pattern. 

2.1. Reference currents generation method 

For the reference currents generation a modified version of the p-q theory is used. One of the 
disadvantages of the p-q theory is the very poor efficiency of the method under non-ideal 
grid voltages. In this chapter the generation of three virtual grid voltages is proposed, one 
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per phase as shown in figure 2. These virtual voltages will have the same amplitude as the 
fundamental harmonic (50 Hz) of the grid voltage, and will be synchronized with zero 
phase shifting compared with the corresponding grid voltages. 

 
Figure 1. Synoptic diagram of the proposed electric power system and the control system 

 
Figure 2. Generation of three virtual grid voltages 

Mathematical equations for the virtual grid voltages a-b-c reference frame are given by 
equations (1), (2) and (3). 

 2*
sa su V sin(θ)     (1) 

 2 120* ο
sb su V sin(θ )      (2) 

 2 120* o
sc su V sin(θ )      (3) 

Where sV  is the root-mean-square (rms) value of the grid voltage ( 2 2 2
s sa sb scV u u u   ), 

and θ is the angular frequency of the grid voltages (θ=2∙π∙fgrid=2∙π∙50). 

The modified p-q theory, for the reference currents generation, will use the virtual grid 
voltages *

sau , *
sbu , *

scu  and not the actual grid voltage. The load currents and the virtual grid 
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voltages are transformed in α-β reference frame according to the transformer matrix of 
equation (4). The virtual grid voltages and the load current in α-β reference frame are given 
by equations (5), (6). 
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 

    (5) 
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lbabc αβlβ
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ii
C ii

i


 
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 

    (6) 

The instantaneous active and reactive powers of the electric power system are calculated via 
the following equation: 

 
sα sβ lα

lβsβ sα

u u ip
iq u u

 

 

                   

 


  (7) 

The instantaneous powers p and q are composed from a dc part ( ) and an ac part (  ) 
corresponding to fundamental and harmonic current respectively. Equation (8) gives the 
instantaneous active and reactive power respectively. 

 



 (a)

 (b)

p p p
q q q
 

 
                 (8) 

The ac component of the active power is extracted using a low pass filter. Using the p-q 
theory current harmonics are eliminated and the reactive power of the load is compensated. 
Therefore the reference currents of the SAPF in α-β reference frame are: 

 


2 2
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 (9) 

Where lossp are related to the inverter operating losses. The grid should cover the lossp  in 
order to keep the capacitor voltage constant. Conventionally lossp  are calculated using a dc 
bus voltage sensor and a PI controller. In order to improve the dynamic performance of 



 
Performance Evaluation of PI and Fuzzy Controlled Power Electronic Inverters for Power Quality Improvement 523 

SAPF and reduce the total harmonic distortion (THDi) of the current a FLC for the dc bus 
voltage control and a FLC for the current control are implemented. The current controller 
handles the reference and the actual currents in a-b-c reference frame. As a result, the inverse 
α-β transformation of equation (10) is used in order to transform the reference currents in a-
b-c reference frame. 
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                (10) 

2.2. Fuzzy logic dc bus voltage controller 

For the dc bus voltage control a FLC is implemented. Figure 3 shows the synoptic block 
diagram of the proposed FLC. As inputs to FLC the error between the sensed and the 
reference dc bus voltage ( dc,ref dce V V  ) and the error variation ( 1e e(k) e(k )    ) at 
kth sampling instant are used. The output of the fuzzy logic controller is considered as the 
active power losses of the inverter ( lossp ). The coefficients G1, G2 and G3 are used to adjust 
the input and output control signals. 

 
Figure 3.  General structure of the fuzzy logic controller for dc bus voltage control 

The FLC converts the crisp variables into linguistic variables. To implement this process it 
uses the following seven fuzzy sets, which are: NL (Negative Large), NM (Negative 
Medium), NS (Negative Small), Z (Zero), PS (Positive Small), PM (Positive Medium), PL 
(Positive Large). The fuzzy logic controller characteristics used in this section are: 

 Seven fuzzy sets for each input (e, Δe) and output (Δploss) with triangular and 
trapezoidal membership functions. 

 Fuzzification using continuous universe of discourse. 
 Implications using Mamdani’s ‘min’ operator. 
 Defuzzification using the ‘centroid’ method.  

Figure 4 shows the normalized triangular and trapezoidal membership functions for the 
input and output variables. The degree of fuzziness/membership (μδ,tri(x)) of the triangular 
membership function is determined by equation (11.a). The degree of fuzziness (μδ,tra(x)) of 
the trapezoidal membership function is determined by equation (11.b).  
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Where x, a, b, c, and d belong to the universe of discourse (X). 

 
Figure 4. Membership functions for a) input variable e (pu), b) input variable Δe (pu), and c) output 
variable Δploss (pu) 

Let Aμ (x)  and Bμ (x)  denote the degree of membership of the membership functions Aμ ( )
and Bμ ( )  of the input fuzzy sets A and B, where x X . Mamdani‘s logic operator is 
described as:  

 A A Aφ μ (x),μ (x) min μ (x),μ (x) μ (x) μ (x)               (12) 

(a) (b)

(c)
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If Cμ (x)  denotes the degree of membership of the membership functions Cμ ( )  of the 
output fuzzy sets C, where x X , equation 13 is used.  

 C A Cμ (x) φ μ (x),μ (x) μ ( )                   (13) 

In the defuzzification procedure the centroid method with a discretized universe of discurse 
can be expressed as: 

 1

1

n

i out i
i

out n

out i
i

x μ (x )
x

μ (x )











                                 (14) 

Where xout is crisp output value xi is the output crisp variable and out iμ (x )  is the degree of 
membership of the output fuzzy value, and i is the number of output discrete elements in 
the universe of discourse. 

In the design of the fuzzy control algorithm, the knowledge of the systems behavior is very 
important. This knowledge is put in the form of rules of inference. The rule table which is 
shown in Table 1 contains 49 rules. The elements of the rule table are obtained from an 
understanding of the SAPF behavior [Jain S K, Agrawal P, et al. (2002)].  
 

e        
Δe NB NM NS Z PS PM PB 
NB NB NB NB NB NM NS Z 
NM NB NB NB NM NS Z PS 
NS NB NB NM NS Z PS PM 
Z NB NM NS Z PS PM PB 
PS NM NS Z PS PM PB PB 
PM NS Z PS PM PB PB PB 
PB Z PS PM PB PB PB PB 

Table 1. Fuzzy control rule table. 

2.3. Fuzzy logic Hysteresis current controller 

One of the best known and most effective current control methods is the hysteresis band 
control technique. Some of its advantages are the simplicity of the construction combined 
with the excellent dynamic response. Apart from the significant advantages, this method 
has some drawbacks such as the high THDi index.  

For the reduction of the THDi index, the implementation of a fuzzy logic hysteresis current 
controller is proposed. The synoptic diagram of fuzzy logic hysteresis controller for the 
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phase-a is shown in figure 5. The same controller is applied to the other two-phases (b and 
c). As inputs to FLC the error between the reference current and the sensed current (

ca,ref cae i i  ) and the error variation ( 1e e(k) e(k )    ) at kth sampling instant are used. 
The output of the FLC is considered as the amplitude of the current error. The coefficients F1 
and F2 are used to adjust the input control signals. The saturations blocks are used for 
limiting the initial error. 

The fuzzy logic controller characteristics used in this section are the same as in the previous 
section (2.2). Figure 6 shows the triangular and trapezoidal membership functions for the 
input and output variables. The rule table for the hysteresis fuzzy logic controller is the 
same with Table 1. 
 

 
 

Figure 5.  General structure of the hysteresis FLC for the current control loop 

 

 
Figure 6. Membership functions for a) input variable e, b) input variable Δe, and b) output variable Ierror 

(a) (b)

(c)
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3. Non-ideal grid voltages 
It is a common phenomenon in electric power system the grid voltages to be non-ideal. This 
problem is particularly important in Greek electric power distribution system, mainly due to 
the large increase of power electronic devices. In this section the mathematical model of the 
grid voltages under several non-ideal cases will briefly be presented. 

The ideal grid voltages have sinusoidal waveform and can be represented as: 

 2 120
120

sa
o

sb s
osc

sin(ωt)u
u V sin(ωt )
u sin(ωt )

  
  
  
  

    

   

 

            (15) 

The ideal grid voltages have only the fundamental frequency component. 

When the three-phase grid voltages are unbalanced ( suu ), the grid voltages can be 
expressed as positive and negative sequence components as shown in equation (12). 

 
sua sua sua

sub sub sub

suc suc suc

u u u
u u u
u u u

 

 

 

     
     
     
     
     

                               (16) 

Where suau  , subu  , and sucu   are positive sequence components and  suau  , subu  , and 
sucu   are negative sequence components.  

It is a very common phenomenon in electric power distribution systems, voltages having 
non-ideal waveforms, and different levels of harmonics. When the three-phase grid voltages 
are distorted (usd), the grid voltages have harmonics components. In this scenario the 
distorted grid voltage can be represented as: 

 
sda, f sda,hsda

sdb sdb, f sdb,h

sdc sdc,hsdc, f

u uu
u u u
u uu

                          

             (17) 

Where, sdb, fu , and sdc, fu  are positive sequence components and , sdb,hu , and sdc,hu  are 
harmonics components of the grid voltages.  

When the three-phase grid voltages are distorted and unbalanced (udu), the grid voltages 
contain harmonic components and unbalances. For this case, the distorted and unbalanced 
three-phase grid voltages are expressed as:  

 
sda, f sda,h sda,hsdua sua sua sua

sdub sdb, f sdb,h sub sub sdb,h sub

sduc suc suc sucsdc,h sdc,hsdc, f

u u uu u u u
u u u u u u u
u u u uu uu
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4. Simulation results 

In this section the electric power system of figure 1 will be simulated. The simulation will be 
carried out via Matlab/Simulink. The characteristics of the electric power system are shown 
in Table 2. Four practical scenarios were examined in which the grid voltages are ideal, 
unbalanced, distorted and distorted-unbalanced. For the worst case, where the grid voltages 
are distorted-unbalanced the performance of the electric power system will be analyzed 
using the conventional and the fuzzy logic control system. The behavior of the PI controller 
and the FLC will be compared based on the dc bus voltage control.  

Besides, the behavior of the conventional hysteresis controller and the hysteresis FLC will be 
compared based on the inverter output current control. For the comparison of the 
performance between the conventional control methods and the control methods with fuzzy 
logic theory the THDi index in steady state, and the oscillation of the dc bus voltage during 
the transient response will be considered. Thereafter, the non-linear load will be called 
“Load_1” and the linear load will be called “Load_2”. In all cases the transient response 
occurs at the same time (t=0.4 sec). It was considered that time t=0.4 sec in the electric power 
system, additionally to the initial non-linear load (Load_1) a linear load (Load_2) is 
connected.  
 

Grid voltage 
(rms) 

Vs=230V Non-linear 
load 

R1=4Ω SAPF inductance Lc=1mH 

Grid 
inductance Ls=0.1mH Linear Load L2=1mH dc side capacitor Cdc=3mF 

Firing angle α=10o  Linear Load R2=2Ω dc bus voltage Vdc=1 kV 

Non-linear 
load L1=1mH Non-linear load side impedance LL=1mH 

Table 2. Parameters of the electric power system.  

4.1. Distorted-Unbalanced grid voltages 

In this case the grid voltages are considered to be distorted-unbalanced, and they are 
expressed as:  

5 7
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 (19) 

Figure 7 shows the distorted-unbalanced grid voltages. Figures 8 and 9 show the grid 
currents (isa, isb, isc) and the reactive power of the grid respectively, without the application of 
the SAPF. In Table 3 the THDi index of the grid currents for the loads ‘Load_1’ and 
‘Load_1+Load_2’ is denoted. 
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Figure 7. Distorted-unbalanced grid voltages  

 
Figure 8. Grid currents without the application of the SAPF 

 
Figure 9. Reactive power of the grid without the SAPF 

 

Phases a b c 
THDi (Load_1) 18.84 26.62 21.92 

THDi (Load_1 + Load_2) 5.61 10.02 5.61 

Table 3. Grid current THDi index.  
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4.1.1. Conventional controller and fuzzy controller for dc bus voltage control 

In this section the control scheme consists of the PI dc bus voltage controller and the 
hysteresis current controller (called “PI-HYS”) will be compared with the control scheme 
consists of the fuzzy dc bus voltage controller (from section 2.2) and the hysteresis current 
controller (called “FUZ-HYS”). Figure 10 shows the dc bus voltage transient response at 
time t=0.4 sec for both control schemes. 

 

 
 
Figure 10. Dc bus voltage response for both control schemes 

From figure 10 it is obvious that the dc bus voltage fuzzy logic controller outperforms the 
conventional PI controller. In particular, it is noted that the oscillation of the dc bus voltage 
with the application if the fuzzy logic controller is smaller compared to the PI one. Likewise 
the recovery time until the dc bus voltage returns to steady state is fairly smaller when the 
FLC is applied. This result has an effect on the time needed by the grid currents to return to 
steady state operation. 

Figures 11 and 12 show the grid currents and the reactive power of the grid when the  
SAPF connected. Figures 11and 12 illustrate the results for both control schemes. Table 4  
shows the THDi index of the grid currents considering the loads ‘Load_1’ and 
‘Load_1+Load_2’. 
 

 PI-HYS FYZ-HYS 

Phases a b c a b c 

THDi (Load_1) 4.05 3.81 3.07 4.35 4.12 3.32 

THDi (Load_1 + Load_2) 1.83 1.96 1.60 1.86 1.96 1.61 

Table 4. Grid current THDi index.  



 
Performance Evaluation of PI and Fuzzy Controlled Power Electronic Inverters for Power Quality Improvement 531 

 

 
 

Figure 11. Grid currents with the application of the SAPF, for both control schemes 

 
Figure 12. Grid reactive power after the compensation, for both control schemes 

From figure 11 it is obvious that the faster response of the dc bus voltage using the fuzzy 
logic controller has a positive effect on the grid current, as the grid currents return to steady 
state operation faster (figure 11, time t1 for FLC, and time t2 for PI controller). It should be 
noted that, from figure 11 and Table 4 no significant change in the harmonic distortion of the 
grid currents in the case of dc bus voltage FLC is observed.  

From the simulation results it is observed that the performance of the SAPF is satisfactory in 
the case where the grid voltages are distorted-unbalanced. This fact is a consequence of the 
modified version of the p-q theory, which was proposed in this chapter. The SAPF 
successfully eliminates the high order harmonics from the grid currents.  

It is also observed that the SAPF compensates the reactive power of the load. As shown in 
figure 9 the reactive power of the grid without compensation for the ‘Load_1’ is Q=27 kVAr, 
then adding the ‘Load_2’ is increased to Q=58 kVAr. By using the active power filter, 
reactive power compensation is achieved for both initial and final load (the compensated 
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reactive power of the grid is Q=28 VAr) as shown in figure 12. Comparing the two control 
schemes, PI-HYS and FYZ-HYS, similar behavior for the reactive power compensation is 
detected. For both control schemes there is a short transient period during the change of 
load.  

4.1.2. Conventional dc bus voltage and ac current controller compared with fuzzy 
controller 

For the reduction of the THDi  index of the grid currents, authors propose a control scheme 
consists of a fuzzy logic dc bus voltage controller together with fuzzy logic hysteresis 
current controllers (as in section 2.3) (called “FUZ-FYZ HYS”). 

In this section the control scheme consists of the PI controller for the dc bus voltage control 
and the hysteresis controller for current control (PI-HYS) will be compared with the control 
scheme consists of the fuzzy controller for the dc bus voltage control and the fuzzy logic 
hysteresis controller for current control (FUZ-FUZ HYS). Figure 13 shows the dc bus voltage 
response at time t=0.4 sec for both control schemes. 

From figure 13 it is obvious that the use of fuzzy logic for and ac output current control 
outperforms the control scheme of PI dc bus voltage control and hysteresis current control. 
In particular we observe that the oscillation of the dc bus voltage is smaller when the fuzzy 
logic dc bus voltage control and the fuzzy hysteresis current control is used. Likewise the 
interval time until the dc bus voltage returns to steady state operation is fairly smaller when 
the fuzzy logic scheme is applied. Comparing the results of figure 10 with those of figure 10, 
it is observed that the control schemes of FUZ- HYS and FUZ-FUZ HYS have no significant 
difference in the control of the dc bus voltage. 

 
Figure 13. Dc bus voltage response, for both control schemes 

Figures 14 and 15 show the grid currents and the reactive power of the grid with the 
application of the SAPF for both control schemes (PI-HYS and FUZ-FUZ HYS). Table 5 
shows the grid currents THDi index for the loads ‘Load_1’ and ‘Load_1+Load_2’.  
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 PI‐HY FYZ-HYS FUZ-FYZ HYS 
Phases a b c a b c a b c 

THDi (1) 4.05 3.81 3.07 4.35 4.12 3.32 3.37 3.53 3.04 
THDi (2) 1.83 1.96 1.60 1.86 1.96 1.61 1.62 1.77 1.57 

Table 5. Grid current THDi index.  

From figure 14 it is evident that the faster response of the dc bus voltage with the 
application of the FUZ-FUZ HYS control scheme has a positive effect on the grid current, as 
they return to steady state operation in smaller interval time (figure 14, time instant t1 for 
FUZ-FUZ HYS control scheme, and time instant t2 for PI-HYS control scheme). It should be 
noted that, from figure 14 smaller harmonic distortion of the grid currents is observed using 
the FUZ-FUZ HYS control scheme. In figure 14 some of the points where improvement is 
observed are highlighted using circles.  

 
Figure 14. Grid currents with the application of the SAPF, for both control schemes 

 
Figure 15. Grid reactive power after the compensation, for both control schemes 
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From the analysis of the simulation results, the improvement in the THDi index of the grid 
current using the FUZ-FUZ HYS control scheme is observed, as shown in Table 5. For 
phase-a, the improvement in the THDi index with the FUZ-FUZ HYS control scheme is 
about 22.5%. For phases-b and -c, the improvement in the THDi index with the FUZ-FUZ 
HYS control scheme is about 14.3% and 8.5% respectively. Investigating the electric power 
system, the unbalances in the THDi index is the result of the unbalances in the grid voltages. 

From the comparison of the PI-HYS and FYZ-FUZ HYS control schemes, similar behavior 
for the reactive power compensation is observed. For both control schemes there is a short 
transition period during the load change. As shown in figure 9 the reactive power of the 
grid considering only the ‘Load_1’, without compensation for the is Q=27 kVAr, then adding 
the ‘Load_2’ the reactive power is increased to Q=58 kVAr. Using the SAPF, reactive power 
compensation is achieved for both initial and final load (in this case, the reactive power of 
the grid is approximately Q=29 VAr) as shown in figure 15.  

From the simulation results it is observed that considering the above mentioned case the 
performance of the SAPF is excellent, as well as the performance of the SAPF is not affected 
by the distorted-unbalanced grid voltages. This fact is a consequence of the modified 
version of the p-q theory.  

5. Future research 

The fuzzy logic controller outperforms the conventional PI controller due to robustness and 
the superior transient response. However FLC have some significant disadvantages. The 
main drawback of the FLC is the requirement of an expert for the design of the membership 
functions and the fuzzy rules. To overcome this disadvantage, a novel artificial intelligent 
controller called “fuzzy-tuned PI controller” has been proposed in the literature of 
automation control [De Carli A, Linguori P, et al. (1994)], [Zhao Z-Y, Tomizuka M, et al. 
(1993)]. The fuzzy-tuned PI controller in figure 16 is a combination of the fuzzy controller 
and the PI controller. Using the fuzzy part we can estimate the gains Κp and Kp of the PI 
controller. Then the PI controller based on these gains outputs the reference signal. The 
fuzzy-tuned PI controller was initially applied for the speed control of the induction motor 
drives [Chen Y, Fu b, et al. (2008)] and the dc bus voltage control of the grid connected 
inverters [Suryanarayana H, Mishra MK (2008)]. 

No significant work, comparing the performance of the PI and fuzzy-tuned PI controller for 
the current control of a grid connected inverter, has been reported. In this section the PI and 
the fuzzy-tuned PI controller are applied to the inner current control loop. The criterion for 
the comparison of the two controllers are based on the transient response. 

5.1. Fuzzy-tuned PI controller analysis for current control 

The synoptic block diagram of the proposed fuzzy-tuned PI controller is illustrated in figure 
16. As inputs to the fuzzy-tuned PI current controller are the actual and the reference 
currents. The current controller outputs the appropriate reference signal (reference voltage). 
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The reference voltage in α-β reference frame will be used by the Space Vector Modulation 
algorithm for the switching pattern generation.  

 
Figure 16. General structure of the fuzzy-tuned PI controller 

The operation of the fuzzy-tuned PI controller is based on the use of a FLC for on-line 
tuning of the gains Kp and Ki of the PI controller, as shown in equation (20). Then the PI 
controller uses the adjusted gains Kp, Ki and the current error (e) to create the reference 
output control signals (referencevoltage).  

 
1

1
p p p

i i i

K K K (k )

K K K (k )

   

   
 (20) 

As inputs to the fuzzy-tuned PI controller the error c ,ref ce i i   and the error variation 
Δe=e(k)-e(k-1) are determined. As outputs from the fuzzy part, the gains ΔKi (pu) and ΔKp 

(pu) of the PI controller, are determined. Using the gains Ki and Ki, the PI controller outputs 
the reference output voltage of the inverter ( c ,refu ). The scaling factors G1, G2, G3 and G4 are 
used to normalize the input and output signals. In figure 17.a seven membership functions 
are used for each input (NL-Negative Large, NM-Negative Medium, NS-Negative Small, 
ZE-Zero, PS-Positive Small, PM-Positive Medium, and PL-Positive Large). In figure 17.b two 
membership functions are used for each output (B for Big and S for Small). For the fuzzy-
tuned PI controller the triangular function was used as input and output fuzzy sets. 

 
Figure 17. Membership functions for a) input variables  e, Δe, and b) output variables ΔKi (pu) and  
ΔKp (pu) 

(a) (b)
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The fuzzy rules which are shown in Table 6 for the ΔKp and in Table 7 for the ΔΚi, are 
determined using the standard form of fuzzy rules: IF e is Ai and Δe is Bj, THEN ΔΚP,i is Cij and 
ΔΚI,i is Dij.  
 

Δe 
e      

NL NM NS ZE PS PM PL 

NL B B B B B B B 

NM S B B B B B S 

NS S S B B B S S 

ZE S S S B S S S 

PS S S B B B S S 

PM S B B B B B S 

PL B B B B B B B 

Table 6. Fuzzy control rules table for ΔKP. 

 

Δe 
e       

NL NM NS ZE PS PM PL 

NL B B B B B B B 

NM B S S S S S B 

NS B B S S S B B 

ZE B B B S B B B 

PS B B S S S B B 

PM B S S S S S B 

PL B B B B B B B 
 

Table 7. Fuzzy control rules table for ΔKI. 

5.2. Comparison between fuzzy-tuned PI controller and the PI controller 

In this section the behavior of the two current controllers will be compared based on the 
dynamic response. At the time instant t=0.4 sec a sudden variation of the output power of 
the inverter occurs. Figures 18.a and 18.b show the output currents of the inverter in a-b-c 
reference frame for the PI and the fuzzy-tuned PI current controller, respectively.  
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From figure 18 we can observe that the current error in a-b-c reference frame is very big 
when the PI controller is used (the power of the inverter increases). When the fuzzy-tuned 
PI controller is applied the error becomes almost zero while the recovery time is smaller 
compared to the PI. This fact has a direct impact to the output currents, which in the case of 
fuzzy-tuned PI controller have smoother behavior, while in the case of PI controller have 
rougher behavior.  

From the dynamic response of the electric power system is concluded that the fuzzy-tuned 
PI controller is best suited for the inner current control loop.  

 

 
 

Figure 18. Current in ac side of the inverter during the dynamic response using the a) PI, and b) fuzzy-
tuned PI current controller 

(a)

(b)
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6. Conclusion 

In this chapter a modified version of the p-q theory was proposed, in order to improve the 
performance of the SAPF in the case of non-ideal grid voltages. For the performance 
improvement of the control scheme, the fuzzy logic theory was applied. A fuzzy logic 
controller for the dc bus voltage control was used. From the computer simulations and the 
analysis of the results, smaller amplitude and duration of the dc bus voltage oscillations 
during the transient response has been demonstrated. A further investigation of the 
system was carried out applying fuzzy logic hysteresis controller to control the output 
current of the inverter. From the investigation of the control system using fuzzy logic 
controller both for dc bus voltage and inverter output current control, the dc bus voltage 
during the transient response and the THDi index of the grid currents are obviously 
improved. 

Furthermore, authors use a combination of the PI and the fuzzy control known as “fuzzy-
tuned PI“ control. The performance of the inverter in case of the fuzzy-tuned PI control is 
used on the current control loop was investigated.  

Author details 

Georgios A. Tsengenes and Georgios A. Adamidis  
Department of Electrical and Computer Engineering, Democritus University of Thrace, Greece 

7. References 

Buso S, Malesani L, Mattavelli P. (1998). Comparison of Current Control Techniques for 
Active Filter Applications. IEEE Trans Ind Elect, Vol.45, No.5, pp.722-729. 

Chen Y, Fu b, Li Q (2008). Fuzzy logic based auto-modulation of parameters pi control for 
active power filter. In: World congress on intelligent control and automation, 
Chongqing, 2008. 

Czarnecki L S. (2006). Instantaneous Reactive Power p-q Theory and Power Properties of 
Three-Phase System. IEEE Trans Power Del, Vol.21, No.1, pp.362-367. 

De Carli A, Linguori P, Marroni A (1994). A fuzzy-pi control strategy. Control Eng Practice, 
Vol.2, No.1, pp.147-153. 

El-Kholy E E, El-Sabbe, El-Hefnawy, Mharous M H. (2006). Three-phase active power filter 
based on current controlled voltage source inverter. Int J Electr Power Energy Syst, 
Vol.28, No.8 , pp.537-547.   

Emanuel A E. (2004). Summary of IEEE Standard 1459: Definitions for the Measurement of 
Electric Power Quantities Under Sinusoidal, Nonsinusoidal, Balanced or Unbalanced 
Conditions. IEEE Trans Ind Appl, Vol.40, No.3, pp.869-876. 

Han Y, Khan M M, Yao G, Zhou L-D, Chen C. (2010). A novel harmonic-free power factor 
corrector based on T-type APF with adaptive linear neural network (ADALINE) 
control. Simulat Model Pract Theor, Vol.16, No.9, pp.1215-1238.  



 
Performance Evaluation of PI and Fuzzy Controlled Power Electronic Inverters for Power Quality Improvement 539 

Jain S K, Agrawal P, Gupta H O. (2002). Fuzzy logic controlled shunt active power filter for 
power quality improving. IEE Electr Power Appl, Vol.149, No.5, pp.317-328. 

Kale M, Ozdemir E. (2005). Harmonic and reactive power compensation with shunt active 
power filter under non-ideal mains voltage. Electr Power Syst Reseach, Vol.74, No.3 
pp.363-370.  

Kilic T, Milun S, Petrovic G. (2007). Design and implementation of predictive filtering 
system for current reference generation of active power filter. Int Journ of Electr Power 
Energy Syst, Vol.29, No.2, pp.106-112.   

Lin B R, Hoft R G. (1996). Analysis of power converter control using neural network  
and rule-based methods. Electr Power Comp and Systems, Vol.24, No.7, pp.695- 
720.  

Mekri F, Machmoum M. (2010). A comparative study of voltage controllers for series active 
power filter. Electr Power Syst Reseach, Vol.80, No. , pp.615-626. 

Saad A, Zellouma L. (2009). Fuzzy logic controller for three-level shunt active filter 
compensating harmonics and reactive power. Electr Power Syst Reseach, Vol. 79, No.10, 
pp.1337-1341.  

Salmeron P, Herrera R S, Vazquez J R. (2007). A new approach for three-phase 
compensation based on the instantaneous reactive power theory. Electr Power Syst 
Reseach, Vol.78, No.4, pp.605-617.  

Segui-Chilet S S, Gimeno-Sales F J, Orts S, Garcera G, Figueres E, Alcaniz M, Masot R. 
(2007). Approach to unbalance power active compensation under linear load 
unbalances and fundamental voltage asymmetries. Int J Electr Power Energy Syst, Vol.29, 
No.7, pp.526-539.   

Singh G K, Singh A K, Mitra R. (2007). A simple fuzzy logic based robust active power filter 
for harmonics minimization under random load variation. Electr Power Syst Reseach, 
Vol.77, No.8 , pp.1101-1111.  

Skretas S B, Dimitrios D. P. (2009). Efficient design and simulation of an expandable hybrid 
(wind–photovoltaic) power system with MPPT and inverter input voltage regulation 
features in compliance with electric grid requirements. Electr Power Syst Reseach, Vol.79, 
No.9 , pp.1271-1285.  

Suryanarayana H, Mishra M K (2008). Fuzzy logic based supervision of dc link pi control in 
a dstatcom. In: India conference, Kanpur 

Tsengenes G, Adamidis G. (2010). An Improved Current Control Technique for the 
Investigation of a Power System with a Shunt Active Filter. In: International Symposium 
on Power Electronics, Electrical Drives, Automation and Motion, Pisa, Italy. 

Tsengenes G, Adamidis G. (2011). Investigation of the behavior of a three phase grid-
connected photovoltaic system to control active and reactive power. Elec Power Syst 
Reser, Vol. 81, No. 1, pp.177-184, 2011. 

Zhao Z-Y, Tomizuka M, Isaka S (1993). Fuzzy gain scheduling of pid controllers. IEEE Trans 
Systems Man and Cybern, Vol.23, No.4, pp. 1392-1398. 



 
Fuzzy Controllers – Recent Advances in Theory and Applications 540 

Zhou K, Wang D. (2002). Relationship between space-vector modulation and three-phase 
carrier-based PWM: A comprehensive analysis. IEEE Trans Ind Electron, Vol.49, No.1, 
pp.186-196. 



Chapter 23 

 

 

 
 

© 2012 Ibrahim et al., licensee InTech. This is an open access chapter distributed under the terms of the 
Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits 
unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited. 

Discrete-Time Cycle-to-Cycle Fuzzy Logic  
Control of FES-Induced Swinging Motion 

B. S. K. K. Ibrahim, M. O. Tokhi, M. S. Huq and S. C. Gharooni 

Additional information is available at the end of the chapter 

http://dx.doi.org/10.5772/48488 

1. Introduction 

Functional electrical stimulation (FES) can be used to restore motor function to individuals 
with spinal cord injuries (SCI). FES involves artificially inducing a current in specific motor 
neurons to generate a skeletal muscle contraction. FES induced movement control is a 
significantly challenging area for researchers. The challenge mainly arises due to muscle 
response characteristics such as fatigue, time-varying properties and nonlinear dynamics of 
paralyzed muscles [1]. Another challenge is due to certain motor reflexes such as spasticity. 
Spasticity is a reflex or uncontrolled response to something that excites the nerve endings 
and produces muscle contractions. These reflexes are often unpredictable and may impede 
joint movements [2].  

Primarily due to the complexity of the system (nonlinearities, time-variation) practical FES 
systems are predominantly open-loop where the controller receives no information about 
the actual state of the system [3]. In its basic form, these systems require continuous user 
input. Practical success of this open-loop control strategy is still, however, seriously limited 
due to the fixed nature of the associated parameters. The problem arises especially due to 
the existing parameter variations (e.g., muscle fatigue), inherent time-variance, and strong 
nonlinearities present in the neuromuscular-skeletal system or the plant to be controlled. 
Besides, in such open-loop control approach, the actual movement is not assessed in real 
time and any mechanism of adapting the stimulation pattern in response to unforeseen 
circumstances such as external perturbations or muscle spasms is absent [4]. These 
prominent problems can be resolved by having a suitable closed-loop adaptive control 
mechanism. Such approach has several advantages over open-loop schemes, including 
better tracking performance and smaller sensitivity to the modeling errors, parameter 
variations, and external disturbances [5]. 
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In controlling cyclical movement, one can try to follow pre-set joint angle trajectories. 
Although the trajectory-based closed-loop control has been developed but it has not been 
used yet in clinical FES gait because of difficulties in achieving accurate tracking 
performance [6]. Moreover, in the swing phase of gait, following exact trajectories is 
unimportant and inefficient, leading to fatigue due to large forces that must be exerted to 
precisely control the high inertia body segments [3]. For these reasons, cycle-to-cycle control 
method is expected to be an alternative to trajectory based closed-loop FES control. The 
cycle-to-cycle control delivers electrical stimulation in the form of open-loop control in each 
cycle without reference trajectory but it is still closed-loop control. In this control strategy, 
movement parameters at the end of each cycle are compared as in the desired set point, and 
the stimulation for the next cycle is adjusted on the basis of the error in the preceding cycle. 

In fact, FES induced movements have traditionally been achieved through application of 
stimulus bursts rather than continuous tracking control. The burst of stimulus signal would 
drive the joint to its desired orientation through ballistic movement and thus traversing a 
trajectory defined purely by the physics of the segment combination [5]. The cycle-to-cycle 
control approach retains this basic mechanism of movement generation through stimulus 
burst and comes into action when the movement is repetitive or cyclical, through automatic 
adjustment of the burst parameters to maintain the desired target orientation at each cycle 
[7]. While the trajectory based closed-loop control for knee joint angle of paraplegic has been 
criticized for having poor tracking and oscillatory responses and even its inability to reach 
full knee extension angle [8]. the ability of cycle-to-cycle control approach to realize the 
target joint orientation has been demonstrated in experimental tests of controlling maximum 
knee extension angle [9] or hip joint range [7]. 

Researches as in [7] and [9] investigated a discrete-time proportional-integral-derivative 
(PID) feedback controller for cycle-to-cycle adaptation of an experimentally initialized 
stimulation signal with a view to compensate for the fatigue-induced time variation of 
muscle output. For practical use of cycle-to-cycle control, realization in multi-joint control is 
crucial, in which problems seen in the PID controller such as drawback in determination of 
controller parameter values and a lack of capability in compensating muscle fatigue [7] have 
to be solved. It is difficult to establish the control parameters for these systems since they are 
not always the same under different circumstances [10]. Therefore, traditional control 
approaches, such as PID control might not perform satisfactorily if the system to be 
controlled is of highly nonlinear and uncertain nature [5]. 

On the other hand, fuzzy logic control (FLC) has long been known for its ability to handle a 
complex nonlinear system without developing a mathematical model of the system. FLC is 
the fastest growing soft computing tool in medicine and biomedical engineering [11]. It is 
being used successfully in an increasing number of application areas in the control 
community. FLCs are rule-based systems that use fuzzy linguistic variables to model human 
rule-of-thumb approaches to problem solving, and thus overcoming the limitations that 
classical expert systems may face because of their inflexible representation of human 
decision making. The major strength of fuzzy control also lies in the way a nonlinear output 
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mapping of a number of inputs can be specified easily using fuzzy linguistic variables and 
fuzzy rules [12]. The control signal is computed by rule evaluation called fuzzy inference 
instead of by mathematical equations. In order to compensate the non-linearity of the 
musculo-skeletal system responses, the cycle-to-cycle control was implemented using fuzzy 
controller. Thus FLC with is the preferred option in the current work 

This chapter presents the development of strategies for swinging motion control by 
controlling the amount of stimulation pulsewidth to the quadriceps muscle of the knee 
joints. The capability of the controller to control knee joint movements is first assessed in 
computer simulations using a musculo-skeletal knee joint model. The knee joint model 
developed in Matlab/Simulink, as described in [13], is used to develop an FLC-based cycle-
to-cycle control strategy for the knee joint movement. The FLC output is the controlled FES 
stimulation pulsewidth signal which stimulates the knee extensors providing torque to the 
knee joint. The swinging movement is performed by only controlling stimulation 
pulsewidth to the knee extensors to extent the knee and then the knee is left freely to flex in 
the flexion period. The controllers are then tested through experimental work on a 
paraplegic in terms of swinging performance and compensation of muscle fatigue and 
spasticity. 

2. Materials and method 

2.1. Model of knee joint 

The shank-quadriceps dynamics are modelled as the interconnection of passive and active 
properties of muscle model and the segmental dynamics. The total knee-joint moment is 
given as [14]: 

  i g s daM M M M M       (1) 

where Mi refers to inertial moment, Mg is gravitational moment, Ma refers to an active knee 
joint moment produced by electrical stimulation, Ms is the knee joint elastic moment and Md 
is the viscous moment representing the passive behaviour of the knee joint. In this research 
the Mi and Mg are represented by the equations of motion for dynamic model of the lower 
limb while Ma and Ms+Md are represented by a fuzzy model as active properties of 
quadriceps muscle and passive viscoelasticity respectively. A schematic representation of 
the knee joint model consisting of active properties, passive viscoelasticity and equations of 
motion of the lower limb is shown in Figure 1. The active joint moment is added with the 
passive joint moment as an input (torque) to the lower limb model and this will produce the 
knee angle as the output. The subject participating in this work was a 48 year-old T2&T3 
incomplete paraplegic male with 20 years post-injury with height = 173cm and weight = 
80kg. Informed consent was obtained from the subject. 

A schematic diagram of the lower limb model is shown in Figure 5, where 2q = shank length, 

1r = position of COM along the shank, 2r = position of COM along the foot, 1 =knee angle 
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and 2 =ankle angle. Hence, the dynamics of motion can be represented in the simpler form 
based on Kane’s equations as in [13]. The gravitational ( gM ) moment is represented by:- 

 1 1 1 2 1 2cos cosgM m g r m g q     (2) 

aM
,iM gM

ds MM 

 
Figure 1. Schematic representation of the knee joint model 

The inertial ( iM ) moment of the lower limb is represented as follows:-  

 2 2 2
2 2 1 2 1 1 1 1 1 2 2 1iM m q r I m r m q            (3) 

where, 1m = shank mass, 2m =foot mass, 1I = moment of inertia about COM, 1 =knee 
velocity, 1 =knee acceleration, g =gravity=9.81 m/s2.  

Anthropometric measurements of length of the lower limb were made and this is shown in 
Table 1.  

2q 02

2r

1r 1

 
Figure 2. Lower limb model [4] 

The knee joint model input is the stimulation pulsewidth as would be delivered in practice 
by an electrical stimulator. The complete model of knee joint thus developed is utilized as 
platform for simulation of the system and development of control approaches.  
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Segment Length (m) 
Shank length 0.426 
Foot length 0.068 

Approximated position of COM of shank 0.213 
Approximated position of COM of soot 0.034 

Table 1. Anthropometric data of subject 

2.2. Cycle to cycle controller development 

Researcher as in [15] highlighted cycle-to-cycle control as a method for using feedback to 
improve product quality for processes that are inaccessible within a single processing cycle 
but can be changed between cycles. The same concept has been applied in this study, where 
only reaching a target joint orientation through ballistic movement is taken into 
consideration rather than rigorously following a trajectory. The muscle is stimulated by 
single burst of controlled stimulation pulsewidth for each cycle to induce joint movement 
reaching the target extension knee angle. Therefore, the method is different from the 
traditional closed-loop control such as tracking control of desired angle trajectory.  

An outline of the discrete-time fuzzy control based cycle-to-cycle control is shown in 
Figure3. The controlled maximum joint angle of the previous cycle is delivered as feedback 
signal. Error is defined as difference between the target and measured joint angle. The 
controller will regulate the duration of stimulation pulsewidth based on the error and 
previous flexion angle. 

 
Figure 3. Discrete-time FLC based cycle to cycle control 
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2.2.1. Maximum flexion and extension detector 

The maximum flexion time detector will detect the time the angle reaches the peak of knee 
flexion for each cycle. The maximum extension signal and time detector will detect the peak 
angle of knee extension and the time the knee angle reaches this point for each cycle. The 
extension and flexion stages of the knee angle are shown in Figure 4. 

 
Figure 4. Extension and flexion stages 

2.2.2. Activation switch 

Activation switch consists of hold and multiplier block to be active only when the knee 
angle reaches maximum flexion. The activation switch will hold the error signal and 
produce the output whenever it receives a signal from the maximum flexion time detector.  

2.2.3. Amplitude to time duration convertor 

Amplitude to time duration converter is linearly converting the controlled signal 
(amplitude) from controller to time duration using signal comparator and shifting technique 
as shown in Figure 6.3. In this technique, first the controlled signal is compared with specific 
constant values for low to high in the parallel structure. Each comparator compares the 
controlled signal with the specific constant, if the controlled signal is greater than or equal to 
the specific constant then a single pulse will pass through the comparator. The first 
comparator compares the control signal with zero, if there is any signal from controller then 
the output will be a pulse with 0.05s width. The second comparator compares the control 
signal with specific constant and shift 0.05s and the next comparator compares and shifts by 
a further 0.05s. Then the resultant pulse duration for each cycle is obtained by summing up 
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the total pulses passed through the comparators and amplifying the signal with 220µs. The 
higher the controlled signal the more gates can be passed through and the wider the 
duration of pulse. Therefore the output of this converter is a single burst of controlled 
stimulation pulse duration with constant amplitude (220µs) for each cycle. 

 
Figure 5. Signal comparator and shifting technique 

2.2.4. Controller objectives 

The FLC-based cycle-to-cycle control was designed to achieve the following objectives: 

i. Able to reach full knee extension  
ii. Able to reach target extension angle thus maintain a steady swinging motion. 
iii. Compensate for muscle fatigue 
iv. Compensate for spasticity 

2.2.5. Fuzzy controller design 

Measured output of the controlled musculoskeletal system of the previous cycle is delivered 
as feedback signal. Proper value of signal is determined and regulated automatically by a 
Sugeno-type fuzzy controller using control rules as shown in Table 2. Input membership 
function is expressed as triangle fuzzy sets. Output membership function is expressed as 
fuzzy singletons. Input of fuzzy controller is aggregated by fuzzy inference using fuzzy 
rules to produce control action.  

The fuzzy rules base directs control action based on error and flexion angle. The error will 
be higher when the muscle fatigues, in which case the response to a stimulation burst will 
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change. To compensate for this changing system response, the stimulation burst time has to 
be increased such that shank can reach the desired angle in every cycle. The flexion angle 
was taken into account to rule out the disturbance due to spasticity. Combination of the 
information about error and knowledge about flexion angle will be necessary for controller 
to give an appropriate stimulation pulsewidth in compensation of muscle fatigue and motor 
reflexes. pulsewidth in compensation of muscle fatigue and motor reflexes.  

 
Flexion angle

Very High High Normal Low Very Low Extremely Low 

Er
ro

r 

Negative Low Low Low Low Zero Zero 
Zero Low Low Low Low Zero Zero 

Positive 
Small 

Low Normal Normal Very Low Very Low Zero 

Positive 
Medium 

Low Normal Normal Normal Very Low Zero 

Positive 
Big 

Normal Normal Normal Normal Normal Zero 

Table 2. Rules of Sugeno-type FLC 

3. Results and discussion  

This discrete-time fuzzy logic cycle to cycle control technique emphasizes the view to 
overcome some drawbacks of trajectory based closed-loop FES control such as poor 
tracking, oscillating response and inability to reach full knee extension angle (Hatwell, 
1991). Then the capabilities in compensating for muscle fatigue and spastisity are 
investigated. The ability of this control approach to realize the target joint orientation is 
assessed in simulation and experimental test as follows:- 

3.1. Controllers’ performance in simulation environment 

A complete set of non-linear dynamic equations of the knee joint model comprising the 
passive properties and active properties have been used in the simulations for purposes of 
controller development. Computer simulations are performed to assess the performance of 
the designed discrete-time fuzzy logic cycle-to-cycle control approach in generating 
stimulation burst durations for the desired extension angle. The simulations were carried 
out within the Matlab/Simulink environment. The muscle model was controlled by 
changing the pulse width; however the amplitude and the frequency of the stimulation 
pulses were constant. Here only the knee extensors are controlled by applying regulated 
stimulation pulsewidth to the quadriceps muscle model.  

3.1.1. Full knee extension angle  

The test was initiated with stimulation pulse of 240µs amplitude with 0.3s burst duration for 
the first cycle of swing in gait before activating the controller. FES induced swinging motion 
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was controlled using fuzzy controller to reach full extension angle. The full extension angle 
that can be achieved by paraplegic was defined as 10°. The computer simulation test was 
performed with stimulation course of 50 cycles. The first 5 cycles of the controlled swinging 
leg test of the full extension knee angle are shown in Figure 6.4. As can be seen, using FLC-
based cycle-to-cycle control approach the first objective was achieved; to reach the full knee 
extension. The knee reached full extension at 3rd cycle and was able to maintain the 
swinging motion without any predefined trajectory.  

 
Figure 6. Controlled swinging leg for desired angle at 10° (full extension) 

3.1.2. Target extension angle and maintain steady swinging 

The desired extension knee angle was set to be at 65° as considered in [16]. The test was 
initiated with stimulation pulse of 220µs amplitude with 0.25s burst duration for the first 
cycle before activating the controller.  

3.1.2.1. Without presence of musle fatique and voluntary activation 

The test is to achieve the target extension angle and thus maintain a steady swing of the 
shank without presence of musle fatique and voluntary activation. In the each test computer 
simulation was performed with stimulation course of 50 cycles. The first 10 cycles of the 
controlled swinging leg test of the knee joint at 65° is shown in Figure 7. As can be seen the 
cycle-to-cycle control approach can achieve the target extension angle at 3rd and thus 
maintain a steady swing of the shank. It is noted that the performance of the controller was 
quite good and acceptable. 
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Figure 7. Controlled swinging leg for desired angle at 65° (normal extension) 

3.1.2.2. With presence of musle fatique and without presence of voluntary activation  

Muscle fatigue is an inevitable pitfall in FES induced control of movements. Fatigue is 
defined as the inability of a muscle to continue to generate a required force. It limits the 
duration FES can be effective by drastically reducing the muscle force output. It thus should 
be considered as an important criterion for FES induced movement control. The fatigue 
resistance of the control approaches were analyzed based on relative drop in knee extension 
by simulating the fatigue as in Figure 8. The fatigue simulation was to reduce muscle torque 
output to the 80% of total torque output at the end of simulation [5]. Figure 6.7 shows the 
knee joint response obtained using this controller, but with FES torque dropped down to 
80% of its normal value. The effect of fatigue can be noted at 3rd cycle, the shank was unable 
to reach the target angle. Then controller has taken action to overcome this by increasing the 
stimulation burst time. Then, after 6th cycle the shank reached the target angle thus 
maintaining the swinging motion. As can be seen the controller performed very well in 
terms of robustness of the FLC in the presence of muscle fatigue.  

3.1.2.3. With presences of musle fatique and spasticity  

SCI muscle often exhibits spasticity [17] and may vary with time during cyclical motion [18]. 
Spasticity is defined as motor disorder characterized by a velocity-dependent increase in 
tonic stretch reflexes with exaggerated tendon jerks [19]. With regard to FES-approaches for 
function restoration, spasticity certainly represents a disadvantage especially flexion 
spasticity [20]. Muscle fatigue (as in previous test) and motor reflex to represent spasticity 
were simulated to assess the ability of controller to tackle these influences.  
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Figure 8. Controller with simulated fatigue  

 
Figure 9. Controlled swinging leg with presence of fatigue 

Since in practice spasticity is unpredictable, the motor reflex was simulated by multiplying a 
random number (between 0.1 to 1) with flexion angle as the second controller’s input as in 
Figure 10. Controller has to compensate for the presence of spasticity in order to maintain 
swinging motion. Figure 11 shows the knee joint response obtained using this controller 
with the influence of muscle fatigue and voluntary activation. The presence of spasticity can 
be noted at 3rd cycle and for almost 5sec, then shank returning back to rest angle. When 
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severe spasticity happens, the controller will stop the stimulation because it may seriously 
hinder the swinging activity as well as for reason of safety. Once knee angle reaches the rest 
angle, the controller starts the stimulation. However, as can be seen in Figure 11 muscle 
spasm is noted leading to muscle fatigue. The controller was able to compensate for the 
presence of fatigue after few cycles. The controller performed well in terms of robustness of 
the FLC overcoming the influence of these phenomena after few cycles.  

 
Figure 10. Controller with simulated fatigue and motor reflex 

 
Figure 11. Controlled swinging leg with influence of fatigue and voluntary activation 
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3.2. Experimental validation of controller 

The laboratory apparatus built to study the knee joint control by FES is shown in Figure 12. 
The subject sat on a chair, which allowed the lower leg to swing freely, while the ankle angle 
was fixed at 0°. The knee extensors (quadriceps muscle group) were stimulated by a pair of 
surface electrodes (2”x5”). The cathode was placed on the motor point of rectus femoris and 
the anode was placed distally at the quadriceps tendon. Knee angle was defined in Figure 2, 
with when the lower leg was at rest during knee flexion (i.e., 90).  

The computer-controlled stimulator system consisted of a personal computer, computer-
controlled interface (including analog-to-digital converter), current controlled stimulator and 
electro-goniometer (see Figure 12). The stimulation pulsewidth is generated by FLC based on 
the error by comparing the actual extension angle and the desired ones. All these operations 
were performed in the Matlab/Simulink environment in the computer. The Hasomed 
stimulator device was connected to PC via USB interface port. The knee joint angle was 
measured via the Biometric flexible electroganiometer mounted at approximate center of 
rotation of the knee joint. Stimulation pulsewidth ranged from 0 to 230µs and stimulation 
current was fixed to 40mA with a biphasic type pulse. The stimulation frequency was set to 
25Hz and the knee joint angle sampling time was 0.05s. The experimental validation tests of 
the discrete-time fuzzy logic cycle to cycle control (based on simulation study) was assessed 
the capability of the controller to control the swinging motion as desired.  

 
Figure 12. The equipment setup of this study 

3.2.1. Full knee extension angle  

The test was initiated with stimulation pulse of 240µs amplitude with 0.3s burst duration for 
the first cycle of swing in gait before activating the controller as in the simulation study. 
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FES-induced swinging motion was controlled using fuzzy controller to reach full extension 
angle at 10°. The shank was able to reach full knee extension at 4th cycle as can be seen in 
Figure 13. The ability of the cycle-to-cycle control approach to reach full knee extension has 
been demonstrated similar to that in [9]. 

 
Figure 13. Controlled swinging leg for desired angle at 10° (full extension) 

3.2.2. Target extension angle and maintaining steady swinging 

The same procedure as in the simulation work was applied with the test initiated with 220µs 
amplitude with 0.15s burst durations of stimulation pulse. The controller performed in high 
intense stimulation course of 100 cycles as shown in Figure 14 in order to get influences of 
muscle fatigue and spasticity. EMG signal via surface electrodes on quadriceps muscle was 
recorded in this test to monitor EMG activity. The controller was tested in three scenarios, as 
in the simulations. Few trials were conducted in order to make sure the presence of these 
three scenarios was on the same stimulation course. An intra-trial interval for 120s was used 
to reduce the effect of fatigue in the beginning of the stimulation. Finally the best 
stimulation course with presence of both phenomena; muscle fatigue and spasticity were 
recorded. The recorded stimulation course was for almost 100 cycles and this was divided 
into three scenarios as follows: 

3.2.2.1. Without presence of musle fatique and voluntary activation 

In the first part of test, the controller was validated without fatigue and spasticity by 
considering only the first 10 cycles of the stimulation course. Before beginning the test, the 
subject was asked to relax as much as possible. There was no EMG present when the subject 
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was fully relaxed. Figure 14 shows the response of knee angle in the first scenario. The 
controller was able to perform a steady swinging motion of shank after 5s with ability to 
extend the knee to the desired extension angle. Hence this controller achieved the main 
objective; to maintain a steady swinging of the lower limb as desired but the controller 
needed more time to achieve this.  

 
Figure 14. Controlled swinging leg (Experimental work) 

3.2.2.2. With presence of musle fatique and without presence of voluntary activation  

In the second part of test, the controller was validated when the muscle fatigue happened 
due to high stimulation intensity. This scenario can be seen by monitoring the reduction in 
the extension of knee joint. Few cycles of the stimulation course before and after fatigue 
were considered in this test as shown in Figure 15. It can been seen that at the beginning the 
knee angle was unable to reach the desired value due to fatigue, and then with the controller 
action by increasing the stimulation burst time the shank was able move a bit higher. After 
few cycles the knee angle reached the desired extension angle and swinging motion was 
maintained. Therefore, this controller achieved the third objective; to maintain a steady 
swinging of the lower limb as desired in presence of muscle fatigue. Only a small amount of 
EMG activity was recorded in this scenario. 

3.2.2.3. With presence of musle fatique and voluntary activation 

In the final validation test, the controller was validated with presence of spasticity and 
muscle fatigue. This scenario can be seen by monitoring the knee angle at which spasticity 
stops the natural swing. Furthermore, high EMG activity was apparent throughout the 
trace. These uncontrolled muscle movements were brought by spasms causing fatigue. 
Thus, the reduction in the extension of knee joint can be seen after spasm. 15 cycles of the 
stimulation course before and after spasm were considered in this test as shown in Figure 
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16. It can be seen that spasticity caused uncontrolled movement. The controller 
automatically stopped the stimulation due to spasticity. Once there was no motion of the 
knee, the controller started the stimulation with widest stimulation burst time to 
compensate for muscle fatigue. After 5s the knee angle reached the desired extension angle 
and swinging motion was maintained. Therefore, this controller achieved the last objective; 
to maintain a steady swinging of the lower limb as desired in presence of spasticity and 
muscle fatigue.  

 
Figure 15. Controlled swinging leg with presence of fatigue (Experimental work) 

 
Figure 16. Controlled swinging leg with influence of fatigue and voluntary activation  
(Experimental work) 

4. Conclusion 

FES induced movement control is a difficult task due to the highly time-variant and 
nonlinear nature of the muscle and segmental dynamics. The great merit of a 
musculoskeletal model of knee joint is to serve for control development. In this study, a new 
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closed-loop control approach using fuzzy logic based cycle-to-cycle control for FES-induced 
motion control has been proposed. This control technique also emphasizes to overcome 
some drawbacks of the trajectory based closed-loop FES control. The objectives of this 
controller have been set to achieve full knee extension angle, to reach target extension angle 
thus maintain a steady swinging motion and to compensate for muscle fatigue and 
spasticity. The performance of the controller to achieve these objectives has been assessed 
through simulation study and validated through experimental work. The controller has 
been proved to achieve all these objectives. Besides its suitability in generating the target 
joint orientation, one of the attractions of the cycle-to-cycle control in FES application is the 
absence of any reference trajectory. Cycle-to-cycle control is easy to implement in practice. 
Additionally, this method can compensate for non-linearity and time-variance of response 
of electrically stimulated musculoskeletal system. This controller may be suitable not only 
for swinging but also for other FES control applications involving movement of cyclical 
nature. 
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1. Introduction

The electric drives are very common in industrial applications because they provide high
dynamic performance. Nowadays exist a wide variety of schemes to control the speed, the
electromagnetic torque and stator flux of three-phase induction motors. However, control
remains a challenging problem for industrial applications of high dynamic performance,
because the induction motors exhibit significant nonlinearities. Moreover, many of the
parameters vary with the operating conditions. Although the Field Oriented Control
(FOC) [16] schemes are attractive, but suffer from a major disadvantage, because they are
sensitive to motor parameter variations such as the rotor time constant, and an incorrect
flux estimation at low speeds. Another popular scheme for electric drives is the direct
torque control (DTC) scheme [15][8], and an another DTC scheme based on space vector
modulation (SVM) technique that reduces the torque ripples. This scheme does not need
current regulators because its control variables are the electromagnetic torque and the stator
flux. In this chapter we use the DTC-SVM scheme to analyze the performance of our proposed
fuzzy controllers.

In the last decade, there was an increasing interest in combining artificial intelligent control
tools with conventional control techniques. The principal motivations for such a hybrid
implementation were that fuzzy logic issues such as uncertainty (or unknown variations in
plant parameters and structure) can be dealt with more effectively. Hence improving the
robustness of the control system. Conventional controls are very stable and allow various
design objectives such as steady state and transient characteristics of a closed loop system.
Several [5][6] works contributed to the design of such hybrid control schemes.

However, fuzzy controllers, unlike conventional PI controllers do not necessarily require the
accurate mathematic model of the process to be controlled; instead, it uses the experience and
knowledge about the controlled process to construct the fuzzy rules base. The fuzzy logic

©2012 Azcue et al., licensee InTech. This is an open access chapter distributed under the terms of the
Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0),which permits
unrestricted use, distribution, and reproduction in any medium, provided the original work is properly
cited.
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controllers are a good alternative for motor control systems since they are well known for
treating with uncertainties and imprecisionï£¡’s. For example, in [1] the PI and fuzzy logic
controllers are used to control the load angle, which simplifies the induction motor drive
system. In [7], the fuzzy controllers are used to dynamically obtain the reference voltage
vector in terms of torque error, stator flux error and stator flux angle. In this case, both torque
and stator flux ripples are remarkably reduced. In [10], the fuzzy PI speed controller has a
better response for a wide range of motor speed and in [3] a fuzzy self-tuning controller is
implemented in order to substitute the unique PI controller, present in the DTC-SVM scheme.
In this case, performance measures such as settling time, rise time and ITAE index are lower
than the DTC-SVM scheme with PI controller.

The fuzzy inference system can be used to modulate the stator voltage vector applied to
the induction motor [18]. In this case, unlike the cases mentioned above, the quantity of
available vectors are arbitrarily increased, allowing better performance of the control scheme
and lower levels of ripple than the classic DTC. However, it requires the stator current as
an additional input, increasing the number of input variables. In this chapter we design
and analyze in details three kinds of fuzzy controllers: the PI fuzzy controller (PI-F), the
PI-type fuzzy controller (PIF) and the self-tuning PI-type fuzzy controller (STPIF). All of these
fuzzy controllers are applied to a direct torque control scheme with space vector modulation
technique for three-phase induction motor. In this DTC-SVM scheme, the fuzzy controllers
generate corrective control actions based on the real torque trend only while minimizing the
torque error.

2. Background

2.1. The three-phase induction motor dynamical equations

By the definitions of the fluxes, currents and voltages space vectors, the dynamical equations
of the three-phase induction motor in stationary reference frame can be put into the following
mathematical form [17]:

�us = Rs�is +
d�ψs

dt
(1)

0 = Rr�ir +
d�ψr

dt
− jωr�ψr (2)

�ψs = Ls�is + Lm�ir (3)

�ψr = Lr�ir + Lm�is (4)

Where �us is the stator voltage space vector, �is and �ir are the stator and rotor current space
vectors, respectively, �ψs and �ψr are the stator and rotor flux space vectors, ωr is the rotor
angular speed, Rs and Rr are the stator and rotor resistances, Ls, Lr and Lm are the stator,
rotor and mutual inductance respectively.

The electromagnetic torque te is expressed in terms of the cross-vectorial product of the stator
and the rotor flux space vectors.

te =
3
2

P
Lm

Lr Lsσ
�ψr × �ψs (5)

te =
3
2

P
Lm

Lr Lsσ

∣∣�ψr
∣∣ ∣∣�ψs

∣∣ sin(γ) (6)
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Where γ is the load angle between stator and rotor flux space vector, P is a number of pole
pairs and σ = 1 − L2

m/(LsLr) is the dispersion factor.

The three-phase induction motor model was implemented in MATLAB/Simulink as is shown
in [2].

2.2. The principle of direct torque control

In the direct torque control if the sample time is short enough, such that the stator voltage
space vector is imposed to the motor keeping the stator flux constant at the reference value.
The rotor flux will become constant because it changes slower than the stator flux. The
electromagnetic torque (6) can be quickly changed by changing the angle γ in the desired
direction. This angle γ can be easily changed when choosing the appropriate stator voltage
space vector.

For simplicity, let us assume that the stator phase ohmic drop could be neglected in (1).
Therefore d�ψs/dt = �us. During a short time Δt, when the voltage space vector is applied
it has:

Δ�ψs ≈ �us · Δt (7)

Thus the stator flux space vector moves by Δ�ψs in the direction of the stator voltage space
vector at a speed which is proportional to the magnitude of the stator voltage space vector. By
selecting step-by-step the appropriate stator voltage vector, it is possible to change the stator
flux in the required direction.

3. Direct torque control scheme with space vector modulation technique

In Fig. 1, we show the block diagram for the DTC-SVM scheme [14] with a Fuzzy Controller,
the fuzzy controller will be substitute for the three kind of proposed Fuzzy Controller one for
time. The DTC-SVM scheme is an alternative to the classical DTC schemes [15], [8] and [9].
In this one, the load angle γ∗ is not prefixed but it is determinate by the Fuzzy Controller.
Equation (6) shows that the angle γ∗ determines the electromagnetic torque which is necessary
to supply the load. The three proposed Fuzzy Controllers determine the load angle using the
torque error e and the torque error change Δe. Details about these controllers will be presented
in the next section. Figure 1 shows the general block diagram of the DTC-SVM scheme, the
inverter, the control signals for three-phase two-level inverter is generated by the DTC-SVM
scheme.

3.1. Flux reference calculation

In stationary reference frame, the stator flux reference �ψ∗
s can be decomposed in two

perpendicular components ψ∗
ds and ψ∗

qs. Therefore, the output of the fuzzy controller γ∗ is
added to rotor flux angle ∠�ψr in order to estimate the next angle of the stator flux reference.

In this chapter we consider the magnitude of stator flux reference as a constant. Therefore, we
can use the relation presented in equation (8) to calculate the stator flux reference vector.

�ψ∗
s = |�ψ∗

s | cos(γ∗ +∠�ψr) + j|�ψ∗
s | sin(γ∗ +∠�ψr) (8)
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Figure 1. Direct torque control with space vector modulation scheme and fuzzy controller.

Moreover, if we consider the stator voltage�us during a short time Δt, it is possible to reproduce
a flux variation Δ�ψs. Notice that the stator flux variation is nearly proportional to the stator
voltage space vector as seen in the equation (7).

3.2. Stator voltage calculation

The stator voltage calculation uses the DC link voltage (Udc) and the inverter switch state (SWa,
SWb, SWc) of the three-phase two level inverter. The stator voltage vector �us is determined as
in [4]:

�us =
2
3

[
(SWa − SWb + SWc

2
) + j

√
3

2
(SWb − SWc)

]
Udc (9)

3.3. Electromagnetic torque and stator flux estimation

As drawn by Fig. 1 the electromagnetic torque and the stator flux estimation depend on the
stator voltage and the stator current space vectors,

�ψs =
∫
(�us − Rs ·�is)dt (10)

The problem with this kind of estimation is that for low speeds the back electromotive force
(emf) depends strongly of the stator resistance, to resolve this problem is used the current
model to improve the flux estimation as in [13]. The rotor flux �ψrdq represented in the rotor
flux reference frame is given by:

�ψrdq =
Lm

1 + sTr
�isdq − j

(ωψr − ωr)Tr

1 + sTr
�ψrdq (11)
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Notice that Tr = Lr/Rr is the rotor time constant, and ψrq = 0. Substituting this expression in
the equation (11) yields:

ψrd =
Lm

1 + sTr
isd (12)

In the current model the stator flux is represented by:

�ψi
s =

Lm

Lr
�ψi

r +
LsLr − L2

m
Lr

�is (13)

Where �ψi
r is the rotor flux according to the equation (12). Since the voltage model is based on

equation (1), the stator flux in the stationary reference frame is given by

�ψs =
1
s
(�vs − Rs�is − �Ucomp) (14)

With the aim to correct the errors associated with the pure integration and the stator resistance
measurement, the voltage model is adapted through the PI controller.

�Ucomp = (Kp + Ki
1
s
)(�ψs − �ψi

s) (15)

The Kp and Ki coefficients are calculated with the recommendation proposed in [13]. The rotor
flux �ψr in the stationary reference frame is calculated as:

�ψr =
Lr

Lm
�ψs − LsLr − L2

m
Lm

�is (16)

The estimator scheme shown in the Fig. 2 works with a good performance in the wide range
of speeds.

e−jθr ejθr

Eq. 17 te

LPF

arctan(ψrq/ψrd)

�ψs(�ψr)

�ψr(�ψs)

�ψs

�ψs

�ψr

�ψr

∫

�us
�is

�is

�isdq �ψrdq �ψi
r �ψi

s

θ�ψr
θ�ψr

�Ucomp

+

+

+

−

−

−PI

Rs

Figure 2. Stator and rotor flux estimator, and electromagnetic torque estimator.

Where LPF means low pass filter. In the other hand, when equations (14) and (16) are replaced
in (5) we can estimated the electromagnetic torque te as:

te =
3
2

P
Lm

Lr Lsσ
�ψr × �ψs (17)
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4. Design of fuzzy controllers

4.1. The PI fuzzy controller (PI-F)

The PI fuzzy controller combines two simple fuzzy controllers and a conventional PI
controller. Note that fuzzy controllers are responsible for generating the PI parameters
dynamically while considering only the torque error variations. The PI-F block diagram is
shown in Fig. 3, this controller is composed of two scale factors Ge, GΔe at the input. The input
for fuzzy controllers are the error (eN) and error change (eΔN), and theirs outputs represent
the proportional gain Kp and the integral time Ti respectively. These parameters Kp and
Ti are adjusted in real time by the fuzzy controllers. The gain KP is limited to the interval
[Kp,min, Kp,max], which we determined by simulations. For convenience, KP is normalized in
the range between zero and one through the following linear transformation.

K
�
p =

Kp − Kp,min

Kp,max − Kp,min
(18)

Then, considering that the fuzzy controller output is a normalized value K
�
p, we obtain Kp by:

Kp = (Kp,min − Kp,max)K
�
p + Kp,min (19)

However, for different reference values the range for the proportional gain values is chosen as
[0, Kp,max],

Kp = Kp,maxK
�
p (20)

Due to nonlinearities of the system and in order to avoid overshoots for large reference torque
r, it is necessary to reduce the proportional gain. We use a gain coefficient ρ = 1/(1+ 0002 ∗ r)
that depends on the reference values. In order to achieves real time adjustment for the Kp
values. Therefore, Kp,max = ρKp,max0 where the value Kp,max0 = 1.24 was obtained through
various simulations. Note that both ρ and Kp,max decreases as the reference value increases.
Consequently, the gain Kp decreases. The PI-F controller receives as input the torque error e
and as output the motor load angle γ∗.

x

Z−1
+

− Δe ΔeN

e eN

γ∗

Ge

GΔe K
�
p

Kp

Kp,max

Ti

PI

Controller

Fuzzy
controller (I)

Fuzzy
controller (II)

Figure 3. PI Fuzzy Controller block diagram.
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4.1.1. Membership Functions (MF)

In the Fig. 3, the first fuzzy controller receives as inputs the errors eN , ΔeN , each of them has
three fuzzy sets that are defined similarly, being only necessary to describe the fuzzy sets of
the first input. The first input eN has three fuzzy sets whose linguistic terms are N-Negative,
ZE-Zero and P-Positive. Each fuzzy set has a membership function associated with it. In our
particular case of, these fuzzy sets have trapezoidal and triangular shapes as shown in Fig.4.
The universe of discourse of these sets is defined over the closed interval [−1.5, 1.5].
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Figure 4. Membership functions for the inputs eN, ΔeN.

The output has two fuzzy sets whose linguistic values are associated with them are S-small
and B-Big, respectively. Both have trapezoidal membership functions as shown in Fig.5. The
universe of discourse of the fuzzy sets is defined over the closed interval [−0.5, 1.5]. The fuzzy
controller uses: triangular norm, Mamdani implication, max-min aggregation method and the
center of mass method for defuzzification [11].
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Figure 5. Membership functions for the first fuzzy controller output Kp.

Similarly, the second fuzzy controller has the same fuzzy sets for its two inputs, however,
its output is defined by three constant values defined as 1.5, 2 and 3 which linguistic
values associated with them are S-Small, M-Medium and B-Big. This controller uses
the zero-order Takagi-Sugeno model which simplifies the hardware design and is easy to
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introduce programmability [19]. The defuzzification method used for this controller is the
weighted sum.

4.1.2. Scaling Factors (SF)

The PI-F controller has two scaling factors, Ge and GΔe as inputs, while the fuzzy controllers
outputs are the gain K

�
p and the integral time TI respectively. From these values we can

calculate the parameter KI = Kp/TI .

The scale factor ensures that both inputs are within the universe of discourse previously
defined. The parameters Kp and KI are the tuned parameters of the PI controller. The inputs
are normalized, by:

eN = Ge · e (21)

ΔeN = GΔe · Δe (22)

4.1.3. The rule bases

The rules are based on simulation that we conducted of various control schemes. Fig.6 shows
an example for one possible response system. Initially, the error is positive around the point
a, and the error change is negative, then is imposed a large control signal in order to obtain a
small rise time.

To produce a large signal control, the PI controller should have a large gain Kp and a large
integral gain KI (small integral time TI), therefore,

Rx : if eN is S and ΔeN is N then Kp is G

Figure 6. Response system.

The rule base for the first fuzzy controller is in Table 1, also, the rule base for the second fuzzy
controller is in Table 2.

Fig. 7 shows the control surface for the first and second fuzzy controllers. This figure clearly
shows the non-linear relationship between (e, Δe, Kp) and (e, Δe, TI)

566 Fuzzy Controllers – Recent Advances in Theory and Applications
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eN / ΔeN N ZE P
N B B B
ZE S B S
P B B B

Table 1. Rule base for fuzzy controller (I), output K�
p

eN / ΔeN N ZE P
N S S S
ZE B M B
P S S S

Table 2. Rule base for fuzzy controller (II), output TI

4.2. The PI-type fuzzy controller (PIF) and The self-tuning PI-type fuzzy
controller (STPIF)

The PI-type fuzzy controller (PIF) is a fuzzy controller inspired by a digital PI controller, which
is depicted in Fig. 8. It is composed by two input scale factors "Ge, GΔe" and one output scale
factor "Gγ∗". Finally it uses saturation block to limit the output.

This controller has a single input variable, which is the torque error "e" and one output variable
which is the motor load angle "γ∗" given by:

γ∗(k) = γ∗(k + 1) + Δγ∗(k) (23)

In (23), k is the sampling time and Δγ∗(k) represents the incremental change of the controller
output. We wish to emphasize here that this accumulation (23) of the controller output takes
place out of the fuzzy part of the controller and it does not influence the fuzzy rules.

Fig.9 shows the self-tuning PI-type fuzzy controller (STPIF) block diagram, its main difference
with the PIF controller is the gain tuning fuzzy controller (GTF) block.

4.2.1. Membership Functions (MF)

The MF for PIF controller are shown in Fig. 10(a). This MF for input variables "eN , ΔeN" and
output variable "Δγ∗

N" are normalized in the closed interval [-1,1].

The MF’s for GTF controller are shown in Fig. 10(a) and in Fig. 10(b) for input and output
variables respectively. Input variables "eN , ΔeN" are defined in the closed interval [-1,1] and
the output variable "α" is defined in the closed interval [0,1].

Most of the MF variables have triangular shape [Fig. 10] with 50% overlapping neighbor
functions, except the extremes which are trapezoidal. The linguistic variables are referred to
as: NL-Negative Large, NM-Negative Medium, NS-Negative Small, ZE-Zero, VS-Very Small,
S-Small, SL-Small Large and so on as shown in Table 3 and in Table 4.

4.2.2. Scaling factors

The two inputs SF "GΔe, Ge" and the output SF "Gγ∗" can be adjusted dynamically through
updating the scaling factor "α". "α" is computed on-line, using a independent fuzzy rule model

567Three Types of Fuzzy Controllers Applied in High-Performance Electric Drives for Three-Phase Induction Motors
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Figure 7. Control surface for: (a) fuzzy controller (I) and (b) fuzzy controller (II)

defined in terms of "e, Δe". The relationship between the SF and the input/output variables of
the STPIF controller are shown bellow:

eN = Ge · e (24)

ΔeN = GΔe · Δe (25)

Δγ∗ = (α · Gγ∗) · Δγ∗
N (26)
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N of the PIF controller. (b) the gain updating factor α
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4.2.3. The rule bases

The incremental change in the controller output Δγ∗
N to PIF controller is defined as,

Rx : if eN is E and ΔeN is ΔE then Δγ∗
N is ΔΓ∗

N

Where E = ΔE = ΔΓ∗
N = {NL, NM, NS, ZE, PS, PM, PL}. The output α of the GTF controller

is determined by the following rules:

Rx : if eN is E and ΔeN is ΔE then α is χ

Where E = ΔE = {NL, NM, NS, ZE, PS, PM, PL} and χ = {ZE, VS, S, SL, ML, L, VL}. The
rule base for Δγ∗

N and α are shown in Tab. 3 and Tab. 4 respectively.

ΔeN / eN NL NM NS ZE PS PM PL
NL NL NL NL NM NS NS ZE
NM NL NM NM NM NS ZE PS
NS NL NM NS NS ZE PS PM
ZE NL NM NS ZE PS PM PL
PS NM NS ZE PS PS PM PL
PM NS ZE PS PM PM PM PL
PL ZE PS PS PM PL PL PL

Table 3. Fuzzy rules for the computation of Δγ∗
N

ΔeN / eN NL NM NS ZE PS PM PL
NL VL VL VL L SL S ZE
NM VL VL L L ML S VS
NS VL ML L VL VS S VS
ZE S SL ML ZE ML SL S
PS VS S VS VL L ML VL
PM VS S ML L L VL VL
PL ZE S SL L VL VL VL

Table 4. Fuzzy rules for the computation of α

4.2.4. Gain tuning fuzzy

The purpose of the GTF controller is update continuous the value of α in every sample time.
The output α is necessary to control the percentage of the output SF "Gγ∗", and therefore for
calculating new "Δγ∗",

Δγ∗ = (α · Gγ∗) · Δγ∗
N (27)

The GTF controller rule base is based on knowledge about the three-phase IM control, using a
DTC type control according to the scheme proposed in [14], in order to avoid large overshoot
and undershoot, e.g., when "e" and "Δe" have different signs, it means that the estimate torque
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"te" is approaching to the torque reference "t∗e ", then the output SF "Gγ∗" must be reduced to a
small value by "α", for instance, if "e" is "PM" and "Δe" is "NM" then "α" is "S".

On the other hand, when "e" and "Δe" have the same sign, it means that the torque estimate
"te" is moving away from the torque reference "t∗e ", the output SF "Gγ∗" must be increased to a
large value by "α" in order to avoid that the torque depart from the torque reference, e.g., if "e"
is "PM" and "Δe" is "PM" then "α" is "VL".

The nonlinear relationship between "e, Δe, Δγ∗
N" and "e, Δe, α" are shown in Fig. 11.

−1
−0.5

0
0.5

1

−1

−0.5

0

0.5

1

−0.5

0

0.5

Change of error (Δe)error (e) 

ou
tp

ut
 c

on
tr

ol
le

r 
(Δ

γ* N
) 

(a) Surface of PIF controller output (Δγ∗
N).

−1

−0.5

0

0.5

1

−1

−0.5

0

0.5

1

0.2
0.4
0.6
0.8

Change of error (Δe)
error (e) 

ga
in

 u
pd

at
in

g 
fa

ct
or

 (
α)

 

(b) Surface of GTF controller output (α).

Figure 11. Surface of: (a) PIF controller and (b) GTF controller

The inference method used in PIF and GTF controllers is the Mamdani’s implication based on
max-min aggregation. We use the center of area method for defuzzification.
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5. Simulation results

We have conducted our simulation with MATLAB simulation package, which include
Simulink block sets and fuzzy logic toolbox. The switching frequency of the pulse width
modulation (PWM) inverter was set to be 10kHz, the stator reference flux considered was 0.47
Wb. In order to investigate the effectiveness of the three proposed fuzzy controllers applied
in the DTC-SVM scheme we performed several tests.

We used different dynamic operating conditions such as: step change in the motor load (from
0 to 1.0 pu) at 90 percent of rated speed, no-load speed reversion (from 0.5 pu to -0.5 pu)
and the application of a specific load torque profile at 90 percent of rated speed. The motor
parameters used in the tests are given in Table 5.

Fig. 12, shows the response of the speed and electromagnetic torque when speed reversion for
DTC-SVM with PI-F controller is applied. Here, the rotor speed changes its direction at about
1.8 seconds. Fig. 13 shows the stator and rotor current sinusoidal behavior when applying
reversion.
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Figure 12. Speed reversion for DTC-SVM with PI-F controller.

Fig. 14 and Fig. 15 show the torque and currents responses respecively, when step change
is applied in the motor load for DTC-SVM with the PI-F controller. This speed test was
established at 90 percent of rated speed.

In Fig. 16, we demonstrate the speed response when applying a speed reversion for DTC-SVM
with PIF controller. In this case the speed of the rotor changes its direction at about 1.4 seconds.
Fig. 17 shows the electromagnetic torque behavior when the reversion is applied.

Fig. 18 and Fig. 19 show the response of the electromagnetic torque and phase a stator current
respectively, when applying a step change in the motor load for DTC-SVM whit PIF controller.
In this test the speed of the motor was set to 90 percent of rated speed.

Fig. 20 shows the behaviors of the electromagnetic torque, phase a stator current and the motor
speed, when applying speed reversion from 0.5 pu to -0.5 pu in the DTC-SVM scheme with
STPIF controller. The sinusoidal waveform of the current shows that this control technique
also leads to a good current control.
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Figure 13. Stator and rotor current for speed reversion for DTC-SVM with PI-F controller.
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Figure 15. Stator and rotor currents for sudden torque change for DTC-SVM with PI-F controller.
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Figure 16. Speed reversion for DTC-SVM with PIF controller.
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Figure 17. Torque bahavior for speed reversion for DTC-SVM with PIF controller.
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Figure 18. Sudden torque change for DTC-SVM whit PIF controller.

Fig. 21 presents the results when a specific torque profile is imposed to DTC-SVM scheme
with STPIF controller. In this case the electromagnetic torque follow the reference.

Fig. 22 illustrates the response of the electromagnetic torque for the DTC-SVM scheme with
STPIF controller, when applying step change in the motor load. In this test we used the rise
time tr = 5.49mS, the settling time ts = 12mS and the integral-of-time multiplied by the
absolute magnitude of the error index ITAE = 199.5.
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Figure 19. Phase a stator current for sudden torque change for DTC-SVM with PIF controller.
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Figure 20. Speed, torque and phase a stator current for speed reversion for DTC-SVM with STPIF
controller.
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Figure 22. Step change in torque for DTC-SVM scheme with STPIF

Rated voltage (V) 220/60Hz
Rated Power (W) 2238
Rated Torque (Nm) 11.9
Rated Speed (rad/s) 179
Rs, Rr(Ω) 0.435, 0.816
Lls, Llr (H) 0.002, 0.002
Lm (H) 0.0693
J(Kgm2) 0.089
P 2

Table 5. Induction Motor Parameters [12]

6. Conclusion

In this chapter we have presented the DTC-SVM scheme that controls a three-phase IM using
three different kinds of fuzzy controllers. These fuzzy controllers were used in order to
determinate dynamically and on-line the load angle between stator and rotor flux vectors.
Therefore, we determine the electromagnetic torque necessary to supply the motor load. We
have conducted simulations with different operating conditions. Our simulation results show
that the all proposed fuzzy controllers work appropriately and according to the schemes
reported in the literature. However, the STPIF controller achieves a fast torque response and
low torque ripple in a wide range of operating conditions such as: sudden change in the
command speed and step change of the load.
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