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Preface

Mechatronics, the synergistic blend of mechanics, electronics, and computer science, has 
evolved over the past twenty-five years, leading to a novel stage of engineering design. By 
integrating the best design practices with the most advanced technologies, mechatronics aims 
at realizing highquality products, guaranteeing, at the same time, a substantial reduction of 
time and costs of manufacturing. Mechatronic systems are manifold, and range from machine 
components, motion generators, and power producing machines to more complex devices, 
such as robotic systems and transportation vehicles. With its 15 chapters, which collect 
contributions from many researchers worldwide, this book provides an excellent survey of 
recent work in modelling and control of electromechanical components, and mechatronic 
machines and vehicles.

A brief description of every chapter follows. The book begins with eight chapters related 
to modelling and control of electromechanical machines and machine components. Chapter 
1 presents an electromechanical model for a ring-type Piezoelectric Transformer (PT). The 
presented model provides a general framework capable of serving as a design tool for 
optimizing the configuration of a PT. Chapter 2 develops a current harmonic model for high-
power synchronous machines. The use of genetic algorithm-based optimization techniques 
is proposed for optimal PWM. Chapter 3 deals with the control of a servo mechanism 
with significant dry friction. The proposed procedure for system structure identification, 
modelling, and parameter estimation is applicable to a wide class of servos. The solution is 
described in detail for a particular actuator used in the automotive industry, i.e., the electronic 
throttle. Chapter 4 proposes a diagram of H∞ regulation, linked to the field oriented control, 
that allows for a correct transient regime and good robustness against parameter variation 
for an induction motor. In Chapter 5, a pump-displacement-controlled actuator system with 
applications in aerospace industry is modelled using the bond graph methodology. Then, 
an approach is developed towards simplification and model order reduction for bond graph 
models. It is shown that using a bond graph model, it is possible to design fault detection 
and isolation algorithms, and to improve monitoring of the actuator. A robust controller 
for a Travelling Wave Ultrasonic Motor (TWUM) is described in Chapter 6. Simulation and 
experimental results demonstrate the effectiveness of the proposed controller in extreme 
operating conditions. Chapter 7 introduces a resonance frequency tracing system without the 
loop filter based on digital Phase Locked Loop (PLL). Ultrasonic dental scalar is presented as 
an example of application of the proposed approach. Chapter 8 presents the architecture of 
the Robotenis system composed by a robotic arm and a vision system. The system tests joint 
control and visual servoing algorithms. The main objective is to carry out tracking tasks in 
three dimensions and dynamical environments.



VI

Chapters 9-11 deal with modelling and control of vehicles. Chapter 9 concerns the design 
of motion control systems for helicopters, presenting a nonlinear model for the control of 
a three-DOF helicopter. A helicopter model and a control method of the model are also 
presented and validated experimentally in Chapter 10. Chapter 11 introduces a planar 
laboratory testbed for the simulation of autonomous proximity manoeuvres of a uniquely 
control actuator configured spacecraft.The design of complex mechatronic systems requires 
the development and use of software tools, integrated development environments, and 
systematic design practices. Integrated methods of simulation and Real-Time control aiming 
at improving the efficiency of an iterative design process of control systems are presented 
in Chapter 12. Reliability analysis methods for an embedded Open Source Software (OSS) 
are discussed in Chapter 13. A new specification technique for the conceptual design of 
mechatronic and self-optimizing systems is presented in Chapter 14. The railway technology 
is introduced as a complex example, to demonstrate how to use the proposed technique, and 
in which way it may contribute to the development of future mechanical engineering systems. 
Chapter 15 provides a general overview of design specificities including mechanical and 
control considerations for micro- mechatronic structures. It also presents an example of a new 
optimal synthesis method, to design topology and associated robust control methodologies 
for monolithic compliant microstructures.

Annalisa Milella, Donato Di Paola and Grazia Cicirelli
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1. Introduction  
 

The idea of a piezoelectric transformer (PT) was first implemented by Rosen (Rosen, 1956), 
as shown in Fig.1. It used the coupling effect between electrical and mechanical energy of 
piezoelectric materials. A sinusoidal signal is used to excite mechanical vibrations by the 
inverse piezoelectric effect via the driver section.  An output voltage can be induced in the 
generator part due to the direct piezoelectric effect.  The PT offers many advantages over the 
conventional electromagnetic transformer such as high power-to-volume ratio, 
electromagnetic field immunity, and nonflammable. 
Due to the demand on miniaturization of power supplying systems of electrical equipment, 
the study of PT has become a very active research area in engineering.  In literatures (Sasaki, 
1993; Bishop, 1998), many piezoelectric transformers have been proposed and a few of them 
found practical applications.  Apart from switching power supply system, a Roson-type PT 
has been adopted in cold cathode fluorescent lamp inverters for liquid-crystal display.  The 
PT with multilayer structure to provide high-output power may be used in various kinds of 
power supply units.  Recently, PT of ring (Hu, 2001) or disk (Laoratanakul, 2002) shapes 
have been proposed and investigated.  Their main advantages are simple structure and 
small size.  In comparing with the structure of a ring and a disk, the PZT ring offers higher 
electromechanical coupling implies that a ring structure is more efficient in converting 
mechanical energy to electrical energy, and vice versa, which is essential for a high 
performance PT. 
Different from all the conventional PT, the ring-type PT requires only a single poling process 
and a proper electrode pattern, and it was fabricated by a PZT ring by dividing one of the 
electrodes into two concentric circular regions.  Because of the mode coupling effect and the 
complexity of vibration modes at high frequency, the conventional lumped-equivalent 
circuit method may not accurately predict the dynamic behaviors of the PT. 
In this chapter, an electromechanical model for a ring-type PT is obtained based on 
Hamilton’s principle. In order to establish the model, vibration characteristics of the 
piezoelectric ring with free boundary conditions are analyzed in advance, and the natural 
frequencies and mode shapes are obtained.  In addition, an equivalent circuit model of the 
PT is obtained based on the equations of the motion for the coupling electromechanical 
system.  Furthermore, the voltage step-up ratio, input impedance, output impedance, input 
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power, output power, and efficiency for the PT will be conducted.  Then, the optimal load 
resistance and the maximum efficiency for the PT will be calculated.   
 

 
Fig. 1. Structure of a Rosen-type piezoelectric transformer. 
 

 
Fig. 2. Structure of a ring-type piezoelectric transformer. 

 
2. Theoretical Analysis 
 

2.1 Vibration Analysis of the Piezoelectric Ring 
Fig.2 shows the geometric configuration of a ring-type PT with external radius Ro, internal 
radius Ri, and thickness h. The ring is assumed to be thin, h << Ri.  The cylindrical coordinate 
system is adopted where the r-θ plane is coincident with the mid-plane of the undeformed 
ring, and the origin is in the center of the ring.  The piezoelectric ring is polarized in the 
thickness direction, and two opposite surfaces are covered by electrodes.   The constitutive 
equations for a piezoelectric material with crystal symmetry class C6v can be expressed as 
follows. 
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where σr, σθ, σz, τθz, τzr, τθr  are the components of the stress, εr, εθ, εz, γθz, γzr, γθr are the 
components of the strain, and all the components are functions of r, θ, z, and t.   s11

E, s12
E, s13

E, 
s33

E, s44
E, s66

E are the compliance constants, d15, d31, d33 are the piezoelectric constants, ε11
T, ε33

T 
are the dielectric constants, Dr, Dθ, Dz are the components of the electrical displacement, and 
Er, Eθ, Ez are the components of the electrical field.  The piezoelectric material is isotropic in 
the plane normal to the z-axis.  The charge equation of electrostatics is represented as: 
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The electric field-electric potential relations are given by: 
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where φ is the electrical potential.  The differential equations of equilibrium for three-
dimensional problems in cylindrical coordinates are: 
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power, output power, and efficiency for the PT will be conducted.  Then, the optimal load 
resistance and the maximum efficiency for the PT will be calculated.   
 

 
Fig. 1. Structure of a Rosen-type piezoelectric transformer. 
 

 
Fig. 2. Structure of a ring-type piezoelectric transformer. 

 
2. Theoretical Analysis 
 

2.1 Vibration Analysis of the Piezoelectric Ring 
Fig.2 shows the geometric configuration of a ring-type PT with external radius Ro, internal 
radius Ri, and thickness h. The ring is assumed to be thin, h << Ri.  The cylindrical coordinate 
system is adopted where the r-θ plane is coincident with the mid-plane of the undeformed 
ring, and the origin is in the center of the ring.  The piezoelectric ring is polarized in the 
thickness direction, and two opposite surfaces are covered by electrodes.   The constitutive 
equations for a piezoelectric material with crystal symmetry class C6v can be expressed as 
follows. 
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where σr, σθ, σz, τθz, τzr, τθr  are the components of the stress, εr, εθ, εz, γθz, γzr, γθr are the 
components of the strain, and all the components are functions of r, θ, z, and t.   s11

E, s12
E, s13

E, 
s33

E, s44
E, s66

E are the compliance constants, d15, d31, d33 are the piezoelectric constants, ε11
T, ε33

T 
are the dielectric constants, Dr, Dθ, Dz are the components of the electrical displacement, and 
Er, Eθ, Ez are the components of the electrical field.  The piezoelectric material is isotropic in 
the plane normal to the z-axis.  The charge equation of electrostatics is represented as: 
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The electric field-electric potential relations are given by: 
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where φ is the electrical potential.  The differential equations of equilibrium for three-
dimensional problems in cylindrical coordinates are: 
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where ur(r,θ,z,t), uθ(r,θ,z,t), uz(r,θ,z,t) are the displacements of the ring in the radial, tangential, 
and transverse direction, respectively.  And ρ is the material density.  The strain-
displacement relations for three-dimensional problems in cylindrical coordinates are given 
by: 
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Because the piezoelectric disk is thin and the deformation is small, the kirchoff assumption 
is made.  The kirchoff assumptions are as follows: 
 

r
trwztrutzrur 




),,(),,(),,,( 0
0

 , (6) 

 

r
trw

r
ztrvtzru





),,(),,(),,,( 0

0
 , (7) 

 
),,(),,,( 0 trwtzruz   , (8) 

 
where u0, v0, w0 represent the radial, the tangential, and the transverse displacements of the 
middle surface of the plane, respectively.  After inserting (6)-(8) into (5a), (5b), the strain-
displacement relations can be obtained as: 
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Since the ring is thin, stress σz can be neglected relative to the other stresses, and strain γθz, γzr 
can also be neglected.  Thus, the constitutive equations of (1a), (1b) can be simplified as: 
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where ν is the Poisson’s ratio.  In the piezoelectric transformer, the radial extensional 
vibration can be generated by driving the input electrode with AC voltage.  The radial 
extensional vibration is supposed to be axisymmetric, and the radial extensional 
displacement of the middle plane can be assumed to be: 
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Because the piezoelectric disk is thin and the deformation is small, the kirchoff assumption 
is made.  The kirchoff assumptions are as follows: 
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where u0, v0, w0 represent the radial, the tangential, and the transverse displacements of the 
middle surface of the plane, respectively.  After inserting (6)-(8) into (5a), (5b), the strain-
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Since the ring is thin, stress σz can be neglected relative to the other stresses, and strain γθz, γzr 
can also be neglected.  Thus, the constitutive equations of (1a), (1b) can be simplified as: 
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where ν is the Poisson’s ratio.  In the piezoelectric transformer, the radial extensional 
vibration can be generated by driving the input electrode with AC voltage.  The radial 
extensional vibration is supposed to be axisymmetric, and the radial extensional 
displacement of the middle plane can be assumed to be: 
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Substituting (15),(16) into (4a), the governing equation of extensional vibrations can be 
obtained: 
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The general solution of (17) is: 
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Thus, the constants A and B can be found in (21) and (22). 
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where α=Ri/Ro, and Δ1 is as follows. 
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2.2 Impedance of the Piezoelectric Transformer 
In the output part of the PT, the output electrical current Io for extensional vibrations can be 
developed as: 
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From (24), the resonant frequencies can be determined when the output current Io 
approaches infinity.  The characteristic equation of resonant frequencies for extensional 
vibrations is given by: 
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Substituting (15),(16) into (4a), the governing equation of extensional vibrations can be 
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From (24), the resonant frequencies can be determined when the output current Io 
approaches infinity.  The characteristic equation of resonant frequencies for extensional 
vibrations is given by: 
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In the input part of the PT, the input electrical current Ii for extensional vibrations can be 
developed as: 
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From (27), the resonant frequencies can be determined when the input current Ii approaches 
infinity.  The characteristic equation of resonant frequencies can be obtained, which is the 
same with (26).  It is noted that the resonant frequencies of the PT can be obtained based on 
the measured impedance spectrum, and the same results will be obtained in spite of the 
measured electrodes are in the input part or in the output part.  According to (19) and (26), 
the resonant frequencies for ring-type PT can be expressed as: 
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3. Electromechanical Model 
 

3.1 Electromechanical Model of the PT 
The PT is not only a mechanical system but also electrical system.  In this section, the 
electromechanical model for piezoelectrically coupled electromechanical systems will be 
derived.  From Hagood’s paper (Hagood, 1990), we have a generalized form of Hamilton’s 
principle for a coupled electromechanical system: 
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where T is the kinetic energy, U is the potential energy of the system, W1 is the applied 
electric energy in the driving portion, and W2 is the applied electric energy in the receiving 
portion.  T, U, W1, W2 can be written as 
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where ρ is the density of the piezoelectric material.  ϕi and qi are the electric potential and 
the applied charge in the driving portion, respectively.  ϕo and qi are the electric potential 
and the applied charge in the receiving portion.  By substituting Eqs.(31)-(34) into Eq.(30), 
the equations of motion for the PT can be written in Laplace transform as 
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where Vi and Ii represent the input voltage and current in the driving portion, Vo and Io 
represent the output voltage and current in the receiving port.  The mass mn , the stiffness kn, 
input turn ratio Ai, output turn ratio Ao for the equivalent circuit of piezoelectric transformer 
can be obtained from the follows. 
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According to Eqs.(35)-(37), equivalent circuit model of the PT is shown in Fig.3.  From the 
equivalent circuit model, we can see that Eq.(35) satisfy Kirchhoff’s voltage law equation, 
which shows that the input voltage AiVi is the sum of the output voltage AoVo and the 
voltage difference (mns2+dns+kn)X.  Eq.(36) satisfy Kirchhoff’s current law equation in the 
driving portion, which shows that the input current Ii is the sum of the current flowing 
through (mns2+dns+kn) and the current flowing through Ci.  Eq.(37) satisfy Kirchhoff’s current 
law equation in the receiving portion, which shows that the current flowing through 
(mns2+dns+kn) is the sum of the current flowing through  Co and the output current Io. 
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infinity.  The characteristic equation of resonant frequencies can be obtained, which is the 
same with (26).  It is noted that the resonant frequencies of the PT can be obtained based on 
the measured impedance spectrum, and the same results will be obtained in spite of the 
measured electrodes are in the input part or in the output part.  According to (19) and (26), 
the resonant frequencies for ring-type PT can be expressed as: 
 

)1(2 2
11 





Es
f  (29) 

 
3. Electromechanical Model 
 

3.1 Electromechanical Model of the PT 
The PT is not only a mechanical system but also electrical system.  In this section, the 
electromechanical model for piezoelectrically coupled electromechanical systems will be 
derived.  From Hagood’s paper (Hagood, 1990), we have a generalized form of Hamilton’s 
principle for a coupled electromechanical system: 
 

  2

1

021

t

t
dtWWUT  (30) 

 
where T is the kinetic energy, U is the potential energy of the system, W1 is the applied 
electric energy in the driving portion, and W2 is the applied electric energy in the receiving 
portion.  T, U, W1, W2 can be written as 
 

  
h R

R r dzrdrdtruT o

i0

2

0

2 ),(
2
1 


 , (31) 

 

dzrdrdDETSU
h R

R

TTo

i




   
0

2

0
][

2
1

, (32) 

 

ii qW  1 , (33) 
 

oo qW  2 , (34) 
 
where ρ is the density of the piezoelectric material.  ϕi and qi are the electric potential and 
the applied charge in the driving portion, respectively.  ϕo and qi are the electric potential 
and the applied charge in the receiving portion.  By substituting Eqs.(31)-(34) into Eq.(30), 
the equations of motion for the PT can be written in Laplace transform as 
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where Vi and Ii represent the input voltage and current in the driving portion, Vo and Io 
represent the output voltage and current in the receiving port.  The mass mn , the stiffness kn, 
input turn ratio Ai, output turn ratio Ao for the equivalent circuit of piezoelectric transformer 
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According to Eqs.(35)-(37), equivalent circuit model of the PT is shown in Fig.3.  From the 
equivalent circuit model, we can see that Eq.(35) satisfy Kirchhoff’s voltage law equation, 
which shows that the input voltage AiVi is the sum of the output voltage AoVo and the 
voltage difference (mns2+dns+kn)X.  Eq.(36) satisfy Kirchhoff’s current law equation in the 
driving portion, which shows that the input current Ii is the sum of the current flowing 
through (mns2+dns+kn) and the current flowing through Ci.  Eq.(37) satisfy Kirchhoff’s current 
law equation in the receiving portion, which shows that the current flowing through 
(mns2+dns+kn) is the sum of the current flowing through  Co and the output current Io. 
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Fig. 3. Equivalent circuit of the piezoelectric transformer. 

 
3.2 Characteristics of the PT 
There is no output current in the receiving portion when the electrodes are open-circuited. 
Thus, voltage step-up ratio for the PT can be obtained based on Eqs.(35)(37). Substituting Io 
=0 into Eq.(37) and eliminating X(s) from Eqs. (35)(37) gives 
 

22 )()(
)(

oonnn

io

i

o

ACksdsm
AA

sV
sV


 . (44) 

 
When a load resistance RL is connected between the electrodes in the receiving portion of the 
PT, Eq.(45) can be obtained by substituting Io=Vo/RL into Eq.(37). 
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The voltage step-up ratio for the PT with a load resistance RL in the receiving portion can be 
obtained based on Eqs.(35)(45) as the following. 
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If the electrodes in the receiving portion of the PT is short-circuited, the voltage step-up ratio 
for the PT can be obtained as zero by substituting RL=0 into Eq.(46).  In addition, Eq.(46) 
shows that the higher the load resistance RL, the higher the voltage step-up ratio. The 
maximum voltage step-up ratio can be obtained as Eq.(44) when the load resistance RL 
approach infinite.  On the other hand, the output power of the PT can be calculated by the 
power consumption of the load resistance RL as the following: 
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If the natural frequency is chosen as the operating frequency in the PT, then the voltage 
step-up ratio can be rewritten as 
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Therefore, the output power of the PT can be obtained by substituting Eq.(48) into Eq.(47). 
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According to equivalent circuit of the PT shown as in Fig.3, the input power of the PT can be 
calculated by the sum of the power consumption of the damping dn and that of the load 
resistance RL.  Eq.(37) shows that the current flowing through dn is (sCoVo+Io)/Ao, thus the 
input power of the PT can be obtained as 
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Therefore, the efficiency of the PT can be obtained as 
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The maximum efficiency can be calculated by the differential of Eq.(50).  Thus, the 
maximum efficiency can be obtained when the optimal load resistance RL,opt is 
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Substituting Eq.(52) into Eq.(51) gives the maximum efficiency. 
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It is note that the smaller the damping coefficient dn, the higher the maximum efficiency. 

 
4. Simulation and Experiment 
 

4.1 Experimental Setup and the Impedance Measurements 
To verify the electromechanical model, a ring-type PT with 16mm in outer diameter, 8mm in 
inner diameter, and 1mm in thickness was used.  The PT is has silver electrodes on two 
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It is note that the smaller the damping coefficient dn, the higher the maximum efficiency. 

 
4. Simulation and Experiment 
 

4.1 Experimental Setup and the Impedance Measurements 
To verify the electromechanical model, a ring-type PT with 16mm in outer diameter, 8mm in 
inner diameter, and 1mm in thickness was used.  The PT is has silver electrodes on two 
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opposite surfaces and is poled along its thickness direction.  One of the electrodes of the PT 
is split into two regions on the diameter of 11mm.  The transformer structure was fabricated 
using the piezoelectric material APC840 by APC International, USA.  The material 
properties provided by the supplier are listed in Table I.  The displacement distributions of 
the mode shapes based on theoretical analysis for the PT are presented in Fig.4.  Also, to 
easily realize the dynamic behavior of the PT, a finite element method analysis of the 
vibration of the PT is conducted.  And the results of the extensional vibration modes of the 
PT are shown in Fig.5(a)(b)(c). 
A HP 4194A Impedance Analyzer was used to measure the input impedance and output 
impedance, and results are shown in Fig.6.  The input impedance was measured for the 
shorted electrodes in the receiving portion, and the output impedance was measured for the 
shorted electrodes in the driving portion.  This transformer was designed to operate in the 
first vibration mode.  For the input impedance of the PT, the first resonant frequency is 91.2 
kHz, the first anti-resonant frequency is 94.05 kHz. For the output impedance of the PT, the 
first resonant frequency is 91.2 kHz, the first anti-resonant frequency is 93.6 kHz in the input 
impedance of the PT.  It shows that nearly the same resonant frequency were obtained in 
spite of the impedance was measured from the driving portion or the receiving portion.  The 
results are the same with theoretical analysis of Eqs. (24) and (27). 
Basd on Eqs.(34)-(36), input impedance as a function of frequency at different load 
resistances are calculated and shown in Fig.7.  And the experimental results are shown in 
Fig.8.  In the input impedance of the PT with load resistance varied from short (RL=0) to 
open (RL=∞), it shows that the peak frequency is changed from 94.05 kHz to 97.85 kHz.  The 
peak frequency is increased as the load resistance is increased.  Also, there exists an optimal 
load resistance RL,opt , which shows the maximum damping ratio in the input impedance 
when compared with the other different load resistances.  We can also calculated the 
optimal load resistance RL,opt =2.6 kΩ from Eq.(52).  It should be noted that efficiency of the 
PT approaches to the maximum efficiency when the load resistance RL approaches the 
optimal load resistance RL,opt. 
 

 
Fig. 4. Mode shapes of the piezoelectric transformer. 
 
 

 

 
(a) 1st vibration mode              (b) 2nd vibration mode              (c) 3rd vibration mode 

Fig. 5. Vibration modes of piezoelectric transformer. 
 

 
Fig. 6. Input and output impedance 

 
4.2 Voltage Step-up Ratio, Output Power, and Efficiency 
The experimental setup for the measurement of the voltage step-up ratio and output power 
of the PT is illustrated in Fig.9.  A function generator (NF Corporation, WF1943) and a high 
frequency amplifier (NF Corporation, HSA4011) were used for driving power supply.  The 
variation in electric characteristics with load resistance and driving frequency were 
measured with a multi-meter (Agilent 34401A).  The voltage step-up ratios as a function of 
frequency at different load resistances were measured and compared with theoretical 
analysis, as shown in Fig.10.  It shows that the experimental results are in a good agreement 
with the theoretical results, so the proposed electromechanical model for the PT was 
verified. 
 

 
Fig. 7. Experimental setup 
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Piezoelectric coefficient d31 -125×10-12 C/N 
Coupling factor kp 0.59 
Mechanical quality factor Qm 500 
Dielectric constant ε33/ε0 1694 
Density ρ 7600 g/cm3 
Young’s modulus Y11E 8×1010 N/m2 

Table 1. Properties of piezoelectric material. 
 

Input piezoelectric capacitance Ci 1.5nF 
Output piezoelectric capacitance Co 671.5pF 
Input turn ratio Ai 0.1198 
Output turn ratio Ao 0.07545 
Effective mass m1 4.773×10-4 kg 
Effective damping d1 1.868 N-s/m 
Effective stiffness k1 1.569×108 N/m 

Table 2. Parameters of the equivalent circuit 
 

 
Fig. 8. Calculated input impedance                                
 
 

 

 
Fig. 9. Measured input impedance 
 

 
Fig. 10. Voltage step-up ratio 
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5. Conclusion 
 

In this chapter, an electromechanical model for ring-type PT is presented. An equivalent 
circuit of the PT is shown based on the electromechanical model. Also, the voltage step-up 
ratio, input impedance, output impedance, and output power of the PT are calculated, and 
the optimal load resistance and the maximum efficiency for the PT have been obtained.  In 
the last, some simulated results of the electromechanical model are compared with the 
experimental results for verification.  The model presented here lays foundation for a 
general framework capable of serving a useful design tool for optimizing the configuration 
of the PT. 
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1. Introduction    
 

UNIQUE features of synchronous machines like constant-speed operation, producing 
substantial savings by supplying reactive power to counteract lagging power factor caused 
by inductive loads, low  inrush currents, and capabilities of designing the torque 
characteristics to meet the requirements of the  driven load, have made them the optimal 
choices for a multitude of industries. Economical utilization of these machines and also 
increasing their efficiencies are issues that should receive significant attention.  At high 
power rating operation, where high switching efficiency in the drive circuits is of utmost 
importance, optimal PWM is the logical feeding scheme. That is, an optimal value for each 
switching instant in the PWM waveforms is determined so that the desired fundamental 
output is generated and the predefined objective function is optimized (Holtz , 1992). 
Application of optimal PWM decreases overheating in machine and results in diminution of 
torque pulsation. Overheating resulted from internal losses, is a major factor in rating of 
machine. Moreover, setting up an appropriate cooling method is a particularly serious issue, 
increasing in intricacy with machine size. Also, from the view point of torque pulsation, 
which is mainly affected by the presence of low-order harmonics, will tend to cause jitter in 
the machine speed. The speed jitter may be aggravated if the pulsing torque frequency is 
low, or if the system mechanical inertia is small. The pulsing torque frequency may be near 
the mechanical resonance of the drive system, and these results in severe shaft vibration, 
causing fatigue, wearing of gear teeth and unsatisfactory performance in the feedback 
control system.  
 Amongst various approaches for achieving optimal PWM, harmonic elimination method is 
predominant (Mohan et al., 2003), (Chiasson et al., 2004), (Sayyah et al., 2006), (Sun et al., 
1996), (Enjeti  et al., 1990). One of the disadvantages associated with this method originates 
from this fact that as the total energy of the PWM waveform is constant, elimination of low-
order harmonics substantially boosts remaining ones. Since copper losses are fundamentally 

2
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determined by current harmonics, defining a performance index related to undesirable 
effects of the harmonics is of the essence in lieu of focusing on specific harmonics (Bose BK, 
2002). Herein, the total harmonic current distortion (THCD) is the objective function for 
minimization of machine losses. The fundamental frequency is necessarily considered 
constant in this case, in order to define a sensible optimization problem (i.e. “Pulse width 
modulation for Holtz, J. 1996”).   
In this chapter, we have strove to propose an appropriate current harmonic model for high 
power synchronous motors by thorough inspecting the main structure of the machine (i.e. 
“The representation of Holtz, J 1995”), (Rezazade et al.,2006), (Fitzgerald et al., 1983), 
(Boldea & Nasar, 1992).  Possessing asymmetrical structure in direct axis (d- axis) and 
quadrature axis (q-axis) makes a great difference in modelling of these motors relative to 
induction ones. The proposed model includes some internal parameters which are not part 
of machines characteristics. On the other hand, machines d and q axes inductances are 
designed so as to operate near saturation knee of magnetization curve. A slight change in 
operating point may result in large changes in these inductances. In addition, some factors 
like aging and temperature rise can influence the harmonic model parameters.   
Based on gathered input and output data at a specific operating point, these internal 
parameters are determined using online identification methods (Åström & Wittenmark, 
1994), (Ljung & Söderström, 1983). In light of the identified parameters, the problem has 
been redrafted as an optimization task, and optimal pulse patterns are sought through 
genetic algorithm (GA) (Goldberg, 1989), (Michalewicz, 1989), (Fogel, 1995), (Davis, 1991), 
(Bäck, 1996), (Deb, 2001), (Liu, 2002). Indeed, the complexity and nonlinearity of the 
proposed objective function increases the probability of trapping the conventional 
optimization methods in suboptimal solutions. The GA provided with salient features can 
effectively cope with shortcomings of the deterministic optimization methods, particularly 
when decision variables increase. The advantages of this optimization are so remarkable 
considering the total power of the system. Optimal PWM waveforms  are accomplished up 
to 12 switches (per quarter period of PWM waveform), in which for more than  this number 
of switching angles, space vector PWM (SVPWM) method, is preferred to optimal PWM  
approach. During real-time operation, the required fundamental amplitude is used for 
addressing the corresponding switching angles, which are stored in a read-only memory 
(ROM) and served as a look-up table for controlling the inverter.   
Optimal PWM waveforms are determined for steady state conditions. Presence of step 
changes in trajectories of optimal pulse patterns results in severe over currents which in turn 
have detrimental effects on a high-performance drive system. Without losing the feed 
forward structure of PWM fed inverters, considerable efforts should have gone to mitigate 
the undesired transient conditions in load currents.  The inherent complexity of 
synchronous machines transient behaviour can be appreciated by an accurate representation 
of significant circuits when transient conditions occur. Several studies have been done for 
fast current tracking control in induction motors (Holtz & Beyer, 1991), (Holtz & Beyer, 
1994), (Holtz & Beyer, 1993), (Holtz & Beyer, 1995). In these studies, the total leakage 
inductance is used as current harmonic model for induction motors. As mentioned earlier, 
due to asymmetrical structure in d and q axes conditions in synchronous motors, derivation 
of an appropriate current harmonic model for dealing with transient conditions seems 
indispensable which is covered in this chapter. The effectiveness of the proposed method for 
fast tracking control has been corroborated by establishing an experimental setup, where a 

field excited synchronous motor in the range of 80 kW drives an induction generator as the 
load. Rapid disappearance of transients is observed. 

 
2. Optimal Synchronous PWM for Synchronous Motors 
 

2.1 Machine Model   
Electrical machines with rotating magnetic field are modelled based upon their applications 
and feeding scheme. Application of these machines in variable speed electrical drives has 
significantly increased where feed forward PWM generation has proven its effectiveness as 
a proper feeding scheme. Furthermore, some simplifications and assumptions are 
considered in modelling of these machines, namely space harmonics  of the flux linkage 
distribution are neglected, linear magnetic due to operation in linear portion of  
magnetization curve prior to experiencing saturation knee is assumed, iron losses are 
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electrical drive system components, and be valid for instant changes in voltage and current 
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where dl  and ql  are inductances of the motor in d and q axes; Di is damper winding current;
R
Su and R

Si  are stator voltage and current space vectors, respectively; Dl is the damper 



Genetic Algorithm–Based Optimal PWM in High Power 	
Synchronous Machines and Regulation of Observed Modulation Error 19

determined by current harmonics, defining a performance index related to undesirable 
effects of the harmonics is of the essence in lieu of focusing on specific harmonics (Bose BK, 
2002). Herein, the total harmonic current distortion (THCD) is the objective function for 
minimization of machine losses. The fundamental frequency is necessarily considered 
constant in this case, in order to define a sensible optimization problem (i.e. “Pulse width 
modulation for Holtz, J. 1996”).   
In this chapter, we have strove to propose an appropriate current harmonic model for high 
power synchronous motors by thorough inspecting the main structure of the machine (i.e. 
“The representation of Holtz, J 1995”), (Rezazade et al.,2006), (Fitzgerald et al., 1983), 
(Boldea & Nasar, 1992).  Possessing asymmetrical structure in direct axis (d- axis) and 
quadrature axis (q-axis) makes a great difference in modelling of these motors relative to 
induction ones. The proposed model includes some internal parameters which are not part 
of machines characteristics. On the other hand, machines d and q axes inductances are 
designed so as to operate near saturation knee of magnetization curve. A slight change in 
operating point may result in large changes in these inductances. In addition, some factors 
like aging and temperature rise can influence the harmonic model parameters.   
Based on gathered input and output data at a specific operating point, these internal 
parameters are determined using online identification methods (Åström & Wittenmark, 
1994), (Ljung & Söderström, 1983). In light of the identified parameters, the problem has 
been redrafted as an optimization task, and optimal pulse patterns are sought through 
genetic algorithm (GA) (Goldberg, 1989), (Michalewicz, 1989), (Fogel, 1995), (Davis, 1991), 
(Bäck, 1996), (Deb, 2001), (Liu, 2002). Indeed, the complexity and nonlinearity of the 
proposed objective function increases the probability of trapping the conventional 
optimization methods in suboptimal solutions. The GA provided with salient features can 
effectively cope with shortcomings of the deterministic optimization methods, particularly 
when decision variables increase. The advantages of this optimization are so remarkable 
considering the total power of the system. Optimal PWM waveforms  are accomplished up 
to 12 switches (per quarter period of PWM waveform), in which for more than  this number 
of switching angles, space vector PWM (SVPWM) method, is preferred to optimal PWM  
approach. During real-time operation, the required fundamental amplitude is used for 
addressing the corresponding switching angles, which are stored in a read-only memory 
(ROM) and served as a look-up table for controlling the inverter.   
Optimal PWM waveforms are determined for steady state conditions. Presence of step 
changes in trajectories of optimal pulse patterns results in severe over currents which in turn 
have detrimental effects on a high-performance drive system. Without losing the feed 
forward structure of PWM fed inverters, considerable efforts should have gone to mitigate 
the undesired transient conditions in load currents.  The inherent complexity of 
synchronous machines transient behaviour can be appreciated by an accurate representation 
of significant circuits when transient conditions occur. Several studies have been done for 
fast current tracking control in induction motors (Holtz & Beyer, 1991), (Holtz & Beyer, 
1994), (Holtz & Beyer, 1993), (Holtz & Beyer, 1995). In these studies, the total leakage 
inductance is used as current harmonic model for induction motors. As mentioned earlier, 
due to asymmetrical structure in d and q axes conditions in synchronous motors, derivation 
of an appropriate current harmonic model for dealing with transient conditions seems 
indispensable which is covered in this chapter. The effectiveness of the proposed method for 
fast tracking control has been corroborated by establishing an experimental setup, where a 

field excited synchronous motor in the range of 80 kW drives an induction generator as the 
load. Rapid disappearance of transients is observed. 

 
2. Optimal Synchronous PWM for Synchronous Motors 
 

2.1 Machine Model   
Electrical machines with rotating magnetic field are modelled based upon their applications 
and feeding scheme. Application of these machines in variable speed electrical drives has 
significantly increased where feed forward PWM generation has proven its effectiveness as 
a proper feeding scheme. Furthermore, some simplifications and assumptions are 
considered in modelling of these machines, namely space harmonics  of the flux linkage 
distribution are neglected, linear magnetic due to operation in linear portion of  
magnetization curve prior to experiencing saturation knee is assumed, iron losses are 
neglected, slot  harmonics and deep bar effects are not considered. In light of mentioned 
assumptions, the resultant model should have the capability of addressing all circumstances 
in different operating conditions (i.e. steady state and transient) including mutual effects of 
electrical drive system components, and be valid for instant changes in voltage and current 
waveforms. Such a model is attainable by Space Vector theory (i.e. “On the spatial 
propagation of Holtz, J 1996”).   
Synchronous machine model equations can be written as follows: 

,
R

R S R S
S S R S

dj
d




  
Ψu r i Ψ  (1) 

0 ,D
D D

d
d

 
ΨR i  (2) 

,R S R
S S R m Ψ l i Ψ  (3) 

  ,R
m m D F Ψ l i i  (4) 

  ,D D D m S F  Ψ l i l i i  (5) 

where: 
0 1

, ,
0 0
d

S lS m F F
q

l
i

l
   

      
  

l l l i   (6) 

0 0
,

0 0
md Dd

m D
mq Dq

l l
l l

   
    
   

l l  (7) 

where dl  and ql  are inductances of the motor in d and q axes; Di is damper winding current;
R
Su and R

Si  are stator voltage and current space vectors, respectively; Dl is the damper 
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inductance; mdl is the d-axis magnetization inductance; mql  is the q-axis magnetization 

inductance; Dql is the d-axis damper inductance; Ddl  is the q-axis damper inductance; mΨ
is the magnetization flux; DΨ  is the damper flux; Fi is the field  excitation current. Time is 
also normalized as t  , where   is the angular frequency. The block diagram model of 
the machine is illustrated in Figure 1. With the presence of excitation current and its control 
loop, it is assumed that a current source is used for synchronous machine excitation; thereby 
excitation current dynamic is neglected. As can be observed in Figure 1, harmonic 
component of Di  or Fi is not negligible; accordingly harmonic component of mΨ  should 
be taken into account and simplifications which are considered in induction machines for 
current harmonic component are not applicable herein. Therefore, utilization of 
synchronous machine complete model for direct observation of harmonic component of 

stator current hi  is indispensable. This issue is subjected to this chapter. 

 
Fig. 1. Schematic block diagram of electromechanical system of synchronous machine. 

 
2.2 Waveform Representation  

For the scope of this chapter, a PWM waveform is a 2 periodic function  f  with two 

distinct normalized levels of -1, +1 for 0 2   and has the symmetries 

     ff and      2ff . A normalized PWM waveform is shown in 
Figure 2. 

 
Fig. 2. One Line-to-Neutral PWM structure. 
 
Owing to the symmetries in PWM waveform of Figure 2, only the odd harmonics exist. As 
such,  f   can be written with the Fourier series as 
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2.3 THCD Formulation  
The total harmonic current distortion is defined as follows: 
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where 1Si is the fundamental component of stator current.   
Assuming that the steady state operation of machine makes a constant exciting current, the 
dampers current in the system can be neglected. Therefore, the equation of  the machine 
model in rotor coordinates can be written as: 
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With the Park transformation, the equation of the machine model in stator coordinates (the 
so called α-β coordinates) can be written as: 
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where  is the rotor angle. Neglecting the ohmic terms in (12), we have: 
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I2 is the 2×2 identity matrix. Hence: 
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With further simplification, we have i  can be written as: 
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Using the trigonometric identities,  1 2 1 2 1 2cos cos cos sin sin         and 

 1 2 1 2 1 2sin sin cos cos sin         the term 1J  in Equation (16) can be 

simplified as: 
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On the other hand, writing the phase voltages in Fourier series: 
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As such, we have: 
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Integration of u  yields: 
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On the other hand, writing the phase voltages in Fourier series: 
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    
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transformation, we have: 
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
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
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 (18) 

in which: 

1,7,13,...
6

5,11,17,...
6

s

for s

for s






  
 


 (19) 

As such, we have: 
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


u  

(20) 

Integration of u  yields: 
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     
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l
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(21) 

By substitution of  du in Equation (16), the term J2 can be written as: 
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(22) 

Considering the derived results, we can rewrite iiA   as:  

     
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 (23) 

Using the appropriate dummy variables 1 ll  and 1 ll , we  have: 

     

     
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F
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(24) 

Thus, we have Ai as: 
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 
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(25) 

Removing the fundamental components from Equation (25), the current harmonic is 
introduced as: 

      
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

 (26) 

On the other hand, 2
l can be written as: 
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(21) 

By substitution of  du in Equation (16), the term J2 can be written as: 
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(22) 

Considering the derived results, we can rewrite iiA   as:  

     
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Using the appropriate dummy variables 1 ll  and 1 ll , we  have: 
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Thus, we have Ai as: 
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Removing the fundamental components from Equation (25), the current harmonic is 
introduced as: 
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On the other hand, 2
l can be written as: 
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With normalization of 2
l ; i.e. 
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Considering the set  ,...13,11,7,53 S  and with more simplification, i in high-power 
synchronous machines can be explicitly expressed as: 
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As mentioned earlier, THCD in high-power synchronous machines depends on dl and ql  , 

the inductances of d and q axes, respectively. Needless to say, switching angles: 

N ,...,, 21  determine the voltage harmonics in Equation (29). Hence, the optimization 

problem consists of identification of the dq ll for the under test synchronous machine; 

determination of these switching angles as decision variables so that the i is minimized. In 
addition, throughout the optimization procedure, it is desired to maintain the fundamental 
output voltage at a constant level: 1u M . M, the so-called the modulation index may be 

assumed to have any value between 0 and  4 . It can be shown that N  is dependent on 
modulation index and the rest of N-1 switching angles. As such, one decision variable can be 
eliminated explicitly. More clearly: 
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3. Switching Scheme  
 

Switching frequency in high-power systems, due to the use of GTOs in the inverter is 
limited to several hundred hertz. In this chapter, the switching frequency has been set to 

200sf Hz . Considering the frequency of the fundamental component of PWM 

waveform to be variable with maximum value of 50 Hz (i.e. 1max 50f Hz ), then 

1max 4sf f  . This condition forces a constraint on the number of switches,  since: 

N
f
fs 

1  
(32) 

On the other hand, in the machines with rotating magnetic field, in order to maintain the 
torque at a  constant level, the fundamental frequency of the PWM should be proportional 
to its amplitude (modulation  index is also proportional to the amplitude) (Leonhard, 2001). 
That is:  
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Also, we have: 
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Considering Equations (33) and (34), the following equation is resulted: 

..
max1
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f
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(35) 

The value of 1maxsf f is plotted versus modulation index in Figure 3.   
Figure 3 shows that as the number of switching angles increases and M declines from unity, 
the curve moves towards the upper limit 1maxsf f . The curve, however, always remains 
under the upper limit. When N increases and reaches a large amount, optimization 
procedure and its accomplished results are not effective. Additionally, it does not show a 
significant advantage in comparison with SVPWM (space vector PWM).  Based on this fact, 
in high power machines, the feeding scheme is a combination of optimized PWM and 
SVPWM.   
At this juncture, feed-forward structure of PWM fed inverter is emphasized. Presence of 
current feedback path means that the switching frequency is dictated by the current which is 
the follow-on of system dynamics and load conditions. This may give rise to uncontrollable 
high switching frequencies that indubitably denote colossal losses. Furthermore, utilization 
of current feedback for PWM generation intensifies system instability and results in chaos. 
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Fig. 3. Switching scheme 

 
4. Optimization Procedure  
 

The need for numerical optimization algorithms arises from many technical, economic, and 
scientific projects. This is because an analytical optimal solution is difficult to obtain even for 
relatively simple application problems. A numerical algorithm is expected to perform the 
task of global optimization of an objective function. Nevertheless, one objective function 
may possess numerous local optima, which could trap numerical algorithms. The possibility 
of failing to locate the desired global solution increases with the increase in problem 
dimensions. Amongst the numerical algorithms, Genetic Algorithms are one of the 
evolutionary computing techniques, which have been extensively used as search and 
optimization tools in dealing with difficult global optimization problems (Tu & Lu, 2004) 
that are known for the traditional optimization techniques. These traditional calculus-based 
optimization techniques generally require the problem to possess certain mathematical 
properties, such as continuity, differentiability, convexity, etc. which may not be satisfied in 
many real-world problems. The most significant advantage of using GA and more generally  
evolutionary search lies in the gain of flexibility and adaptability to the task at hand, in 
combination with  robust performance (although this depends on the problem class) and 
global search characteristics (Bäck et al., 1997).   
A genetic algorithm (GA) is one of evolutionary computation techniques that were first 
applied by (Rechenberg, 1995) and (Holland, 1992). It imitates the process of biological 
evolution in nature, and it is classified as one type of random search techniques. Various 
candidate solutions are tracked during the search procedure in the system, and the 
population evolves until a candidate of solution fitter than a predefined criterion emerges. 
In most GAs (Goldberg, 1989), a candidate solution, called an individual, is represented by a 
binary string, i.e., a series of 0 or 1 elements. Each binary string is converted into a 
phenotype that expresses the nature of an individual, which corresponds to the parameters 
to be determined in the problem. The GA evaluates the fitness of each phenotype. A general 
GA involves two major genetic operators; a crossover operator to increase the quality of 
individuals for the next generation, and a mutation operator to maintain diversity in the 
population. During the operation of a GA, individual candidate solutions are tracked in the 

system as they evolve in parallel. Therefore, GA techniques provide a robust method to 
prevent against final results that include only locally optimized solutions. In many real-
number-based techniques proposed during the past  decade, it has been demonstrated that 
by representing physical quantities as genes, i.e., as components of  an individual, it is 
possible to obtain faster convergence and better resolution than by use of binary or  Gray 
coding. A program employing this kind of method is called an “Evolution Program” by 
(Michalewicz, 1989) or a real-coded GA. In this chapter, we adopt the real-coded GA.   
The GA methodology structure for the problem considered herein is as follows: 
 1) Feasible individuals are generated randomly for initial population. That is a  1 Nn  
random matrix, in which the rows’ elements are sorted in ascending order, lying in  2,0   
interval.  
2) Objective-function-value of all members of the population is evaluated by i . This allows 
estimation of the probability of each individual to be selected for reproduction.   
3) Selection of individuals for reproduction is done. When selection of individuals for 
reproduction is done, crossover and mutation are applied, based on forthcoming arguments. 
New population is created and this procedure continues from step (Sayyah et al.,2008). This 
procedure is repeated until a termination criterion is reached. Termination criteria may 
include the number of function evaluations, the maximum number of generations, or results 
exceeding certain boundaries. Other types of criteria are also possible to be defined with 
respect to the nature of the problem.   
The crux of GA approach lies in choosing proper components; appropriate variation 
operators (mutation and recombination), and selection mechanisms for selecting parents 
and survivors, which suit the representation. The values of these parameters greatly 
determine whether the algorithm will find a near optimum solution and whether it will find 
such a solution efficiently. In the sequel, some arguments for strategies in setting the 
components of GA can be found.   
In this chapter, deterministic control scheme as one of the three categories of parameter 
control techniques (Eiben et al.,1999), used to change the mutation step size, albeit rigid 
values considered for the rest of parameters, to avoid the problem complexity. Satisfactory 
results yielded in almost every stage. In the sequel, some arguments are made for strategies 
in setting the components of GA.   
Population size plays a pivotal role in the performance of the algorithm. Large sizes of 
population decrease the speed of convergence, but help maintain the population diversity 
and therefore reduce the probability for the algorithm to trap into local optima. Small 
population sizes, on the contrary, may lead to premature convergences. With choosing the 
population size as   2.1.10 N  , in which the bracket  .  marks that the integer part is taken, 
satisfying results are yielded.   
Gaussian mutation step size is used with arithmetical crossover to produce offspring for the 
next generation. As known, a Gaussian mutation operator requires two parameters: mean 
value, which is often set zero, and standard deviation   value, which can be interpreted as 
the mutation step size. Mutations are realized by replacing components of the vector   by 
 

  ,0Nii   (36) 
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Fig. 3. Switching scheme 
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3) Selection of individuals for reproduction is done. When selection of individuals for 
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New population is created and this procedure continues from step (Sayyah et al.,2008). This 
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respect to the nature of the problem.   
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determine whether the algorithm will find a near optimum solution and whether it will find 
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where  ,0N  is a random Gaussian number with mean zero and standard deviation . 
We replaced the static parameter   by a dynamic parameter, a function  (t) defined as 

 
T
tt 1  (37) 

where t, is the current generation number varying from zero to T, which is the maximum 
generation number.   
Here, the mutation step size  (t) will decrease slowly from one at the beginning of the run 
(t = 0) to 0 as the number of generations t approaches T. Some studies have impressively 
clarified, however, that much larger mutation rates, decreasing over the course of evolution, 
are often helpful with respect to the convergence reliability and velocity of a genetic 
algorithm. In this case, we have full control over the parameter and its value at time t and 
they are completely determined and predictable. We set the mutation probability ( mP ) to a 
fixed value of 0.2: throughout all stages of optimization process. At first glance, choosing 

mP =0.2 may look like a relatively high mutation rate. However, a closer examination 
reveals that the ascending order of switching angles, lying in  2,0   interval, is the set of 
constraints in this problem. Having a relatively high mutation rate, in this problem, to 
maintain the population diversity, explore the search space effectively and prevent 
premature convergence seems completely justifiable.  Notwithstanding the fact that 
presence of constraints significantly impacts the performance of every  optimization 
algorithm including evolutionary computation techniques which may appear particularly 
apt  for addressing constrained optimization problems, presence of constraints has a 
substantial merit which  is limitation of search space and consequently decrease in 
computational burden and time.   
Arithmetical crossover (Michalewicz, 1989) is considered herein, and probability of this 
operator is set to 0.8. When two parent individuals are denoted as
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where    is a constant. Tournament selection is used as the selection mechanism. It is 
robust and relatively simple. Tournament size is set to 2. An elitist strategy is also enabled 
during the replacement operation. The elitism strategy proposed by (De Jong, 1975), which 
has no counterpart in biology, prevents loss of a superior individual in convergence 
processes. It can be simply implemented by allowing the individuals with the best fitnesses 
in the last generation to survive into the new generation without any modifications. The 
purpose of this strategy is same to the purpose of the selection strategy. Elite count 
considered in this chapter is 3% of population size. The algorithm is repeated until a 
predetermined number of generations set as the general criteria for termination of 
algorithm, is achieved. In this chapter the termination criteria is reaching th500    generation. 

 
 

4.1 Optimization Results  
Accomplished optimal pulse patterns for an identified typical synchronous machine 
(Section V) with 34.0dq ll  are shown in Figure 4 based on switching scheme of Figure 3. 

It should be pointed out that the insight on the distribution scheme of switching angles over 
the considered interval (i.e.  2,0  ), along with tracing the increase in the number of 
switching angles, helped us significantly in distinguishing the suboptimal solutions from 
the global solution. 
Corresponding total harmonic current distortion values of optimal switches are shown in 
Figure 5. Considering Figure 5, one point should receive a special attention. That is, 
although i values that stand  for the copper losses of motor windings decrease with 
reduction of the modulation index, but this descent  occurs along with rise in the number 
switches, N. The rise in N causes switching losses in the inverter. As high-power 
applications are concern, switching losses should also be taken into account in feeding 
operation.   
The optimum PWM switching angles are a function of stator voltage command, and pulse 
number, N. A change in voltage command due to the changes in current or speed of output 
controllers causes severe transients in stator currents. It should be pointed out that these 
changes in current or speed of controllers in a closed loop system originate from the changes 
in switching angles. 
The stator currents in rotor coordinates are shown in    plane in Figure 6. 

 
Fig. 4. Optimal switching angles for 34.0dq ll . 
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Fig. 5. Minimized total harmonic current distortion ( i ). 

 
Fig. 6. Over currents caused by command changes. 

 
5. On-Line Estimation of Modulation Error  
 

The machine currents in stator coordinates have three components: 
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where  1S ti  is the fundamental current component,  hSS ti  is the steady state harmonic 

current and  S tδ  is the stator current dynamic modulation error and is decayed by the 

machine time constants (Fitzgerald et al.,1983), (Boldea & Nasar, 1992).  In addition to stator 
dynamic modulation error, there is a field excitation modulation error that is defined as: 

     ,1 titit FFF   (40) 
which indicates its relation with transients in stator currents. For observing the modulation 
error and compensating it, we need better current model estimation.   

 
5.1 Current Model Identification  
Various methods have been proposed for identification of dynamical systems which are 
mainly classified into parametric and nonparametric approaches (Ljung L & Söderström T, 
1983). In nonparametric approaches, standard inputs like step or impulse fuctions are 
applied, accordingly the system parameters are obtained via observation of system output. 
This is applicable where the knowledge of system mechanism is incomplete; offline 
identification is desirable; or, the properties exhibited by the system may change in an 
unpredictable manner. In this chapter, parametric approaches are utilized for online 
identification of the current harmonic model of synchronous machine and observation of 
modulation error. In this approach, considering the  equations of synchronous machine, a 
model consisting of input and output in discrete form along with  some coefficients as 
parameters has been proposed; it is tried to identify these parameters so as the outlet  of the 
model follows the system’s one. The model is then updated at each time instant in every 
new observation, in such a way that better convergence is achieved. The updating is 
performed by a recursive identification algorithm.   
Unlike the asynchronous machines, in the synchronous machines, the current harmonic 
model is not a single total leakage inductance as established in (Holtz & Beyer, 1991), (Sun, 
1995). Substitution of Equations (3) and (4) in (1) along with neglecting the dampers current 
yields: 
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After discretization of Equation (41) in SST  intervals, we have: 
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with conversion of 1 kk : 
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Multiplying both sides of Equation (43) by 1
SS ST l  and with further simplification,  R

S ki  

can be written as: 
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(44) 

Also, we have: 
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where  1S ti  is the fundamental current component,  hSS ti  is the steady state harmonic 

current and  S tδ  is the stator current dynamic modulation error and is decayed by the 
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     ,1 titit FFF   (40) 
which indicates its relation with transients in stator currents. For observing the modulation 
error and compensating it, we need better current model estimation.   

 
5.1 Current Model Identification  
Various methods have been proposed for identification of dynamical systems which are 
mainly classified into parametric and nonparametric approaches (Ljung L & Söderström T, 
1983). In nonparametric approaches, standard inputs like step or impulse fuctions are 
applied, accordingly the system parameters are obtained via observation of system output. 
This is applicable where the knowledge of system mechanism is incomplete; offline 
identification is desirable; or, the properties exhibited by the system may change in an 
unpredictable manner. In this chapter, parametric approaches are utilized for online 
identification of the current harmonic model of synchronous machine and observation of 
modulation error. In this approach, considering the  equations of synchronous machine, a 
model consisting of input and output in discrete form along with  some coefficients as 
parameters has been proposed; it is tried to identify these parameters so as the outlet  of the 
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Also, we have: 
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 R
S ki  can be further simplified as: 
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As it can be observed, the model is generally nonlinear in parameters. However, proper 

definition of estimated parameters di


 and qi


in d-q coordinates transforms the model into 

a linear one; thereby, LSE method, in this regard, becomes applicable: 
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where qi


 and di


(i = 1, 2, 3, 4) are machine parameters that must be identified.   

One of the main constraints is that the input signal to machine must be able to excite all of 
the intrinsic modes of the system. This necessary condition is satisfied in our setup by PWM 
input signal with several hundred hertz switching frequency.   
The block diagram for identifying the model for synchronous motor is shown in Figure 7.  

 
Fig. 7. Model estimation block diagram.   denotes the rotor angle and   is the angular 
frequency which is measured by a rotary optical encoder. 
 
The experimental results of the applied estimation are verified through testing the 
experimental setup.  In this test, the measured current data is used to execute the estimation 

algorithm and the identified parameters, di


and qi


 are shown in Figure 8.  Presence of 

bias in identified parameters is an issue that should receive significant attention; i.e. 
Estimated parameters do not necessarily have physical representation. This issue frequently 
arises in practical systems due to unmodeled high order dynamics. For instance, as 
mentioned in Section II, some phenomena like saturation which appreciably influences the 
characteristics of machine, slot harmonic and deep bar effects are neglected in machine’s 
modelling; thereby, high order dynamics which do not substantially contribute to the 
system’s performance exhibit bias in identified parameters. Moreover, disregarding 
dampers currents effect due to their non-measurability is amongst the factors in establishing 
bias. Nonetheless, values of measured parameters and relating them to their probable 
physical counterparts are of little consequence; convergence of these parameters and 
accordingly observation of current harmonics via observer is principal.  

 

       
Fig. 8. Identified parameters in d and q axes.. 
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As it can be observed, the model is generally nonlinear in parameters. However, proper 

definition of estimated parameters di
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 and qi


in d-q coordinates transforms the model into 

a linear one; thereby, LSE method, in this regard, becomes applicable: 
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One of the main constraints is that the input signal to machine must be able to excite all of 
the intrinsic modes of the system. This necessary condition is satisfied in our setup by PWM 
input signal with several hundred hertz switching frequency.   
The block diagram for identifying the model for synchronous motor is shown in Figure 7.  
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bias in identified parameters is an issue that should receive significant attention; i.e. 
Estimated parameters do not necessarily have physical representation. This issue frequently 
arises in practical systems due to unmodeled high order dynamics. For instance, as 
mentioned in Section II, some phenomena like saturation which appreciably influences the 
characteristics of machine, slot harmonic and deep bar effects are neglected in machine’s 
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Fig. 8. Identified parameters in d and q axes.. 
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As can be observed in Figure 8, the model parameters converge to their final values in less 
than 100 ms. Accordingly, identification procedure duplicated in this short time interval to 
follow the probable modifications caused in parameters by various factors. After these 100 
ms, identification is interrupted until the next intervals. Also, in order to maintain the feed-
forward feature of PWM signal, the observed currents are used for control of modulation 
error. The experimental setup is described in Section VII and shown in Figure 14. The output 
currents of the identified system converge to their final values guaranteed by persistence 
excitation of the input signals. This point is illustrated in Figure 9.  
In the case of slowly varying motor parameters, the recursive nature of the identifying 
process, adapts the parameters with the new conditions. In rapid and large changes of 
motor parameters, we should reset the covariance matrix to an initially large element 
covariance matrix and restart the identification process, periodically (Åström & Wittenmark, 
1994). 

 
5.2 Modulation Error Observation  
The trajectory tracking control model requires a fast, on-line estimation of the dynamic 
modulation error. The stator current modulation error can be written as: 
 

      ,S SS St t t δ i i
  

 (49) 

 

 
Fig. 9. Measured and observed stator currents in stator coordinates.  

The capped variables are the observed variables and the plain ones are the measured. 
and   indices denote variables in stator coordinates. Where  SS ti


, is the observed steady 

state stator current and  S ti


, is the observed current. Both  SS ti


 and  S ti


 , are the 

observed stator current models, excited by reference PWM voltage Su  and measured  PWM 

voltage Su


, respectively. This fact is shown in Figure 10. The dynamic modulation error 
observation can be seen in Figure 11. 

 
Fig.10. Modulation error observation block diagram. 

 
6. Pattern Modification for Minimization of Modulation Error  
 

As shown in Figure 12, pulse sequence ku  changes to 1ku  an instant kt  instead of kt  

which results in modulation error to change from k  to 1k . 

 
Fig. 11. Dynamic modulation errors. 
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Fig. 12. Pulse sequences and modulation error. 
 
Considering the identified model of the synchronous motor, we can simplify the motor 
model and find the simple current harmonic model for the system as: 
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where the index h indicates the harmonic component, and 1Fi  is the steady state excitation 
field current, we have: 
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And the primary modulation errors are expressed as: 
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For disturbed pulse sequence as defined in Figure 12, we have: 
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Assuming the time interval kt  to be small enough, the final changes in modulation error 
can be found as: 
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We have to regulate the modulation error in stator coordinates. In stator coordinates, the 
modulation error changes become: 
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Regarding the amounts of modulation error variations, 
kd  and

kq , which are 

estimated as in Figure 10, the Equations above can be used to find a better switching state 
for the next period of switching. 

 
Table 1. Synchronous machine Specifications Used in the System Setup 
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estimated as in Figure 10, the Equations above can be used to find a better switching state 
for the next period of switching. 
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7. Main System Setup and Experimental Verification  
 

The complete block diagram of the system under test is shown in Figure 13 in which sf , is 

the switching frequency, Ct is the half switching period and ssf , is the sampling frequency 

of 12 kHz. As it is shown, Si


 must be in the steady state and the transients from the step 
change in current controller outputs must not be included in it. Therefore, in every 

switching period, Ct , the harmonic current hSSi


, as defined in Equation (39), must be 
observed and the initial states in the machine model, Equations (64) and (65),  must be 
corrected to be in steady state region. This level, for space vector modulation is zero as 
indicated in (Holtz, 1992). For optimal pulse sequence, these levels must be pre-calculated, 
saved and used in proper times.  

 
Fig. 13. Block diagram of the system under test. 
 
In this system, a field excited synchronous motor in the range of 80kW, with the steady state 
excitation current of 25A is used.The main system setup consists of: 
1) A three phase synchronous machine with the name plate data given in table I;   
2) Asynchronous generator which is coupled to the synchronous machine as the load. The 
excitation of the asynchronous generator is supported by the three phase main voltage 
through the inverter. The inverter is two sided so that the reactive power is fed from the 3 
phase main system to provide the excitation of generator and the active power direction is 
from the generator and it is changeable with the firing angles of the inverter.;  
3) An IGBT-based PWM inverter which has the capability of feeding up to 200A;   
4) Inverter of asynchronous generator which acts as the brake and the load can be set versus 
its speed regualation;   
5) DC power supply with 25A nominal current, for synchronous motor excitation;  
6) The control system is adaptable to computerized system. Direct observation of all system 
variables is amongst the characteristics of this system.   
Considering Figure 11, with the step change of modulation index, we have a severe 
modulation error in current. The experimental setup is shown in Figure 14.   

In Figure 15 the compensated modulation errors are shown. It can be seen that the 
modulation errors have rapidly disappeared and the current trajectory tracking can be 
reached.  

 
Fig. 14. Experimental setup. 

 
Fig. 15. Compensated modulation errors. 

 
8. Conclusions  
 

The structure of high-power synchronous machines, considering some simplifications and 
assumptions, has been methodically examined to achieve an appropriate current harmonic 
model for this type of machines. The accomplished model is dependent on the internal 
parameters of machine via the inductances of direct and quadrature axes which are the 
follow-on of modifications in operating point, aging and temperature rise. In an 
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experimental 80kW setup used in this chapter, these parameters have been identified  in a 
typical synchronous motor under test and the optimal pulse patterns for minimization of 
current  harmonic losses were accomplished based on the defined objective function. As 
high power application is of concern, finding the global optimum solution to have minimum 
losses in every specific operating point is of great consequence. Due to this fact, Genetic 
Algorithm (GA) optimization technique applied to this problem. Although application of 
optimal pulse width modulation based on pre-calculated optimal synchronous pulse 
patterns is an attractive approach in high power drivers, the poor transient performance 
restricts its use. This theme is also considered in synchronous motors. With the observation 
of the motor harmonic current and its use in feed-forward structure of PWM generator, we 
have compensated the current transients as modulation errors. The method is implemented 
in an experimental setup which simulates a high power synchronous motor system and 
prepares the system for fast trajectory tracking of optimal synchronous pulse-width 
modulation in synchronous motors.   
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experimental 80kW setup used in this chapter, these parameters have been identified  in a 
typical synchronous motor under test and the optimal pulse patterns for minimization of 
current  harmonic losses were accomplished based on the defined objective function. As 
high power application is of concern, finding the global optimum solution to have minimum 
losses in every specific operating point is of great consequence. Due to this fact, Genetic 
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patterns is an attractive approach in high power drivers, the poor transient performance 
restricts its use. This theme is also considered in synchronous motors. With the observation 
of the motor harmonic current and its use in feed-forward structure of PWM generator, we 
have compensated the current transients as modulation errors. The method is implemented 
in an experimental setup which simulates a high power synchronous motor system and 
prepares the system for fast trajectory tracking of optimal synchronous pulse-width 
modulation in synchronous motors.   
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1. Introduction    
 

Electromechanical servo plays important role in automation, robotics and automotive 
industry. Recent passenger cars are equipped with dozens of such actuators. Often, these 
actuators replace the original manual and/or mechanical solution by so called mechatronic 
design –mechanism, electric motor and computer control.  
Typical example of mechatronic design is the throttle for airflow control of a combustion 
engine. Conventional mechanical linkage between the driver pedal and the throttle using 
Bowden cable is in recent cars replaced by the pedal sensor, throttle body (with DC motor, 
spur gears and potentiometer as position sensor) and the electronic control unit (ECU). The 
pedal is connected to the throttle only by means of “wire”; therefore this approach is 
generally called dribe-by-wire or X-by-wire. The research and development is very active in 
the field of steering-by-wire and brake-by-wire.  
Due to mass production of automotive parts and related relatively low technical quality, the 
dry friction is very significant in the actuator. The software implementation of position 
control in ECU can be challenging and interesting issue if the fast and precise response is 
required. Moreover, the additional strong spring nonlinearities can complicate the control as 
we see further. 

  

Fig. 1. Block diagram of Electronic Throttle Control 
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This chapter deals with the control of electromechanical servo with significant dry friction. 
This topic has been extensively studied with following main results: 

 As it is well known, the PID controller cannot be successfully used for system 
with nonlinearity of dry friction type (Isermann, 1996). 

 The nonlinear compensator should be used as a part of controller. In most cases 
this compensator is based on the knowledge of system model. If Sliding Mode 
Control is used, only the upper bound of the friction must be known (Beghi et 
al., 2006; Zhang et al., 2006).  

 The friction compensation naturally requires the velocity measurement or good 
estimation from measured position (Olsson, 1996). Alternatively, the position 
error is used for compensation which leads to more robust behaviour and 
eliminate the serious problem with velocity estimation (Isermann et al., 1991 ; 
Yang 2004; Pavković et al. 2006). 

 In the last decade, there have been published many interesting results dealing 
particularly with electronic throttle control. The papers published by Pavković, 
Deur, and Vašak (Pavković et al. 2006, Deur et al. 2003, Vašak et al. 2007) present 
the controller consisting of friction compensator, LH compensator, and PID. In 
(Deur et al. 2003) the self tuning of compensator parameters is described. 

The development and testing of two new types of nonlinear controllers designed for 
particular type of reference signal is presented in this chapter. The combination of PID with 
feedforward and feedback compensators is successfully used. The performance is measured 
by multiple criteria. The modular dSPACE Rapid Control Prototyping hardware is used for 
both parameter estimation as well as control experiments. 

 
2. Modelling of nonlinear electromechanical servo 
 

Modelling of any kind of system can be based on one of following two main principles: 
 Modelling from fundamental physical principles – This approach can be used if 

the physical laws describing the system behaviour is known and equations can be 
derived. Both linear and nonlinear phenomenon can be modelled including e.g. 
non-smooth dynamics. Usually, remaining problems are: a) parameter estimation 
of proposed model; b) validation of the model. A good example of such system is 
the pendulum, where the equation is easy to derive, but e.g. the viscous damping 
parameter could be difficult to guess. Moreover, when the model is validated using 
experimental data measured on real pendulum, the dry friction can appears 
significant and model must be reformulated.  

 Modelling from measured data – If the system physics is unknown or difficult to 
express, the model can be derived from experimental data measured on real 
system. The linear discrete time model with particular noise model is usually 
assumed and the identification algorithm searches for its coefficients. Also other 
techniques such as artificial neural networks can be used as general approximator 
for the system modelling. The description of dry friction or other non-smooth 
behaviour is problematic.  

The first approach is supposed to be more adequate for the electromechanical servo 
modelling. The servo can be usually considered as system with lumped parameters for 

which mechanical and electrical equations are simple and easy to derive. Further, many of 
parameters can be usually measured (directly or indirectly).  
However, even if the system is fully known, the significance of particular components such 
as dry friction can be guessed with difficulty. The model must be as simple as possible, but 
not simpler and thus e.g. the including of the dry friction component (which is relatively 
complicated to model) is controversial. As an example, the real measured static u – ω 
characteristics in Fig. 2 can be used. The friction is about 10% of input voltage range.  
 

 
Fig. 2. Typical u (input voltage) – ω (angular velocity) characteristic of DC motor (input 
voltage (-20;+20) V normalized) 
 
Therefore the following procedure can be recommended: 

 Identification of system structure – Basic measurement of real system properties, 
in most cases the static characteristic is useful enough.  

 Mathematical modelling – The model is derived with the consideration of 
identified structure and also of model purpose.  

 Parameter estimation – The set of carefully designed experiments is used for the 
estimation of model parameters and its validation. 

Further, the described approach is demonstrated on automotive throttle.  

 
2.1 Identification of system structure 
The electromechanical throttle is modelled as SISO system, where input is normalized 
voltage u and output is opening angle φ expressed in voltage measured on potentiometer. 
The quasi-static characteristic can be obtained easily using slow sinusoidal input signal. The 
measured angle and armature current is plotted with respect to time in Fig. 3 (top) and as φ 
– u characteristic (bottom).  
From the characteristic can be concluded: 

 The spring stiffness has strongly nonlinear shape. The first part is very steep and 
the throttle remains in neutral position until the voltage reaches approx. u = 0.2. 
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Next the second part of characteristics is flat and thus only small increase of u can 
fully open the valve.  

 The characteristic has significant hysteresis caused by dry friction. Particularly the 
friction can be estimated to approx. u = 0.1.  

 

 

 
Fig. 3. Experimentally measured throttle quasi-static characteristic (φ is opening angle of 
throttle, u is normalized input voltage)  
Note here, that the nonlinearity of the spring (which clearly complicates the control) is 
motivated by the safety requirements. In the case of controller, power electronics or DC 
motor failure, the valve should be self-returned to neutral position where the throttle is 
slightly open allowing minimal airflow. Then the car can slowly return home (neutral 
position is called limp home position).  

 
2.2 Mathematical model 
The derivation of mathematical model is based on following simplifications: 

 All mechanical parts are considered as rigid bodies. 
 The dynamics of spring itself (weight) is neglected. 

 The inductance of brushed DC motor is neglected – the time constant of electrical 
circuit dynamics is much lower than mechanical.  

 The backlash in gearbox is neglected – even if there is obvious clearance, its 
significance is decreased in the working range of the valve due to the strong return 
spring. 

Considering mentioned restrictions, the mechanical system has one degree of freedom and 
can be described using equation 
 

     red e m k f ,J m b m m  (1) 
 
where redJ is mechanical moment of inertia, em  is electrical torque of DC motor, mb is 
mechanical viscous damping, km  the torque of return spring and fm  is dry friction torque. 
All variables are reduced to throttle angle φ (see Fig. 4).  
The transmission is characterized by 
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where 12  is the efficiency.  
 

  
Fig. 4. Schema of electromechanical throttle 
 
From the well-known brushed DC motor equation with neglected inductance (L=0) 
 

  emf Mu Ri k  (3) 
is formulated the current and the motor torque as a function of input voltage and angular 
velocity 
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Next, the eq. (1) can be rewritten as  
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Next the second part of characteristics is flat and thus only small increase of u can 
fully open the valve.  

 The characteristic has significant hysteresis caused by dry friction. Particularly the 
friction can be estimated to approx. u = 0.1.  
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throttle, u is normalized input voltage)  
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Next, the eq. (1) can be rewritten as  
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and normalized in voltage units 
 

         k f ( ).J u b u u  (7) 
 
Based on basic quasi-static experiment presented in Fig. 3, the nonlinear spring 
characteristic is shown in Fig. 5  and mathematically defined as 
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Further the friction Fu should be expressed. The friction modelling is nontrivial problem 
extensively studied by many researchers, good introduction to its application for control can 
be found in (Olsson, 1996). Basically, the friction models are: a) static; b) dynamic. The most 
simple and well-known static model is the Coulomb friction 
 

        F kin( ) sgn( ) sgn( ) ,u N u  (9) 
 
where N is normal force and  is friction coefficient. This model is used for compensator 
design in Section 3.2 but is not suitable for modelling and parameter estimation.  

 
Fig. 5. Schema of nonlinear return spring 
 
The dynamical friction models cover many aspects of observed real friction properties, such 
as increase of friction force in low velocities and presliding motion. In the field of servo 
system modelling and control, the LuGre model  (Olsson, 1996) is the mostly often used. 
Similar properties has Reset Integrator model defined in the form: 
 

 


       
 


 



0 00 if ( 0 ) ( 0 )

otherwise
p p p p

p  
(10) 

 


   kin
F

0

(1 ( ))( ) a p u pu p
p

 
(11) 

 
 


0if 
( )

0 otherwise.
a p p

a p  
(12) 

 
The model is defined by four parameters: kinu is the kinetic friction force, a defines the 
increase of friction in low velocity (stiction),  is damping coefficient necessary for the 
numerical stability of the model and 0p determines the range of stiction. The p is new system 
dynamical state which can be understood as the bending or deformation of virtual bristles.  

 
2.3 Offline parameter estimation 
Assume, that the complete nonlinear dynamical model of electromechanical throttle formed 
by equations (7), (8) and (10-12) is implemented in Simulink environment. Then the problem 
of parameter estimation consists of three main parts: 

 The generation of appropriate experimental input – output data sets. Generally, 
the input – output set is equal to physical one on real system, thus in the throttle 
case, the input would be the voltage u and output the valve opening angle φ. This 
approach is called estimation in open loop. However, it is very difficult to 
generate data in open loop and remain in angle limits (the throttle cannot be fully 
open because then the model is invalid). Therefore the estimation in close loop 
schematically shown in Fig. 6 has been used. 

 The searching for such model parameters, which minimizes the difference 
between experimental data and simulation model response. Technically, the 
estimation has been performed using Simulink PE tool with applied Nelder-Mead 
method.  

 Validation. The response of simulation model with estimated parameters is 
compared to experimental data sets which have not been used for estimation.  

 
For the compensator design is mainly important the opening part of the throttle working 
range. The total number of parameters to be estimated is nine and estimated values are 
shown in Tab. 1.  
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and normalized in voltage units 
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The model is defined by four parameters: kinu is the kinetic friction force, a defines the 
increase of friction in low velocity (stiction),  is damping coefficient necessary for the 
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Parameter Estimated 
value 

neutral (LH) position LH  0,45 
voltage necessary for opening of the valve LHu  0,1330 
slope of spring characteristic in opening range OPk  0,02079 
electromechanical (viscous) damping b  0,025 
inertial coefficient J  0,0004 
friction parameters:    
kinetic friction  Fkinu  0,06 
static friction increase relatively to kinetic fr. a 0,330 
friction damping coefficient   0,0100 
stiction range coefficient 0p  0,0950 

Tab. 1. Estimated parameters for opening range of throttle 
 

 
Fig. 6. Block diagramm of data generation in closed loop for Parameter Estimation 

 
3. Control of electromechanical servo with high nonlinearity 
 

3.1 Rapid Control Prototyping hardware and software used for development 
The implementation of complex nonlinear controller is difficult and time consuming when 
target microcontroller and hand written C code is used. Instead, the Rapid Control 
Prototyping tool with following features has been used: 

 Based on Matlab/Simulink and dSPACE HW&SW. 
 Direct generation of C code from Simulink to Power PC processor using Real-Time 

Workshop and RT Interface. 
 dSPACE modular HW consisting of main processor DS 1005 PPC, board DS 2103 

with 14 bit D/A converters, board DS 2003 with 16 bit A/D converters, and 
communication cards DS 814 and 815. 

 The simulation model with middle complexity can be computed with 50μs rate, 
which is far beyond the requirements.  

After successful development on RCP, the next step towards the realistic microcontroller for 
serial production can be made. 

3.2 Design and implementation of model based controller 
There are three types of controller introduced in this section. Further the comparison of their 
performance is given.  

 PID – standard discrete implementation, used for comparison to other two 
improved controllers. For the computation of derivative action, the Tustin 
approximation or derivative impulse area invariant action (Pivonka & Schmidt, 
2007) can be recommended.  
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 Controller 1 – Feedback position error based compensator – the PID controller 
extended by feedforward spring compensation according eq. (8) and friction 
compensator which uses position error. The stability around the reference position 
can be increased by small dead zone d. The controller structure is schematically 
shown in Fig. 8. 
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Fig. 7. Block diagram of Rapid Control Prototyping setup based on Matlab/Simulink 
software and dSPACE hardware and software 
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Fig. 7. Block diagram of Rapid Control Prototyping setup based on Matlab/Simulink 
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 Controller 2 – Feedforward friction compensator – the PID controller extended by 
feedforward spring compensation and friction compensator which uses derivation 
(using eq. 13) of reference angle. Thus the compensator calculates friction using 
velocity. The controller structure is schematically shown in Fig. 9. 

Fig. 8. Block diagram of PID controller extended by feedforward spring compensator and 
position error based friction compensator (Controller 1) 
 

Fig. 9. Block diagram of PID controller extended by feedforward spring compensator and 
feedforward friction compensator (Controller 2) 

 
3.3 Results 
Proposed controllers have been tested using two types of reference signal: 

 stairs reference – simulates sudden changes in required throttle position 
 smooth reference – slowly and continuous changes.  

Naturally, the selection of the control action sample time has crucial influence on 
performance. Two rates have been tested: 

 50μs – close to minimal sample time achieved by used RCP hardware, the maximal 
achievable performance is tested.   

 5ms – realistic sample time applicable in low cost microcontrollers used in final 
ECU. 

The performance of three controllers described in the previous section with stairs/smooth 
reference signal and with 50us/5ms sample time is shown in Fig. 10, 11 and 12. In the case 
of stairs reference, the Controller 2 is not practicable.  
 

 
Fig. 10. Comparison of controllers PID (left) vs. Controller 1 (right) performance with stairs 
reference angle, 50us sample time. 
 

 
Fig. 11. Comparison of controllers PID (left) vs. Controller 1 (right) performance with stairs 
reference angle, 5ms sample time. 
 
For the stairs reference signal, Controller 1 gives very good results even at 5ms sample 
time. PID has very poor performance (Fig. 11).  
For the smooth reference signal, the control is different issue. PID can be used even at 5 ms, 
but the proportional gain must be higher compare to one applied to stairs ref. problem. All 
three controllers give comparable results of reference trajectory tracking, but differ 
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significantly in the oscillation of the control effort u. Although the good performance is 
achieved using PID, the high control activity (e.g. as in Fig. 12-left-a)) excites higher 
unmodelled dynamics causing hearable noise and possible wear of gears and all mechanical 
parts. Controller 1 and 2 have comparably lower control activity with the same tracking 
quality (Controller 2 is slightly better). 
 

 
Fig. 12. Comparison of a) PID; b) Controller 1; c) Controller 2 performance for smooth 
reference signal. Left – sample time 50us, Right – sample time 5ms.   

 
4. Conclusion 
 

The control of servo mechanism with significant dry friction has been discussed in this 
chapter. The procedure of system structure identification, the modelling and parameter 
estimation is applicable generally to wide class of servos. The solution for particular 
actuator from automotive industry – so called electronic throttle – has been described in 
details. Beside the friction, the throttle has strongly nonlinear return spring which further 
complicates the control.  
Since the PID is not applicable for the system with dry friction nonlinearity, two nonlinear 
model-based controllers have been implemented and extensively tested with different types 
of reference and sample time. The controller with the friction compensation based on the 
feedback position error (Controller 1) proves very good performance for stairs reference 
while the feedforward velocity based friction compensation seems to be suitable for smooth 
reference. Both controllers have feedforward nonlinear spring compensator.  

The throttle control as an example of X-by-wire concept allows achieving better fuel 
economy, lower emissions and the possibility to implement advanced traction control in the 
vehicle. Also, the nonlinear control described in this chapter illustrates the possibility of 
improving the poor mechanical system performance and thus leads to lower overall costs.  

  
Fig. 13. Photograph of workstation with modular dSPACE hardware in Autobox 
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1. Introduction   
 

Over the past years, thanks to the systematic use of digital microprocessors in industry, we 
have seen a very significant development in the regulation controls of the asynchronous 
machine. The latter is widely used in industry for its diversity of use and its ability to 
withstand great variations in its nominal regime. 
Currently, several types of control are proposed. Nonlinear controls such as linearization 
input-output (Benchaib & Edwards, 2000) (Chan et al., 1990) (De Luca & Ulivi, 1989) 
(Marina & Valigi, 1991), the controls resulting from the theory of passivity (Nicklasson et al., 
1997) (Gokdere, 1996) which generally require the measurement of all system states 
(currents and flux). As the flux of the motor cannot be measured, a great part of the 
literature is devoted to the control problem coupled with a nonlinear flux observer 
(Kanellakopoulos et al., 1992). Other controls using only the exit returns (rotor speed and 
stator currents) were developed resulting in controls of the passive type (Abdel Fattah &  
Loparo, 2003), other controls using the technique of backstepping or the techniques derived 
from the orientation of the flux field (Peresada et al., 1999) (Barambones et al., 2003). 
The parameters of such controls must be selected in order to ensure total stability for a given 
nominal running and nominal values of the parameters. Thus, different robust controls with 
parameter uncertainties, such as the discontinuous or adaptive controls, were developed 
(Marina et al., 1998). These techniques adapt the controls to the variations of resistances and 
the load couple. A control which is very common in industry is the indirect field oriented 
control (FOC) based on the orientation of the field of rotor flux. This control allows the 
decoupling of speed and flux, and we obtain linear differential equations similar to the D.C. 
machine. The regulation is carried out finally by simple controller PI (cf Fig. 1). 
However, the decoupling observed is only asymptotic. The behaviour of the transient 
regime and the total stability of the system remain a major problem. In addition, the 
modifications of parameters such as rotor resistance or resistive torque deteriorate the 
quality of decoupling. 
In this paper, we propose a diagram of H  regulation, linked to the field oriented control 
allowing a correct transient regime and good robustness against parameter variation to be 
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ensured. This Paper is divided into several parts: The first one describes the model of the 
asynchronous machine, using the assumptions of Park. In the second part, we present the 
field oriented control principles, as well as regulation simulations, using PI.  The third part 
is devoted to the problems of the H control and the loop shaping design procedure 
approach originally proposed in (McFarlane et al., 1988) and further developed in 
(McFarlane & Glover, 1988) and (McFarlane & Glover, 1989) which incorporates the 
characteristics of both loop shaping and H design.  Specifically, we make use of the so-
called normalized coprime factor H robust stabilization problem which has been solved in 
(Glover & McFarlane, 1988) (Glover & McFarlane, 1989) and is equivalent to the gap metric 
robustness optimization as in (McFarlane & Glover, 1992). The design technique has two 
main stages: 1) loop shaping is used to shape the nominal plant singular values to give 
desired open-loop properties at frequencies of high and low loop gain; 2) the normalized 
coprime factor H problem mentioned above is used to robustly stabilize this shaped plant. 
Finally, the last part shows how to integrate the loop shaping design procedure into the field 
oriented control with the Luenberger observer and proposes simulations results. 

 
2. Mathematical model of asynchronous machine  
 

We use some simplifying assumptions and Park transformation. The stator currents ),( qsds II , 
the rotor flux )( , qrdr  and the rotation speed mw  are considered as state variables. The model 
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Where J  is the moment of inertia. sr LL , and mL  are respectively  rotor inductance,  stator 
inductance and  mutual inductance. rR and sR  are respectively the resistance of the rotor 
and of the stator , P  is the number of pole pairs of the machine, fk  is the friction coefficient 
and   is Blondel’s dispersion coefficient .  

 
3. Indirect field oriented control    
 

The aims of this method of frequency control (Slipway Frequency Control) consist in not 
using the flux rotor amplitude but simply its position calculated according to the reference 
variables (Peresada et al., 1999) (Blaschke, 1972). This method does not use a flux sensor 
(physical sensor or dynamic model) but needs the rotor speed sensor. 
Fig.1 shows an example of an applied indirect field control  with a type PI regulation on the 
asynchronous machine fed by an inverter controlled by the triangulo-sinusoidal strategy 
with four bipolar carriers.  
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This method consists to control the direct component I ds and the squaring I qs stator current in 
order to obtain the electromagnetic couple and the flux desired in the machine. 
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This method consists to control the direct component I ds and the squaring I qs stator current in 
order to obtain the electromagnetic couple and the flux desired in the machine. 
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Fig. 1. Indirect field control of asynchronous machine 

 
3.2 Simulation of field oriented control 
The best-known inverters up to now are the two level inverters. However, some 
applications such as electric traction require three-phase asynchronous variators functioning 
at very high power and/or speeds. These two level inverters are limited in tension (1,4kV) 
and power (1MVA). To increase power and tension, we use a multilevel inverter. In our 
work, the multilevel inverter used is controlled by the triangulo-sinusoidal strategy with 
four bipolar carriers (Boukhnifer, 2007). 
Fig.2 shows the results of the indirect field control of an asynchronous machine fed by this 
inverter. The decoupling is maintained and the speed follows the reference very well and is 
not affected by the application of a resistive torque. In the next section, we will explain 
briefly the principles of the H control and how it can be integrated into the indirect field 
control. 

 
4. Robust control  
 

4.1 H∞ Control  
For given P(s) and  >0, the H standard problem is to find K(s) which: 
- Stabilize the loop system in Fig. 3 internally. 
- Maintain the norm 
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with FL(P, K) defined as the transfer function of exits Z according to  entries W. 

 
4.2 H Coprime factorization approach 
An approach was developed by McFarlane and Glover (McFarlane & Glover, 1988) 
(McFarlane & Glover, 1989) starting from the concept of the coprime factorization of a 
transfer matrix. This approach presents an interesting properties and its implementation 
uses traditional notions of automatics. 
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Fig. 2.  Simulation of the indirect field control of asynchronous machine 
 
4.3 Robust controller design using normalized coprime factor 
We define the nominal model of the system to be controlled from the coprime factors on the 
left: NMG ~~ 1   . Then the uncertainties of the model are taken into consideration so that (see 
Fig. 4) 
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where G
~  is a left coprime factorization (LCF) of G, and  NM  ,  are unknown and stable 

transfer functions representing the uncertainty.  We can then define a family of models as 
follows: 
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Where max  represents the margin of maximum stability. The robust stability problem is 
thus to find the greatest value of max  , so that all the models belonging to  can be 
stabilized by the same corrector K.  The problem of robust stability H amounts to finding 

min  and K(s) stabilizing G(s) so that: 
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However, McFarlane and Glover (McFarlane & Glover, 1992) showed that the minimal 
value of  is given by: 
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where sup  indicates the greatest eigenvalue of XY, moreover for any max  , a controller 
stabilizing all the models belonging to  is given by: 
where A, B and C are state matrices of the system defined by the function G and X, Y are the 
positive definite matrices and the solution of the Ricatti equation : 
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4.4 Loop-shaping design procedure 
Contrary to the approach of Glover-Doyle, no weight function can be introduced into the 
problem. The adjustment of the performances is obtained by affecting an open modelling 
(loop-shaping) process before calculating the corrector. The design procedure is as follows: 
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monovariable case, this step is carried out by controlling the gain and the phase of )( jwGa in 
the Bode plan. 
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The final feedback controller is obtained by combining the H controller K with the shaping 
functions W1 and W2 so that Ga(s) = W1GW2. (See Fig.5). 
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When the reference is directed we have rdr   and 0qr . In this case, the expression of 
the electromagnetic couple can be written in the form: 
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By using the transform of Laplace, we can write that: 
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The equation (13) shows that we can act independently on rotor flux and the 
electromagnetic couple by means of components dsI  and qsI  respectively of the stator 
current. The goal consists in controlling the direct component dsI  and in squaring 
component qsI  of the stator current in order to obtain the electromagnetic couple and the 
flux desired in the machine. We can represent our system by combining equations (3) and 
(13) in two sub-systems with the transfer functions described below, See (Boukhnifer, 2007) 
for details: 
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where G
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By using the transform of Laplace, we can write that: 
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The equation (13) shows that we can act independently on rotor flux and the 
electromagnetic couple by means of components dsI  and qsI  respectively of the stator 
current. The goal consists in controlling the direct component dsI  and in squaring 
component qsI  of the stator current in order to obtain the electromagnetic couple and the 
flux desired in the machine. We can represent our system by combining equations (3) and 
(13) in two sub-systems with the transfer functions described below, See (Boukhnifer, 2007) 
for details: 
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In order to ensure a high gain in low frequencies and a low gain  in high frequencies, we 
add the weight functions for flux and speed respectively so that . 
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5.1 Loop shaping controller  
The calculation of the flux controller by MATLAB® software gives: 
 

    
7756.0

4817.5
7347.68140.0

max 
 

s
s                             (16) 

 
The calculation of the speed controller by MATLAB® software gives: 
 

 6998.0
9994.1

9587.10208.1
max 


 

s
s                            (17) 

 

MASInverter

Park-1

vc
*

FOC
Cem

*

 r
*

w1(s) m

 s
*


m

*

-
vb

*va
*

vqs
* vds

*

W2(s)

K1(s)

K2(s)

K1(0)

K2(0)

-

+

+

 
Fig. 6. Robust control of asynchronous motor 

 
5.2 Simulation of the robust control    
To illustrate the performances of the H∞ control, we simulated a no-load start with 
application of the load (nominal load Cr=10Nm) at t1 = 1.5Sec to t2 = 2.5Sec. Then the 
machine is subjected to an inversion of the instruction between 100 rad/sec at t3=3Sec 
(Fig.7). 
The speed regulation presents better performances with respect to the pursuit and the 
rejection of the disturbances. We note that the current is limited to acceptable maximum 
values. The decoupling is maintained and the speed follows the reference well and is not 
affected by the application of a resistive torque. 

 
6. Luenberger observer  
 

We apply the Luenberger observer method for the estimation of the rotor flux components 
(Orlawska-Kowalska, 1989). The model of the reference machine linked to the stator field is 

linear in the electromagnetic states. The two stator current components are measurable. We 
will consider them as outputs of the model: 
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Fig. 7.  Simulation results of robust control of asynchronous motor 
For the observation of the states rx 3   and rx 4  we use the following Luenberger 
observer:  
 

          HukyzFz  ˆˆ                                                  (21) 
 
The dimensions of the vectors and matrices which appeared in this relation are: 
 

     ).2,2(),2,2(),2,2(),1,3( HkFz                                      (22) 
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Fig. 7.  Simulation results of robust control of asynchronous motor 
For the observation of the states rx 3   and rx 4  we use the following Luenberger 
observer:  
 

          HukyzFz  ˆˆ                                                  (21) 
 
The dimensions of the vectors and matrices which appeared in this relation are: 
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Vector Z is related to the initial state vector x by the transformation matrix T: 
 

          Z=Tx                                                              (23) 
 
To determine the relations between the matrices of system A,B and C and the matrices of the 
observer F, K and H, the equation of error is calculated :)ˆ( Txze   
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To give the equation of error the form: 
 

    Fee                                                              (25) 
 
We must check the relation: 
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The error dynamics (25) is described by the eigenvalue of the state matrix of observer F. We 
impose to this matrix the following form: 
 

   ),( 21 diagF                                            (27) 
 
In order to stabilize the error dynamics, λ 1 and  λ2 must be negative. With this choice of F, 
the explicit equations of the observer are given by: 
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We impose to the transformation matrix T the following form: 
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The elements of the T, K matrix and H are obtained from the equations (25): 
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From equation (23), we obtain the original states 4.3 xx  in the form: 
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thus rotor flux : 
 

      22
rrr                                                          (32) 

 
6.1 Simulations results   
The results of simulations show that the Luenberger observer gives an error tends to zero 
and the flux observed follows very well the real flux of the machine and has a better 
robustness as regards parametric variations (variations of rotor resistance). The results of 
simulations of robust control are present in (Fig. 9) and we note clearly that decoupling is 
maintained and the speed follows the reference well and is not affected by the application of 
a resistive torque. 

 
7. Conclusion 
 

In this paper, we have studied the robustness of H  control applied to an induction motor 
and by using the Luenberger observer for the observation of rotor flux. The obtained results 
showed the robustness of the variables flux and speed against external disturbances and 
uncertainties of modelling. This method enabled us to ensure a good robustness/stability 
compromise as well as satisfactory performances. 
The use of the Luenberger observer enables us to avoid the use of the direct methods of 
measurements weakening the mechanical engineering of the system. 
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(a) (b) 

Fig. 8. Luenberger observer (a) with no variation of Rr and (b) with increase of Rr 100% 
 

 
Fig. 9. Robust control with Luenberger observer 
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Fig. 8. Luenberger observer (a) with no variation of Rr and (b) with increase of Rr 100% 
 

 
Fig. 9. Robust control with Luenberger observer 
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1. Introduction 
 

An important aspect of mechatronic systems is that the synergy realized by a clever 
combination of a mechanical system and its embedded control system leads to superior 
solutions and performances that could not be obtained by solutions in one domain. Models 
of mechatronic systems are often large and complicated, with many parameters, making the 
physical interpretation of the model outputs, even by domain experts, difficult. This is 
particularly true when unnecessary features are included in the model. In mechatronics, 
where a controlled system is designed as a whole, it is advantageous that model structure 
and parameters are directly related to physical structure in order to have a direct connection 
between design or modeling decisions and physical parameters. 
The bond graph methodology is a convenient and useful complimentary tool for obtaining 
both the behavioral and the diagnostic models. Moreover, the method presents the unique 
feature of being able to model systems in different energy domains using the same approach 
with a single model, thus it becomes ideal for modeling and simulation of mechatronics and 
control systems. Because of the multi-domain energies involved in the actuators, the bond 
graph methodology as a multidisciplinary and unified modeling language proves a 
convenient tool for the given purpose. The advantage of the bond graph modeling 
compared to other methods is the good visibility of power transfers between all elements, 
and even between several subsystems in which we can measure efficiency of the system. 
The proposed model guarantees the reversibility of power flows, at the opposite of other 
approach for example transfer function. By the bond graph method, it is easy to see the 
impact of changing one parameter in the complete model of the actuator system. The model 
structure can also be modified, taking care of the causality. Respecting the causality, 
computing convergence troubles due to causality conflicts are avoided. The analysis of 
causal paths highlights variable links. This is an advantage of bond graph method, in order 
to have a view of energetic dependences and resonances in the model. 
In this chapter, firstly, the pump-displacement-controlled actuator system with applications 
in aerospace industries is modeled using the bond graph methodology. Secondly, an 
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approach is developed towards simplification and model order reduction for bond graph 
models that can usually use in conceptual representation or design procedures. The model 
order reduction process indicates which system components have the most bearing on the 
frequency response, and the final model retains structural information. Finally, the state 
space form of mathematical model of the system based on the bond graph model is 
presented. By associating bond graph model, it becomes possible to design fault detection 
and isolation (FDI) algorithms, i.e. the generation of fault indicators, and to improve 
monitoring of the actuator. 

 
1.1 Bond Graph Modeling Methodology 
The bond graph methodology as a graphical modeling language is a convenient and useful 
tool for obtaining both the behavioral and the diagnostic models. Table 1 defines the 
symbols and constitutive laws for energy storage and dissipative elements (“energetic” 
elements), sources, and power-conserving elements. Here we concisely introduce bond 
graph method and for a more thorough development of bond graphs, we refer the reader to 
(Thoma, 1975); (Karnopp et al., 2000); and (Borutzky, 2009). 
Energy is transported among source, storage and dissipative elements through power-
conserving junction structure elements. Such elements include power-continuous 
generalized transformers TF and gyrators GY that algebraically relate elements of the effort 
and flow vectors into and out of the element. The constitutive laws of modulated 
transformers and gyrators MTF and MGY are functions of external variables, for example 
coordinate transformations that are functions of generalized coordinates. Transformers are 
created using linked sources. For example, considering a TF with a ratio r, the input effort e1 
is measured, and the output effort e2 is calculated such as e1/r. In the same way, the output 
flow f2 is measured, and the input flow f1 is calculated as f2/r. The element is very simple, 
but it must be set conveniently to respect the causality of the circuit.  
Kirchoff’s loop and node laws are modeled by power-conserving 1- and 0-junctions, 
respectively. Elements bonded to a 1-junction have common flow, and their efforts 
algebraically sum to zero. Elements bonded to a 0-junction have common effort, and their 
flows algebraically sum to zero. The power bonds contain a half-arrow that indicates the 
direction of algebraically positive power flow, and a causal stroke normal to the bond that 
indicates whether the effort or flow variable is the input or output from the constitutive law 
of the connected element. Full arrows are reserved for modulating signals that represent 
powerless information flow, such as orientation angles for coordinate transformation 
matrices. 
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approach is developed towards simplification and model order reduction for bond graph 
models that can usually use in conceptual representation or design procedures. The model 
order reduction process indicates which system components have the most bearing on the 
frequency response, and the final model retains structural information. Finally, the state 
space form of mathematical model of the system based on the bond graph model is 
presented. By associating bond graph model, it becomes possible to design fault detection 
and isolation (FDI) algorithms, i.e. the generation of fault indicators, and to improve 
monitoring of the actuator. 

 
1.1 Bond Graph Modeling Methodology 
The bond graph methodology as a graphical modeling language is a convenient and useful 
tool for obtaining both the behavioral and the diagnostic models. Table 1 defines the 
symbols and constitutive laws for energy storage and dissipative elements (“energetic” 
elements), sources, and power-conserving elements. Here we concisely introduce bond 
graph method and for a more thorough development of bond graphs, we refer the reader to 
(Thoma, 1975); (Karnopp et al., 2000); and (Borutzky, 2009). 
Energy is transported among source, storage and dissipative elements through power-
conserving junction structure elements. Such elements include power-continuous 
generalized transformers TF and gyrators GY that algebraically relate elements of the effort 
and flow vectors into and out of the element. The constitutive laws of modulated 
transformers and gyrators MTF and MGY are functions of external variables, for example 
coordinate transformations that are functions of generalized coordinates. Transformers are 
created using linked sources. For example, considering a TF with a ratio r, the input effort e1 
is measured, and the output effort e2 is calculated such as e1/r. In the same way, the output 
flow f2 is measured, and the input flow f1 is calculated as f2/r. The element is very simple, 
but it must be set conveniently to respect the causality of the circuit.  
Kirchoff’s loop and node laws are modeled by power-conserving 1- and 0-junctions, 
respectively. Elements bonded to a 1-junction have common flow, and their efforts 
algebraically sum to zero. Elements bonded to a 0-junction have common effort, and their 
flows algebraically sum to zero. The power bonds contain a half-arrow that indicates the 
direction of algebraically positive power flow, and a causal stroke normal to the bond that 
indicates whether the effort or flow variable is the input or output from the constitutive law 
of the connected element. Full arrows are reserved for modulating signals that represent 
powerless information flow, such as orientation angles for coordinate transformation 
matrices. 
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1.2 Model Order Reduction 
The approximation of high-order plant and controller models by models of lower order is an 
integral part of control system design. Until relatively recently model reduction was often 
based on physical intuition. For example, chemical engineers often assume that mixing is 
instantaneous and that packed distillation columns may be modeled using discrete trays. 
Electrical engineers represent transmission lines and the eddy currents in the rotor cage of 
induction motors by lumped currents. 
Mechanical engineers remove high-frequency vibration modes form models of aircraft 
wings, turbine shafts and flexible structures. It may also be possible to replace high order 
controllers by low-order approximations with little sacrifice in performance. 
The bond graph methodology is widely used for modeling purposes, but only few works 
deal with model order reduction of complex systems using bond graph models.   
Ref. (Louca, 2006) describes a method for calculating the modal power of lumped parameter 
systems with the use of the bond graph representation, which is developed through a power 
conserving modal decomposition.  Element activity index is a scalar quantity that is 
determined from the generalized effort and flow through each element of the model. As an 
application, this approach was used for order reduction of the fuel cell model (McCain & 
Stefanopoulou, 2006). 
Negligible aggregate bond power at a constraint equation node indicates an unnecessary 
term, which is then removed from the model by replacing the associated bond by a 
modulated source of generalized effort or flow (Rideout et al., 2007). 
Ref. (Moin & Uddin, 2004) uses tree-structured transfer functions derived from bond 
graphs, maintains a subset of the original state variables in the reduced order model and 
maintains structural significance in the state variable coefficients. The advantage of the tree 
structure is that the reduced order models are available directly from a single transfer 
function.  
Ref. (Louca et al., 2005) demonstrates how the algorithm increases the scope and robustness 
of existing physical-domain model reduction techniques, monitors the validity of 
simplifying assumptions based on decoupling as the system or environment changes, and 
can improve computation time.  
Model simplifications or order reduction methods are usually derived from one of the 
following principles (Ljung & Glad, 1994); separation of time constants (segregation), 
aggregation of state variables, or neglect of small effects.  

 
1.3 Fault Diagnosis 
Electro-hydraulic actuators are complex and non-linear systems characterized by the 
coupling of different forms of energy and used usually in processes where the environment 
is harsh. This puts them at high risk to failures. 
The causal properties of the bond graph methodology can help to derive state space form of 
the governing equation of the system and design fault detection and isolation (FDI) 
algorithms, i.e. the generation of fault indicators (Ould Bouamama et al., 2005); ( Khemliche 
et al., 2006). In this way, by associating bond graph models, it becomes possible to obtain the 
behavioral knowledge of the actuator, and to improve their monitoring. 

 

2. Bond Graph Modeling of the Electro-Hydraulic Actuator 
 

Because of the multi-domain energies involved in the actuators, the bond graph 
methodology as a multi-disciplinary and unified modeling language proves a convenient 
tool for the given purpose. 
Electro-hydraulic actuators are used aboard aircrafts and missiles (Langlois et al., 2004). In 
particular, they become often used for actuating control surfaces (Bossche, 2003). From the 
power distribution’s point of view, a flight control actuator is a dynamic load with fluctuant 
power consumption, which has to impose an accurate position control while pushing heavy 
loads at low speeds. 
The main class of electrical actuators for control surfaces is constituted of electro-hydraulic 
actuators. As shown in Fig.1, the structure of such actuators involves several physical 
domains that are coupled from the electrical input (connected to the electrical network) to 
the output (mechanical control surface) (Habibi, 1999). First, electricity is converted to 
rotational mechanic with a dc motor. Then, a volumetric pump transforms mechanical 
power into hydraulic power. A hydraulic jack is in charge of transforming hydraulic to 
translation mechanic. Finally, the rod translation drives the rotation of the flight control 
surface. Therefore, many different transformations and field crossings are involved in 
electro-hydraulic actuators. That is a reason why bond graph is particularly convenient to 
represent this actuator. All physical domains can be drawn on the same design, with the 
same schematic elements, which greatly facilitates the system’s analysis. 
We consider the electro-hydraulic actuator system that was studied and modularly 
implemented for its sub-systems in bond graph methodology in Ref. (Toufighi et al., 2007). 
In this manner, each sub-system constituting the electro-hydraulic actuator can be 
separately modeled through power variables (efforts and flows) and parameters used in 
these sub-models are introduced in tables 2 and 3 respectively. Here we roughly describe 
the bond graph modeling procedure of the sub-systems.  

 
2.1 Electrical Motor 
The electro-hydraulic actuator is supplied with a constant DC voltage source. The DC motor 
is simply modeled by a gyrator (GY- element) for the electromechanical conversion, with a 
ratio equal to the electro-magnetic flux (). On the electrical side, armature inductance and 
resistance are transcribed in bond graph respectively with I- and R-elements (LM and RM). 
That is the same on the mechanical side, for moment of inertia and viscous friction 
coefficients (respectively JMP and BMP). 
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Electrical engineers represent transmission lines and the eddy currents in the rotor cage of 
induction motors by lumped currents. 
Mechanical engineers remove high-frequency vibration modes form models of aircraft 
wings, turbine shafts and flexible structures. It may also be possible to replace high order 
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Ref. (Louca, 2006) describes a method for calculating the modal power of lumped parameter 
systems with the use of the bond graph representation, which is developed through a power 
conserving modal decomposition.  Element activity index is a scalar quantity that is 
determined from the generalized effort and flow through each element of the model. As an 
application, this approach was used for order reduction of the fuel cell model (McCain & 
Stefanopoulou, 2006). 
Negligible aggregate bond power at a constraint equation node indicates an unnecessary 
term, which is then removed from the model by replacing the associated bond by a 
modulated source of generalized effort or flow (Rideout et al., 2007). 
Ref. (Moin & Uddin, 2004) uses tree-structured transfer functions derived from bond 
graphs, maintains a subset of the original state variables in the reduced order model and 
maintains structural significance in the state variable coefficients. The advantage of the tree 
structure is that the reduced order models are available directly from a single transfer 
function.  
Ref. (Louca et al., 2005) demonstrates how the algorithm increases the scope and robustness 
of existing physical-domain model reduction techniques, monitors the validity of 
simplifying assumptions based on decoupling as the system or environment changes, and 
can improve computation time.  
Model simplifications or order reduction methods are usually derived from one of the 
following principles (Ljung & Glad, 1994); separation of time constants (segregation), 
aggregation of state variables, or neglect of small effects.  

 
1.3 Fault Diagnosis 
Electro-hydraulic actuators are complex and non-linear systems characterized by the 
coupling of different forms of energy and used usually in processes where the environment 
is harsh. This puts them at high risk to failures. 
The causal properties of the bond graph methodology can help to derive state space form of 
the governing equation of the system and design fault detection and isolation (FDI) 
algorithms, i.e. the generation of fault indicators (Ould Bouamama et al., 2005); ( Khemliche 
et al., 2006). In this way, by associating bond graph models, it becomes possible to obtain the 
behavioral knowledge of the actuator, and to improve their monitoring. 

 

2. Bond Graph Modeling of the Electro-Hydraulic Actuator 
 

Because of the multi-domain energies involved in the actuators, the bond graph 
methodology as a multi-disciplinary and unified modeling language proves a convenient 
tool for the given purpose. 
Electro-hydraulic actuators are used aboard aircrafts and missiles (Langlois et al., 2004). In 
particular, they become often used for actuating control surfaces (Bossche, 2003). From the 
power distribution’s point of view, a flight control actuator is a dynamic load with fluctuant 
power consumption, which has to impose an accurate position control while pushing heavy 
loads at low speeds. 
The main class of electrical actuators for control surfaces is constituted of electro-hydraulic 
actuators. As shown in Fig.1, the structure of such actuators involves several physical 
domains that are coupled from the electrical input (connected to the electrical network) to 
the output (mechanical control surface) (Habibi, 1999). First, electricity is converted to 
rotational mechanic with a dc motor. Then, a volumetric pump transforms mechanical 
power into hydraulic power. A hydraulic jack is in charge of transforming hydraulic to 
translation mechanic. Finally, the rod translation drives the rotation of the flight control 
surface. Therefore, many different transformations and field crossings are involved in 
electro-hydraulic actuators. That is a reason why bond graph is particularly convenient to 
represent this actuator. All physical domains can be drawn on the same design, with the 
same schematic elements, which greatly facilitates the system’s analysis. 
We consider the electro-hydraulic actuator system that was studied and modularly 
implemented for its sub-systems in bond graph methodology in Ref. (Toufighi et al., 2007). 
In this manner, each sub-system constituting the electro-hydraulic actuator can be 
separately modeled through power variables (efforts and flows) and parameters used in 
these sub-models are introduced in tables 2 and 3 respectively. Here we roughly describe 
the bond graph modeling procedure of the sub-systems.  

 
2.1 Electrical Motor 
The electro-hydraulic actuator is supplied with a constant DC voltage source. The DC motor 
is simply modeled by a gyrator (GY- element) for the electromechanical conversion, with a 
ratio equal to the electro-magnetic flux (). On the electrical side, armature inductance and 
resistance are transcribed in bond graph respectively with I- and R-elements (LM and RM). 
That is the same on the mechanical side, for moment of inertia and viscous friction 
coefficients (respectively JMP and BMP). 
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Fig. 1. Diagram of an electro-hydraulic actuator and control surface 

 
2.2 Hydraulic pump 
The equivalent inertia and friction of the mobile parts are modeled by I and R elements. 
That is why they are grouped together with those of the motor (JMP and BMP). The core of the 
hydraulic pump is made of two TF elements with a transformer ratio equal to the pump 
volumetric displacement (D). Internal hydraulic leakages (RLP) are modeled by a R-element 
placed between the two hydraulic lines. The compressibility of the fluid in both hydraulic 
lines as the pump hydraulic stiffness is obtained with two C-elements; KHP1 and KHP2. The 
additional viscous friction coefficient (BPE) takes into account other losses in the pump, 
assumed to be proportional to the rotational speed.  

 
2.3 Accumulator, Pressure Limiter and Line 
The accumulator can be commonly modeled using a C-element. However, a constant effort 
source Se set to the pressure PAcc has been preferred for simplification purpose. Due to its 
high dynamics, each re-feeding valve is modeled using non-linear R-element (RCV). The 
overpressure (saturation) function is performed due to a combination of two pressure relief 
valves that limit the pressure difference between the two hydraulic lines. Once again, their 
high dynamic allows representing this function by a static model, using only a non-linear R-
element (RRV). The pressure losses into the lines are taken into account with two non-linear 
dissipative elements (RL1 and RL2). 

 
2.4 Hydraulic Jack  
The main element constituting the jack is a TF with a transformer ratio equal to the piston 
surface (A). Internal hydraulic leakages can be modeled like in the hydraulic pump by a R-
element (RLJ). However, it may be considered as infinite due to the dynamic sealing. The 
compressibility of the fluid in both chambers is obtained in bond graph with two C-
elements (1/KHJ1 and 1/KHJ2) that are equal to VJP1/ and VJP2/  respectively. An efficient 
way to represent the jack dissipation is found by introducing an expansion viscosity effect, 
modeled by an R-element on a 1-junction (RHJ1 and RHJ2). On the mechanical side, the mass 
of the jack rod is placed on a I-element (mJ), and the dry friction force is modeled by an effort 
source (FDJ). 
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2.5 Control Surface 
Due to the mass constraints, the jack attachment to the control surface is not rigid. It is 
modeled by a finite stiffness represented by a C-element (1/KMJ). The associated structural 
damping is modeled by an R-element (BMJ). The transformation from rod translation to 
surface rotation is modeled using a MTF-element with a variable ratio equal to the lever arm 
component (l.cos ). Finally, the control surface inertia is taken into account with an I-
element (JCS). Fig. 2 illustrates the bond graph of the control surface. 
Considering the causalities, it can be seen that the electro-hydraulic actuator model allows 
computing the surface deflection in response to the position set point and the hinge moment 
applied to the surface (MCS) as a source of effort.  According to the flight mission of the 
aircraft or missile, hinge moment and position order are fixed.  

 
3. Evolution, Simplification and Model Order Reduction of the Model 
 

3.1 Evolution of the Bond Graph Model 
With respect to the reference behavioral model, the main advantage of the bond graph 
model is due its capability of evolution. In fact, it represents a design model, whose 
parameters are directly linked to physical phenomena. Knowing system components, it is 
easy to modify the parameter values. This is convenient to resize an actuator, in order to use 
the same model structure for different sizes of actuators. On the other hand, the complexity 
of the bond graph model can progressively evolve its structure and can be modified as 
much as needed, taking care of the causality. 
Contrarily to a behavioral model, there is no specific calculation (transfer function, state 
model, etc) in the model, because each physical element is graphically represented. 
Therefore, adding a new element in the model does not involve recalculation; modifications 
can be carried out. Furthermore, the causality analysis also allows facilitating convergence 
by ensuring the compatibility of element couplings, and avoiding algebraic loops.  
The advantage of the bond graph modeling compared to other methods is the good 
visibility of power transfers between all elements, and even between several actuators.  
The proposed model guarantees the reversibility of power flows, at the opposite of other 
approach for example transfer function. By the bond graph method, it is easy to see the 
impact of changing one parameter in the actuator model on the complete electrical network. 
The model structure can also be modified, taking care of the causality. Respecting the 
causality, computing convergence troubles due to causality conflicts are avoided. The 
analysis of causal paths highlights variable links. This is an advantage of bond graph 
method, in order to have a view of energetic dependences and resonances in the model. 
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Contrarily to a behavioral model, there is no specific calculation (transfer function, state 
model, etc) in the model, because each physical element is graphically represented. 
Therefore, adding a new element in the model does not involve recalculation; modifications 
can be carried out. Furthermore, the causality analysis also allows facilitating convergence 
by ensuring the compatibility of element couplings, and avoiding algebraic loops.  
The advantage of the bond graph modeling compared to other methods is the good 
visibility of power transfers between all elements, and even between several actuators.  
The proposed model guarantees the reversibility of power flows, at the opposite of other 
approach for example transfer function. By the bond graph method, it is easy to see the 
impact of changing one parameter in the actuator model on the complete electrical network. 
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Table 2. Power variables (effort, flow) 

 
3.2 Simplification 
Actually, the bond graph model briefly described above owns two hydraulic lines, but it is 
possible to create an equivalent one-line bond graph with a low loss of information. On this 
model, hydraulic parameters have the mean values of real parameters. In particular, the jack 
piston chamber volume (VJP) is average of VJP1 and VJP2 to calculate hydraulic stiffness; 
1/2KHJ that equals to VJP/2. Simplifications are also obtained by ignoring hydraulic jack 
leakage coefficient, and hydraulic pump stiffness.  Accumulator and overpressure limiter 
are not represented on this figure. Concerning the accumulator, there is no working on a 
single-line schematic. 
The challenge for controlling the system is to position the control surface with a sufficient 
performance level. In the special practice, the linear position of the hydraulic jack is 
controlled instead of the surface angle. The lever arm links the relation between the position 

Symbol Quantity Unit 

I DC motor current A

U DC motor voltage V

 DC motor electromotive force V

 Motor-pump angular velocity rad/s

EM Motor-pump electro-magnetic torque Nm

M Motor-pump mechanical torque Nm

P Pump internal torque Nm

PS  21 SS PP   Pump output pressure Pa

QLP Pump internal leakage flow m3/s
QS Pump output flow m3/s

QL Line flow m3/s

PAcc Accumulator pressure Pa
Qac Accumulator flow m3/s

PJ  21 JJ PP   Jack input pressure Pa

QLJ Jack internal leakage flow m3/s
QJ Jack internal flow m3/s

FJ' (= F'J1 – F'J2) Jack internal  force N

FJ Jack output force N

VJ Jack output velocity m/s 
FDJ Jack dry friction force N

VT Transmission velocity m/s 

MT Transmission hinge moment Nm

MJ Control surface inertia hinge moment Nm

MCS Control surface hinge moment Nm

CS Control surface angular velocity rad/s

angle and the linear position: in fact, the lever arm has a variable value depending on the 
position, but this can be easily taken into account, given the installation kinematics.  
The parameter of a simplified element is a combination of the parameters of the elements it 
is composed of all elements have a variable that contains the transformation factor (n) of the 
parameter, such that a controller developed for the simplified model can immediately be 
connected to the original non-simplified model; i.e. input and output variables of the 
original plant model are preserved. A transmission can be eliminated from the model by 
joining it with a single port element, as in Figure 3.  
 

 
  Table 3. Parameters   
 
 
 
 
 
 

Symbol     Quantity Unit 

LM DC Motor inductance H 
RM DC Motor resistance  

 DC Motor electromagnetic flux Wb 
JMP Motor-pump inertia momentum Kg.m2 
BMP Motor-pump viscous friction coeff. N.m.s 
D Pump displacement m3 
BPE Pump mec. efficiency friction coeff N.m.s 
KHP Pump hydraulic stiffness Pa/m3 
RLP Pump internal leakage resistance Pa.s/m3 
RCV Check valve resistance Pa.s/m3 
RRV Relieve valve resistance Pa.s/m3 
RL Nonlinear Line resistance 3Pa.s/m 
RL Linear Line resistance Pa.s/m3 
KHJ Jack hydraulic stiffness Pa/m3 
VJP Jack piston chamber volume m3 
 Fluid bulk modulus Pa 
RHJ Jack dissipation resistance Pa.s/m3 
A Jack piston active area m3 
RLJ Jack internal leakage resistance Pa.s/m3 
mJ Jack rod mass kg 
KMJ Jack mechanic stiffness N/m 
BMJ Jack structural damping resistance N.s/m 
l Lever arm length m 
JCS Control surface inertia momentum Kg.m2 
x Jack rod position m 

  Control surface rotation angle rad 
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original plant model are preserved. A transmission can be eliminated from the model by 
joining it with a single port element, as in Figure 3.  
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Fig. 2. Bond graph of the control surface 

Fig. 3. Composition of an element and a transmission 

Fig. 4. Simplified bond graph model with one line hydraulic part  
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The parameter value and the type of element may change by this simplification. 
Propagation of transmission and composing of transmissions will lead to a model without 
transmissions and dependent elements, if the model does not contain power loops. After 
installation of the sub-models and mentioned simplification and other simplification for TF 
and GY elements, we have simplified bond graph model as shown in Figure 4. The elements 
in this model are defined as 
 

                                     

 
                     

 
                                         

 
 

 

 
 

 

 

 

 
3.3 Derivation of the Governing Equations 
The governing equation of the whole of system can be derived from simplified causal bond 
graph model shown in Fig. 5 using bond graph methodology. Then, we have six state 
variables P2, P11, P17, q3, q7, and q15. The state space equations of the system are 
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3.3 Derivation of the Governing Equations 
The governing equation of the whole of system can be derived from simplified causal bond 
graph model shown in Fig. 5 using bond graph methodology. Then, we have six state 
variables P2, P11, P17, q3, q7, and q15. The state space equations of the system are 
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And, the matrix form of the state space equations of the system is 

 
Fig. 5. Simplified bond graph model of the system 
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4. Fault Diagnosis Analysis using Detectors in Bond Graph Model 
 

Owing to its causal properties, a bond graph model can greatly contribute to the design and 
the development of the process monitoring and fault diagnosis application. For these 
purposes, we use some effort and flow detectors, De and Df on 0- and 1-junctions 
respectively in Fig. 4 as shown in Fig. 6. The detectors or sensors can of course provide other 
services, such as keeping memory of minimum and maximum levels, providing alarms, etc.  
The improvement of the actuator’s safety is essentially based on the FDI procedures. 
Different model-based methods for the FDI procedures have been developed, depending on 
the kind of knowledge used to describe the process (transfer function, state equation, 
structural model, etc.).  
Monitorability analysis (ability to detect and to isolate the faults which may affect the 
system) is based on the fault signatures deduced from the analytical redundancy relations 
(ARRs). ARRs are symbolic equations representing constraints between different known 
process variables (parameters, measurements and sources). ARRs are obtained from the 
behavioral model of the system through different procedures of elimination of unknown 
variables. Numerical evaluation of each ARR is called a residual, which is used in model 
based fault detection and isolation (FDI) algorithms. ARRs represent constraints between 
different known variables (parameters, measurements and sources) in the process. In other 
words, ARRs are static or dynamic constraints which link the time evolution of the known 
variables when the system operates according to its normal operation model. Once ARR are 
designed, the fault detection (FD) procedure checks at each time whether they are satisfied 
or not, and when not, the fault isolation (FI) procedure identifies the system component(s) 
which is (are) to be suspected. For the FDI procedure to work properly, ARRs should be 
structured, sensitive to faults and robust, i.e. insensitive to unknown inputs and 
disturbances (McCain & Stefanopoulou, 2006).  
System modeling is an important and difficult step in the generation of the ARRs. Because of 
the multi-domain energies involved in the actuators, the bond graph methodology as a 
multi-disciplinary and unified modeling language proves a convenient tool for the given 
purpose.  

 
4.1 Derivation of ARRs from Bond Graph Model 
The general form of an ARR is given by a relationship between a set of known process 
variables as 
 

f1 (K1) = f2 (K2), (3) 
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And, the matrix form of the state space equations of the system is 

 
Fig. 5. Simplified bond graph model of the system 
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4. Fault Diagnosis Analysis using Detectors in Bond Graph Model 
 

Owing to its causal properties, a bond graph model can greatly contribute to the design and 
the development of the process monitoring and fault diagnosis application. For these 
purposes, we use some effort and flow detectors, De and Df on 0- and 1-junctions 
respectively in Fig. 4 as shown in Fig. 6. The detectors or sensors can of course provide other 
services, such as keeping memory of minimum and maximum levels, providing alarms, etc.  
The improvement of the actuator’s safety is essentially based on the FDI procedures. 
Different model-based methods for the FDI procedures have been developed, depending on 
the kind of knowledge used to describe the process (transfer function, state equation, 
structural model, etc.).  
Monitorability analysis (ability to detect and to isolate the faults which may affect the 
system) is based on the fault signatures deduced from the analytical redundancy relations 
(ARRs). ARRs are symbolic equations representing constraints between different known 
process variables (parameters, measurements and sources). ARRs are obtained from the 
behavioral model of the system through different procedures of elimination of unknown 
variables. Numerical evaluation of each ARR is called a residual, which is used in model 
based fault detection and isolation (FDI) algorithms. ARRs represent constraints between 
different known variables (parameters, measurements and sources) in the process. In other 
words, ARRs are static or dynamic constraints which link the time evolution of the known 
variables when the system operates according to its normal operation model. Once ARR are 
designed, the fault detection (FD) procedure checks at each time whether they are satisfied 
or not, and when not, the fault isolation (FI) procedure identifies the system component(s) 
which is (are) to be suspected. For the FDI procedure to work properly, ARRs should be 
structured, sensitive to faults and robust, i.e. insensitive to unknown inputs and 
disturbances (McCain & Stefanopoulou, 2006).  
System modeling is an important and difficult step in the generation of the ARRs. Because of 
the multi-domain energies involved in the actuators, the bond graph methodology as a 
multi-disciplinary and unified modeling language proves a convenient tool for the given 
purpose.  
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variables as 
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where i , j = 1,. . .,n. Residuals are never equal to theoretical zero in any online application 
involving real measurements. Due to the sensor noises and the uncertainties in the 
parameters, residual values contain small variances. Residuals lead to the formulation of a 
binary coherence vector C = [c1, c2 ,… , cn], whose elements, ci (i = 1,. . . ,n), are determined 
from a decision procedure, , which generates the alarm conditions. We use a simple 
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C [0, 0, ... , 0], i.e. at least one element of the coherence vector is non-zero (alternatively, at 
least one residual exceeded its threshold). 
Residuals are generated using the conservation laws at each junction (1 and 0) and then their 
structural independence are checked with existing residuals (Ould Bouamama et al., 2005).  

 
5. Conclusion 
 

The bond graph structure facilitates the study of parameter variations. This is particularly 
convenient to size components and optimize a complete system. In this work a new 
modeling approach using bond graph method is applied. It suggested a new design 
methodology for automatically synthesizing design for multi-domain, lumped parameter 
dynamic systems, assembled from mixtures of electrical, mechanical, hydraulic, pneumatic 
and thermal components. 
Through the bond graph representation, multi field and heterogeneous systems such as 
electro-hydraulic aeronautic actuators can be efficiently modeled. The capability to 
progressively evolve allows improving accuracy following the system analysis level, 
without increasing drastically the complexity of the model implementation. The level of 
complexity of the model has to be chosen according to the needs. Dynamic effects are 
properly taken into account with a low complexity level.  
The second conclusion leads toward simplification and model order reduction. In contrast to 
the mathematically-derived models, with the bond graph method, the elimination of 
physical elements from the model constrains the simplified and reduced order model to use 
state variables and parameters from the original full order model.  
The model order reduction has two principal advantages; 
1. The final model retains structural information. The first of these features provides a 
designer with insight in the system behavior for conceptual design purpose.  
2. The model order reduction process indicates which system components have the most 
bearing on the frequency response. 
The bond graph methodology is a convenient and useful tool for obtaining diagnostic model 
rather than the behavioral model. Therefore we use only one representation (the bond 
graph) for both the modeling, and for the monitoring of the system. One of these depends 
on the use of quantitative dynamic models, which leads to the determination of ARRs, and 
allows the real-time monitoring of the actuator. Contrary to other classical model based 
methods, the ARRs can be directly and systematically determined from the bond graph 
model.  
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Abstract
Ultrasonic motor technology is a key system component in integrated mechatronics devices
working on extreme operating conditions subjected to thermal cyclings or large thermal vari-
ations, EM disturbances, radiations, corrosion, or strong vibrations. Due to these constraints,
robustness of the mechanics/electronics/control interfaces should be taken into account in
the motor design. A robust controller for a travelling wave ultrasonic motor (TWUM) is con-
sidered in this study for operation in extreme environmental conditions. A simple causal
model of the TWUM is introduced for identification of motor parameters. Then, an H∞ loop
shaping synthesis procedure is implemented in order to obtain a good compromise between
environmental robustness and motor’s performances. Finally, simulation and experimental
results demonstrate the effectiveness of the proposed robust controller in extreme operating
conditions.
Keywords—H∞-synthesis, extreme environments, robust control, traveling wave ultrasonic motor.

Nomenclature

SymbolDescription
Si,j, Dn,Σ Strain, Electrical displacement, Entropy
Ti,j, En,θ Stress, Electrical field, Temperature
sθ,E

i,j,k,l Elastic compliance

εT,θ
n,m,dθ

n,i,j Electrical permittivity and piezoelectric constant
pT

m,αE
i,j Pyroelectric and thermal expansion constant

ρ CT,E

θ Thermal constant
(α, β), (d,q) Stator’s and rotor’s reference frames
v,w,Ψ(v,w) Voltage phasor, Rotating traveling wave, Phase
θc,k, R(kθc) Angular position,Contact points,Rotational matrix
VNid,VTid Ideal normal and transversal velocity
Vd,Vq Voltage in the (d,q) rotor’s reference frame
FN , FT Normal and tangential force
N,T,f0 Real rotor speed, Torque, Friction coefficient
frα, frβ Feedback forces in the (α, β)’s reference frame
A,m, Force factor, Modal mass
ds, c Stator’s damping term and stiffness
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1. Introduction

Nowadays, the market for mechatronics systems in such high tech sectors as aeronautics,
aerospace, automotive or defense is booming. In those expanding industrial sectors, those
mechatronics systems are put to the test of extreme operating conditions such as thermal cy-
clings or large thermal variations, radiations, corrosion (5), demanding vibratory environ-
ments for their mechanics and their electronics, intense pressures or ultra high vacuum con-
ditions (1), sharp accelerations, or even more severe, high shocks. As a result the resistance
and the robustness of those embedded mechatronics systems prove to be of paramount im-
portance with respect to their harsh operating environments. In such a context, the ultrasonic
motor technology suits mechatronics purposes perfectly due to its powerful performances to
compare with its electrical servomotor counterparts. Indeed, its main characteristics are com-
pactness, high torque at low speed without gears, high holding torque without power, low
power consumption, fast response. Thus, the ultrasonic motor (USM) has already achieved to
find its place in such industrial sectors. In particular, the traveling wave ultrasonic servomotor
(TWUM) has already been tested recently in aerospace by the NASA to operate in cryogenic
temperature (17) as well as in ultra high vacuum conditions (1). Moreover for aeronautics, in
the current ” fly-by-wire ” era, some authors developed ultrasonic motor control strategies so
as to implement active control sticks which allow the pilot to feel the force feedback from the
rudders (2),(7).
Numerous TWUM control strategies have already been implemented in the literature. The
speed control strategy (3) with one of the TWUM natural variables (frequency, voltage or
phase difference) is the most classical one. However, it is very sensitive to the temperature
variations and motor’s performances are not optimized. Another strategy consists in control-
ling the wave amplitude thanks to the integrated piezoelectric sensor. Though this control
is more thermally stable, it is still sensitive to torque variations. At last, authors have devel-
oped a TWUM model leading to the stationary waves control (7)(8)(9). This control resolves
the previous control issues through frequency adaptation, wave phase and amplitude con-
trol. Unfortunately, it is a very complicated strategy to implement. It appears in view of this
brief introduction that the TWUM servomotor’s control is not straightforward, even more,
when submitted to harsh environmental conditions. Thus, in section II the ins and outs of the
TWUM behaviour will be exposed. The ultrasonic motor model selected will be presented
briefly in section III. Section IV will present a robust control strategy simulation implemented
in order to take account of the parameters and model uncertainties, load disturbances such as
sharp torque variations and noises rejections. Finally, we will conclude on the adequacy of the
H∞ robust control for the TWUM ultrasonic motor type in the context of an harsh operating
environment.

2. Ultrasonic Motor Sensitivity

The travelling wave ultrasonic motor operating principle is based on the combination of two
modes of energy conversion. Firstly, an electromechanical one, where a piezoelectric ceramic
is excited at its mechanical resonance through an high frequency electrical supply. Secondly,
the stator’s minute elliptical motions resulting from the previous conversion are converted
into rotation or translation through friction-driven transmission at the stator/rotor interface.
So, as it will be further explained in the following paragraphs, due to its quite complex oper-
ating principle the TWUM control presents a real challenge within extremes and hostiles en-
vironments. Indeed, its behavior changes considerably when subjected to different exogenic

energy sources. Furthermore, intrinsic nonlinear phenomenon, hysteresis and frequency shift
occur in both energy conversion processes.

Fig. 1. Block diagram of the TWUM mechatronic system.

The electromechanical energy conversion, presents large parametric variations at the ceramic
level, related to the origin of the piezoelectric phenomenon. Actually, when subjected to
parasitic energy such as voltage surge, high mechanical stress, high loads or overheating, the
piezoelectric ceramic naturally tends to minimize its potential energy G(T, E,θ) through local
polarisation reorientation, hence it results a global parametric variation. For instance, the
pyroelectric coefficient pT or the thermal expansion one αE (Cf. Equations (1a),(1b),(1c)) vary
greatly according to the temperature or under the motor own friction losses. Henceforth, the
ultrasonic motor driving point shifts causing the resonance frequency which is traditionally
a control input to drift. Thus, it appears that thermal variations have a great influence on the
ultrasonic motor speed. Moreover, the presence of integrated vibration piezoelectric sensors,
makes the ultrasonic motor control very sensitive to noises and disturbances. Lastly, the
nonlinear and the hysteresis behavior of some of its parameters, as for example the electric
permittivity εT,θ or the piezoelectric constant dθ (Cf. Equations (1a),(1b)), has an important
and direct influence on the travelling wave ultrasonic motor control. Indeed, it appears that
the resonance peak is not perfectly symmetrical. But, there exist in the lower frequency range
a steep drop of the vibration velocity called the pull-out phenomenon. Therefore, owing to
the frequency drift, we must absolutely take into account this phenomenon because it results
in motor sharp speed drop.

dSi,j = sθ,E
i,j,k,ldTi,j + dθ

n,i,jdEn + αE
i,jdθ (1a)

dDn = dθ
n,i,jdTi,j + εT,θ

n,mdEk + pT
n dθ (1b)

dΣ = αE
i,jdTi,j + pT

n dEn + ρ.
CT,E

θ
dθ (1c)

i, j,n,k = 1 to 3

Piezoelectric Equations

The second power conversion purpose is to convert the travelling wave wobbles induced by
the piezoelectric ceramic, in rotational motion. The travelling wave wobbles result from the
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ceramic excitation at its mechanical resonance through a two-phase power supply switching
within the ultrasonic range (between 40kHz and 45kHz). In the piezoelectric motor case the
power transmission is not so simple. Indeed the mechanical power transmission, for which
the rotor is constricted on the stator thanks to a spring, comes from the mechanical contact at
the stator/rotor interface. Classically, in order to enhance the best contact transmission and
therefore the highest torque, an elastic layer is inserted on the rotor surface. Unfortunately,
owing to complex forces interactions at the stator/elastic layer/rotor interfaces, it appears
extreme nonlinear contact mechanisms between them (7). It should be notice that those non-
linear mechanisms are magnified over load variations or torque perturbations. Furthermore,
due to feedback from contact forces, the travelling wave form is no more sinusoidal as in the
ideal case. Equally, within the pull-out phenomenon drop zone, it may appear a hysteresis ef-
fect depending on the frequency directional variation (9). Finally, it results from this frictional
power transfer a thermal dissipation which alters the piezoelectric ceramic parameters.

3. Ultrasonic Motor Modeling

3.1 General Layout
With the objective to implement a robust control strategy for the travelling wave ultrasonic
motor, the motor model considered must be neither too much simplistic so as to take accu-
rately account of its nonlinear characteristics, nor overly realistic and consequently hard to
implement ; for instance, on a Digital Signal Processor (12) or on a Field Programmable Gate
Array (11). Usually, the ultrasonic motor speed control is implemented and achieved thanks
to the equivalent electromechanical model. However, the usual equivalent electrical model
though generally sufficient to model the steady-state operation does not allow to accurately
model the transitory operation. Furthermore, that speed control strategy is very sensitive
to thermal and torque variations. Henceforth, some authors developed recently an original
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The travelling wave ultrasonic motor is on its operating principle equivalent to an induction
motor. Indeed, its principle is perfectly similar to the induction motor where the fluctuating
magnetic field produced in the air-gap by the two-phase stator supply spawns rotor torque
through induction. Consequently, some authors have applied the same mathematical formal-
ism to express the TWUM model through space vectors, firstly in the stator’s (α, β) reference
frame, then in the rotating (d,q) frame (as shown in Figure (2(b))). In a first stage, the two-
phase electrical supply, providing respectively the sinusoidal voltages vα and vβ , feeds the
two alternate piezoelectric sectors. It results from this supply two purely sinusoidal station-
ary waves, respectively wα and wβ, expressed within the stator’s (α, β) reference frame. The
combination of those vibrating stationary waves propagates consequently along the stator, a
rotating travelling wave w forming in the (α, β) frame an angle Ψ from the voltages phasor
v (Cf. Figure 2(a)). It is interesting to point out that the TWUM structure provides k perma-
nent contact points with the rotor, corresponding to the kth excited mode. Finally, the angular
position θc and the wave crest ŵ are deduced in the (α, β) frame as follows:

tan(kθc) =
wβ

wα
(2)

ŵ =
√

w2
α + w2

β (3)

In a second stage, the travelling wave is in contact with a virtual rotor considered ideal. That’s
to say, that the k contacts are considered punctuals with no slidings and no energy storing.
This assumption at this point enhances, by means of the rotational matrix R(kθc), to express
within the (d,q) rotating frame the ideal transversal velocity VTid along the quadratic axis q
and the ideal normal velocity VNid along the direct axis d. Unfortunately, due to the elastic
layer required to improve the contact transmission, the k contacts are not ideal. Actually,
the area at the stator/rotor is distributed and a sliding effect occurs, which is essential to
provide torque similarly to the induction motor. Numerous authors have set about modeling
this highly nonlinear contact transmission, resulting in sophisticated models with excellent
accuracy. Still, in order to implement a straightforward model, despite the fact that the friction
coefficient f0 varies due to the nonlinear contact transmission, the relation between the real
rotor speed N and the torque T is approximated and considered in the overall model as linear
:

T = f0(
1
b

VTid − N) |T| < Tmax (4)

In addition to the friction phenomenon, the TWUM requires so that to produce the torque T
and consequently to drive the load, a normal force FN to maintain contact condition at the
rotor/stator interface as well as a tangential force FT . The application of those mechanical
stresses results in some feedback forces on the stator. Those feedback forces, respectively frα

and frβ, are then rotated from the rotating (d,q) frame to the stator’s (α,β) frame thanks to
the previously used rotational matrix R(kθc). At this point, it seems important to notice that
those feedback forces have a direct influence on the TWUM. Indeed, those external mechanical
stresses provoke on the stator side, the piezoelectric ceramic energy to evolve and as a result
the resonance pulsation ωr to drift ; which is expressed in the causal TWUM model by kθc
variations.

3.3 Model’s equations in the rotating (d,q) reference frame
The causal TWUM model expressed in the stator (α,β) reference frame enable to implement a
straightforward control by meams of simplistic mechanical contacts. Nevertheless, it appears
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that the variable from the normal α axis and the tangential β axis are coupled, which is shown
through the rotational matrix R(kθc). Thus, so as to remedy to this variables coupling, the
control is then given in the rotating reference frame. The feeding voltages vα and vβ are then
deduced from Vd and Vq by means of the rotational matrix R(kθc) and the ultrasonic motor
equations are deduced for small pulsation variations.

m ˙VNid + dsVNid + (c − m(kθ̇c)2)
∫

VNiddt = AVd − FN (5)

2m ˙VTid + dsVTid = AVq − FT (6)

In view of those equations it is interesting to notice that, due to reference frame change,
the variables are no more coupled. Finally, those model’s equations allow to determine the
TWUM behaviour in the steady-state but equally the transitory. Thus, this straightforward
model will be used in the next section in order to implement the TWUM robust control.

4. Robust Control

4.1 H∞ Standard Problem
For given P(s) and G > 0 , the H∞ standard problem is to find the controller K(s) which :

Fig. 3. H∞ standard problem.

• Stabilize the closed loop system in Figure 3

• Maintain the norm ||FL(P,K)||∞ < γ

where FL(P,K) is defined as the transfer function of the outputs Z according to the inputs W.

4.2 H∞ Coprime Factorization Approach
An approach was developed by Mc.Farlane and Glover (13)(14) starting from the concept of
the coprime factorization of transfer matrix. This approach presents interesting properties and
its implementation calls upon traditional control notions.

4.3 Robust Controller Design using Normalized Coprime Factor

Fig. 4. Coprime factor robust stablization problem.

We define the nominal model of the system to be controlled from the coprime factors on the

left: G = M̃−1Ñ. Then a perturbed model is written (see Figure (4)):

G̃ = (M̃ + ∆M)−1(Ñ + ∆N) (7)

Fig. 5. Step response of motor torque.

where G̃ is a left coprime factorization (LCF) of G, and ∆M,∆N are unknown and stable trans-
fer functions representing the uncertainty. We can then define a family of models as follows
:

ξε={G̃=(M̃ + ∆M)−1(Ñ + ∆N):||(∆M∆N)||∞ <εmax} (8)
where ε represents the margin of maximum stability. The robust stability problem is thus to
find the greatest value of ε = εmax, so that all the models belonging to ξε can be stabilized by
the same corrector K. The problem of robust stability H∞ amounts finding and K(s) stabilizing
G(s) so that :

||
(

I
K

)
.(I − K.G)−1(I G)|| = γmin =

1
εmax

(9)
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However, Mc Farlane and Glover (17) showed that the minimal value of γ is given by :

γmin = ε−1
max =

√
1 + λsup(XY) (10)

where λsup indicates the greatest eigenvalue of XY, moreover for any ε < εmax a corrector
stabilizing all the models belonging to ξε is given by :

K(s) =BT X(sI−A+BBT X−γ2ZYCTC)−1γ2ZYCT Z (11a)

= (I + YX − γ2 I)−1 (11b)

where A,B and C are state matrices of the system defined by the function G, and X, Y are the
positive definite matrices and the solution of the Ricatti equation :

AT X + XA − XBT BX + CTC = 0 (12a)

AY + YAT − YCTCY + BBT = 0 (12b)

Fig. 6. Cascaded H∞ loop shaping controllers with inner-loop control (Hw(s) of the wave
amplitude control of the stator) and outer-loop control (torque control loop).

4.4 The Loop-Shaping Design Procedure
Contrary to the approach of Glover-Doyle, no weight function can be introduced into the
problem. The adjustment of the performances is obtained by affecting an open modelling
(loop-shaping) process before calculating the corrector. The design procedure is as follows :

(a)

Fig. 7. The loop-shaping design procedure.

1. We add to the matrix G(s) of the system to be controlled a pre-compensator W1 and/or
a post-compensator W2, the singular values of the nominal plant are shaped to give a
desired open-loop shape. The nominal plant G(s) and shaping functions W1 and W2 are
combined in order to improve the performances of the system so that Ga = W1GW2 (see
Figure (7(a))). In the monovariable case, this step is carried out by controlling the gain
and the phase of Ga(jω) the Bode diagram .

2. From coprime factorizations of Ga(jω), we apply the previous results to calculate εmax,
and then synthesize a stabilizing controller K ensuring a value of ε slightly lower than
εmax:

||(K)(I − KW2GW1)−1(IW2GW1||∞ = γ =
1
ε

(13)

3. The final feedback controller is obtained by combining the H∞ controller K with the
shaping functions W1 and W2 so that Ga(s) = W1GW2.(See Figure (7(b)))

5. H∞ Loop Shaping Controller Design

In this section, we present two cascaded H∞ loop shaping controller architecture composed
of both inner-loop and outer-loop controllers. The inner-loop’s one regulates in Hw(s) the
vibrational travelling wave amplitude Ŵ provided by the stator. The outer-loop controller as
for it, ensures the torque feedback control of the motor shaft when subjected to variational
loads.

5.1 Wave Amplitude Control

Fig. 8. Block diagram Hw(s) of the wave amplitude control of the stator.

The first block of the control scheme of the Figure (8) regulates the wave amplitude. The
transfer functions in the open-loop of the wave amplitude is given by (2):

Ŵ =
1
w

.
NVq − k h

b2 Ti

(2m + (k h
b2 )2 J).s + ds

(14)

The synthesis of the wave amplitude controller C(s) is obtained according to the implementa-
tion shown in the Figure (7) using the command ncfsyn of MATLAB µ-Analysis and Synthesis
toolbox (15). The controller C(s) is obtained by combining the pre-filter W1m and the post-filter
W2m. The pre-filter and post-filter are used to shape the open-loop plant to achieve a desired
frequency responses according to some well defined design specifications such as bandwidth
and steady-state error (16). In order to ensure a high gain in low frequencies and a low gain
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in high frequencies and to obtain a high performance and a good robustness, we add the
following weight functions.

W1m = 150.
2.s + 200

0.02s + 0.001
W2m = 1 (15)

(a) Open-loop responses of Wm1PmWm2

(b) Open-loop responses of Wm1PmWm2C

Fig. 9. Open-loop responses.

The Figures (9(a)-9(b)) shows the frequency responses of the system, the Wm1.Pm.Wm2 and the
open-loop system Wm1.Pm.Wm2.C(s). The results show that the open-loop remains close to
the step response obtained after the choice of the shaping functions and C(s) ensures correct
margins of stability

Fig. 10. Step response of the wave amplitude.

5.2 Torque Control

Fig. 11. Outer torque control loop.

The second block of the control scheme of the Figure (11) regulates the torque. The transfer
functions in the open loop of the torque is given by (2):

T = Hw(s)k
h
b2 w f0

J.s
f0

1 + J.s
f0

Ŵre f (16)

The synthesis of the torque controller Tl(s) is obtained according to the implementation in the
Figure (7).
The transfer function is adjusted by the shaping functions Ws1, Ws2. The Figure (12) shows the
frequency responses of the compensated TWUM system Ws1.Ps.Ws2 and the open-loop system
Ws1.Ps.Ws2.Cc(s). Taking into account the low frequency behavior of the motor, with the same
method we chose the shaping functions Ws1, Ws2 as follows:

Ws1 =
585000s + 5

s
Ws2 = 1 (17)
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By using the command ncfsyn of MATLAB µ-Analysis and Synthesis Toolbox, the controller
Cc(s) ensures correct margins of stability. In Figure (13) the step response of the torque is
presented.

(a) Open-loop responses of Ws1PsWs2

(b) Open-loop responses of Ws1PsWs2Cc

Fig. 12. Open-loop responses.

Fig. 13. Step response of motor torque.

6. Experiments

Some experiments have been made in order to demonstrate the performances and robustness
of the proposed controller. The experimental characterization setup is shown in Fig.14.The
rotation is acquired with optoelectric tachometer. An electromagnetic DC brake is used in
order to vary the applied torque to the motor shaft. Changing the amplitude of the input
voltage and its driving frequency, we can regulate the rotation speed and the stall torque.
The normal vibrational amplitude sustained on the stator is measured through a piezoelectric
sensing system. The temperature of the stator’s surface is acquired in real time via a in − situ
temperature sensor (thermocouple). All measurements are acquired through a DSPACE 1100
board connected to ControlDesk graphical user interface software. The H∞ controller has been
synthesized and implemented through MATLAB-Simulink 5.5.

b
Fig. 14. Experimental setup for USM characterization within harsh environments.
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Nominal and extreme loading conditions have been tested. Motor characteristics of speed-
torque shows that the motors rotational speed will decrease with an increase of load. The
pressing force FN between the rotor and stator will change both the speed and torque out-
put of the motor notably. Under nominal operating conditions, experiments shows that both
the free-load speed and the maximum torque output of the motor will increase nonlinearly
with the driving voltage. Without external perturbations and under nominal operating con-
ditions, the proposed cascaded H∞ loop shaping controller demonstrate good position and
torque tracking characteristics. The objective of the experiments performed here is to validate
the robustness of the proposed controller under various severe disturbances similar to harsh
environments, i.e., various inertias, temperature variation and loading torques. As simulated
in section V.A, the inner-control loop constituted by the inner H∞ wave amplitude controller
demonstrates good robustness when subjected to temperature variations (see Fig.15). Usually,
classical PI controller does not offers a good robustness since large temperature variations are
at the origin of important stator’s resonance frequency shift leading to a decrease of the wave
stator amplitude Ŵ. The results shown in Fig.16 demonstrates the good robustness of the pro-
posed controller. Fig.16 shows experiments when considering loaded conditions with inertia
added to the rotor to take it up to 5 kg.cm2 in order to demonstrate the robustness to param-
eter variation and to investigate its rejection capability while the system encountered large
parameter variation (10 times). As shown from experimental results, as long as the torque
requirement is satisfied and being kept within the admissible range, the transient response
varied negligibly. The steady-state error can be reduced to within 14 mrad.
It is clearly shown that a tradeoff between stability robustness and performance requirements
are ensured.
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7. Conclusion

As described in this paper, we showed that the travelling ultrasonic motor technology
(TWUM) suits very well mechatronics applications due to its powerful performances to com-
pare with its electrical servomotor counterparts. However, a detailed analysis showed that
several operating parameters can greatly influence the operation of TWUM in harsh environ-
ments. Based on a causal modeling of TWUM, this paper has successfully implemented a
robust control ensuring a good compromise between achievable motor performances (wave
amplitude and torque control) and robustness against severe variations of the mechatronic en-
vironment. In particular, torque variation has been considered and a loop shaping controller
has been determined. Some preliminary experiments have validated the proposed cascaded
controllers in real operating conditions. Further experimentation of on-board piezoelectric
flight control actuators for hard-launch munitions working on extreme environments are un-
der test in cooperation with Nexter-Bourges company.
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1. Introduction 
 

Ultrasonic vibration is applied to mechatronics fields such as sensor, actuator and so on. In 
particular, strong ultrasonic vibration is required in the case of applications as actuator. 
Langevin type ultrasonic transducers have been widely applied to the applications because 
of the strong vibration. The transducer must be driven at resonance frequency to obtain 
strong vibration because resonance is utilized in the driving of the transducer. However, the 
resonance frequency changes depending on environment of usage such as temperature and 
mechanical load. Note that, in the case of actuators, high-power driving is required; 
substantial increase of temperature is considered because of large applied voltage to the 
transducer; and that mechanical load on the actuator continuously changes during the 
operation. When the frequency of the driving signal differs from the resonance frequency, 
the vibration amplitude of the transducer reduces dramatically. Therefore, to maintain the 
strong vibration, the frequency of the driving signal should be tuned according to the 
change of the resonance frequency - namely, the frequency of the driving signal should trace 
the resonance frequency. 
Vibration feedback oscillator has been widely used for the trace. In the oscillator, motional 
voltage that is proportional to the vibration velocity of the transducer is positively fed back 
to the power amplification section of the oscillator. However, the amplitude of the 
oscillating signal fluctuates depending on the change of the mechanical load. To solve the 
fluctuation problem, constant velocity controlled motional feedback oscillator was proposed 
(Ide, 1968; Si & Ide, 1995). In this system, the gain of the power amplification section relates 
to the response performance of the trace. Therefore, both the gain and the response 
performance cannot be arbitrarily selected. In addition, this oscillator needs a velocity 
sensor to obtain the motional voltage. On the other hand, tracing systems using voltage-
controlled oscillator (VCO) were proposed (Shimizu & Saito, 1978). In these systems, the 
gain of the amplifier does not relate to the response performance of the trace since the 
frequency is directly controlled. Additionally, the systems do not need the velocity sensor. 
The frequency of the oscillating signal is controlled in the VCO according to the phase or 
absolute value of admittance of the transducer that changes with the resonance frequency. 

7
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In particular, the system utilizing admittance phase is based on the phase-locked loop (PLL) 
and marked well trace performance. Advanced analyses and experiments about the PLL-
based tracing system were curried out to enhance the trace performance of the system 
(Hayashi, 1991; Hayashi, 1992). However, these systems include a loop filter to obtain a DC 
signal that is proportional to the admittance phase. The loop filter must be designed 
specifically for each transducer so as to remain the stability of the closed-loop system. 
This paper proposes a resonance frequency tracing system without the loop filter based on 
digital PLL. This system consists of the microcomputer, detecting circuits and a direct digital 
synthesizer (DDS). In the system, the admittance phase is obtained as not analog signal but 
digital data. Therefore, the system does not include the loop filter. The system has also 
connection with a liquid crystal display (LCD), a host computer and so on as the intelligent 
function. The proposed system was fabricated. The system configuration and a method to 
detect the admittance phase are presented.  
Ultrasonic dental scalar is introduced as an example of applications of the proposed tracing 
system. The trace performance of the proposed system is evaluated from step response of 
the oscillating frequency with a transducer mounted in the dental scalar. In this application, 
the proposed tracing system is utilized for dental diagnosis in addition to avoiding 
amplitude reduction. The diagnosis is based on the stiffness estimation. Stiffness of an object 
can be estimated from the change of the resonance frequency of a piezoelectric transducer 
caused by contact with the object (Aoyagi & Yoshida, 2006). The proposed system can 
estimate the stiffness of teeth because the system obtains the resonance frequency of the 
transducer in real time. Trials of stiffness estimation using the proposed system are reported. 

 
2. Langevin Type Ultrasonic Transducer 
 

Figure 1 shows an example structure of Langevin type ultrasonic transducers. The 
transducer consists of metal blocks, PZT elements and electrodes. The PZT elements and the 
electrodes are bolt clamped by the metal blocks. When the alternative voltage is applied to 
the electrodes, longitudinal vibration is generated. Larger vibration amplitude can be 
observed at the resonance frequency. In the case of resonance at longitudinal first-order 
mode, vibration loops and a node are located at the both ends and the middle of the 
transducer, respectively. For some application, one of the two metal blocks is shaped into a 
hone, as illustrated in the figure, to enhance the mechanical vibration amplitude. 
Characteristics of a sample transducer shaped like the example was investigated. Frequency 
responses of vibration amplitude were measured with the change of applied voltage. The 
vibration on the top of the hone was measured by a laser Doppler vibrometer. The 
measurement results are shown in Fig. 2 with admittance phase (phase difference between 
the exciting current and the applied voltage). Each curve about mechanical vibration has a 

Fig. 1. Example structure of Langevin type ultrasonic transducers. 
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local peak. The frequency on the peak means resonance frequency. These results 
demonstrate that resonance frequency shifts to lower frequency region according to the 
increase of the applied voltage. On the other hand, admittance phase meets a certain value 
(around 0 [deg]) at resonance frequencies. 
Vibration amplitude was measured while the top of the hone was contacted with an object. 

 
Fig. 2. Frequency responses of vibration amplitude on the front edge and admittance phase 
of the transducer with the changing amplitude of applied voltage at a condition of no load. 
 

Fig. 3. Vibration amplitude measurement with contacting an object. 

 
Fig. 4. Frequency responses of vibration amplitude in the front edge and current phase of  
the transducer with the changing contact load. 
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In particular, the system utilizing admittance phase is based on the phase-locked loop (PLL) 
and marked well trace performance. Advanced analyses and experiments about the PLL-
based tracing system were curried out to enhance the trace performance of the system 
(Hayashi, 1991; Hayashi, 1992). However, these systems include a loop filter to obtain a DC 
signal that is proportional to the admittance phase. The loop filter must be designed 
specifically for each transducer so as to remain the stability of the closed-loop system. 
This paper proposes a resonance frequency tracing system without the loop filter based on 
digital PLL. This system consists of the microcomputer, detecting circuits and a direct digital 
synthesizer (DDS). In the system, the admittance phase is obtained as not analog signal but 
digital data. Therefore, the system does not include the loop filter. The system has also 
connection with a liquid crystal display (LCD), a host computer and so on as the intelligent 
function. The proposed system was fabricated. The system configuration and a method to 
detect the admittance phase are presented.  
Ultrasonic dental scalar is introduced as an example of applications of the proposed tracing 
system. The trace performance of the proposed system is evaluated from step response of 
the oscillating frequency with a transducer mounted in the dental scalar. In this application, 
the proposed tracing system is utilized for dental diagnosis in addition to avoiding 
amplitude reduction. The diagnosis is based on the stiffness estimation. Stiffness of an object 
can be estimated from the change of the resonance frequency of a piezoelectric transducer 
caused by contact with the object (Aoyagi & Yoshida, 2006). The proposed system can 
estimate the stiffness of teeth because the system obtains the resonance frequency of the 
transducer in real time. Trials of stiffness estimation using the proposed system are reported. 

 
2. Langevin Type Ultrasonic Transducer 
 

Figure 1 shows an example structure of Langevin type ultrasonic transducers. The 
transducer consists of metal blocks, PZT elements and electrodes. The PZT elements and the 
electrodes are bolt clamped by the metal blocks. When the alternative voltage is applied to 
the electrodes, longitudinal vibration is generated. Larger vibration amplitude can be 
observed at the resonance frequency. In the case of resonance at longitudinal first-order 
mode, vibration loops and a node are located at the both ends and the middle of the 
transducer, respectively. For some application, one of the two metal blocks is shaped into a 
hone, as illustrated in the figure, to enhance the mechanical vibration amplitude. 
Characteristics of a sample transducer shaped like the example was investigated. Frequency 
responses of vibration amplitude were measured with the change of applied voltage. The 
vibration on the top of the hone was measured by a laser Doppler vibrometer. The 
measurement results are shown in Fig. 2 with admittance phase (phase difference between 
the exciting current and the applied voltage). Each curve about mechanical vibration has a 

Fig. 1. Example structure of Langevin type ultrasonic transducers. 
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increase of the applied voltage. On the other hand, admittance phase meets a certain value 
(around 0 [deg]) at resonance frequencies. 
Vibration amplitude was measured while the top of the hone was contacted with an object. 

 
Fig. 2. Frequency responses of vibration amplitude on the front edge and admittance phase 
of the transducer with the changing amplitude of applied voltage at a condition of no load. 
 

Fig. 3. Vibration amplitude measurement with contacting an object. 
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the transducer with the changing contact load. 
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The transducer was vertically contacted with a transparent object (an acrylic resin) with a 
contact load. The vibrometer laser beam was irradiated through the resin, as shown in Fig. 3. 
Through the measurement, operating frequency was swept with constant amplitude of 
driving voltage. Frequency responses of the vibration amplitude with the change of contact 
load are shown in Fig. 4. Admittance phases are also shown in the figure. Local peaks of the 
amplitude mean resonance frequencies. It can be seen that resonance frequency shifts to the 
higher frequency region according to the increase of the contact load. Admittance phase 
changes dramatically around the resonance and meets a certain value (around 0 [deg]: same 
as the previous result) at the resonance frequency. 

 
3. Resonance Frequency Tracing System 
 

3.1 Overview 
As described in the previous section, resonance frequency of the Langevin type ultrasonic 
transducer changes according to the various reasons. To keep strong vibration, resonance 
frequency should be traced during the operation of the transducer. In this research, tracing 
system based on admittance phase measurement is proposed. A microcomputer was 
applied for the measurement. Tracing algorithm was also embedded in the computer. Other 
intelligent functions such as communication with other devices can be installed to the 
computer. Therefore, this system has extensibility according to functions of the computer. 
Overview of the fabricated resonance frequency tracing system is shown in Fig. 5. The 
system consists of a computer unit, an amplifier, voltage/current detecting circuit and a 
wave forming circuit. The computer unit includes a microcomputer (SH-7045F), a DDS and 
a COM port. The computer is connected to a LCD, a PS/2 keyboard and an EEPROM to 
execute intelligent functions. 

 
3.2 Oscillating unit 
To oscillate driving voltage, sinusoidal wave, the DDS is used. The synthesizer outputs 
digital wave amplitude data directly at a certain interval, which is much shorter than the 
cycle of the sinusoidal wave. The digital data is converted to analog signal by an AD 
converter inside. The frequency of the wave is decided by a parameter stored in the 
synthesizer. The parameter can be modified by an external device through serial  

 
Fig. 5. Overview of resonance frequency tracing system. 
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communication. In this system, the synthesizer is connected to the microcomputer through 
three wires, as shown in Fig. 6. The DDS unit includes the AD converter and a LPF. Voltage 
of the generated sinusoidal wave is amplified and arranged by an analog multiplier (AD633). 
To control the voltage, the unit has an external DC input VR1 and a volume VR2. 
Multiplying result W is described as 
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The result is amplified. Arranging the DC voltage of VR1 and VR2, the amplitude of the 
oscillated sinusoidal wave can be controlled continuously. 

 
3.3 Detecting unit 
To measure phase difference between applied voltage and current, amplified driving 
voltage is supplied to the ultrasonic transducer through a detecting unit illustrated in Fig. 7. 
The applied voltage is divided by a variable resistance, filtered and transformed in to 
rectangular wave by a comparator. The comparative result is transformed into TTL level 
pulses. The current flowing to the transducer is detected by a hall element. Output signal 
from the element is filtered and transformed in the same manner as the voltage detecting. 
Phase difference of these pulse trains is counted by the microcomputer. To monitor 
amplitude of the voltage and the current, half-wave rectification circuits and smoothing 
circuits are installed in the unit. AD converters of the microcomputer sample voltages of the 
output signals. 

 
3.4 Control unit 
A control unit comprises the microcomputer, a keyboard, a LCD, a COM port and an 
EEPROM, as described in Fig. 8. Commands to control the computer can be typed using the 
keyboard. Status of the system is displayed on the LCD. A target program executed in the 
computer is written through the COM port. Control parameters can be stored in the 
EEPROM. The system has such intelligent functions. The pulses transformed in the 
detecting unit are input to a multifunction timer unit (MTU) of the microcomputer. Tc (the 

 
Fig. 6. A direct digital synthesizer and volume control. 
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The transducer was vertically contacted with a transparent object (an acrylic resin) with a 
contact load. The vibrometer laser beam was irradiated through the resin, as shown in Fig. 3. 
Through the measurement, operating frequency was swept with constant amplitude of 
driving voltage. Frequency responses of the vibration amplitude with the change of contact 
load are shown in Fig. 4. Admittance phases are also shown in the figure. Local peaks of the 
amplitude mean resonance frequencies. It can be seen that resonance frequency shifts to the 
higher frequency region according to the increase of the contact load. Admittance phase 
changes dramatically around the resonance and meets a certain value (around 0 [deg]: same 
as the previous result) at the resonance frequency. 

 
3. Resonance Frequency Tracing System 
 

3.1 Overview 
As described in the previous section, resonance frequency of the Langevin type ultrasonic 
transducer changes according to the various reasons. To keep strong vibration, resonance 
frequency should be traced during the operation of the transducer. In this research, tracing 
system based on admittance phase measurement is proposed. A microcomputer was 
applied for the measurement. Tracing algorithm was also embedded in the computer. Other 
intelligent functions such as communication with other devices can be installed to the 
computer. Therefore, this system has extensibility according to functions of the computer. 
Overview of the fabricated resonance frequency tracing system is shown in Fig. 5. The 
system consists of a computer unit, an amplifier, voltage/current detecting circuit and a 
wave forming circuit. The computer unit includes a microcomputer (SH-7045F), a DDS and 
a COM port. The computer is connected to a LCD, a PS/2 keyboard and an EEPROM to 
execute intelligent functions. 

 
3.2 Oscillating unit 
To oscillate driving voltage, sinusoidal wave, the DDS is used. The synthesizer outputs 
digital wave amplitude data directly at a certain interval, which is much shorter than the 
cycle of the sinusoidal wave. The digital data is converted to analog signal by an AD 
converter inside. The frequency of the wave is decided by a parameter stored in the 
synthesizer. The parameter can be modified by an external device through serial  

 
Fig. 5. Overview of resonance frequency tracing system. 

Microcomputer

Frequency
(Serial data)

Driving signal
(Sine wave)

Transducer

Direct digital
synthesizer

E

I

Wave forming

Hall
element

Amplifier

Computer unit

Detecting

 
communication. In this system, the synthesizer is connected to the microcomputer through 
three wires, as shown in Fig. 6. The DDS unit includes the AD converter and a LPF. Voltage 
of the generated sinusoidal wave is amplified and arranged by an analog multiplier (AD633). 
To control the voltage, the unit has an external DC input VR1 and a volume VR2. 
Multiplying result W is described as 
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The result is amplified. Arranging the DC voltage of VR1 and VR2, the amplitude of the 
oscillated sinusoidal wave can be controlled continuously. 
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time between rising edges of PE) and TI (the time between rising edge of PE and trailing edge 
of PI) are measured by the unit, as shown in Fig. 10. The phase difference is calculated from 
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This value is measured as average in averaging factor Na cycles of pulse signal PE. Thus, the 
operating frequency is updated every Na cycles of the driving signals. The updated 
operating frequency fn+1 is given by 
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where fn is the operating frequency before update, r is the admittance phase at resonance,  
is the calculated admittance phase from eq. (2) (at a frequency of fn), Kp is a proportional 
feedback gain. To stabilize the tracing, Kp should be selected as following inequality is 
satisfied. 
 

 
Fig. 7. Voltage/current detecting unit. 
 

 
Fig. 8. Control unit with a microcomputer. 
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where S is the slope of the admittance phase vs. frequency curve at resonanse frequency. 
The updated frequency is transmitted to the DDS. Repeating this routine, the operating 
frequency can approach resonance frequency of transducer. 

 
4. Application for Ultrasonic Dental Scaler 
 

4.1 Ultrasonic dental scaler 
Ultrasonic dental scaler is an equipment to remove dental calculi from teeth. the scaler 
consists of a hand piece as shown in Fig. 10 and a driver circuit to excite vibration. A 
Langevin type ultrasonic transducer is mounted in the hand piece. the structure of the 
transducer is shown in Fig. 11. Piezoelectric elements are clamped by a tail block and a hone 
block. A tip is attached on the top of the horn. The blocks and the tip are made of stainless 
steel. The transducer vibrates longitudinally at first-order resonance frequency. One 
vibration node is located in the middle. To support the node, the transducer is bound by a 
silicon rubber. 
To carry out the following experiments, a sample scaler was fabricated.Frequency response 
of the electric charactorristics of the transducer was observed with no mechanical load and 
input voltage of 20 Vp-p. The result is shown in Fig. 12. From this result, the resonance 
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time between rising edges of PE) and TI (the time between rising edge of PE and trailing edge 
of PI) are measured by the unit, as shown in Fig. 10. The phase difference is calculated from 
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frequency was 31.93 kHz, admittance phase coincided with 0 at the resonance frequency, 
electorical Q factor was 330 and the admittance phase response had a slope of -1 [deg/Hz] 
in the neighborhood of the resonanse frequency. 

 
4.2 Tracing test 
Dental calculi are removed by contact with the tip. The applied voltage is adjusted 
according to condition of the calculi. Temparature rises due to high applied voltage. 
Therefore, during the operation, the resonance frequency of the transducer is shifted with 
the changes of contact condition, temperature and amplitude of applied voltage. The 
oscillating frequency was fixed in the conventional driving circuit. Consequently, vibration 
amplitude was reduced due to the shift. The resonance frequency tracing system was apllied 
to the ultrasonic dental scaler.  

 
Fig. 12. Electric frequency response of the transducer for ultrasonic dental scalar. 
 

Fig. 13. Step responses of the resonance frequency tracing system with the transducer for 
ultrasonic dental scaler. 

0

4

8

12

-90

0

90

31.7 31.8 31.9 32 32.1

C
ur

re
nt

 [m
A

]

A
dm

itt
an

ce
 p

ha
se

 [d
eg

]

Frequency [kHz]

Applied voltage: 20V
p-p

31.7

31.8

31.9

32

Time [ms]

Fr
eq

ue
nc

y 
[k

H
z]

KP = 1 / 2 KP = 1 / 4

KP = 1 / 16

KP = 1 / 8

Applied voltage: 20V
p-p

0 40 80 120 160

The transducer was driven by the tracing system, where averaging factor Na was set to 8. To 
evaluate the system characteristic, step responses of the oscillating frequency were observed 
in the same condition as the measurement of the electric frequency response. In this 
measurement, initial operating frequency was 31.70 kHz. the frequency was differed from 
the resonance frequency (31.93 kHz). At a time of 0 sec, the tracing was started. Namely, the 
terget frecuency was changed, as a step input, to 31.93 kHz from 31.7 kHz. The transient 
response of the oscillating frequency was observed. The oscillating frequency was measured 
by a modulation domain analyzer in real time. Figure 13 shows the measurement results of 
the responces. With each Kp, the oscillating frequency in steady state was 31.93 kHz. the 
frequency coincided with the resonance frequency. A settling time was 40 ms with Kp of 1/4. 
The settling time was evaluated from the time settled within ±2 % of steady state value. The 
response speed is enough for the application to the dental scaler. Contact load does not 
change faster than the response speed since the scaler is wielded by human. The 
temperature and the amplitude of applied voltage also do not change so fast in normal 
operation. 

 
4.3 Dental diagnosis 
When the transducer is contacted with an object, the natural frequency of the transdcer is 
shifted. A value of the shift depends on stiffness and damping factor of the object 
(Nishimura et. al, 1994). The contact model can be discribed as shown in Fig. 14. In this 
model, the natural angular frequency of the transducer with contact is presented as 
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where m is the equivalent mass of the transducer, A is the section area of the transducer, E is 
the elastic modulus of the material of the transducer, l is the half length of the transducer, Kc 
is the stiffness of the object and Cc is the damping coefficient of the object. Equation (5) 
indicates that the combination factor of the damping factor and the stiffness can be 
estimated from the natural frequency shift. The shift can be observed by the proposed 
resonance frequency tracing system in real time. If the correlation between the combination 
factor and the material properties is known, the damping factor or the stiffness of unknown 
material can be predicted. For known materials, the local stiffness on the contacting point 
can be estimated if the damping factor is assumed to be constant and known. Geometry also 
can be evaluated from the estimated stiffness. For a dental health diagnosis, the stiffness 

 
Fig. 14. Contact model of the transducer. 
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frequency was 31.93 kHz, admittance phase coincided with 0 at the resonance frequency, 
electorical Q factor was 330 and the admittance phase response had a slope of -1 [deg/Hz] 
in the neighborhood of the resonanse frequency. 
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Dental calculi are removed by contact with the tip. The applied voltage is adjusted 
according to condition of the calculi. Temparature rises due to high applied voltage. 
Therefore, during the operation, the resonance frequency of the transducer is shifted with 
the changes of contact condition, temperature and amplitude of applied voltage. The 
oscillating frequency was fixed in the conventional driving circuit. Consequently, vibration 
amplitude was reduced due to the shift. The resonance frequency tracing system was apllied 
to the ultrasonic dental scaler.  

 
Fig. 12. Electric frequency response of the transducer for ultrasonic dental scalar. 
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The transducer was driven by the tracing system, where averaging factor Na was set to 8. To 
evaluate the system characteristic, step responses of the oscillating frequency were observed 
in the same condition as the measurement of the electric frequency response. In this 
measurement, initial operating frequency was 31.70 kHz. the frequency was differed from 
the resonance frequency (31.93 kHz). At a time of 0 sec, the tracing was started. Namely, the 
terget frecuency was changed, as a step input, to 31.93 kHz from 31.7 kHz. The transient 
response of the oscillating frequency was observed. The oscillating frequency was measured 
by a modulation domain analyzer in real time. Figure 13 shows the measurement results of 
the responces. With each Kp, the oscillating frequency in steady state was 31.93 kHz. the 
frequency coincided with the resonance frequency. A settling time was 40 ms with Kp of 1/4. 
The settling time was evaluated from the time settled within ±2 % of steady state value. The 
response speed is enough for the application to the dental scaler. Contact load does not 
change faster than the response speed since the scaler is wielded by human. The 
temperature and the amplitude of applied voltage also do not change so fast in normal 
operation. 

 
4.3 Dental diagnosis 
When the transducer is contacted with an object, the natural frequency of the transdcer is 
shifted. A value of the shift depends on stiffness and damping factor of the object 
(Nishimura et. al, 1994). The contact model can be discribed as shown in Fig. 14. In this 
model, the natural angular frequency of the transducer with contact is presented as 
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estimated from the natural frequency shift. The shift can be observed by the proposed 
resonance frequency tracing system in real time. If the correlation between the combination 
factor and the material properties is known, the damping factor or the stiffness of unknown 
material can be predicted. For known materials, the local stiffness on the contacting point 
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estimation can be applied. To discuss the possibility of the diagnosis, the frequency shifts 
were measured using the experimental apparatus as shown in Fig. 15. A sample was 
supported by an aluminum disk through a silicon rubber sheet. The transducer was fed by a 
z-stage and contacted with the sample. The contact load was measured by load cells under 
the aluminum disk. This measuring configuration was used in the following experiments. 
The combination factor were observed in various materials. The natural frequency shifts in 
contact with various materials were measured with the change of contact load. The shape 
and size of the sample was rectangular solid and 20 mm x 20 mm x 5 mm except the LiNbO3 
sample. the size of the LiNbO3 sample was 20 mm x 20 mm x 1 mm. The results are plotted 
in Fig. 16. the natural frequency of the transducer decreased with the increase of contact 
load in the case of soft material with high damping factor such as rubber. The natural 
frequency did not change so much in the case of silicon rubber. The natural frequency 
increased in the case of other materials. Comparing steel (SS400) and aluminum, stiffness of 
steel is higher than that of aluminum. Frequency shift of LiNbO3 is larger than that of steel 

Fig. 15. Experimental apparatus for measurement of the frequency shifts with contact. 
 

 
Fig. 16. Measurement of natural frequency shifts with the change of contact load in contact  
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within 4 N though stiffness of LiNbO3 is approximately same as that of steel. This means 
that mechanical Q factor of LiNbO3 is higher than that of steel, namely, damping factor of 
LiNbO3 is lower. Frequency shift of LiNbO3 was saturated above 5 N. The reason can be 
considered that effect of the silicon rubber sheet appeared in the measuring result due to 
enough acoustic connection between the transducer and the LiNbO3. 
The geometry was evaluated from local stiffness. The frequency shifts in contact with 
aluminum blocks were measured with the change of contact load. The sample of the 
aluminum block is shown in Fig. 17 (a). Three samples were used in the following 
experiments. One of the samples had no hole, another had thickness t = 5 mm and the other 
had the thickness t = 1 mm. Measured frequency shifts are shown in Fig. 17 (b). The 
frequency shifts tended to be small with decrease of thickness t. These results show that the 
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with aluminum blocks. 
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estimation can be applied. To discuss the possibility of the diagnosis, the frequency shifts 
were measured using the experimental apparatus as shown in Fig. 15. A sample was 
supported by an aluminum disk through a silicon rubber sheet. The transducer was fed by a 
z-stage and contacted with the sample. The contact load was measured by load cells under 
the aluminum disk. This measuring configuration was used in the following experiments. 
The combination factor were observed in various materials. The natural frequency shifts in 
contact with various materials were measured with the change of contact load. The shape 
and size of the sample was rectangular solid and 20 mm x 20 mm x 5 mm except the LiNbO3 
sample. the size of the LiNbO3 sample was 20 mm x 20 mm x 1 mm. The results are plotted 
in Fig. 16. the natural frequency of the transducer decreased with the increase of contact 
load in the case of soft material with high damping factor such as rubber. The natural 
frequency did not change so much in the case of silicon rubber. The natural frequency 
increased in the case of other materials. Comparing steel (SS400) and aluminum, stiffness of 
steel is higher than that of aluminum. Frequency shift of LiNbO3 is larger than that of steel 
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hollow in the contacted object can be investigated from the frequency shift even though 
there is no difference in outward aspect. 
Such elastic parameters estimation and the hollow investigation were applied for diagnosis 
of dental health. The natural frequency shifts in contact with real teeth were also measured 
on trial. Figure 18 (a) shows the teeth samples. Sample A is damaged by dental caries and B 
is not damaged. The plotted points in the picture indicate contact points. To simulate real 
environment, the teeth were supported by silicon rubber. Measured frequency shifts are 
shown in Fig. 18 (b). It can be seen that the natural frequency shift of the damaged tooth is 
smaller than that of healthy tooth. 
Difference of resonance frequency shifts was observed. To conclude the possibility of dental 
health diagnosis, a large number of experimental results were required. Collecting such 
scientific date is our future work. 

 
5. Conclusions 
 

A resonance frequency tracing system for Langevin type ultrasonic transducers was built up. 
The system configuration and the method of tracing were presented. The system does not 
included a loop filter. This point provided easiness in the contoller design and availability 
for various transducers. 
The system was applied to an ultrasonic dental scaler. The traceability of the system with a 
transducer for the scaler was evaluated from step responses of the oscillating frequency. The 
settling time was 40 ms. Natural frequency shifts under tip contact with various object, 
materials and geometries were observed. The shift measurement was applied to diagnosis of 
dental health. Possibility of the diagnosis was shown. 
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1. Introduction  
 

Vision allows a robotic system to obtain a lot of information on the surrounding 
environment to be used for motion planning and control. When the control is based on 
feedback of visual information is called Visual Servoing. Visual Servoing is a powerful tool 
which allows a robot to increase its interaction capabilities and tasks complexity. In this 
chapter we describe the architecture of the Robotenis system in order to design two different 
control strategies to carry out tracking tasks. Robotenis is an experimental stage that is 
formed of a parallel robot and vision equipment. The system was designed to test joint 
control and Visual Servoing algorithms and the main objective is to carry out tasks in three 
dimensions and dynamical environments. As a result the mechanical system is able to 
interact with objects which move close to  2m=s. The general architecture of control 
strategies is composed by two intertwined control loops: The internal loop is faster and 
considers the information from the joins, its sample time is 0:5ms. Second loop represents 
the visual Servoing system and it is an external loop to the first mentioned. The second loop 
represents the main study purpose, it is based in the prediction of the object velocity that is 
obtained from visual information and its sample time is 8:3ms. The robot workspace 
analysis plays an important role in Visual Servoing tasks, by this analysis is possible to 
bound the movements that the robot is able to reach. In this article the robot jacobian is 
obtained by two methods. First method uses velocity vector-loop equations and the second 
is calculated from the time derivate of the kinematical model of the robot. First jacobian 
requires calculating angles from the kinematic model. Second jacobian instead, depends on 
physical parameters of the robot and can be calculated directly. Jacobians are calculated 
from two different kinematic models, the first one determines the angles each element of the 
robot. Fist jacobian is used in the graphic simulator of the system due to the information that 
can be obtained from it. Second jacobian is used to determine off-line the work space of the 
robot and it is used in the joint and visual controller of the robot (in real time). The work 
space of the robot is calculated from the condition number of the jacobian (this is a topic that 
is not studied in article). The dynamic model of the mechanical system is based on Lagrange 
multipliers, and it uses forearms and end effector platform of non-negligible inertias for the 
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development of control strategies. By means of obtaining the dynamic model, a nonlinear 
feed forward and a PD control is been applied to control the actuated joints. High 
requirements are required to the robot. Although requirements were taken into account in 
the design of the system, additional protection is added by means of a trajectory planner. the 
trajectory planner was specially designed to guarantee soft trajectories and protect the 
system from exceeding its Maximum capabilities. Stability analysis, system delays and 
saturation components has been taken into account and although we do not present real 
results, we present two cases: Static and dynamic. In previous works (Sebastián, et al. 2007) 
we present some results when the static case is considered. 
The present chapter is organized as follows. After this introduction, a brief background is 
exposed. In the third section of this chapter several aspects in the kinematic model, robot 
jacobians, inverse dynamic and trajectory planner are described. The objective in this section 
is to describe the elements that are considered in the joint controller. In the fourth section the 
visual controller is described, a typical control law in visual Servoing is designed for the 
system: Position Based Visual Servoing. Two cases are described: static and dynamic. When 
the visual information is used to control a mechanical system, usually that information has 
to be filtered and estimated (position and velocity). In this section we analyze two critical 
aspects in the Visual Servoing area: the stability of the control law and the influence of the 
estimated errors of the visual information in the error of the system. Throughout this 
section, the error influence on the system behaviour is analyzed and bounded. 

 
2. Background 
 

Vision systems are becoming more and more frequently used in robotics applications. The 
visual information makes possible to know about the position and orientation of the objects 
that are presented in the scene and the description of the environment and this is achieved 
with a relative good precision. Although the above advantages, the integration of visual 
systems in dynamical works presents many topics which are not solved correctly yet. Thus 
many important investigation centers (Oda, Ito and Shibata 2009) (Kragic and I. 2005)  are 
motivated to investigate about this field, such as in the Tokyo University ( (Morikawa, et al. 
2007), (Kaneko, et al. 2005) and (Senoo, Namiki and Ishikawa 2004) ) where fast tracking (up 
to 6m=s and 58m=s2) strategies in visual servoing are developed. In order to study and 
implementing the different strategies of visual servoing, the computer vision group of the 
UPM (Polytechnic University of Madrid) decided to design the Robotenis vision-robot 
system. Robotenis system was designed in order to study and design visual servoing 
controllers and to carry out visual robot tasks, specially, those involved in tracking where 
dynamic environments are considered. The accomplishment of robotic tasks involving 
dynamical environments requires lightweight yet stiff structures, actuators allowing for 
high acceleration and high speed, fast sensor signal processing, and sophisticated control 
schemes which take into account the highly nonlinear robot dynamics. Motivated by the 
above reasons we proposed to design and built a high-speed parallel robot equipped with a 
vision system.  
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development of control strategies. By means of obtaining the dynamic model, a nonlinear 
feed forward and a PD control is been applied to control the actuated joints. High 
requirements are required to the robot. Although requirements were taken into account in 
the design of the system, additional protection is added by means of a trajectory planner. the 
trajectory planner was specially designed to guarantee soft trajectories and protect the 
system from exceeding its Maximum capabilities. Stability analysis, system delays and 
saturation components has been taken into account and although we do not present real 
results, we present two cases: Static and dynamic. In previous works (Sebastián, et al. 2007) 
we present some results when the static case is considered. 
The present chapter is organized as follows. After this introduction, a brief background is 
exposed. In the third section of this chapter several aspects in the kinematic model, robot 
jacobians, inverse dynamic and trajectory planner are described. The objective in this section 
is to describe the elements that are considered in the joint controller. In the fourth section the 
visual controller is described, a typical control law in visual Servoing is designed for the 
system: Position Based Visual Servoing. Two cases are described: static and dynamic. When 
the visual information is used to control a mechanical system, usually that information has 
to be filtered and estimated (position and velocity). In this section we analyze two critical 
aspects in the Visual Servoing area: the stability of the control law and the influence of the 
estimated errors of the visual information in the error of the system. Throughout this 
section, the error influence on the system behaviour is analyzed and bounded. 

 
2. Background 
 

Vision systems are becoming more and more frequently used in robotics applications. The 
visual information makes possible to know about the position and orientation of the objects 
that are presented in the scene and the description of the environment and this is achieved 
with a relative good precision. Although the above advantages, the integration of visual 
systems in dynamical works presents many topics which are not solved correctly yet. Thus 
many important investigation centers (Oda, Ito and Shibata 2009) (Kragic and I. 2005)  are 
motivated to investigate about this field, such as in the Tokyo University ( (Morikawa, et al. 
2007), (Kaneko, et al. 2005) and (Senoo, Namiki and Ishikawa 2004) ) where fast tracking (up 
to 6m=s and 58m=s2) strategies in visual servoing are developed. In order to study and 
implementing the different strategies of visual servoing, the computer vision group of the 
UPM (Polytechnic University of Madrid) decided to design the Robotenis vision-robot 
system. Robotenis system was designed in order to study and design visual servoing 
controllers and to carry out visual robot tasks, specially, those involved in tracking where 
dynamic environments are considered. The accomplishment of robotic tasks involving 
dynamical environments requires lightweight yet stiff structures, actuators allowing for 
high acceleration and high speed, fast sensor signal processing, and sophisticated control 
schemes which take into account the highly nonlinear robot dynamics. Motivated by the 
above reasons we proposed to design and built a high-speed parallel robot equipped with a 
vision system.  
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between the ball and the camera can be changed at any time. Image processing is 
conveniently simplified using a black ball on white background. The ball is moved through 
a stick (Fig. 1.c) and the ball velocity is close to 2m=s. The visual system of the Robotenis 
platform is formed by a camera located at the end effector (Fig. 1.b) and a frame grabber 
(SONY XC-HR50 and Matrox Meteor 2-MC/4 respectively) The motion system is formed by 
AC brushless servomotors, Ac drivers (Unidrive) and gearbox. 
 

 
Fig. 2. Cad model and sketch of the robot  that  it is seen from the side of the i-arm 
In section 3.1  

 
3.1 Robotenis kinematical models 
A parallel robot consists of a fixed platform that it is connected to an end effector platform 
by means of legs. These legs often are actuated by prismatic or rotating joints and they are 
connected to the platforms through passive joints that often are spherical or universal. In the 
Robotenis system the joints are actuated by rotating joints and connexions to end effector are 
by means of passive spherical joints. If we applied the Grüble criterion to the Robotenis 
robot, we could note that the robot has 9 DOF (this is due to the spherical joints and the 
chains configurations) but in fact the robot has 3 translational DOF and 6 passive DOF. 
Important differences with serial manipulators are that in parallel robots any two chains 
form a closed loop and that the actuators often are in the fixed platform. Above means that 
parallel robots have high structural stiffness since the end effector is supported in several 
points at the same time. Other important characteristic of this kind of robots is that they are 
able to reach high accelerations and forces, this is due to the position of the actuators in the 
fixed platform and that the end effector is not so heavy in comparison to serial robots. 
Although the above advantages, parallel robots have important drawbacks: the work space 
is generally reduced because of collisions between mechanical components and that 
singularities are not clear to identify. In singularities points the robot gains or losses degrees 
of freedom and is not possible to control. We will see that the Jacobian relates the actuators 
velocity with the end effector velocity and singularities occur when the Jacobian rank drops. 

Nowadays there are excellent references to study in depth parallel robots, (Tsai 1999), 
(Merlet 2006) and recently (Bonev and Gosselin 2009). 
For the position analysis of the robot of the Robotenis system two models are presented in 
order to obtain two different robot jacobians. As was introduced, the first jacobian is utilized 
in the Robotenis graphic simulator and second jacobian is utilized in real time tasks. 
Considers the Fig. 2, in this model we consider two reference systems. In the coordinate 
system ����� are represented the absolute coordinates of the system and the position ��� of 
the end effector of the robot. In the local coordinate system ������  (allocated in each point ��) 
the position and coordinates (�’ � �’ � �’) of the i-arm are considered. The first kinematic 
model is calculated from Fig. 2 where the loop-closure equation for each limb is: 
 

A B B C O P PC O Ai i i i x y z i x y z i         (1)

 
Expressing (note that ���� � ������ and ���� � ������ the eq. (1) in the coordinate system 
attached to each limb is possible to obtain: 
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Where � and �� are related by 
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In order to calculate the inverse kinematics, from the second row in eq. (2), we have: 
 


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���  can be obtained by summing the squares of  ���� ���  and  ��� of the eq. (2). 
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By expanding left member of the first and third row of the eq. (2) by using trigonometric 
identities and making Ψ� � �� sin����� sin����� and Υ� � �� � �� cos���� sin����: 



New visual Servoing control strategies in tracking tasks using a PKM 121

between the ball and the camera can be changed at any time. Image processing is 
conveniently simplified using a black ball on white background. The ball is moved through 
a stick (Fig. 1.c) and the ball velocity is close to 2m=s. The visual system of the Robotenis 
platform is formed by a camera located at the end effector (Fig. 1.b) and a frame grabber 
(SONY XC-HR50 and Matrox Meteor 2-MC/4 respectively) The motion system is formed by 
AC brushless servomotors, Ac drivers (Unidrive) and gearbox. 
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3.1 Robotenis kinematical models 
A parallel robot consists of a fixed platform that it is connected to an end effector platform 
by means of legs. These legs often are actuated by prismatic or rotating joints and they are 
connected to the platforms through passive joints that often are spherical or universal. In the 
Robotenis system the joints are actuated by rotating joints and connexions to end effector are 
by means of passive spherical joints. If we applied the Grüble criterion to the Robotenis 
robot, we could note that the robot has 9 DOF (this is due to the spherical joints and the 
chains configurations) but in fact the robot has 3 translational DOF and 6 passive DOF. 
Important differences with serial manipulators are that in parallel robots any two chains 
form a closed loop and that the actuators often are in the fixed platform. Above means that 
parallel robots have high structural stiffness since the end effector is supported in several 
points at the same time. Other important characteristic of this kind of robots is that they are 
able to reach high accelerations and forces, this is due to the position of the actuators in the 
fixed platform and that the end effector is not so heavy in comparison to serial robots. 
Although the above advantages, parallel robots have important drawbacks: the work space 
is generally reduced because of collisions between mechanical components and that 
singularities are not clear to identify. In singularities points the robot gains or losses degrees 
of freedom and is not possible to control. We will see that the Jacobian relates the actuators 
velocity with the end effector velocity and singularities occur when the Jacobian rank drops. 

Nowadays there are excellent references to study in depth parallel robots, (Tsai 1999), 
(Merlet 2006) and recently (Bonev and Gosselin 2009). 
For the position analysis of the robot of the Robotenis system two models are presented in 
order to obtain two different robot jacobians. As was introduced, the first jacobian is utilized 
in the Robotenis graphic simulator and second jacobian is utilized in real time tasks. 
Considers the Fig. 2, in this model we consider two reference systems. In the coordinate 
system ����� are represented the absolute coordinates of the system and the position ��� of 
the end effector of the robot. In the local coordinate system ������  (allocated in each point ��) 
the position and coordinates (�’ � �’ � �’) of the i-arm are considered. The first kinematic 
model is calculated from Fig. 2 where the loop-closure equation for each limb is: 
 

A B B C O P PC O Ai i i i x y z i x y z i         (1)

 
Expressing (note that ���� � ������ and ���� � ������ the eq. (1) in the coordinate system 
attached to each limb is possible to obtain: 
 

     
 

     

   



   

       
  
  
       

1 3 1 2

3

1 3 1 2

a c b s cC i i i ii x
C b ci y i
C a s bs si z i i i i

(2)

 
Where � and �� are related by 
 

   
   
 

 

                                                

c s 0

s c 0 0
00 0 1

P C h Hi ix ix i i
P Cy i i iy
P Cz iz

(3)
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Note that from (6) we can obtain: 
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Equations in (7) can be related to obtain  as: 
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In the use of above angles we have to consider that the “Z” axis that is attached to the center 
of the fixed platform it is negative in the space that the end effector of the robot will be 
operated. Taking into account the above consideration, angles are calculated as: 
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Second kinematic model is obtained from Fig. 3. 

 
Fig. 3. Sketch of the robot taking into account an absolute coordinate reference system. 
 
If we consider only one absolute coordinate system in Fig. 3, note that the segment  is 
the radius of a sphere that has its center in the point  and its surface in the point , (all 
points in the absolute coordinate system). Thus sphere equation as: 
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From the Fig. 3 is possible to obtain the point Bi = O x y z B i  in the absolute coordinate 
system. 
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                     where µi = µ1i  (11)

 
Replacing eq. (11) in eq. (10) and expanding it the constraint equation  is obtained: 
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In order to simplify, above can be regrouped, thus for the i-limb: 
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Where: 
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The following trigonometric identities can be replaced into eq. (13): 
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And we can obtain the following second order equation: 
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And the angle  can be finally obtained as: 
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Equations in (7) can be related to obtain  as: 
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In the use of above angles we have to consider that the “Z” axis that is attached to the center 
of the fixed platform it is negative in the space that the end effector of the robot will be 
operated. Taking into account the above consideration, angles are calculated as: 
 

1c3
Ciy

i b


   
 
 

     
2 2 2 2 2

1c2 2 3

C C C a bix iy iz
i a b s i




         
 
 

    1tan1
C Ci iz i ix

i C Ci ix i iz


     
    

(9)

 
Second kinematic model is obtained from Fig. 3. 

 
Fig. 3. Sketch of the robot taking into account an absolute coordinate reference system. 
 
If we consider only one absolute coordinate system in Fig. 3, note that the segment  is 
the radius of a sphere that has its center in the point  and its surface in the point , (all 
points in the absolute coordinate system). Thus sphere equation as: 
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From the Fig. 3 is possible to obtain the point Bi = O x y z B i  in the absolute coordinate 
system. 
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Replacing eq. (11) in eq. (10) and expanding it the constraint equation  is obtained: 
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In order to simplify, above can be regrouped, thus for the i-limb: 
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The following trigonometric identities can be replaced into eq. (13): 
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And we can obtain the following second order equation: 
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And the angle  can be finally obtained as: 
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Where ���, ��� and ��� are: 
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3.2 Robot Jacobians 
In robotics, the robot Jacobian can be seen as the linear relation between the actuators 
velocity and the end effector velocity. In Fig. 4. direct and inverse Jacobian  show them 
relation with the robot speeds. Although the jacobian can be obtained by other powerful 
methods (screws theory (Stramigioli and Bruyninckx 2001) (Davidson and Hunt Davidson 
2004) or motor algebra (Corrochano and Kähler 2000)), conceptually the robot jacobian can 
be obtained as the derivate of the direct or the inverse kinematic model. In parallel robots 
the obtaining of the Jacobian by means of the screws theory or motor algebra can be more 
complicated. This complication is due to its non actuated joints (that they are not necessary 
passive joints). The easier method to understand, but not to carry out, is to derivate respect 
the time the kinematic model of the robot. 
 
 

Fig. 4. Direct and indirect Jacobian and its relation with the robot velocities 
 
Sometimes is more complex to obtain the inverse or direct Jacobian  from one kinematic 
model than other thus, in some practical cases is possible to obtain the inverse Jacobian by 
inverting the direct Jacobian and vice versa, Fig. 4. Above proposal is easy to describe but 
does not analyze complications. For example if we would like to calculate the inverse 
Jacobian form the direct Jacobian, we have to find the inverse of a matrix that its dimension 
is normally � � �. This matrix inversion it could be very difficult because components of the 
Jacobian are commonly complex functions and composed by trigonometric functions. 
Alternatively it is possible to calculate the inverse Jacobian or the direct Jacobian by other 
methods. For example if we have the algebraic form of the direct Jacobian, we could 
calculate the inverse of the Jacobian by means of inverting the numeric direct Jacobian 
(previously evaluated at one point). On the other hand the Jacobian gives us important 
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information about the robot, from the Jacobian we can determinate when a singularity 
occurs. There are different classifications for singularities of a robot. Some singularities can 
be classified according to the place in the space where they occurs (singularities can present 
on the limit or inside of the workspace of the robot). Another classification takes into 
account how singularities are produced (produced from the direct or inverse kinematics).  
Suppose that the eq. (19) describes the kinematics restrictions that are imposed to 
mechanical elements (joints, arms, lengths, etc.) of the robot. 
 

 , 0f x q   (19) 
 
Where � �  ���� is the position and orientation of the end effector of the robot and  � �
 ���� are the joint variables that are actuated. Note that if � � � the robot is redundant and 
if � � � the robot cannot fully orientate (�� �� �) or displace (along �� �� �) in the 3D space. 
Although sometimes a robot can be specially designed with other characteristics, in general 
a robot has the same number of DOF that its number of actuators. 
Consider the time derivative of the eq. (19) in the following equation. 
 

J x J qx q       where    x, q
x x

f
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
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q q
f

J





 (20) 

Note that ��  and ��  are the time derivate of  � and � respectely. The direct and the inverse 
Jacobian can be obtained as the following equations. 
 

x J qD      and    q J xI         where    
 

 1J J JD x q      and      1J J JI q x  (21) 

 
A robot singularity occurs when the determinant of the Jacobian is cero. Singularities can be 
divided in three groups: singularities that are due to the inverse kinematics, those that are 
due to the direct kinematics and those that occurs when both above singularities take place 
at the same time (combined singularities). For a non redundant robot (the Jacobian is a 
square matrix), each one of above singularities happens when: ������� � �, ������� � � and 
when ������� � ������� � �. Singularities can be interpreted differently in serial robots and 
in parallel robots. When we have that  ������� � �, it means that the null space of �� is not 
empty. That is, there are values of ��  that are different from cero and produce an end effector 
velocity that is equal to cero �� � �. In this case, the robot loses DOF because there are 
infinitesimal movements of the joints that do not produce movement of the end effector; 
commonly this occurs when robot links of a limb are in the same plane. Note that when an 
arm is completely extended, the end effector can supported high loads when the action of 
the load is in the same direction of the extended arm. On the other hand when ������� � � 
we have a direct kinematics singularity, this means that the null space of �� is not empty. 
The above means that there are values of ��  that are different from cero when the actuators 
are blocked �� � �. Physically, the end effector of the robot gains DOF. When the end effector 
gains DOF is possible to move infinitesimally although the actuators would be blocked. The 
third type of singularity it is a combined singularity and can occurs in parallel robots with 
special architecture or under especial considerations. Sometimes singularities can be 
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be obtained as the derivate of the direct or the inverse kinematic model. In parallel robots 
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passive joints). The easier method to understand, but not to carry out, is to derivate respect 
the time the kinematic model of the robot. 
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does not analyze complications. For example if we would like to calculate the inverse 
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information about the robot, from the Jacobian we can determinate when a singularity 
occurs. There are different classifications for singularities of a robot. Some singularities can 
be classified according to the place in the space where they occurs (singularities can present 
on the limit or inside of the workspace of the robot). Another classification takes into 
account how singularities are produced (produced from the direct or inverse kinematics).  
Suppose that the eq. (19) describes the kinematics restrictions that are imposed to 
mechanical elements (joints, arms, lengths, etc.) of the robot. 
 

 , 0f x q   (19) 
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Although sometimes a robot can be specially designed with other characteristics, in general 
a robot has the same number of DOF that its number of actuators. 
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Note that ��  and ��  are the time derivate of  � and � respectely. The direct and the inverse 
Jacobian can be obtained as the following equations. 
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A robot singularity occurs when the determinant of the Jacobian is cero. Singularities can be 
divided in three groups: singularities that are due to the inverse kinematics, those that are 
due to the direct kinematics and those that occurs when both above singularities take place 
at the same time (combined singularities). For a non redundant robot (the Jacobian is a 
square matrix), each one of above singularities happens when: ������� � �, ������� � � and 
when ������� � ������� � �. Singularities can be interpreted differently in serial robots and 
in parallel robots. When we have that  ������� � �, it means that the null space of �� is not 
empty. That is, there are values of ��  that are different from cero and produce an end effector 
velocity that is equal to cero �� � �. In this case, the robot loses DOF because there are 
infinitesimal movements of the joints that do not produce movement of the end effector; 
commonly this occurs when robot links of a limb are in the same plane. Note that when an 
arm is completely extended, the end effector can supported high loads when the action of 
the load is in the same direction of the extended arm. On the other hand when ������� � � 
we have a direct kinematics singularity, this means that the null space of �� is not empty. 
The above means that there are values of ��  that are different from cero when the actuators 
are blocked �� � �. Physically, the end effector of the robot gains DOF. When the end effector 
gains DOF is possible to move infinitesimally although the actuators would be blocked. The 
third type of singularity it is a combined singularity and can occurs in parallel robots with 
special architecture or under especial considerations. Sometimes singularities can be 
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identified from the Jacobian almost directly but sometimes Jacobian elements are really 
complex and singularities are difficult to identify. Singularities can be identified in easier 
manner depending on how the Jacobian is obtained. The Robotenis Jacobian is obtained by 
two methods, one it is obtained from the time derivate of a closure loop equation (1) and the 
second Jacobian is obtained from the time derivate of the second kinematic model. 
Remember that the jacobian obtained from the eq. (1) requires solving the kinematic model 
in eqs. (9). This jacobian requires more information of each element of the robot and it is 
used in the graphic simulator of the system. In order to obtain the jacobian consider that 
� � ���� and that the eq. (1) is rearranged as: 
 

( , ) ( , )OP R z PC R z OA A B B Ci i i i i i i             (22)

 
Where ���� �� is a � ��� rotation matrix around the � axis in the absolute coordinate system. 
 

( ) ( ) 0
( , ) ( ) ( ) 0

0 0 1

c s
R z s c

 
  

 
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(23)

 
By obtaining the time derivate of the equation (22) and multiplying by ����� ��  we have: 
 

( , ) 1 2
TR z Pi i i     a bi i

 (24)

Where   ��  is velocity of the end effector in the  ��� coordinate system,  �� � ���������������, �� � ���������������� 
and  ���, ��� are the angular velocities of the links 1 and 2 of the � limb. Observe that ��� and 
 ��� are passive variables (they are not actuated) thus to eliminate the passive joint speeds 
(���) we dot multiply both sides of eq. (24) by ��. By means of the properties of the triple 
product (��� � ����� � ��� �  ���� � ��� � ���� and ��� � ����� � ���� �  ���� � ���� � ���� � � ) is possible to obtain: 
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Tb R z Pi i        i ia b (25)

 
From Fig. 2 elements of above equation are: 
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All of them are expressed in the � �coordinate system. Substituting equations in (26) into 
(25) and after operating and simplifying we have: 

( ) ( ) 0 01 1 1 1 12 1 3 1
0 ( ) ( ) 02 2 2 2 2 3 2 1 2
0 0 ( ) ( )2 3 3 3 1 33 3 3

m m m P s sx y z x
m m m P a s sx y z y

s sm m m Px y z z

 

  

  

                                       

 

 



 (27) 
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Note that the right and left part of the eq. (27) represents the inverse and direct Jacobians 
respectively. An inverse kinematic singularity occurs when  or , see 
Fig. 5 a) and b). On the other hand direct kinematic singularities occur when rows of the left 
matrix become linearly dependent. The above is: 
 

01 1 2 2 3 3k m k m k m                   Where  1k , 2k , 3k    and not all are cero (29) 

 
Equation (29)  is not as clear as the right part of the equation (27) but we can identify a 
group of direct kinematic singularities when the last column in the three rows is cero, this is: 
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When  
 

01 2i i      or       1,2,3i            or when     03i    or         1,2,3i  
(30) 

a) b)  
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identified from the Jacobian almost directly but sometimes Jacobian elements are really 
complex and singularities are difficult to identify. Singularities can be identified in easier 
manner depending on how the Jacobian is obtained. The Robotenis Jacobian is obtained by 
two methods, one it is obtained from the time derivate of a closure loop equation (1) and the 
second Jacobian is obtained from the time derivate of the second kinematic model. 
Remember that the jacobian obtained from the eq. (1) requires solving the kinematic model 
in eqs. (9). This jacobian requires more information of each element of the robot and it is 
used in the graphic simulator of the system. In order to obtain the jacobian consider that 
� � ���� and that the eq. (1) is rearranged as: 
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Where ���� �� is a � ��� rotation matrix around the � axis in the absolute coordinate system. 
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By obtaining the time derivate of the equation (22) and multiplying by ����� ��  we have: 
 

( , ) 1 2
TR z Pi i i     a bi i

 (24)

Where   ��  is velocity of the end effector in the  ��� coordinate system,  �� � ���������������, �� � ���������������� 
and  ���, ��� are the angular velocities of the links 1 and 2 of the � limb. Observe that ��� and 
 ��� are passive variables (they are not actuated) thus to eliminate the passive joint speeds 
(���) we dot multiply both sides of eq. (24) by ��. By means of the properties of the triple 
product (��� � ����� � ��� �  ���� � ��� � ���� and ��� � ����� � ���� �  ���� � ���� � ���� � � ) is possible to obtain: 
 

( , ) ( )1
Tb R z Pi i        i ia b (25)

 
From Fig. 2 elements of above equation are: 
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1 1
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 
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  (26) 

 
All of them are expressed in the � �coordinate system. Substituting equations in (26) into 
(25) and after operating and simplifying we have: 
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                                       

 

 



 (27) 

 
Where 
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     

     

  

  

  

 

 (28) 

 
Note that the right and left part of the eq. (27) represents the inverse and direct Jacobians 
respectively. An inverse kinematic singularity occurs when  or , see 
Fig. 5 a) and b). On the other hand direct kinematic singularities occur when rows of the left 
matrix become linearly dependent. The above is: 
 

01 1 2 2 3 3k m k m k m                   Where  1k , 2k , 3k    and not all are cero (29) 

 
Equation (29)  is not as clear as the right part of the equation (27) but we can identify a 
group of direct kinematic singularities when the last column in the three rows is cero, this is: 
 

( ) ( ) ( ) ( ) ( ) ( ) 01 1 2 1 3 1 1 2 2 2 3 2 1 3 2 3 3 3s s s s s s             

 
 

When  
 

01 2i i      or       1,2,3i            or when     03i    or         1,2,3i  
(30) 

a) b)  
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c)  d)  
Fig. 5. a) Inverse kinematic singularities if . b) Inverse kinematic singularities 
where . c) Direct kinematic singularity if . d) 
Combined kinematic singularity if 

 and . Note that the robot presents a combined singularity if three 
angles  consequently case c) is a combined singularity (

).  Note that the design of the robot plays a very important role because singularities can 
even avoid. For example in figure c) the singularity is present because lengths of the forearm 
allows to be in the same plane that the end effector platform and in the figure d) a combined 
singularity is present because . In all figures we suppose that the limb  is 
the limb situated to the left of the images. Note that collisions between mechanical elements 
are not taken into account. 
 
By considering (27) to (30), direct kinematic singularities present when the end effector 
platform is in the same plane as the parallelograms of the 3 limbs, in this configuration the 
robot cannot resist any load in the Z direction, see Fig. 5 c). Note that singularities like above 
depend on the lengths and angles of the robot when it was designed Fig. 5 c), such is the 
case of the above configuration where singularity can present when  , other 
singularities can present in special values of  Fig. 5 d).  
Analysis of singularities of the work space is important for Visual controller in order to 
bound the workspace an avoid robot injures. Above analysis is useful because some 
singularities are given analytically. Different views of the work space of the CAD model of 
the Robotenis system is shown in Fig. 6
 

   
        a)                    b)           c) 

Fig. 6 Work space of the Robotenis system. a) Work space is seen from bottom part of the 
robot, b) it shows the workspace from side. c) The isometric view of the robot is shown. 

As was mentioned a second jacobian is obtained to use in real time tasks, by the condition 
number of the jacobian (Yoshikawa 1985) is possible to know how far a singularity is. 
Condition number of the jacobian y checked before carry out any movement of the robot, if 
a large condition number is present, then the movement is not carried out. 
In order to obtain the second jacobian consider that we have the inverse kinematic model of 
a robot in given by eq. (31). 
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            Where:            
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1f fn
x

J I
f fn n
x

 (32) 

 
Note that the kinematic model of the Robotenis system is formed by three equations in eq. 
(17) (the end effector cannot orientate) and this model has the form of the eq. (31). 
Consequently to obtain the jacobian we have to find the time derivate of the kinematic 
model. Thus to simplify operations we suppose that. 
 

 
 

 
2 2 2E E F Mi i i iti M Fi i


   




 (33) 

 
And that in terms of the time derivate of (17) is: 






 
 
  

 2 21
i

i
i

 (34) 

 
Where  is 
 

 
     
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 

2 2 2

2 22 2 2

E M F M FP M FE EE MM F F
i M F M F M FM F E M F

i



         
           
   

     
  (35) 

 
Considering that   and  can be replaced in (35).
 

2 2
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2 2

M F
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  
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  

 
       (36) 
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As was mentioned a second jacobian is obtained to use in real time tasks, by the condition 
number of the jacobian (Yoshikawa 1985) is possible to know how far a singularity is. 
Condition number of the jacobian y checked before carry out any movement of the robot, if 
a large condition number is present, then the movement is not carried out. 
In order to obtain the second jacobian consider that we have the inverse kinematic model of 
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Note that the kinematic model of the Robotenis system is formed by three equations in eq. 
(17) (the end effector cannot orientate) and this model has the form of the eq. (31). 
Consequently to obtain the jacobian we have to find the time derivate of the kinematic 
model. Thus to simplify operations we suppose that. 
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And that in terms of the time derivate of (17) is: 
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Where  is 
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Considering that   and  can be replaced in (35).
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On the other hand we know that: 
 

   
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 (37) 

 
By rearranging terms in eq. (36) and considering terms in (37) is possible to obtain  in 
terms of the velocity of the end effector . 
 

2 d C d C d Ci i x i x i y i y i z i z     
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Where: 
 

   

   

   

2 c c1
c c1 2

2
1 c c
2

P C H ax
MC F a MHxdi x

a C Hx
i

  

   


 



       
        
  
       
  

,

   

   

   

2
1

1 2
2
1
2

P C H s asy

F as MC MH sydi y

as C H sy
i

  

   


 



         
           
            

,

 
1

11
2

2

a E Cz
di z Pa MC Cz z

i








   
 
   

   
    

 

(39) 

Then replacing eq. (38) in (34) we have: 
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Note that the actuator speed is in terms of the velocity of the point  and the time derivate 
of  is: 
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Substituting the above equation in (40) and the expanding the equation, finally the inverse 
Jacobian of the robot is given by: 
 

1 1 11
42 2 2 2

3 3 3 3

D D D Px y z x
D D D Px y z y
D D D Px y z z







                               



 

 

 (42) 

 
Note that the robot Jacobian in eq. (42) has the advantage that is fully expressed in terms of 
physical parameters of the robot and is not necessary to solve previously any kinematic 
model. Terms in eq. (42) are complex and this make not easy to detect singularities by only 
inspecting the expression. In the real time controller, the condition number of the jacobian is 
calculated numerically to detect singularities and subsequently the jacobian is used in the 
visual controller.  

 
3.3 Robotenis inverse dynamical model 
Dynamics plays an important role in robot control depending on applications. For a wide 
number of applications the dynamical model it could be omitted in the control of the robot. 
On the other hand there are tasks in which dynamical model has to be taken into account. 
Dynamic model is important when the robot has to interact with heavy loads, when it has to 
move at high speed (even vibrating), when the robot structure requires including dynamical 
model into its analysis (for example in wired and flexible robots), when the energy has to be 
optimized or saved. In our case the dynamical model make possible that the end effector of 
the robot reaches higher velocities and faster response. The inverse dynamics, (given the 
trajectory, velocities and accelerations of the end effector) determine the necessary joint 
forces or torques to reach the end-effector requirements. The direct dynamics, being given 
the actuators joint forces or torques, determine the trajectory, velocity and acceleration of the 
end effector. In this work the inverse dynamical is retrofitted to calculate the necessary 
torque of the actuator to move the end effector to follow a trajectory at some velocity and 
acceleration. We will show how the inverse dynamics is used in the joint controller of the 
robot. Robotenis system is a parallel robot inspired in the delta robot, this parallel robot is 
relatively simple and its inverse dynamics can be obtained by applying the Lagrangian 
equations of the first type. The Lagrangian equations of the Robotenis system are written in 
terms of coordinates that are redundant, this makes necessary a set of constraint equations 
(and them derivates) in order to solve the additional coordinates. Constraint equations can 
be obtained from the kinematical constraints of the mechanism in order to generate the same 
number of equations that the coordinates that are unknown (generalized and redundant 
coordinates). Lagrangian equations of the first type can be expressed: 
 


            
 1

kd L L iQ j id t q q qij j j
      

    

1, 2 , . . . ,j n  (43) 

 
Where  is the  constraint equation,  is the Lagrangian multiplier,  is the number of 
constraint equation,  is the number of coordinates (Note that
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On the other hand we know that: 
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 (37) 

 
By rearranging terms in eq. (36) and considering terms in (37) is possible to obtain  in 
terms of the velocity of the end effector . 
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Where: 
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(39) 

Then replacing eq. (38) in (34) we have: 
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(40) 

 
Note that the actuator speed is in terms of the velocity of the point  and the time derivate 
of  is: 
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Substituting the above equation in (40) and the expanding the equation, finally the inverse 
Jacobian of the robot is given by: 
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Note that the robot Jacobian in eq. (42) has the advantage that is fully expressed in terms of 
physical parameters of the robot and is not necessary to solve previously any kinematic 
model. Terms in eq. (42) are complex and this make not easy to detect singularities by only 
inspecting the expression. In the real time controller, the condition number of the jacobian is 
calculated numerically to detect singularities and subsequently the jacobian is used in the 
visual controller.  

 
3.3 Robotenis inverse dynamical model 
Dynamics plays an important role in robot control depending on applications. For a wide 
number of applications the dynamical model it could be omitted in the control of the robot. 
On the other hand there are tasks in which dynamical model has to be taken into account. 
Dynamic model is important when the robot has to interact with heavy loads, when it has to 
move at high speed (even vibrating), when the robot structure requires including dynamical 
model into its analysis (for example in wired and flexible robots), when the energy has to be 
optimized or saved. In our case the dynamical model make possible that the end effector of 
the robot reaches higher velocities and faster response. The inverse dynamics, (given the 
trajectory, velocities and accelerations of the end effector) determine the necessary joint 
forces or torques to reach the end-effector requirements. The direct dynamics, being given 
the actuators joint forces or torques, determine the trajectory, velocity and acceleration of the 
end effector. In this work the inverse dynamical is retrofitted to calculate the necessary 
torque of the actuator to move the end effector to follow a trajectory at some velocity and 
acceleration. We will show how the inverse dynamics is used in the joint controller of the 
robot. Robotenis system is a parallel robot inspired in the delta robot, this parallel robot is 
relatively simple and its inverse dynamics can be obtained by applying the Lagrangian 
equations of the first type. The Lagrangian equations of the Robotenis system are written in 
terms of coordinates that are redundant, this makes necessary a set of constraint equations 
(and them derivates) in order to solve the additional coordinates. Constraint equations can 
be obtained from the kinematical constraints of the mechanism in order to generate the same 
number of equations that the coordinates that are unknown (generalized and redundant 
coordinates). Lagrangian equations of the first type can be expressed: 
 


            
 1

kd L L iQ j id t q q qij j j
      

    

1, 2 , . . . ,j n  (43) 

 
Where  is the  constraint equation,  is the Lagrangian multiplier,  is the number of 
constraint equation,  is the number of coordinates (Note that
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 and in our case DOF = number of actuated joints),  contains the external applied 
forces  and the actuator torques or forces   ( ). By 
means of following considerations, the equations in (43) can be arranged in two sets of 
equations. Consider that the first  equations are associated with the redundant coordinates 
and the  equations are associated with the actuated joint variables, consider that for the 
inverse dynamics external forces are given or measured. Thus the first set of equations can 
be arranged as: 


             


ˆ
1

k d L Li Qi jq d t q qi j j j               1, 2 , . . . ,j k  (44) 

 
Where the right side is known and for each redundant coordinate yields a set of  linear 
equations that can be solved for the Lagrangian multipliers . Finally the second set of 
equations uses the  Lagrangian multipliers to find the actuator forces or torques. Second 
set of equations can be grouped in: 
 


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
 1

kd L L iQ j id t q q qij j j                 1, . . . ,j k n  (45) 

 
Applying the above to the Robotenis system, we have that ,  and  can define the 
full system and can be chosen as generalized coordinates moreover to simplify the Lagrange 
expression and to solve the Lagrangian by means of Lagrange multipliers we choose 3 
additional redundant coordinates ,  and . Thus the generalized coordinates are: 

 and . External forces and position, velocity and acceleration of the 
end effector (mobile platform) are known, thus the six variables are: the three Lagrangian 
multipliers (they correspond to the three constraint equations) and the three actuators 
torque. Three constraint equations are obtained from the eq. (10) when points  are 
substituted by  by means of eq. (18). 
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 

(46)

 
In the above equation  and to simplify considers that  (this angles are the 
actuated joint angles) and that   . The Lagrangian equation is 
obtained from the kinetics and potential energy, thus some considerations are done to 
simplify the analysis.  is the half of the mass of the input link and is supposed to be 
concentrated at two points (  and ), I is the axial moment of inertia of the input shaft (and 
the half of the input link),  is the half of the mass of the second link (thus  is supposed 
that is concentrated in two points, in the point  and in the point ),  is the mass of the 
end effector and is supposed being concentrated at the point . Regarding that the 
translational kinetic energy of a rigid body is:  and if the rigid body is rotating 

around its center of mass the kinetic energy is:  , where  is the translational 
velocity,  is the mass of the body in the center of mass,  is the moment of inertia and  is 
the body's angular velocity. Thus the total kinetic energy of the robot is (mobile platform, 3 
input links and 3 input shafts, and 3 parallelogram links): 
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The Potential energy is energy depends on the elevation of the elements ( ),  is the 
mass,  is the constant of gravity and  is the s the altitude of the gravitated object. In the 
robot the potential energy of the platform, the input links and the parallelogram links is: 
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Therefore the Lagrangian function ( ) is: 
 

  
        

  

  

            
  
       
 

    1 12 2 2 2 2 2 2 23 1 2 32 2

3 1 2 3

L m m p p p m a I m ap b x y z a b

g m m P a g m m s s sp b z a b
(49)

 
Taking the partial derivatives of the Lagrangian with respect to the generalized coordinates, 
we have. 
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Taking the partial derivatives of the constraint equations (46) with respect to the generalized 
coordinates, we have. 
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 and in our case DOF = number of actuated joints),  contains the external applied 
forces  and the actuator torques or forces   ( ). By 
means of following considerations, the equations in (43) can be arranged in two sets of 
equations. Consider that the first  equations are associated with the redundant coordinates 
and the  equations are associated with the actuated joint variables, consider that for the 
inverse dynamics external forces are given or measured. Thus the first set of equations can 
be arranged as: 


             


ˆ
1

k d L Li Qi jq d t q qi j j j               1, 2 , . . . ,j k  (44) 

 
Where the right side is known and for each redundant coordinate yields a set of  linear 
equations that can be solved for the Lagrangian multipliers . Finally the second set of 
equations uses the  Lagrangian multipliers to find the actuator forces or torques. Second 
set of equations can be grouped in: 
 


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Applying the above to the Robotenis system, we have that ,  and  can define the 
full system and can be chosen as generalized coordinates moreover to simplify the Lagrange 
expression and to solve the Lagrangian by means of Lagrange multipliers we choose 3 
additional redundant coordinates ,  and . Thus the generalized coordinates are: 

 and . External forces and position, velocity and acceleration of the 
end effector (mobile platform) are known, thus the six variables are: the three Lagrangian 
multipliers (they correspond to the three constraint equations) and the three actuators 
torque. Three constraint equations are obtained from the eq. (10) when points  are 
substituted by  by means of eq. (18). 
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In the above equation  and to simplify considers that  (this angles are the 
actuated joint angles) and that   . The Lagrangian equation is 
obtained from the kinetics and potential energy, thus some considerations are done to 
simplify the analysis.  is the half of the mass of the input link and is supposed to be 
concentrated at two points (  and ), I is the axial moment of inertia of the input shaft (and 
the half of the input link),  is the half of the mass of the second link (thus  is supposed 
that is concentrated in two points, in the point  and in the point ),  is the mass of the 
end effector and is supposed being concentrated at the point . Regarding that the 
translational kinetic energy of a rigid body is:  and if the rigid body is rotating 

around its center of mass the kinetic energy is:  , where  is the translational 
velocity,  is the mass of the body in the center of mass,  is the moment of inertia and  is 
the body's angular velocity. Thus the total kinetic energy of the robot is (mobile platform, 3 
input links and 3 input shafts, and 3 parallelogram links): 
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The Potential energy is energy depends on the elevation of the elements ( ),  is the 
mass,  is the constant of gravity and  is the s the altitude of the gravitated object. In the 
robot the potential energy of the platform, the input links and the parallelogram links is: 
 

                             
31 2 3 1 2 3V g m P m a s s s m P a s s sp z a b z (48)

 
Therefore the Lagrangian function ( ) is: 
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Taking the partial derivatives of the Lagrangian with respect to the generalized coordinates, 
we have. 
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Taking the partial derivatives of the constraint equations (46) with respect to the generalized 
coordinates, we have. 
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Once we have the derivatives above, they are substituted into equation (44) and the 
Lagrangian multipliers are calculated. Thus for . 
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Note that  and  are the components  of an external force that is 
applied on the mobile platform. Once that the Lagrange multipliers are calculated the (45) is 
solved (where ) and for the actuator torques . 
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Fig. 7. Basic architecture of the control system of the Robotenis platform. 
 
The results above are used in real time to control each joint independently. The joint 
controller is based in a classical computed-torque controller plus a PD controller (Santibañez 
and Kelly 2001). The objective of the computed-torque controller is to Feedback a signal that 
cancels the effects of gravity, friction, the manipulator inertia tensor, and Coriolis and 
centrifugal force, see in Fig. 7. 

 
3.4 Trajectory planner 
The structure of the visual controller of the Robotenis system is called dynamic position-
based on a look-and-move structure (Corke 1993). The above structure is formed of two 
intertwined control loops: the first is faster and makes use of joints feedback, the second is 
external to the first one and makes use of the visual information feedback, see in Fig. 7.  
Once that the visual control loop analyzes the visual information then, this is sent to the 
joint controller as a reference. In other words, in tracking tasks the desired next position is 
calculated in the visual controller and the joint controller forces to the robot to reach it. Two 
control loops are incorporated in the Robotenis system: the joint loop is calculated each 0.5 
ms; at this point dynamical model, kinematical model and PD action are retrofitted. The 
external loop is calculated each 8.33 ms and it was mentioned that uses the visual data. As 
the internal loop is faster than the external, a trajectory planner is designed in order to 
accomplish different objectives: The first objective is to make smooth trajectories in order to 
avoid abrupt movements of the robot elements. The trajectory planner has to guarantee that 
the positions and its following 3 derivates are continuous curves (velocity, acceleration and 
jerk). The second objective is to guarantee that the actuators of the robot are not saturated 
and that the robot specifications are not exceeded, the robot limits are: MVS= maximum 
allowed velocity, MAS= maximum allowed acceleration and MJS= maximum allowed jerk 
(maximum capabilities of the robot are taken from the end effector). In the Robotenis system 
maximum capabilities are: � � ����� ��� , ��� � ���� ��� , and ��� � ��� ��  . 
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Once we have the derivatives above, they are substituted into equation (44) and the 
Lagrangian multipliers are calculated. Thus for . 
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Note that  and  are the components  of an external force that is 
applied on the mobile platform. Once that the Lagrange multipliers are calculated the (45) is 
solved (where ) and for the actuator torques . 
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Fig. 7. Basic architecture of the control system of the Robotenis platform. 
 
The results above are used in real time to control each joint independently. The joint 
controller is based in a classical computed-torque controller plus a PD controller (Santibañez 
and Kelly 2001). The objective of the computed-torque controller is to Feedback a signal that 
cancels the effects of gravity, friction, the manipulator inertia tensor, and Coriolis and 
centrifugal force, see in Fig. 7. 

 
3.4 Trajectory planner 
The structure of the visual controller of the Robotenis system is called dynamic position-
based on a look-and-move structure (Corke 1993). The above structure is formed of two 
intertwined control loops: the first is faster and makes use of joints feedback, the second is 
external to the first one and makes use of the visual information feedback, see in Fig. 7.  
Once that the visual control loop analyzes the visual information then, this is sent to the 
joint controller as a reference. In other words, in tracking tasks the desired next position is 
calculated in the visual controller and the joint controller forces to the robot to reach it. Two 
control loops are incorporated in the Robotenis system: the joint loop is calculated each 0.5 
ms; at this point dynamical model, kinematical model and PD action are retrofitted. The 
external loop is calculated each 8.33 ms and it was mentioned that uses the visual data. As 
the internal loop is faster than the external, a trajectory planner is designed in order to 
accomplish different objectives: The first objective is to make smooth trajectories in order to 
avoid abrupt movements of the robot elements. The trajectory planner has to guarantee that 
the positions and its following 3 derivates are continuous curves (velocity, acceleration and 
jerk). The second objective is to guarantee that the actuators of the robot are not saturated 
and that the robot specifications are not exceeded, the robot limits are: MVS= maximum 
allowed velocity, MAS= maximum allowed acceleration and MJS= maximum allowed jerk 
(maximum capabilities of the robot are taken from the end effector). In the Robotenis system 
maximum capabilities are: � � ����� ��� , ��� � ���� ��� , and ��� � ��� ��  . 
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Fig. 8. Flowchart of the Trajectory planner. 
 
And the third objective is to guarantee that the robot is in prepared to receive the next 
reference, in this point the trajectory planner imposes a cero jerk and acceleration at the end 
of each trajectory. In order to design the trajectory planner it has to be considered the system 
constrains, the maximum jerk and maximum acceleration. As a result we have that the jerk 
can be characterized by: 
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Where ���� is the maximum allowed jerk,   � � 2�, � � �0, 1 � � ����
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,  � is the real time clock, 

�� and �� represent the initial and final time of the trajectory. Supposing that the initial and 
final acceleration are cero and by considering that the acceleration can be obtained from the 
integral of the eq. (52) and that if � � ����� �� �  �� � �� then   ��
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By supposing that the initial velocity (��) is different of cero, the velocity can be obtained 
from the convenient integral of the eq. (53). 
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Finally, supposing  as the initial position and integrating the eq. (54) to obtain the position: 
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We can see that the final position  is not defined in the eq. (55).  is obtained by 
calculating not to exceed the maximum jerk and the maximum acceleration. From eq. (53) 
the maximum acceleration can be calculated as: 
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The final position of the eq. (55) is reached when , thus substituting eq. (56) in eq. (55) 
when , we have: 
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By means of the eq. (57)  can be calculated but in order to take into account the 
maximum capabilities of the robot. Maximum capabilities of the robot are the maximum 
speed, acceleration and jerk. By substituting the eq. (56) in (54) and operating, we can obtain 
the maximum velocity in terms of the maximum acceleration and the initial velocity. 
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Once we calculate am ax  from eq. (57) the next is comparing the maximum capabilities from 
equations (56) and (58). If maximum capabilities are exceeded, then the final position of the 
robot is calculated from the maximum capabilities and the sign of am ax  (note that in this 
case the robot will not reach the desired final position). See the Fig. 8. The time history of 
sample trajectories is described in the Fig. 9 (in order to plot in the same chart, all curves are 
normalized). This figure describes when the necessary acceleration to achieve a target, is 
bigger than the maximum allowed. It can be observed that the fifth target position (83:3ms) 
is not reached but the psychical characteristics of the robot actuators are not exceeded.  
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Fig. 8. Flowchart of the Trajectory planner. 
 
And the third objective is to guarantee that the robot is in prepared to receive the next 
reference, in this point the trajectory planner imposes a cero jerk and acceleration at the end 
of each trajectory. In order to design the trajectory planner it has to be considered the system 
constrains, the maximum jerk and maximum acceleration. As a result we have that the jerk 
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Finally, supposing  as the initial position and integrating the eq. (54) to obtain the position: 
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We can see that the final position  is not defined in the eq. (55).  is obtained by 
calculating not to exceed the maximum jerk and the maximum acceleration. From eq. (53) 
the maximum acceleration can be calculated as: 
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The final position of the eq. (55) is reached when , thus substituting eq. (56) in eq. (55) 
when , we have: 
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Once we calculate am ax  from eq. (57) the next is comparing the maximum capabilities from 
equations (56) and (58). If maximum capabilities are exceeded, then the final position of the 
robot is calculated from the maximum capabilities and the sign of am ax  (note that in this 
case the robot will not reach the desired final position). See the Fig. 8. The time history of 
sample trajectories is described in the Fig. 9 (in order to plot in the same chart, all curves are 
normalized). This figure describes when the necessary acceleration to achieve a target, is 
bigger than the maximum allowed. It can be observed that the fifth target position (83:3ms) 
is not reached but the psychical characteristics of the robot actuators are not exceeded.  
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Fig. 10. Coordinated systems that are considered in the controller. 

 
4.1 Static case 
In the Fig. 7 can be observed that the position error can be expressed as follows: 
 

 *( ) c ce k p p kb b  (59)

 
In this section  is the desired position of the ball in the camera coordinate system and 
in this section is considered as constant and known.  is the position of the ball in the 
camera coordinate system. Thus, by considering the position in the word coordinate system: 

    ( )c c w wp k R p k p kb w b c  (60)

 
If (60) is substituted into (59) then we obtain: 

*( ) ( ( ) ( ) )c c w we k p R p k p kb w b c   (61)

 
The system (robot) is supposed stable and in order to guarantee that the error will decrease 
exponentially we choose: 
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    0e k e k w h e r e   (62)
 
Deriving (60) and supposing that �� ��  and �� � are constant, we obtain: 

    ( ) c w we k R v k v kw b c  (63)

 
Substituting (61)and (63)into (62), we obtain: 

     * ( )w w c T c cv k v k R p p kc b w b b   (64)

 
Where �� �  and �� � represent the camera and ball velocities (in the word coordinate 
system) respectively. Since � �� � ��� � �� � ���� the control law can be expressed as: 

     *w c T c cu k v k R p p kb w b b       (65)

 
The equation (65) is composed by two components: a component which predicts the 
position of the ball ( �� � ���) and the other contains the tracking error (� �� �� � �� � ����).The 
ideal control scheme (65) requires a perfect knowledge of all its components, which is not 
possible, a more realistic approach consist in generalizing the previous control as 

     *ˆ ˆ ˆ( ) w w c T c cu k v k v k R p p kc b w b b        (66)

 
Where, the estimated variables are represented by the carets.  A fundamental aspect in the 
performing of the visual controller is the adjustment of���, therefore � will be calculated in 
the less number of sample time periods and will consider the system limitations. This 
algorithm is based in the future positions of the camera and the ball; this lets to the robot 
reaching the control objective (� �� � ��� � �� ���). By supposing “n” small, the future position 
(in the � � � instant) of the ball and the camera in the word coordinate system are: 

   ˆ ˆ ˆw w wp k n p v k n Tb b b  
 

(67) 

   w w wp k n p v k n Tc c c  
 (68) 

 
Where � is the visual sample time period�����������. As was mentioned, the control 
objective is to reach the target position in the shorter time as be possible. By taking into 
account eq. (61), the estimated value �̂� � and by considering that the error is cero � � � in 
the instant�� � �, we have: 
 

   * ˆ 0c c w wp R p k n p k nb w b c
         

(69) 

Substituting (67) and (68) into (69), we obtain (70). 
 

       * ˆ ˆc c w w w wp R p k v k n T p k v k n Tb w b b c c
        

(70) 

 
Taking into account that the estimate of the velocity of the ball is: 
 

    ˆ ˆ( )c c w wp k R p k p kb w b c 
 

(71) 

 
Then the control law can be expressed as: 
 

       1 *ˆ ˆ ˆw w c T c cu k v k v k R p p kc b w b bnT
        

(72) 

 
If (66) and (72) are compared, we can obtain the λ parameter as: 
 

1
nT


 

(73) 

 
The equation (73) gives a criterion for adjust � as a function of the number of samples 
required ��� for reaching the control target. The visual control architecture proposed above 
does not consider the physical limitations of the system such as delays and the maximum 
operation of the components. If we consider that the visual information ( �̂� � ���) has a 
delay of 2 sampling times (� � �) with respect to the joint information, then at an 
instant��� � �, the future position of the ball can be: 
 

       ˆ ˆ ˆw w wp k n p k r v k r T n rb b b     
 

(74) 

 
The future position of the camera in the word coordinate system is given by (68). Using the 
(74) is possible to adjust the � for the control law by considering the following aspect: 
-The wished velocity of the end effector is represented by (72). In physical systems the 
maximal velocity is necessary to be limited. In our system the maximal velocity of each joint 
is taken into account to calculate��. Value of�� depends of the instant position of the end 
effector. Therefore through the robot jacobian is possible to know the velocity that requires 
moving each joint and the value of �  is adjusted to me more constrained joint (maximal 
velocity of the joint). 

 
4.2 Dynamic case 
Static case is useful when the distance between the ball and the camera must be fixed but in 
future tasks it is desirable that this distance change in real time. In this section, in order to 
carry out above task a dynamic visual controller is designed. This controller receives two 
parameters as are the target position and the target velocity. By means of above parameters 
the robot can be able to carry out several tasks as are: catching, touching or hitting objects 
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Substituting (61)and (63)into (62), we obtain: 
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Where �� �  and �� � represent the camera and ball velocities (in the word coordinate 
system) respectively. Since � �� � ��� � �� � ���� the control law can be expressed as: 

     *w c T c cu k v k R p p kb w b b       (65)

 
The equation (65) is composed by two components: a component which predicts the 
position of the ball ( �� � ���) and the other contains the tracking error (� �� �� � �� � ����).The 
ideal control scheme (65) requires a perfect knowledge of all its components, which is not 
possible, a more realistic approach consist in generalizing the previous control as 
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Where, the estimated variables are represented by the carets.  A fundamental aspect in the 
performing of the visual controller is the adjustment of���, therefore � will be calculated in 
the less number of sample time periods and will consider the system limitations. This 
algorithm is based in the future positions of the camera and the ball; this lets to the robot 
reaching the control objective (� �� � ��� � �� ���). By supposing “n” small, the future position 
(in the � � � instant) of the ball and the camera in the word coordinate system are: 
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(67) 
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Where � is the visual sample time period�����������. As was mentioned, the control 
objective is to reach the target position in the shorter time as be possible. By taking into 
account eq. (61), the estimated value �̂� � and by considering that the error is cero � � � in 
the instant�� � �, we have: 
 

   * ˆ 0c c w wp R p k n p k nb w b c
         

(69) 

Substituting (67) and (68) into (69), we obtain (70). 
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(70) 

 
Taking into account that the estimate of the velocity of the ball is: 
 

    ˆ ˆ( )c c w wp k R p k p kb w b c 
 

(71) 

 
Then the control law can be expressed as: 
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(72) 

 
If (66) and (72) are compared, we can obtain the λ parameter as: 
 

1
nT


 

(73) 

 
The equation (73) gives a criterion for adjust � as a function of the number of samples 
required ��� for reaching the control target. The visual control architecture proposed above 
does not consider the physical limitations of the system such as delays and the maximum 
operation of the components. If we consider that the visual information ( �̂� � ���) has a 
delay of 2 sampling times (� � �) with respect to the joint information, then at an 
instant��� � �, the future position of the ball can be: 
 

       ˆ ˆ ˆw w wp k n p k r v k r T n rb b b     
 

(74) 

 
The future position of the camera in the word coordinate system is given by (68). Using the 
(74) is possible to adjust the � for the control law by considering the following aspect: 
-The wished velocity of the end effector is represented by (72). In physical systems the 
maximal velocity is necessary to be limited. In our system the maximal velocity of each joint 
is taken into account to calculate��. Value of�� depends of the instant position of the end 
effector. Therefore through the robot jacobian is possible to know the velocity that requires 
moving each joint and the value of �  is adjusted to me more constrained joint (maximal 
velocity of the joint). 

 
4.2 Dynamic case 
Static case is useful when the distance between the ball and the camera must be fixed but in 
future tasks it is desirable that this distance change in real time. In this section, in order to 
carry out above task a dynamic visual controller is designed. This controller receives two 
parameters as are the target position and the target velocity. By means of above parameters 
the robot can be able to carry out several tasks as are: catching, touching or hitting objects 
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that are static or while are moving. In this article the principal objective is the robot hits the 
ball in a specific point and with a specific velocity. In this section ����  is no constant and 
���� ��� is considered instead, ���� ��� is the relative target velocity between the ball and the 

camera and the error between the target and measured position is expressed as: 
 

     *c ce k p k p kb b 
 

(75) 

 
Substituting (60) in (75) and supposing that only �� � is constant, we obtain its derivate as: 
 

        *c c w we k v k R v k v kb w b c  
 

(76) 

 
Where ���� ��� is considered as the target velocity to carry out the task. By following a 
similar analysis that in the static case, our control law would be: 
 

            * *ˆ ˆ ˆw w c T c c cu k v k v k R p k p k v kc b w b b b         
(77) 

 
Where �̂�� ��� and ���� ��� are estimated and are the position and the velocity of the ball. 
Just as to the static case, from the eq. (61)�� is calculated if the error is cero in �� � �. 
 

      * ˆ0 c c w wp k n R p k n p k nb w b c     
 

(78) 

 
Substituting (67) and (68) in (78) and taking into account the approximation: 
 

     * * *c c cp k n p k nT v kb b b  
 

(79) 

 
Is possible to obtain: 

            * * ˆ ˆ0 c c c w w w wp k n T v k R p k nT v k p k n T v kb b w b b c c     
 

(80) 

 
Taking into account the eq. (71), the control law can be obtained as: 
 

            1 * *ˆ ˆ ˆw w c T c c cu k v k v k R p k p k v kc b w b b bn T
      
   

(81) 

 
From eq. (77) it can be observed that � can be � � �

�� where “�” is “small enough”. 

 
4.3 Stability and errors influence 
By means of Lyapunov analysis is possible to probe the system stability; it can be 
demonstrated that the error converges to zero if ideal conditions are considered; otherwise it 

can be probed that the error will be bounded under the influence of the estimation errors 
and non modelled dynamics. We choose a Lyapunov function as: 
 

   1
2
TV e k e k

 
(82) 

   TV e k e k 
 

(83) 
 
If the error behavior is described by the eq. (62) then 
 

( ) ( ) 0TV e k e k 
 

(84) 
 
The eq. (84) implies ���� � �  when � � � and this is only true if����� � ��� ���. Note that 
above is not true due to estimations ( ��� ����� �̂� ����) and dynamics that are not modelled. 
Above errors are expressed in����� and is more realistic to consider (���� � ��� ���� ): 
 

       ˆw wu k v k v k kc c   
 

(85) 

 
By considering the estimated velocity of the ball ( ��� �) in eq. (76) and substituting the eq. 
(85) is possible to obtain: 
 

         *c c w we k v k R v k v k kb w b c       


 
(86) 

 
Note that estimate errors are already included in��. Consequently the value of �� ���� is: 
 

          * *w w c T c c cv k v k R p k p k v kc b w b b b        
(87) 

 
Substituting eq. (87)  in (86): 

                * * *c c w w c T c c ce k v k R v k v k R p k p k v k kb w b b w b b b             


 
(88) 

 
Operating in order to simplify: 
 

                * * *c c c c c ce k v k v k p k p k R k R k e kb b b b w w         
 

(89) 

 
Taking into account the Lyapunov function in eq. (82): 
 

           T T T cV e k e k e k e k e k R kw    
 

(90) 

 
Thus, by considering �� � ��we have that the following condition has to be satisfied: 
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that are static or while are moving. In this article the principal objective is the robot hits the 
ball in a specific point and with a specific velocity. In this section ����  is no constant and 
���� ��� is considered instead, ���� ��� is the relative target velocity between the ball and the 

camera and the error between the target and measured position is expressed as: 
 

     *c ce k p k p kb b 
 

(75) 

 
Substituting (60) in (75) and supposing that only �� � is constant, we obtain its derivate as: 
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(76) 

 
Where ���� ��� is considered as the target velocity to carry out the task. By following a 
similar analysis that in the static case, our control law would be: 
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(77) 

 
Where �̂�� ��� and ���� ��� are estimated and are the position and the velocity of the ball. 
Just as to the static case, from the eq. (61)�� is calculated if the error is cero in �� � �. 
 

      * ˆ0 c c w wp k n R p k n p k nb w b c     
 

(78) 

 
Substituting (67) and (68) in (78) and taking into account the approximation: 
 

     * * *c c cp k n p k nT v kb b b  
 

(79) 

 
Is possible to obtain: 

            * * ˆ ˆ0 c c c w w w wp k n T v k R p k nT v k p k n T v kb b w b b c c     
 

(80) 

 
Taking into account the eq. (71), the control law can be obtained as: 
 

            1 * *ˆ ˆ ˆw w c T c c cu k v k v k R p k p k v kc b w b b bn T
      
   

(81) 

 
From eq. (77) it can be observed that � can be � � �

�� where “�” is “small enough”. 

 
4.3 Stability and errors influence 
By means of Lyapunov analysis is possible to probe the system stability; it can be 
demonstrated that the error converges to zero if ideal conditions are considered; otherwise it 

can be probed that the error will be bounded under the influence of the estimation errors 
and non modelled dynamics. We choose a Lyapunov function as: 
 

   1
2
TV e k e k

 
(82) 

   TV e k e k 
 

(83) 
 
If the error behavior is described by the eq. (62) then 
 

( ) ( ) 0TV e k e k 
 

(84) 
 
The eq. (84) implies ���� � �  when � � � and this is only true if����� � ��� ���. Note that 
above is not true due to estimations ( ��� ����� �̂� ����) and dynamics that are not modelled. 
Above errors are expressed in����� and is more realistic to consider (���� � ��� ���� ): 
 

       ˆw wu k v k v k kc c   
 

(85) 

 
By considering the estimated velocity of the ball ( ��� �) in eq. (76) and substituting the eq. 
(85) is possible to obtain: 
 

         *c c w we k v k R v k v k kb w b c       


 
(86) 

 
Note that estimate errors are already included in��. Consequently the value of �� ���� is: 
 

          * *w w c T c c cv k v k R p k p k v kc b w b b b        
(87) 

 
Substituting eq. (87)  in (86): 

                * * *c c w w c T c c ce k v k R v k v k R p k p k v k kb w b b w b b b             


 
(88) 

 
Operating in order to simplify: 
 

                * * *c c c c c ce k v k v k p k p k R k R k e kb b b b w w         
 

(89) 

 
Taking into account the Lyapunov function in eq. (82): 
 

           T T T cV e k e k e k e k e k R kw    
 

(90) 

 
Thus, by considering �� � ��we have that the following condition has to be satisfied: 
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e 



 

(91) 

 
Above means that if the error is bigger that  then the error will decrease but it will not 
tend to cero, finally the error is bounded by. 
 

e 



 

(92) 

 
By considering that errors from the estimation of the position and velocity are bigger that 
errors from the system dynamics, then   can be obtained if we replace (77) and (87) in 
(85) 

          ˆ ˆw w c T c ck v k v k R p k p kb b w b b    
 

(93) 

 
5. Conclusions and future works 
 

In this work the full architecture of the Robotenis system and a novel structure of visual 
control were shown in detail. In this article no results are shown but the more important 
elements to control and simulate the robot and visual controller were described. Two 
kinematic models were described in order to obtain two different jacobians were each 
jacobian is used in different tasks: the System simulator and the real time controller. By 
means of the condition index of the robot jacobians some singularities of the robot are 
obtained. In real time tasks the above solution and the condition index of the second 
jacobian are utilized to bound the work space and avoid singularities, in this work if some 
point forms part or is near of a singularity then the robot stop the end effector movement 
and waits to the next target point.  
Inverse dynamics of the robot is obtained by means of the Lagrange multipliers. The inverse 
dynamics is used in a non linear feed forward in order to improve the PD joint controller. 
Although improvement of the behaviour of the robot in notorious, in future works is 
important to measure how the behaviour is modified when the dynamics fed forward is 
added and when is not. 
The trajectory planner is added with two principal objectives: the trajectory planner assures 
that the robot capabilities are not exceeded and assures that the robot moves softly. The 
trajectory planner takes into account the movements of the end effector, this consideration 
has drawbacks: the principal is that the maximum end-effector capabilities are not 
necessarily the maximum joint capabilities, depends on the end effector position. Above 
drawbacks suggest redesigning the trajectory planner in order to apply to the joint space, 
this as another future work.   
Above elements are used in the visual controller and the robot controller has to satisfied the 
visual controller requirements. Thanks to the joint controller the robot is supposed stable 
and its response is considered faster than the visual system. Two cases are presented in this 
paper: the static case that is exposed in other works and some results and videos are shown, 
the another controller is called the dynamic case. An objective of the system is to play ping 
pong by itself and the controller of the dynamic case was specially designed in order to 

reach this objective. The objective of the dynamic visual controller is to reach some point 
with a desired velocity, this allows to the robot hit the ball with a desired speed and 
direction. In order to hit the ball a special and partially spherical paddled is being designed 
in order to give the desired effect to the ball. Finally the stability of visual controllers is 
demonstrated by means of Lyapunov theory and the errors in the estimations are bounded. 
As a future works, efforts of the vision group will be concentrated in the design of visual 
controllers in order to improve the robot positioning and tracking. 

 
6. References 
 

Angel, L., J.M. Sebastian, R. Saltaren, R. Aracil, and J. Sanpedro. “Robotenis: optimal design 
of a parallel robot with high performance.” IEEE/RSJ International Conference on, 
(IROS 2005). IEEE Intelligent Robots and Systems, 2005. 2134- 2139. 

Bonev, Ilian A., and Clément Gosselin. Fundamentals of Parallel Robots. Edited by Springer. 
2009. 

Chaumette, F., and S. Hutchinson. “Visual servo control. I. Basic approaches.” (Robotics & 
Automation Magazine, IEEE) 13, no. 4 (December 2006): 82-90. 

Chaumette, F., and S. Hutchinson. “Visual servo control. II Advanced approaches.” 
(Robotics & Automation Magazine, IEEE) 14, no. 1 (March 2007): 109 – 118. 

Clavel, Reymond. “DELTA: a fast robot with parallel geometry.” Sidney: 18th International 
Symposium on Industrial Robot., 1988. 91–100. 

Corke, Peter I. “Visual Control Of Robot Manipulators -- A Review.” In Visual Servoing: Real 
Time Control of Robot Manipulators Based on Visual Sensory Feedback (Series in Robotics 
and Automated Systems), edited by Hashimoto Kagami, 1-31, 300. World Scientific 
Publishing Co Pte Ltd, 1993. 

Corrochano, Eduardo Bayro, and Detlef Kähler. “Motor Algebra Approach for Computing 
the Kinematics of Robot Manipulators.” Journal of Robotic Systems (Wiley 
Periodicals), 2000: 495 - 516. 

Davidson, J. K., and J. K. Hunt Davidson. Robots and Screw Theory: Applications of Kinematics 
and Statics to Robotics . 1. Publisher: Oxford University Press, USA, 2004. 

Kaneko, Makoto, Mitsuru Higashimori, Akio Namiki, and Masatoshi Ishikawa. “The 100G 
Capturing Robot - Too Fast to See.” Edited by P. Dario and R. Chatila. Robotics 
Research, 2005. 517–526. 

Kragic, Danica, and Christensen Henrik I. “Advances in robot vision.” Vol. 52. Edited by 
Elsevier. Robotics and Autonomous Systems, Science Direct, May 2005. 1-3. 

Merlet, J.P. Parallel Robots (Solid Mechanics and Its Applications). Edited by Springer. 2006. 
Morikawa, Sho, Taku Senoo, Akio Namiki, and Masatoshi Ishikawa. “Realtime collision 

avoidance using a robot manipulator with light-weight small high-speed vision 
systems.” Roma: Robotics and Automation IEEE International Conference on, April 
2007. 794-797. 

Oda, Naoki, Masahide Ito, and Masaaki Shibata. “Vision-based motion control for robotic 
systems.” Vol. 4. no. 2. Edited by Hoboken. John Wiley. February 2009. 

Santibañez, Victor, and Rafael. Kelly. “PD control with feedforward compensation for robot 
manipulators: analysis and experimentation.” Robotica (Cambridge University 
Press) 19, no. 1 (2001): 11-19. 



New visual Servoing control strategies in tracking tasks using a PKM 145

e 



 

(91) 

 
Above means that if the error is bigger that  then the error will decrease but it will not 
tend to cero, finally the error is bounded by. 
 

e 



 

(92) 

 
By considering that errors from the estimation of the position and velocity are bigger that 
errors from the system dynamics, then   can be obtained if we replace (77) and (87) in 
(85) 

          ˆ ˆw w c T c ck v k v k R p k p kb b w b b    
 

(93) 

 
5. Conclusions and future works 
 

In this work the full architecture of the Robotenis system and a novel structure of visual 
control were shown in detail. In this article no results are shown but the more important 
elements to control and simulate the robot and visual controller were described. Two 
kinematic models were described in order to obtain two different jacobians were each 
jacobian is used in different tasks: the System simulator and the real time controller. By 
means of the condition index of the robot jacobians some singularities of the robot are 
obtained. In real time tasks the above solution and the condition index of the second 
jacobian are utilized to bound the work space and avoid singularities, in this work if some 
point forms part or is near of a singularity then the robot stop the end effector movement 
and waits to the next target point.  
Inverse dynamics of the robot is obtained by means of the Lagrange multipliers. The inverse 
dynamics is used in a non linear feed forward in order to improve the PD joint controller. 
Although improvement of the behaviour of the robot in notorious, in future works is 
important to measure how the behaviour is modified when the dynamics fed forward is 
added and when is not. 
The trajectory planner is added with two principal objectives: the trajectory planner assures 
that the robot capabilities are not exceeded and assures that the robot moves softly. The 
trajectory planner takes into account the movements of the end effector, this consideration 
has drawbacks: the principal is that the maximum end-effector capabilities are not 
necessarily the maximum joint capabilities, depends on the end effector position. Above 
drawbacks suggest redesigning the trajectory planner in order to apply to the joint space, 
this as another future work.   
Above elements are used in the visual controller and the robot controller has to satisfied the 
visual controller requirements. Thanks to the joint controller the robot is supposed stable 
and its response is considered faster than the visual system. Two cases are presented in this 
paper: the static case that is exposed in other works and some results and videos are shown, 
the another controller is called the dynamic case. An objective of the system is to play ping 
pong by itself and the controller of the dynamic case was specially designed in order to 

reach this objective. The objective of the dynamic visual controller is to reach some point 
with a desired velocity, this allows to the robot hit the ball with a desired speed and 
direction. In order to hit the ball a special and partially spherical paddled is being designed 
in order to give the desired effect to the ball. Finally the stability of visual controllers is 
demonstrated by means of Lyapunov theory and the errors in the estimations are bounded. 
As a future works, efforts of the vision group will be concentrated in the design of visual 
controllers in order to improve the robot positioning and tracking. 

 
6. References 
 

Angel, L., J.M. Sebastian, R. Saltaren, R. Aracil, and J. Sanpedro. “Robotenis: optimal design 
of a parallel robot with high performance.” IEEE/RSJ International Conference on, 
(IROS 2005). IEEE Intelligent Robots and Systems, 2005. 2134- 2139. 

Bonev, Ilian A., and Clément Gosselin. Fundamentals of Parallel Robots. Edited by Springer. 
2009. 

Chaumette, F., and S. Hutchinson. “Visual servo control. I. Basic approaches.” (Robotics & 
Automation Magazine, IEEE) 13, no. 4 (December 2006): 82-90. 

Chaumette, F., and S. Hutchinson. “Visual servo control. II Advanced approaches.” 
(Robotics & Automation Magazine, IEEE) 14, no. 1 (March 2007): 109 – 118. 

Clavel, Reymond. “DELTA: a fast robot with parallel geometry.” Sidney: 18th International 
Symposium on Industrial Robot., 1988. 91–100. 

Corke, Peter I. “Visual Control Of Robot Manipulators -- A Review.” In Visual Servoing: Real 
Time Control of Robot Manipulators Based on Visual Sensory Feedback (Series in Robotics 
and Automated Systems), edited by Hashimoto Kagami, 1-31, 300. World Scientific 
Publishing Co Pte Ltd, 1993. 

Corrochano, Eduardo Bayro, and Detlef Kähler. “Motor Algebra Approach for Computing 
the Kinematics of Robot Manipulators.” Journal of Robotic Systems (Wiley 
Periodicals), 2000: 495 - 516. 

Davidson, J. K., and J. K. Hunt Davidson. Robots and Screw Theory: Applications of Kinematics 
and Statics to Robotics . 1. Publisher: Oxford University Press, USA, 2004. 

Kaneko, Makoto, Mitsuru Higashimori, Akio Namiki, and Masatoshi Ishikawa. “The 100G 
Capturing Robot - Too Fast to See.” Edited by P. Dario and R. Chatila. Robotics 
Research, 2005. 517–526. 

Kragic, Danica, and Christensen Henrik I. “Advances in robot vision.” Vol. 52. Edited by 
Elsevier. Robotics and Autonomous Systems, Science Direct, May 2005. 1-3. 

Merlet, J.P. Parallel Robots (Solid Mechanics and Its Applications). Edited by Springer. 2006. 
Morikawa, Sho, Taku Senoo, Akio Namiki, and Masatoshi Ishikawa. “Realtime collision 

avoidance using a robot manipulator with light-weight small high-speed vision 
systems.” Roma: Robotics and Automation IEEE International Conference on, April 
2007. 794-797. 

Oda, Naoki, Masahide Ito, and Masaaki Shibata. “Vision-based motion control for robotic 
systems.” Vol. 4. no. 2. Edited by Hoboken. John Wiley. February 2009. 

Santibañez, Victor, and Rafael. Kelly. “PD control with feedforward compensation for robot 
manipulators: analysis and experimentation.” Robotica (Cambridge University 
Press) 19, no. 1 (2001): 11-19. 



Mechatronic Systems, Simulation, Modelling and Control146

Sebastián, J.M., A. Traslosheros, L. Angel, F. Roberti, and R. Carelli. “Parallel robot high 
speed objec tracking.” Chap. 3, by Image Analysis and recognition, edited by 
Aurélio Campilho Mohamed Kamel, 295-306. Springer, 2007. 

Senoo, T., A. Namiki, and M. Ishikawa. “High-speed batting using a multi-jointed 
manipulator.” Vol. 2. Robotics and Automation, 2004. Proceedings. ICRA '04. 2004 
IEEE International Conference on, 2004. 1191- 1196 . 

Stamper, Richard Eugene, and Lung Wen Tsai. “A three Degree of freedom parallel 
manipulator with only translational degrees of freedom.” PhD Thesis, Department 
of mechanical engineering and institute for systems research, University of 
Maryland, 1997, 211. 

Stramigioli, Stefano, and Herman Bruyninckx. Geometry and Screw Theory for Robotics 
(Tutorial). Tutorial, IEEE ICRA 2001, 2001. 

Tsai, Lung Wen. Robot Analysis: The Mechanics of Serial and Parallel Manipulators. 1. Edited by 
Wiley-Interscience. 1999. 

Yoshikawa, Tsuneo. “Manipulability and Redundancy Ccontrol of Robotic Mechanisms.” 
Vol. 2. Robotics and Automation. Proceedings. 1985 IEEE International Conference 
on, March 1985. 1004- 1009. 

 



Nonlinear Adaptive Model Following Control for a 3-DOF Model Helicopter 147

Nonlinear Adaptive Model Following Control for a 3-DOF Model Helicopter

Mitsuaki Ishitobi and Masatoshi Nishi

0

Nonlinear Adaptive Model Following
Control for a 3-DOF Model Helicopter

Mitsuaki Ishitobi and Masatoshi Nishi
Department of Mechanical Systems Engineering

Kumamoto University
Japan

1. Introduction

Interest in designing feedback controllers for helicopters has increased over the last ten years
or so due to the important potential applications of this area of research. The main diffi-
culties in designing stable feedback controllers for helicopters arise from the nonlinearities
and couplings of the dynamics of these aircraft. To date, various efforts have been directed
to the development of effective nonlinear control strategies for helicopters (Sira-Ramirez et
al., 1994; Kaloust et al., 1997; Kutay et al., 2005; Avila et al., 2003). Sira-Ramirez et al. ap-
plied dynamical sliding mode control to the altitude stabilization of a nonlinear helicopter
model in vertical flight. Kaloust et al. developed a Lyapunov-based nonlinear robust control
scheme for application to helicopters in vertical flight mode. Avila et al. derived a nonlin-
ear 3-DOF (degree-of-freedom) model as a reduced-order model for a 7-DOF helicopter, and
implemented a linearizing controller in an experimental system. Most of the existing results
have concerned flight regulation.
This study considers the two-input, two-output nonlinear model following control of a 3-DOF
model helicopter. Since the decoupling matrix is singular, a nonlinear structure algorithm
(Shima et al., 1997; Isurugi, 1990) is used to design the controller. Furthermore, since the model
dynamics are described linearly by unknown system parameters, a parameter identification
scheme is introduced in the closed-loop system.
Two parameter identification methods are discussed: The first method is based on the differ-
ential equation model. In experiments, it is found that this model has difficulties in obtaining
a good tracking control performance, due to the inaccuracy of the estimated velocity and ac-
celeration signals. The second parameter identification method is designed on the basis of a
dynamics model derived by applying integral operators to the differential equations express-
ing the system dynamics. Hence this identification algorithm requires neither velocity nor
acceleration signals. The experimental results for this second method show that it achieves
better tracking objectives, although the results still suffer from tracking errors. Finally, we
introduce additional terms into the equations of motion that express model uncertainties and
external disturbances. The resultant experimental data show that the method constructed
with the inclusion of these additional terms produces the best control performance.

9
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2. System Description

Consider the tandem rotor model helicopter of Quanser Consulting, Inc. shown in Figs. 1 and
2. The helicopter body is mounted at the end of an arm and is free to move about the elevation,
pitch and horizontal travel axes. Thus the helicopter has 3-DOF: the elevation ε, pitch θ and
travel φ angles, all of which are measured via optical encoders. Two DC motors attached to
propellers generate a driving force proportional to the voltage output of a controller.

Fig. 1. Overview of the present model helicopter.

Fig. 2. Notation.

The equations of motion about axes ε, θ and φ are expressed as

Jε ε̈ = −
(

Mf + Mb

)
g

La

cos δa
cos (ε − δa) + Mcg

Lc

cos δc
cos (ε + δc)− ηεε̇

+KmLa

(
Vf + Vb

)
cos θ (1)

Jθ θ̈ = −Mf g
Lh

cos δh
cos (θ − δh) + Mbg

Lh
cos δh

cos (θ + δh)− ηθ θ̇ + KmLh

(
Vf − Vb

)
(2)

Jφφ̈ = −ηφφ̇ − KmLa

(
Vf + Vb

)
sin θ. (3)

A complete derivation of this model is presented in (Apkarian, 1998). The system dynamics
are expressed by the following highly nonlinear and coupled state variable equations

ẋp = f (xp) + [g1(xp), g2(xp)]up (4)

where

xp = [xp1, xp2, xp3, xp4, xp5, xp6]
T

= [ε, ε̇, θ, θ̇, φ, φ̇]T

up = [up1, up2]
T

up1 = Vf + Vb

up2 = Vf − Vb

f (xp) =




ε̇
p1 cos ε + p2 sin ε + p3 ε̇

θ̇
p5 cos θ + p6 sin θ + p7 θ̇

φ̇
p9φ̇




g1(xp) = [0, p4 cos θ, 0, 0, 0, p10 sin θ]T

g2(xp) = [0, 0, 0, p8, 0, 0]T

p1 =
[
−(Mf + Mb)gLa + McgLc

]/
Jε

p2 = −
[
(Mf + Mb)gLa tan δa + McgLc tan δc

]/
Jε

p3 = −ηε
/

Jε

p4 = KmLa/Jε

p5 = (−Mf + Mb)gLh

/
Jθ

p6 = −(Mf + Mb)gLh tan δh

/
Jθ

p7 = −ηθ

/
Jθ

p8 = KmLh
/

Jθ

p9 = −ηφ
/

Jφ

p10 = −KmLa
/

Jφ

δa = tan−1{(Ld + Le)/La}
δc = tan−1(Ld/Lc)

δh = tan−1(Le/Lh)

The notation employed above is defined as follows: Vf , Vb [V]: Voltage applied to the front
motor, voltage applied to the rear motor,
Mf , Mb [kg]: Mass of the front section of the helicopter, mass of the rear section,
Mc [kg]: Mass of the counterbalance,
Ld, Lc, La, Le, Lh [m]: Distances OA, AB, AC, CD, DE=DF,
g [m/s2]: gravitational acceleration,
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g [m/s2]: gravitational acceleration,
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Jε, Jθ , Jφ [kg·m2]: Moment of inertia about the elevation, pitch and travel axes,
ηε, ηθ , ηφ [kg·m2/s]: Coefficient of viscous friction about the elevation, pitch and travel axes.
The forces of the front and rear rotors are assumed to be Ff =KmVf and Fb=KmVb [N], re-
spectively, where Km [N/V] is a force constant. It may be noted that all the parameters
pi (i = 1 . . . 10) are constants. For the problem of the control of the position of the model
helicopter, two angles, the elevation ε and the travel φ angles, are selected as the outputs from
the three detected signals of the three angles. Hence, we have

yp = [ε, φ]T (5)

3. Nonlinear Model Following Control

3.1 Control system design
In this section, a nonlinear model following control system is designed for the 3-DOF model
helicopter described in the previous section.
First, the reference model is given as

{
ẋM = AMxM + BMuM
yM = CMxM

(6)

where

xM = [xM1, xM2, xM3, xM4, xM5, xM6, xM7, xM8]
T

yM = [εM, φM]T

uM = [uM1, uM2]
T

AM =

[
K1 0
0 K2

]

Ki =




0 1 0 0
0 0 1 0
0 0 0 1

ki1 ki2 ki3 ki4


 , i = 1, 2

BM =

[
i1 0
0 i1

]

CM =

[
i2

T 0T

0T i2
T

]

i1 =




0
0
0
1


 , i2 =




1
0
0
0




From (4) and (6), the augmented state equation is defined as follows.

ẋ = f (x) + G(x)u (7)

where

x = [xT
p , xT

M]T

u = [uT
p , uT

M]T

f (x) =

[
f (xp)

AMxM

]

G(x) =

[
g1(xp) g2(xp) O

0 0 BM

]

Here, we apply a nonlinear structure algorithm to design a model following controller (Shima
et al., 1997; Isurugi, 1990). New variables and parameters in the following algorithm are de-
fined below the input (19).

• Step 1

The tracking error vector is given by

e =

[
e1
e2

]
=

[
xM1 − xp1
xM5 − xp5

]
(8)

Differentiating the tracking error (8) yields

ė =
∂e
∂x

{ f (x) + G(x)u}

=

[
−xp2 + xM2
−xp6 + xM6

]
(9)

Since the inputs do not appear in (9), we proceed to step 2.

• Step 2

Differentiating (9) leads to

ë =
∂ė
∂x

{ f (x) + G(x)u} (10)

=

[
r1(x)

−p9xp6 + xM7

]
+ [Bu(x), Br(x)] u (11)

where

Bu(x) =

[
−p4 cos xp3 0
−p10 sin xp3 0

]
, Br(x) = O

From (11), the decoupling matrix Bu(x) is obviously singular. Hence, this system is not de-
couplable by static state feedback. The equation (11) can be re-expressed as

ë1 = r1(x)− p4 cos xp3up1 (12)

ë2 = −p9xp6 + xM7 − p10 sin xp3up1 (13)

then, by eliminating up1 from (13) using (12) under the assumption of up1 �= 0, we obtain

ë2 = −p9xp6 + xM7 +
p10
p4

tan xp3(ë1 − r1(x)) (14)
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Jε, Jθ , Jφ [kg·m2]: Moment of inertia about the elevation, pitch and travel axes,
ηε, ηθ , ηφ [kg·m2/s]: Coefficient of viscous friction about the elevation, pitch and travel axes.
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Here, we apply a nonlinear structure algorithm to design a model following controller (Shima
et al., 1997; Isurugi, 1990). New variables and parameters in the following algorithm are de-
fined below the input (19).

• Step 1

The tracking error vector is given by

e =
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e1
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=

[
xM1 − xp1
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(8)

Differentiating the tracking error (8) yields

ė =
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{ f (x) + G(x)u}

=

[
−xp2 + xM2
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(9)

Since the inputs do not appear in (9), we proceed to step 2.

• Step 2

Differentiating (9) leads to

ë =
∂ė
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{ f (x) + G(x)u} (10)

=

[
r1(x)

−p9xp6 + xM7

]
+ [Bu(x), Br(x)] u (11)

where

Bu(x) =

[
−p4 cos xp3 0
−p10 sin xp3 0

]
, Br(x) = O

From (11), the decoupling matrix Bu(x) is obviously singular. Hence, this system is not de-
couplable by static state feedback. The equation (11) can be re-expressed as

ë1 = r1(x)− p4 cos xp3up1 (12)

ë2 = −p9xp6 + xM7 − p10 sin xp3up1 (13)

then, by eliminating up1 from (13) using (12) under the assumption of up1 �= 0, we obtain

ë2 = −p9xp6 + xM7 +
p10
p4

tan xp3(ë1 − r1(x)) (14)
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• Step 3

Further differentiating (14) gives rise to

e(3)2 =
∂ë2
∂x

{ f (x) + G(x)u}+ ∂ë2
∂ë1

e(3)1

=
p10
p4

tan xp3

{
−xp2

(
p1 sin xp1 − p2 cos xp1

)
+ p3(xM3 − r1(x))− xM4 + e(3)1

}

− p10
p4 cos xp3

xp4 (ë1 − r1(x))− p2
9xp6 + xM8

+
[
p10 sin xp3(p3 − p9), 0, 0, 0

]
u (15)

As well as step 2, we eliminate up1 from (15) using (12), and it is obtained that

e(3)2 =
p10
p4

tan xp3
{

p3xM3 − xp2
(

p1 sin xp1 − p2 cos xp1
)
− p3r1(x)− xM4 + e(3)1

− (p3 − p9) (ë1 − r1(x))
}
+ xM8 − p2

9xp6 −
p10

p4 cos xp3
xp4 (ë1 − r1(x)) (16)

• Step 4

It follows from the same operation as step 3 that

e(4)2 =
∂e(3)2
∂x

{ f (x) + G(x)ux}+
∂e(3)2
∂ë1

e(3)1 +
∂e(3)2

∂e(3)1

e(4)1

= r2(x) + [d1(x), d2(x), d3(x), 1] u (17)

From (12) and (17), we obtain
[

e(2)1
e(4)2

]
=

[
r1(x)
r2(x)

]
+

[
−p4 cos xp3 0 0 0

d1(x) d2(x) d3(x) 1

]
uM (18)

The system is input-output linearizable and the model following input vector is determined
by

up = R (x) + S (x) uM (19)

R (x) =
1

d2(x)p4 cos xp3

[
−d2(x) 0
d1(x) p4 cos xp3

][
ē1 − r1 (x)
ē2 − r2 (x)

]

S (x) =
−1

d2(x)p4 cos xp3

[
−d2(x) 0
d1(x) p4 cos xp3

][
0 0

d3(x) 1

]

where

ē1 = −σ12 ė1 − σ11e1

ē2 = −σ24e(3)2 − σ23 ë2 − σ22 ė2 − σ21e2

r1(x) = −p1 cos xp1 − p2 sin xp1 − p3xp2 + xM3

r2(x) =

{
−

(
p1 sin xp1 − p2 cos xp1

) (
p9 p10

p4
tan xp3 +

p10
p4 cos xp3

xp4

)

− p10
p4

xp2 tan xp3
(

p1 cos xp1 + p2 sin xp1
)}

xp2

+

{
p3 p10

p4 cos xp3
xp4 +

p10
p4

tan xp3
(

p3 p9 − p1 sin xp1 + p2 cos xp1
)}

(xM3 − r1(x))

+
{

p3 (xM3 − r1(x)) + (2xp4 tan xp3 − p3 + p9) (ë1 − r1(x))

−xM4 + e(3)1 − xp2
(

p1 sin xp1 − p2 cos xp1
)} p10

p4 cos xp3
xp4

+
p10

p4 cos xp3
(ë1 − r1(x))

(
p5 cos xp3 + p6 sin xp3 + p7xp4

)

+

{
p10

p4 cos xp3
xp4 −

p10
p4

(p3 − p9) tan xp3

}
e(3)1

+
p10
p4

tan xp3 {(p3 − p9) xM4 − k1xM1 − k2xM2 − k3xM3 − k4xM4}

− p10
p4 cos xp3

xp4xM4 + k5xM5 + k6xM6 + k7xM7 + k8xM8 +
p10
p4

e(4)1 tan xp3 − p3
9xp6

d1 (x) =
(

p3 p9 − p1 sin xp1 + p2 cos xp1 − p2
9

)
p10 sin xp3 +

p3 p10
cos xp3

d2 (x) =
p8 p10

p4 cos xp3
(ë1 − r1(x))

d3 (x) = − p10
p4

tan xp3

e1 = xM1 − xp1

ė1 = xM2 − xp2

ë1 = −σ12 ė1 − σ11e1

e(3)1 = (σ2
12 − σ11)ė1 + σ12σ11e1

e(4)1 = (−σ3
12 + 2σ12σ11)ė1 − σ11(σ

2
12 − σ11)e1

e2 = xM5 − xp5

ė2 = xM6 − xp6

ë2 =
p10
p4

tan xp3 (ë1 − r1(x))− p9xp6 + xM7

e(3)2 =
p10
p4

tan xp3

{
p3 (xM3 − r1(x))− xp2

(
p1 sin xp1 − p2 cos xp1

)

+e(3)1 + (p3 − p9) (r1(x)− ë1)− xM4

}
+ xM8 +

p10
p4 cos xp3

xp4 (ë1 − r1(x))− p2
9xp6
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ė2 = xM6 − xp6
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The input vector is always available since the term d2(x) cos xp3 does not vanish for −π/2 <
θ < π/2. The design parameters σij (i = 1, 2, j = 1, · · · , 4) are selected so that the following
characteristic equations are stable.

λ2 + σ12λ + σ11 = 0 (20)

λ4 + σ24λ3 + σ23λ2 + σ22λ + σ21 = 0 (21)

Then, the closed-loop system has the following error equations

ë1 + σ12 ė1 + σ11e1 = 0 (22)

e(4)2 + σ24e(3)2 + σ23 ë2 + σ22 ė2 + σ21e2 = 0 (23)

and the plant outputs converge to the reference outputs. From (11) and (17), up1 and up2

appear first in ë1 and e(4)2 , respectively. Thus, there are no zero dynamics and the system is
minimum phase since the order of (4) is six. Further, we can see that the order of the reference
model should be eight so that the inputs (19) do not include the derivatives of the reference
inputs uM.
Since the controller requires the angular velocity signals ε̇, θ̇ and φ̇, in the experiment these
signals are calculated numerically from the measured angular positions by a discretized dif-
ferentiator with the first-order filter

Hl (z) =
α

(
1 − z−1)

1 − z−1 + αTs
(24)

which is derived by substituting

s =
(1 − z−1)

Ts
(25)

into the differentiator

Gl(s) =
αs

s + α
(26)

where z−1 is a one-step delay operator, Ts is the sampling period and the design parameter α
is a positive constant. Hence, for example, we have

ε̇(k) ≈ 1
αTs + 1

[ε̇ (k − 1) + α {ε (k)− ε (k − 1)}]

ε̈(k) ≈ 1
αTs + 1

[ε̈ (k − 1) + α {ε̇ (k)− ε (k − 1)}]

θ̇(k) ≈ 1
αTs + 1

[
θ̇ (k − 1) + α {θ (k)− θ (k − 1)}

]

θ̈(k) ≈ 1
αTs + 1

[
θ̈ (k − 1) + α

{
θ̇ (k)− θ (k − 1)

}]

φ̇(k) ≈ 1
αTs + 1

[φ̇ (k − 1) + α {φ (k)− φ (k − 1)}]

φ̈(k) ≈ 1
αTs + 1

[φ̈ (k − 1) + α {φ̇ (k)− φ (k − 1)}]

3.2 Experimental studies
The control algorithm described above was applied to the experimental system shown in
Section 2. The nominal values of the physical constants are as follows: Jε=0.86 [kg·m2],
Jθ=0.044 [kg·m2], Jφ=0.82 [kg·m2], La=0.62 [m], Lc=0.44 [m], Ld=0.05 [m], Le=0.02 [m],
Lh=0.177 [m], Mf =0.69 [kg], Mb=0.69 [kg], Mc=1.67 [kg], Km=0.5 [N/V], g=9.81
[m/s2], ηε=0.001 [kg·m2/s], ηθ=0.001 [kg·m2/s], ηφ=0.005 [kg·m2/s].
The design parameters are given as follows: The sampling period of the inputs and the out-
puts is set as Ts = 2 [ms]. The inputs uM1 and uM2 of the reference model are given by

uM1 =

{
0.3, 45k − 30 ≤ t < 45k − 7.5
−0.1, 45k − 7.5 ≤ t < 45k + 15

uM2 =




0, 0 ≤ t < 7.5
0.4, 45k − 37.5 ≤ t < 45k − 22.5
−0.4, 45k − 22.5 ≤ t < 45k

(27)

k = 0, 1, 2, · · ·

All the eigenvalues of the matrices K1 and K2 are −1, and the characteristic roots of the error
equations (22) and (23) are specified as (−2.0, −3.0) and (−2.0, −2.2, −2.4, −2.6), respec-
tively. The origin of the elevation angle ε is set as a nearly horizontal level, so the initial angle
is ε = −0.336 when the voltages of two motors are zero, i.e., Vf = Vb = 0.
The outputs of the experimental results are shown in Figs. 3 and 4. The tracking is incomplete
since there are parameter uncertainties in the model dynamics.

Fig. 3. Time evolution of angle ε (—) and reference output εM (· · · ).
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The input vector is always available since the term d2(x) cos xp3 does not vanish for −π/2 <
θ < π/2. The design parameters σij (i = 1, 2, j = 1, · · · , 4) are selected so that the following
characteristic equations are stable.

λ2 + σ12λ + σ11 = 0 (20)

λ4 + σ24λ3 + σ23λ2 + σ22λ + σ21 = 0 (21)

Then, the closed-loop system has the following error equations

ë1 + σ12 ė1 + σ11e1 = 0 (22)

e(4)2 + σ24e(3)2 + σ23 ë2 + σ22 ė2 + σ21e2 = 0 (23)

and the plant outputs converge to the reference outputs. From (11) and (17), up1 and up2

appear first in ë1 and e(4)2 , respectively. Thus, there are no zero dynamics and the system is
minimum phase since the order of (4) is six. Further, we can see that the order of the reference
model should be eight so that the inputs (19) do not include the derivatives of the reference
inputs uM.
Since the controller requires the angular velocity signals ε̇, θ̇ and φ̇, in the experiment these
signals are calculated numerically from the measured angular positions by a discretized dif-
ferentiator with the first-order filter

Hl (z) =
α

(
1 − z−1)

1 − z−1 + αTs
(24)

which is derived by substituting

s =
(1 − z−1)

Ts
(25)

into the differentiator

Gl(s) =
αs

s + α
(26)

where z−1 is a one-step delay operator, Ts is the sampling period and the design parameter α
is a positive constant. Hence, for example, we have

ε̇(k) ≈ 1
αTs + 1

[ε̇ (k − 1) + α {ε (k)− ε (k − 1)}]

ε̈(k) ≈ 1
αTs + 1

[ε̈ (k − 1) + α {ε̇ (k)− ε (k − 1)}]

θ̇(k) ≈ 1
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[
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φ̇(k) ≈ 1
αTs + 1

[φ̇ (k − 1) + α {φ (k)− φ (k − 1)}]

φ̈(k) ≈ 1
αTs + 1

[φ̈ (k − 1) + α {φ̇ (k)− φ (k − 1)}]

3.2 Experimental studies
The control algorithm described above was applied to the experimental system shown in
Section 2. The nominal values of the physical constants are as follows: Jε=0.86 [kg·m2],
Jθ=0.044 [kg·m2], Jφ=0.82 [kg·m2], La=0.62 [m], Lc=0.44 [m], Ld=0.05 [m], Le=0.02 [m],
Lh=0.177 [m], Mf =0.69 [kg], Mb=0.69 [kg], Mc=1.67 [kg], Km=0.5 [N/V], g=9.81
[m/s2], ηε=0.001 [kg·m2/s], ηθ=0.001 [kg·m2/s], ηφ=0.005 [kg·m2/s].
The design parameters are given as follows: The sampling period of the inputs and the out-
puts is set as Ts = 2 [ms]. The inputs uM1 and uM2 of the reference model are given by

uM1 =

{
0.3, 45k − 30 ≤ t < 45k − 7.5
−0.1, 45k − 7.5 ≤ t < 45k + 15

uM2 =




0, 0 ≤ t < 7.5
0.4, 45k − 37.5 ≤ t < 45k − 22.5
−0.4, 45k − 22.5 ≤ t < 45k

(27)

k = 0, 1, 2, · · ·

All the eigenvalues of the matrices K1 and K2 are −1, and the characteristic roots of the error
equations (22) and (23) are specified as (−2.0, −3.0) and (−2.0, −2.2, −2.4, −2.6), respec-
tively. The origin of the elevation angle ε is set as a nearly horizontal level, so the initial angle
is ε = −0.336 when the voltages of two motors are zero, i.e., Vf = Vb = 0.
The outputs of the experimental results are shown in Figs. 3 and 4. The tracking is incomplete
since there are parameter uncertainties in the model dynamics.

Fig. 3. Time evolution of angle ε (—) and reference output εM (· · · ).



Mechatronic Systems, Simulation, Modelling and Control156

Fig. 4. Time evolution of angle φ (—) and reference output φM (· · · ).

4. Parameter Identification Based on the Differential Equations

4.1 Parameter identification algorithm
It is difficult to obtain the desired control performance by applying the algorithm in the previ-
ous section directly to the experimental system, since there are parameter uncertainties in the
model dynamics. However, it is straightforward to see that the system dynamics (4) are linear
with respect to unknown parameters, even though the equations are nonlinear. It is therefore
possible to introduce a parameter identification scheme in the feedback control loop. In the
present study, the parameter identification scheme is designed in discrete-time form using
measured discrete-time signals. Hence, the estimated parameters are calculated recursively at
every instant kT, where T is the updating period of the parameters and k is a nonnegative in-
teger. Henceforth we omit T for simplicity. Then, the dynamics of the model helicopter given
by equation (4) can be re-expressed as

w1(k) ≡ ε̈(k)
= ζT

1 v1(k) (28)

w2(k) ≡ θ̈(k)
= ζT

2 v2(k) (29)

w3(k) ≡ φ̈(k)

= ζT
3 v3(k) (30)

where

ζ1 = [p1, p2, p3, p4]
T

ζ2 = [p5, p6, p7, p8]
T

ζ3 = [p9, p10]
T

v1(k) = [v11(k), v12(k), v13(k), v14(k)]
T

v2(k) = [v21(k), v22(k), v23(k), v24(k)]
T

v3(k) = [v31(k), v32(k)]
T

v11(k) = cos ε(k), v12(k) = sin ε(k)
v13(k) = ε̇(k), v14(k) = up1 cos θ(k)
v21(k) = cos θ(k), v22(k) = sin θ(k)
v23(k) = θ̇(k), v24(k) = up2(k)
v31(k) = φ̇(k), v32(k) = up1 sin θ(k)

Defining the estimated parameter vectors corresponding to the vectors ζ1, ζ2, ζ3 as ζ̂1(k),
ζ̂2(k), ζ̂3(k), the estimated values of w1(k), w2(k), w3(k) are obtained as

ŵ1(k) = ζ̂
T
1 (k)v1(k) (31)

ŵ2(k) = ζ̂
T
2 (k)v2(k) (32)

ŵ3(k) = ζ̂
T
3 (k)v3(k) (33)

respectively.
Along with the angular velocities, the angular accelerations w1(k) = ε̈(k), w2(k) = θ̈(k),
w3(k) = φ̈(k) are also obtained by numerical calculation using a discretized differentiator.

The parameters are estimated using a recursive least squares algorithm as follows.

ζ̂i(k) = ζ̂i(k − 1) +
Pi(k − 1)vi(k − 1) [wi(k − 1)− ŵi(k − 1)]

λi + vT
i (k − 1)Pi(k − 1)vi(k − 1)

(34)

P−1
i (k) = λiP−1

i (k − 1) + vi(k − 1)vT
i (k − 1)

P−1
i (0) > 0 , 0 < λi ≤ 1, i = 1, 2, 3

Then, the tracking of the two outputs is achieved under the persistent excitation of the signals
vi, i = 1, 2, 3.

4.2 Experimental studies
The estimation and control algorithm described above was applied to the experimental system
shown in Section 2.
The design parameters are given as follows: The sampling period of the inputs and the out-
puts is set as Ts = 2 [ms] and the updating period of the parameters, T, takes the same value,
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Fig. 4. Time evolution of angle φ (—) and reference output φM (· · · ).

4. Parameter Identification Based on the Differential Equations

4.1 Parameter identification algorithm
It is difficult to obtain the desired control performance by applying the algorithm in the previ-
ous section directly to the experimental system, since there are parameter uncertainties in the
model dynamics. However, it is straightforward to see that the system dynamics (4) are linear
with respect to unknown parameters, even though the equations are nonlinear. It is therefore
possible to introduce a parameter identification scheme in the feedback control loop. In the
present study, the parameter identification scheme is designed in discrete-time form using
measured discrete-time signals. Hence, the estimated parameters are calculated recursively at
every instant kT, where T is the updating period of the parameters and k is a nonnegative in-
teger. Henceforth we omit T for simplicity. Then, the dynamics of the model helicopter given
by equation (4) can be re-expressed as

w1(k) ≡ ε̈(k)
= ζT

1 v1(k) (28)

w2(k) ≡ θ̈(k)
= ζT

2 v2(k) (29)

w3(k) ≡ φ̈(k)

= ζT
3 v3(k) (30)

where

ζ1 = [p1, p2, p3, p4]
T

ζ2 = [p5, p6, p7, p8]
T

ζ3 = [p9, p10]
T

v1(k) = [v11(k), v12(k), v13(k), v14(k)]
T

v2(k) = [v21(k), v22(k), v23(k), v24(k)]
T

v3(k) = [v31(k), v32(k)]
T

v11(k) = cos ε(k), v12(k) = sin ε(k)
v13(k) = ε̇(k), v14(k) = up1 cos θ(k)
v21(k) = cos θ(k), v22(k) = sin θ(k)
v23(k) = θ̇(k), v24(k) = up2(k)
v31(k) = φ̇(k), v32(k) = up1 sin θ(k)

Defining the estimated parameter vectors corresponding to the vectors ζ1, ζ2, ζ3 as ζ̂1(k),
ζ̂2(k), ζ̂3(k), the estimated values of w1(k), w2(k), w3(k) are obtained as

ŵ1(k) = ζ̂
T
1 (k)v1(k) (31)

ŵ2(k) = ζ̂
T
2 (k)v2(k) (32)

ŵ3(k) = ζ̂
T
3 (k)v3(k) (33)

respectively.
Along with the angular velocities, the angular accelerations w1(k) = ε̈(k), w2(k) = θ̈(k),
w3(k) = φ̈(k) are also obtained by numerical calculation using a discretized differentiator.

The parameters are estimated using a recursive least squares algorithm as follows.

ζ̂i(k) = ζ̂i(k − 1) +
Pi(k − 1)vi(k − 1) [wi(k − 1)− ŵi(k − 1)]

λi + vT
i (k − 1)Pi(k − 1)vi(k − 1)

(34)

P−1
i (k) = λiP−1

i (k − 1) + vi(k − 1)vT
i (k − 1)

P−1
i (0) > 0 , 0 < λi ≤ 1, i = 1, 2, 3

Then, the tracking of the two outputs is achieved under the persistent excitation of the signals
vi, i = 1, 2, 3.

4.2 Experimental studies
The estimation and control algorithm described above was applied to the experimental system
shown in Section 2.
The design parameters are given as follows: The sampling period of the inputs and the out-
puts is set as Ts = 2 [ms] and the updating period of the parameters, T, takes the same value,
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T = 2 [ms]. Further, the filter parameter, α, for the estimation of velocities and accelerations is
α = 100. The variation ranges of the identified parameters are restricted as

−1.8 ≤ p̂1 ≤ −0.8, −2.2 ≤ p̂2 ≤ −1.2

−0.3 ≤ p̂3 ≤ 0.0, 0.1 ≤ p̂4 ≤ 0.6

−0.5 ≤ p̂5 ≤ 0.5, −7.0 ≤ p̂6 ≤ −5.2 (35)

−0.6 ≤ p̂7 ≤ 0.0, 1.5 ≤ p̂8 ≤ 2.2

−0.5 ≤ p̂9 ≤ 0.0, −0.5 ≤ p̂10 ≤ −0.1

The design parameters of the identification algorithm are fixed at the values λ1 = 0.999, λ2 =
0.9999, λ3 = 0.999 and P1

−1(0) = P2
−1(0) = 104 I4, P3

−1(0) = 104 I2. The other design
parameters are the same as those of the previous section. The values of the design parameters
above are chosen by mainly trial and error. The selection of the sampling period is most
important. The achievable minimum sampling period is 2 [ms] due to the calculation ability
of the computer. The longer it is, the worse the tracking control performance is.
The outputs of the experimental results are shown in Figs. 5 and 6. The tracking is incomplete
because the neither of the output errors of ε or φ converge. Figures 7, 8 and 9 display the
estimated parameters. All of the estimated parameters move to the limiting values of the
variation range.

Fig. 5. Time evolution of angle ε (—) and reference output εM (· · · ).

Fig. 6. Time evolution of angle φ (—) and reference output φM (· · · ).

Fig. 7. Time evolution of the estimated parameters p̂1 and p̂2. The dotted lines represent the limited
values of variation.
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T = 2 [ms]. Further, the filter parameter, α, for the estimation of velocities and accelerations is
α = 100. The variation ranges of the identified parameters are restricted as

−1.8 ≤ p̂1 ≤ −0.8, −2.2 ≤ p̂2 ≤ −1.2

−0.3 ≤ p̂3 ≤ 0.0, 0.1 ≤ p̂4 ≤ 0.6

−0.5 ≤ p̂5 ≤ 0.5, −7.0 ≤ p̂6 ≤ −5.2 (35)

−0.6 ≤ p̂7 ≤ 0.0, 1.5 ≤ p̂8 ≤ 2.2

−0.5 ≤ p̂9 ≤ 0.0, −0.5 ≤ p̂10 ≤ −0.1

The design parameters of the identification algorithm are fixed at the values λ1 = 0.999, λ2 =
0.9999, λ3 = 0.999 and P1

−1(0) = P2
−1(0) = 104 I4, P3

−1(0) = 104 I2. The other design
parameters are the same as those of the previous section. The values of the design parameters
above are chosen by mainly trial and error. The selection of the sampling period is most
important. The achievable minimum sampling period is 2 [ms] due to the calculation ability
of the computer. The longer it is, the worse the tracking control performance is.
The outputs of the experimental results are shown in Figs. 5 and 6. The tracking is incomplete
because the neither of the output errors of ε or φ converge. Figures 7, 8 and 9 display the
estimated parameters. All of the estimated parameters move to the limiting values of the
variation range.

Fig. 5. Time evolution of angle ε (—) and reference output εM (· · · ).

Fig. 6. Time evolution of angle φ (—) and reference output φM (· · · ).

Fig. 7. Time evolution of the estimated parameters p̂1 and p̂2. The dotted lines represent the limited
values of variation.
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Fig. 8. Time evolution of the estimated parameters from p̂3 to p̂10. The dotted lines represent the limited
values of variation.

5. Parameter Identification Based on the Integral Form of the Model Equations

5.1 The model equations without model uncertainties and external disturbances
5.1.1 Parameter identification algorithm
The main reason why the experimental results exhibit the poor tracking performance de-
scribed in the previous subsection 4.2 lies in the fact that the parameter identification is unsat-
isfactory due to the inaccuracy of the estimation of the velocity and the acceleration signals.
To overcome this problem, a parameter estimation scheme is designed for modified dynamics
equations obtained by applying integral operators to the differential equations expressing the
system dynamics (28)-(30) in this subsection. Neither velocities nor accelerations appear in
these modified equations. Define z1(k) by the following double integral

z1 (k) ≡
∫ kT

kT−nT

∫ τ

τ−nT
ε̈(σ)dσdτ (36)

Then, the direct calculation of the right-hand side of equation (36) leads to

∫ kT

kT−nT

∫ τ

τ−nT
ε̈(σ)dσdτ =

∫ kT

kT−nT
(ε̇(τ)− ε̇(τ − nT)) dτ

= ε (kT)− 2ε (kT − nT) + ε (kT − 2nT) (37)

Next, discretizing the double integral of the right-hand side of equation (28) yields

p1

∫ kT

kT−nT

∫ τ

τ−nT
cos ε(σ)dσdτ + · · ·+ p3

∫ kT

kT−nT
{ε(τ)− ε(τ − nT)} dτ + · · ·

≈ p1T2
k

∑
l=k−(n−1)

l

∑
i=l−(n−1)

cos ε(i) + · · ·+ p3T
k

∑
l=k−(n−1)

{ε(l)− ε(l − (n − 1))}+ · · ·(38)

As a result, the integral form of the dynamics is obtained as

zi(k) = ζT
i v̄i(k), i = 1, 2, 3 (39)
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Fig. 8. Time evolution of the estimated parameters from p̂3 to p̂10. The dotted lines represent the limited
values of variation.

5. Parameter Identification Based on the Integral Form of the Model Equations

5.1 The model equations without model uncertainties and external disturbances
5.1.1 Parameter identification algorithm
The main reason why the experimental results exhibit the poor tracking performance de-
scribed in the previous subsection 4.2 lies in the fact that the parameter identification is unsat-
isfactory due to the inaccuracy of the estimation of the velocity and the acceleration signals.
To overcome this problem, a parameter estimation scheme is designed for modified dynamics
equations obtained by applying integral operators to the differential equations expressing the
system dynamics (28)-(30) in this subsection. Neither velocities nor accelerations appear in
these modified equations. Define z1(k) by the following double integral

z1 (k) ≡
∫ kT

kT−nT

∫ τ

τ−nT
ε̈(σ)dσdτ (36)

Then, the direct calculation of the right-hand side of equation (36) leads to

∫ kT

kT−nT

∫ τ

τ−nT
ε̈(σ)dσdτ =

∫ kT

kT−nT
(ε̇(τ)− ε̇(τ − nT)) dτ

= ε (kT)− 2ε (kT − nT) + ε (kT − 2nT) (37)

Next, discretizing the double integral of the right-hand side of equation (28) yields

p1

∫ kT

kT−nT

∫ τ

τ−nT
cos ε(σ)dσdτ + · · ·+ p3

∫ kT

kT−nT
{ε(τ)− ε(τ − nT)} dτ + · · ·

≈ p1T2
k

∑
l=k−(n−1)

l

∑
i=l−(n−1)

cos ε(i) + · · ·+ p3T
k

∑
l=k−(n−1)

{ε(l)− ε(l − (n − 1))}+ · · ·(38)

As a result, the integral form of the dynamics is obtained as

zi(k) = ζT
i v̄i(k), i = 1, 2, 3 (39)
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where

z1 (k) ≡ ε (k)− 2ε (k − n) + ε (k − 2n) (40)

z2 (k) ≡ θ (k)− 2θ (k − n) + θ (k − 2n) (41)

z3 (k) ≡ φ (k)− 2φ (k − n) + φ (k − 2n) (42)

v̄1(k) = [v̄11(k), v̄12(k), v̄13(k), v̄14(k)]
T

v̄2(k) = [v̄21(k), v̄22(k), v̄23(k), v̄24(k)]
T

v̄3(k) = [v̄31(k), v̄32(k)]
T

v̄ij(k) = T
k

∑
l=k−(n−1)

ṽij (l), for (i, j) = {(1, 3), (2, 3), (3, 1)}

v̄ij(k) = T2
k

∑
l=k−(n−1),

l

∑
m=l−(n−1)

vij (m), for other (i, j)

ṽ13(l) ≡ ε (l)− ε (l − (n − 1))

ṽ23(l) ≡ θ (l)− θ (l − (n − 1))

ṽ31(l) ≡ φ (l)− φ (l − (n − 1))

Hence, the estimate model for (39) is given by

ẑi(k) = ζ̂
T
i (k)v̄i(k), i = 1, 2, 3 (43)

and the system parameters ζ̂i(k) can be identified from expression (43) without use of the
velocities or accelerations of ε, θ and φ.
Finally, the following recursive least squares algorithm is applied to the estimate model (43).

ζ̂i(k) = ζ̂i(k − 1) +
Pi(k − 1)v̄i(k − 1) [zi(k − 1)− ẑi(k − 1)]

λ̄i + v̄T
i (k − 1)Pi(k − 1)v̄i(k − 1)

(44)

P−1
i (k) = λ̄iP−1

i (k − 1) + v̄i(k − 1)v̄T
i (k − 1)

P−1
i (0) > 0 , 0 < λ̄i ≤ 1, i = 1, 2, 3

Note here that the estimated velocity and acceleration signals are still used in the control input
(19).

5.1.2 Experimental studies
The design parameters for the integral form of the identification algorithm are given by n =
100, λ̄1 = λ̄2 = λ̄3 = 0.9999 and P1

−1(0) = P2
−1(0) = 103 I4, P3

−1(0) = 103 I2. The reference
inputs uM1 and uM2 are given by

uM1 =

{
0.3, 45k − 30 ≤ t < 45k − 7.5
−0.1, 45k − 7.5 ≤ t < 45k + 15

uM2 =




0, 0 ≤ t < 7.5
−0.8, 45k − 37.5 ≤ t < 45k − 22.5
0.8, 45k − 22.5 ≤ t < 45k

(45)

k = 0, 1, 2, · · ·

The other parameters are the same as those of the previous section.
The outputs are shown in Figs. 9 and 10. The tracking performance of both the outputs ε and
φ is improved in comparison with the previous section. However, there remains a tracking
error. The estimated parameters are plotted in Figs. 11 and 12. All of the parameters change
slowly, and the variation of the estimated parameters in Figs. 11 and 12 is smaller than that of
the corresponding value shown in Figs. 7 and 8.

Fig. 9. Time evolution of angle ε (—) and reference output εM (· · · ).

Fig. 10. Time evolution of angle φ (—) and reference output φM (· · · ).
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where

z1 (k) ≡ ε (k)− 2ε (k − n) + ε (k − 2n) (40)
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k

∑
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∑
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vij (m), for other (i, j)

ṽ13(l) ≡ ε (l)− ε (l − (n − 1))

ṽ23(l) ≡ θ (l)− θ (l − (n − 1))

ṽ31(l) ≡ φ (l)− φ (l − (n − 1))

Hence, the estimate model for (39) is given by

ẑi(k) = ζ̂
T
i (k)v̄i(k), i = 1, 2, 3 (43)

and the system parameters ζ̂i(k) can be identified from expression (43) without use of the
velocities or accelerations of ε, θ and φ.
Finally, the following recursive least squares algorithm is applied to the estimate model (43).

ζ̂i(k) = ζ̂i(k − 1) +
Pi(k − 1)v̄i(k − 1) [zi(k − 1)− ẑi(k − 1)]

λ̄i + v̄T
i (k − 1)Pi(k − 1)v̄i(k − 1)

(44)

P−1
i (k) = λ̄iP−1

i (k − 1) + v̄i(k − 1)v̄T
i (k − 1)

P−1
i (0) > 0 , 0 < λ̄i ≤ 1, i = 1, 2, 3

Note here that the estimated velocity and acceleration signals are still used in the control input
(19).

5.1.2 Experimental studies
The design parameters for the integral form of the identification algorithm are given by n =
100, λ̄1 = λ̄2 = λ̄3 = 0.9999 and P1

−1(0) = P2
−1(0) = 103 I4, P3

−1(0) = 103 I2. The reference
inputs uM1 and uM2 are given by

uM1 =

{
0.3, 45k − 30 ≤ t < 45k − 7.5
−0.1, 45k − 7.5 ≤ t < 45k + 15

uM2 =




0, 0 ≤ t < 7.5
−0.8, 45k − 37.5 ≤ t < 45k − 22.5
0.8, 45k − 22.5 ≤ t < 45k

(45)

k = 0, 1, 2, · · ·

The other parameters are the same as those of the previous section.
The outputs are shown in Figs. 9 and 10. The tracking performance of both the outputs ε and
φ is improved in comparison with the previous section. However, there remains a tracking
error. The estimated parameters are plotted in Figs. 11 and 12. All of the parameters change
slowly, and the variation of the estimated parameters in Figs. 11 and 12 is smaller than that of
the corresponding value shown in Figs. 7 and 8.

Fig. 9. Time evolution of angle ε (—) and reference output εM (· · · ).

Fig. 10. Time evolution of angle φ (—) and reference output φM (· · · ).
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M

Fig. 11. Time evolution of the estimated parameters p̂1 and p̂2. The dotted lines represent the limited
values of variation.

Fig. 12. Time evolution of the estimated parameters from p̂3 to p̂10. The dotted lines represent the limited
values of variation.

5.2 The model equations with model uncertainties and external disturbances
5.2.1 Parameter identification algorithm
Although the use of the integral form of the dynamics has improved the tracking performance
of both the outputs ε and θ, tracking errors still remain. On the basis that these errors are
caused by model uncertainties and external disturbances, for example, motor dynamics or
friction (other than viscous friction), we add the additional terms fε, fθ and fφ into equation
(4) to represent model uncertainties and external disturbances. Generally, the additional terms
should be given as, for instance,

fε(t) = ∑ ci fi(t) (46)

where ci is a constant and fi is a known function of time. For simplicity, however, here we
assume these additional terms are constant because tracking errors in the experimental results
approximately remain constant in Fig. 10. Then, the system dynamics are expressed as

w1(k) ≡ ε̈(k) = ξT
1 q1(k)

w2(k) ≡ θ̈(k) = ξT
2 q2(k) (47)

w3(k) ≡ φ̈(k) = ξT
3 q3(k) (48)



Nonlinear Adaptive Model Following Control for a 3-DOF Model Helicopter 165

M

Fig. 11. Time evolution of the estimated parameters p̂1 and p̂2. The dotted lines represent the limited
values of variation.

Fig. 12. Time evolution of the estimated parameters from p̂3 to p̂10. The dotted lines represent the limited
values of variation.

5.2 The model equations with model uncertainties and external disturbances
5.2.1 Parameter identification algorithm
Although the use of the integral form of the dynamics has improved the tracking performance
of both the outputs ε and θ, tracking errors still remain. On the basis that these errors are
caused by model uncertainties and external disturbances, for example, motor dynamics or
friction (other than viscous friction), we add the additional terms fε, fθ and fφ into equation
(4) to represent model uncertainties and external disturbances. Generally, the additional terms
should be given as, for instance,

fε(t) = ∑ ci fi(t) (46)

where ci is a constant and fi is a known function of time. For simplicity, however, here we
assume these additional terms are constant because tracking errors in the experimental results
approximately remain constant in Fig. 10. Then, the system dynamics are expressed as

w1(k) ≡ ε̈(k) = ξT
1 q1(k)

w2(k) ≡ θ̈(k) = ξT
2 q2(k) (47)

w3(k) ≡ φ̈(k) = ξT
3 q3(k) (48)
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where

ξ1 =
[
ζT

1 , p11

]T

ξ2 =
[
ζT

2 , p12

]T

ξ3 =
[
ζT

3 , p13

]T

q1(k) =
[
vT

1 (k), 1
]T

q2(k) =
[
vT

2 (k), 1
]T

q3(k) =
[
vT

3 (k), 1
]T

p11 = fε/Jε

p12 = fθ/Jθ

p13 = fφ/Jφ

It is worth noting that all the parameters pi (i = 1, . . . , 13) of the equations are constant. Then,
the integral form of the dynamics is obtained as well as the previous subsection as

zi(k) = ξT
i q̄i(k), i = 1, 2, 3 (49)

where

q̄1(k) =
[
v̄T

1 (k), q̄15(k)
]T

q̄2(k) =
[
v̄T

2 (k), q̄25(k)
]T

q̄3(k) =
[
v̄T

3 (k), q̄33(k)
]T

q̄15(k) = T2
k

∑
l=k−(n−1)

l

∑
i=l−(n−1)

1

= T2(n − 1)2

q̄25(k) = T2(n − 1)2

q̄33(k) = T2(n − 1)2

Hence, defining the estimated parameter vectors corresponding to the vectors ξ1, ξ2, ξ3 as
ξ̂1(k), ξ̂2(k), ξ̂3(k), the estimate model for expression (49) is given by

ẑi(k) = ξ̂
T
i (k)q̄i(k), i = 1, 2, 3 (50)

and the system parameters ξ̂i(k) can be identified by the following recursive least squares
algorithm.

ξ̂i(k) = ξ̂i(k − 1) +
Pi(k − 1)q̄i(k − 1) [zi(k − 1)− ẑi(k − 1)]

λ̄i + q̄T
i (k − 1)Pi(k − 1)q̄i(k − 1)

(51)

P−1
i (k) = λ̄iP−1

i (k − 1) + q̄i(k − 1)q̄T
i (k − 1)

P−1
i (0) > 0 , 0 < λ̄i ≤ 1, i = 1, 2, 3

5.2.2 Experimental studies
The weighting factor of the least squares algorithm is given by

λ̃ = 0.9995 + 0.0005 exp
(
−5

√
e2

1 + e2
2

)

The updating period of the parameters, T, is T = 10 [ms], while other design parameters
are the same as those of the previous section. The value of T stated above led to the best
experimental result unlike the previous experimental studies.
The outputs are depicted in Figs. 13 and 14, while the estimated parameters are shown in
Figs. 15, 16 and 17. The tracking performance of both of the outputs ε and φ has been further
improved by the inclusion of the uncertainties.

Fig. 13. Time evolution of angle ε (—) and reference output εM (· · · ).



Nonlinear Adaptive Model Following Control for a 3-DOF Model Helicopter 167

where

ξ1 =
[
ζT

1 , p11

]T

ξ2 =
[
ζT

2 , p12

]T

ξ3 =
[
ζT

3 , p13

]T

q1(k) =
[
vT

1 (k), 1
]T

q2(k) =
[
vT

2 (k), 1
]T

q3(k) =
[
vT

3 (k), 1
]T

p11 = fε/Jε

p12 = fθ/Jθ

p13 = fφ/Jφ

It is worth noting that all the parameters pi (i = 1, . . . , 13) of the equations are constant. Then,
the integral form of the dynamics is obtained as well as the previous subsection as

zi(k) = ξT
i q̄i(k), i = 1, 2, 3 (49)

where

q̄1(k) =
[
v̄T

1 (k), q̄15(k)
]T

q̄2(k) =
[
v̄T

2 (k), q̄25(k)
]T

q̄3(k) =
[
v̄T

3 (k), q̄33(k)
]T

q̄15(k) = T2
k

∑
l=k−(n−1)

l

∑
i=l−(n−1)

1

= T2(n − 1)2

q̄25(k) = T2(n − 1)2

q̄33(k) = T2(n − 1)2

Hence, defining the estimated parameter vectors corresponding to the vectors ξ1, ξ2, ξ3 as
ξ̂1(k), ξ̂2(k), ξ̂3(k), the estimate model for expression (49) is given by
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Fig. 14. Time evolution of angle φ (—) and reference output φM (· · · ).

Fig. 15. Time evolution of the estimated parameters from p̂1 to p̂4. The dotted lines represent the limited
values of variation.
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Fig. 14. Time evolution of angle φ (—) and reference output φM (· · · ).

Fig. 15. Time evolution of the estimated parameters from p̂1 to p̂4. The dotted lines represent the limited
values of variation.
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Fig. 16. Time evolution of the estimated parameters from p̂5 to p̂12. The dotted lines represent the limited
values of variation.

Q
Fig. 17. Time evolution of the estimated parameter p̂13. The dotted lines represent the limited values of
variation.

6. Conclusions

This paper considers the nonlinear adaptive model following control of a 3-DOF model heli-
copter. The system model here is not decouplable by static state feedback, and the nonlinear
structure algorithm is applied. When a simple model following controller is designed, it is
not easy to obtain a good control performance mainly due to the parameter uncertainties.
Then, two parameter identification schemes are discussed: The first scheme is based on the
differential equation model. This scheme is unable to obtain a good tracking control perfor-
mance because of the inaccuracy of the estimated velocity and acceleration signals. The sec-
ond scheme is designed for a dynamics model derived by applying integral operators to the
differential equations expressing the system dynamics. Hence, this identification algorithm
requires neither velocity nor acceleration signals. The experimental results show that the sec-
ond method yields a better tracking result, although tracking errors still remain. Finally, we
introduce additional terms into the equations of motion to express model uncertainties and
external disturbances. With reference to experimental results, this modification is shown to
further improve the tracking control performance.
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1. Introduction     
 

Control of a helicopter model is a problem of both theoretical and practical interest.  
With the proliferation of autonomous unmanned aerial vehicles (UAVs) (Castillo et al., 2005; 
Valavanis, 2007) autopilot modes have become very important. Dynamic properties of  
a controlled helicopter depend on both its structure and aerodynamic qualities as well as on 
the control law applied. The problem of output regulation has received much attention and 
especially during the last decade, its nonlinear version has been intensively developed 
(Isidori & Byrnes, 1990), (Slotine & Li, 1991). The well known approach to decoupling 
problem solution based on the Non-linear Inverse Dynamics (NID) method (Balas et al., 
1995) may be used if the parameters of the plant model and external disturbances are exactly 
known. Usually, incomplete information about systems in real practical tasks takes place.  
In this case adaptive control methods (Astrom & Wittenmark, 1994) or control systems with 
sliding mode (Utkin, 1992) may be used for solving this control problem. A crucial feature of 
the sliding mode techniques is that in the sliding phase the motion of the system is 
insensitive to parameter variation and disturbances in the system. A way of the algorithmic 
solution of this problem under condition of incomplete information about varying 
parameters of the plant and unknown external disturbances is the application of the 
Localization Method (LM) (Vostrikov & Yurkevich, 1993), which allows to provide the 
desired transients for nonlinear time-varying systems. A development of LM is applied in 
the present paper, and proposed in (Błachuta et al., 1999; Czyba & Błachuta, 2003; 
Yurkevich, 2004), method which based on two ideas. The first – the use of high gain in 
feedback to suppress the disturbances and varying parameters; the second – the use of 
higher order output derivatives in the feedback loop. The high gain and ”dynamics” of the 
controller are separated by means of the summing junction with set point signal placed 
between them. This structure is the implementation of the model reference control with the 
reference model transfer function which is equal to the inverse of the controller ”dynamics”. 
It becomes that the proposed structure and method is insensitive to plant parameters 
changes and external disturbances, and works well both lineal, nonlinear, stationary and 
nonstationary objects. In the present paper, the proposed method is applied to control of the 
helicopter model, which is treated as a multivariable system. 

10
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In general, the goal of the design of a helicopter model control system is to provide 
decoupling, i.e. each output should be independently controlled by a single input, and to 
provide desired output transients under assumption of incomplete information about 
varying parameters of the plant and unknown external disturbances. In addition, we require 
that transient processes have desired dynamic properties and are mutually independent. 
The paper is part of a continuing effort of analytical and experimental studies on aircraft 
control (Czyba & Błachuta, 2003), and BLDC motor control (Szafrański & Czyba, 2008). The 
main aim of this research effort is to examine the effectiveness of a designed control system 
for real physical plant  laboratory model of the helicopter. The paper is organized as 
follows. First, a mathematical description of the helicopter model is introduced. Section 3 
includes a background of the discussed method and the method itself are summarized. The 
next section contains the design of the controller, and finally the results of experiments are 
shown. The conclusions are briefly discussed in the last section. 

 
2. Helicopter model 
 

The CE150 helicopter model was designed by Humusoft for the theoretical study and 
practical investigation of basic and advanced control engineering principles. The helicopter 
model (Fig.1) consists of a body, carrying two propellers driven by DC motors, and massive 
support. The body has two degrees of freedom. The axes of the body rotation are 
perpendicular as well as the axes of the motors. Both body position angles, i.e. azimuth 
angle in horizontal and elevation angle in vertical plane are influenced by the rotating 
propellers simultaneously. The DC motors for driving propellers are controlled 
proportionally to the output signals of the computer. The helicopter model is a multivariable 
dynamical system with two manipulated inputs and two measured outputs. The system is 
essentially nonlinear, naturally unstable with significant crosscouplings. 
 

              
Fig. 1.  CE150 Helicopter model (Horacek, 1993) 
 
In this section a mathematical model by considering the force balances is presented 
(Horacek, 1993). Assuming that the helicopter model is a rigid body with two degrees of  
freedom, the following output and control vectors are adopted: 

 

 , TY    (1) 

 1 2, Tu u u  (2) 
 
where:  - elevation angle (pitch angle);  - azimuth angle (yaw angle); 1u - voltage of main 
motor; 2u - voltage of tail motor. 

 
2.1 Elevation dynamics 
Let us consider the forces in the vertical plane acting on the vertical helicopter body, whose 
dynamics are given by the following nonlinear equation: 
 

 
 1

2
1 1f m GI 

           (3) 

with                                          
1

2
1 1k   (4) 

 
  1

211 sin 2
2

ml

    (5) 

   1 1
1f C sign B      (6) 

sinm mgl   (7) 
 1

1 cosG GK     (8) 
 

where: 
I  -  moment of inertia around horizontal axis 

1  - elevation driving torque 

 1
  - centrifugal torque 

1f  - friction torque (Coulomb and viscous) 

m  - gravitational torque 

G  - gyroscopic torque 

1  - angular velocity of the main propeller 
m  - mass 
g  - gravity 
l  - distance from z-axis to main rotor 

1
k  - constant for the main rotor 

GK  - gyroscopic coefficient 
B  - viscous friction coefficient (around y-axis) 
C  - Coulomb friction coefficient (around y-axis) 
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2.2 Azimuth dynamics 
Let us consider the forces in the horizontal plane, taking into account the main forces acting 
on the helicopter body in the direction of   angle, whose dynamics are given by the 
following nonlinear equation: 
 

 2
2 2f rI       (9) 

with                                                     sinI I    (10) 

2

2
2 2k   (11) 

   1 1
2f C sign B      (12) 

 
where: 

I  -  moment of inertia around vertical axis 

2  - stabilizing motor driving torque 

2f  - friction torque (Coulomb and viscous) 

r  - main rotor reaction torque 

2
k  - constant for the tail rotor 

2  - angular velocity of the tail rotor 
B  - viscous friction coefficient (around z-axis) 
C  - Coulomb friction coefficient (around z-axis) 

 
2.3 DC motor and propeller dynamics modeling 
The propulsion system consists two independently working DC electrical engines. The 
model of a DC motor dynamics is achieved based on the following assumptions: 
Assumption1: The armature inductance is very low. 
Assumption2: Coulomb friction and resistive torque generated by rotating propeller in the air 

are significant. 
Assumption3: The resistive torque generated by rotating propeller depends on  in low and 

2 in high rpm. 
 
Taking this into account, the equations are following: 
 

 1
j j j cj j j pjI B         (13) 

with                                                          j ij jK i   (14) 

 1
j j bj j

j
i u K

R
   (15) 

 cj j jC sign   (16) 

 

2
pj pj j pj jB D     (17) 

where: 
1, 2j   - motor number (1- main, 2- tail) 

jI  - rotor and propeller moment of inertia 

j  - motor torque 

cj  - Coulomb friction load torque 

pj  - air resistance load torque 

jB  - viscous-friction coefficient 

ijK  - torque constant 

ji  - armature current 

jR  - armature resistance 

ju  - control input voltage 

bjK  - back-emf constant 

jC  - Coulomb friction coefficient 

pjB  - air resistance coefficient (laminar flow) 

pjD  - air resistance coefficient (turbulent flow) 
 

Block diagram of nonlinear dynamics of a complete system is to be assembled from the 
above derivations and the result is in Fig.2. 

 
Fig. 2.  Block diagram of a complete system dynamics 
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above derivations and the result is in Fig.2. 

 
Fig. 2.  Block diagram of a complete system dynamics 
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3. Control scheme 
 

Let us consider a nonlinear time-varying system in the following form: 
 

        1 , ,x t h x t u t t ,       00x x  (18) 

    ,y t g t x t  (19) 
 

where  tx  is n–dimensional state vector,  ty  is p–dimensional output vector and  tu  is  

p-dimensional control vector. The elements of the   ,f t x t ,   ,B t x t  and   ,g t x t  are 

differentiable functions. 
 
Each output  iy t  can be differentiated im  times until the control input appears. Which 
results in the following equation: 
 

           , ,my t f t x t B t x t u t   (20) 

 

where:     1 2 ( )( ) ( )
1 2, ,..., pmm m m

py t y y y    , 

   max, ,        1,  2,.....,i if t x f i p  , 

    det , 0B t x t  . 

The value im  is a relative order of the system (18), (19) with respect to the output  iy t  (or 

so called the order of  a relative higher derivative). In this case the value ( )im
iy  depends 

explicitly on the input  u t . 
 

The significant feature of the approach discussed here is that the control problem is stated as 
a problem of determining the root of an equation by introducing reference differential 
equation whose structure is in accordance with the structure of the plant model equations. 
So the control problem can be solved if behaviour of the ( )im

iy  fulfills the reference model 
which is given in the form of the following stable differential equation: 
 

        ,i
i  M i  M i  M
m

iy t F y t r t  (21) 
 

where: i MF  is called the desired dynamics of  iy t ,      11, ,..., i
Tm

i  M i  M i  M My t y y y     ,  ir t  

is the reference value and the condition i iy r  takes place for an equilibrium point. 
 
Denote the tracking error as follows: 
 

     t r t y t   . (22) 

 

The task of a control system is stated so as to provide that 
 

  0
t

t

  . (23) 

 
Moreover, transients  iy t  should have the desired behavior defined in (21) which does not 
depend either on the external disturbances or on the possibly varying parameters of system 
in equations (18), (19). Let us denote 
 

        , mF
MF y t r t y t    (24) 

 

where: F  is the error of the desired dynamics realization, 1 2  , ,...,
T

M M M p MF F F F     is 

a vector of desired dynamics. 
 
As a result of (20), (21), (24) the desired behaviour of  iy t  will be provided if the following 
condition is fulfilled: 
 

        , , , , 0F x t y t r t u t t  . (25) 
 
So the control action  tu  which provides the control problem solution is the root of 
equation (25). Above expression is the insensitivity condition of the output transient 
performance indices with respect to disturbances and varying parameters of the system in 
(18), (19). 
 
The solution of the control problem (25) bases on the application of the higher order output 
derivatives jointly with high gain in the controller. The control law in the form of a stable 
differential equation is constructed such that its stable equilibrium is the solution of 
equation (25). Such equation can be presented in the following form (Yurkevich, 2004) 
 

   

 

1

,
0

,00

i
ii

q
q jq j F

i i i i j i i
j

i i

d k   

 




  




 (26) 

 

where: 
 1,...,i p , 

      1 1, ,..., i
Tq

i i i it        - new output of the controller, 

 i  - small positive parameter i > 0, 
 k - gain, 
 ,0 , 1,...,

ii i qd d   - diagonal matrices. 
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where: 
 1,...,i p , 

      1 1, ,..., i
Tq

i i i it        - new output of the controller, 

 i  - small positive parameter i > 0, 
 k - gain, 
 ,0 , 1,...,

ii i qd d   - diagonal matrices. 



Mechatronic Systems, Simulation, Modelling and Control180

 

To decoupling of control channel during the fast motions let us use the following output 
controller equation: 
 

   0 1u t K K t  (27) 
 

where: 

  1 1 2, ,..., pK diag k k k  is a matrix of gains, 

 0K  is a nonsingular matching matrix (such that 0BK  is positive definite). 
 
Let us assume that there is a sufficient time-scale separation, represented by a small 
parameter i , between the fast and slow modes in the closed loop system. Methods of 
singularly perturbed equations can then be used to analyze the closed loop system and, as  
a result, slow and fast motion subsystems can be analyzed separately. The fast motions refer 
to the processes in the controller, whereas the slow motions refer to the controlled object. 
 
Remark 1: It is assumed that the relative order of the system (18), (19), determined in (20), 
and reference model (21) is the same im . 
Remark 2: Assuming that i iq m  (where 1,2,...,i p ), then the control law (26) is proper 
and it can be realized without any differentiation. 
Remark 3: The asymptotically stability and desired transients of  i t  are provided by 

choosing ,0 ,1 , 1, , , ,...,
ii i i i qk d d d  . 

Remark 4: Assuming that ,0 0id   in equation (26), then the controller includes the 
integration and it provides that the closed-loop system is type I with respect to reference 
signal. 
Remark 5: If the order of reference model (21) is 1im  , such that the relative order of the 
open loop system is equal one, then we obtain sliding mode control. 

 
4. Helicopter controller design 
 

The helicopter model described by equations (1)(17), will be used to design the control 
system that achieves the tracking of a reference signal. The control task is stated as  
a tracking problem for the following variables: 
 

   0lim 0
t

t t 


     (28) 

   0lim 0
t

t t 


     (29) 

 
where    0 0,t  t   are the desired values of the considered variables. 
In addition, we require that transient processes have desired dynamic properties, are 
mutually independent and are independent of helicopter parameters and disturbances. 

 

The inverse dynamics of (18), (19) are constructed by differentiating the individual elements 
of y  sufficient number of times until a term containing u  appears in (20). From equations 
of helicopter motion (3)(17) it follows that: 
 

 
  1

1
1 13

1 1
1 1

2 cosi GK k K
f u

I R I




  



   (30) 

    22 23 1 1 1
2 1 2

1 1 2 2

2
sin sin

ii b K kK K B
f u u

I R I I R I


 




 


    (31) 

 
Following (20), the above relationship becomes: 
 

 

 

3
1 1

3 2 2

f u
B

f u




                 
 (32) 

 
where values of 1, 2f  f  are bounded, and the matrix B  is given in the following form 
 

11

21 22

0b
B

b b
 

  
 

. (33) 

 

In normal flight conditions we have    det , 0B t x t  . This is a sufficient condition for 

the existence of an inverse system model to (18), (19). 
 
Let us assume that the desired dynamics are determined by a set of mutually independent 
differential equations: 
 

3 (3) 2 (2) 2 (1)
03 3                   (34) 

3 (3) 2 (2) 2 (1)
03 3                   (35) 

 
Parameters i  and i  ( ,i   ) have very well known physical meaning and their 
particular values have to be specified by the designer. 
 
The output controller equation from (27) is as follows: 
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where  1 ,K diag k k   and assume that   1
0K B   because matrix 0BK  must be positive 

definite. Moreover IBK 0  assures decoupling of fast mode channels, which makes 
controller’s tuning simpler. 
 
The dynamic part of the control law from (26) has the following form: 
 

     

      
3 2 13 2

,2 ,1 ,0

3 2 13 2 2
0

3 3

3 3

d d d

                    k

         

    

      

         

   

     
 (37) 

     

      
3 2 13 2

,2 ,1 ,0

3 2 13 2 2
0

3 3

3 3

d d d

                    k

         

    

      

         

   

     
 (38) 

 
The entire closed loop system is presented in Fig.3. 

 

 
Fig. 3.  Closed-loop system 

 
5. Results of control experiments 
 

In this section, we present the results of experiment which was conducted on the helicopter 
model HUMUSOFT CE150, to evaluate the performance of a designed control system.  
As the user communicates with the system via Matlab Real Time Toolbox interface, all 
input/output signals are scaled into the interval <-1,+1>, where value ”1” is called Machine 
Unit and such a signal has no physical dimension. This will be referred in the following text 
as MU. 
The presented maneuver (experiment 1) consisted in transition with predefined dynamics 
from one steady-state angular position to another. Hereby, the control system accomplished 
a tracking task of reference signal. The second experiment was chosen to expose  
a robustness of the controller under transient and steady-state  conditions. During the 
experiment, the entire control system was subjected to external disturbances in the form of  
a wind gust. Practically this perturbation was realized mechanically by pushing the 
helicopter body in required direction with suitable force. The helicopter was disturbed twice 
during the test:  1 130 ,t s  2 170 t s . 

 

5.1 Experiment 1 − tracking of a reference trajectory 

 
Fig. 4.  Time history of pitch angle   
 

 

Fig. 5.  Time history of yaw angle   
 

 

Fig. 6.  Time history of main motor voltage 1u  

 
Fig. 7.  Time history of tail motor voltage 2u  
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As the user communicates with the system via Matlab Real Time Toolbox interface, all 
input/output signals are scaled into the interval <-1,+1>, where value ”1” is called Machine 
Unit and such a signal has no physical dimension. This will be referred in the following text 
as MU. 
The presented maneuver (experiment 1) consisted in transition with predefined dynamics 
from one steady-state angular position to another. Hereby, the control system accomplished 
a tracking task of reference signal. The second experiment was chosen to expose  
a robustness of the controller under transient and steady-state  conditions. During the 
experiment, the entire control system was subjected to external disturbances in the form of  
a wind gust. Practically this perturbation was realized mechanically by pushing the 
helicopter body in required direction with suitable force. The helicopter was disturbed twice 
during the test:  1 130 ,t s  2 170 t s . 

 

5.1 Experiment 1 − tracking of a reference trajectory 

 
Fig. 4.  Time history of pitch angle   
 

 

Fig. 5.  Time history of yaw angle   
 

 

Fig. 6.  Time history of main motor voltage 1u  

 
Fig. 7.  Time history of tail motor voltage 2u  
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5.2 Experiment 2 − influence of a wind gust in vertical plane 

 
Fig. 8.  Time history of pitch angle   

 
Fig. 9.  Time history of yaw angle   

 
Fig. 10.  Time history of main motor voltage 1u  

 
Fig. 11.  Time history of tail motor voltage 2u  
 

 

6. Conclusion 
 

The applied method allows to create the expected outputs for multi-input multi-output 
nonlinear time-varying physical object, like an exemplary laboratory model of helicopter, 
and provides independent desired dynamics in control channels. The peculiarity of the 
propose approach is the application of the higher order derivatives jointly with high gain in 
the control law. This approach and structure of the control system is the implementation of 
the model reference control. The resulting controller is a combination of a low-order linear 
dynamical system and a matrix whose entries depend non-linearly on some known process 
variables. It becomes that the proposed structure and method is insensitive to external 
disturbances and also plant parameter changes, and hereby possess a robustness aspects. 
The results suggest that the approach we were concerned with can be applied in some 
region of automation, for example in power electronics. 
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1. Introduction     
 

The traditional spacecraft system is a monolithic structure with a single mission focused 
design and lengthy production and qualification schedules coupled with enormous cost. 
Additionally, there rarely, if ever, is any designed preventive maintenance plan or re-fueling 
capability. There has been much research in recent years into alternative options. One 
alternative option involves autonomous on-orbit servicing of current or future monolithic 
spacecraft systems. The U.S. Department of Defense (DoD) embarked on a highly successful 
venture to prove out such a concept with the Defense Advanced Research Projects Agency’s 
(DARPA’s) Orbital Express program. Orbital Express demonstrated all of the enabling 
technologies required for autonomous on-orbit servicing to include refueling, component 
transfer, autonomous satellite grappling and berthing, rendezvous, inspection, proximity 
operations, docking and undocking, and autonomous fault recognition and anomaly 
handling (Kennedy, 2008). Another potential option involves a paradigm shift from the 
monolithic spacecraft system to one involving multiple interacting spacecraft that can 
autonomously assemble and reconfigure. Numerous benefits are associated with 
autonomous spacecraft assemblies, ranging from a removal of significant intra-modular 
reliance that provides for parallel design, fabrication, assembly and validation processes to 
the inherent smaller nature of fractionated systems which allows for each module to be 
placed into orbit separately on more affordable launch platforms (Mathieu, 2005). 
With respect specifically to the validation process, the significantly reduced dimensions and 
mass of aggregated spacecraft when compared to the traditional monolithic spacecraft allow 
for not only component but even full-scale on-the-ground Hardware-In-the-Loop (HIL) 
experimentation. Likewise, much of the HIL experimentation required for on-orbit servicing 
of traditional spacecraft systems can also be accomplished in ground-based laboratories 
(Creamer, 2007). This type of HIL experimentation complements analytical methods and 
numerical simulations by providing a low-risk, relatively low-cost and potentially high-
return method for validating the technology, navigation techniques and control approaches 
associated with spacecraft systems. Several approaches exist for the actual HIL testing in a 
laboratory environment with respect to spacecraft guidance, navigation and control. One 

11
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such method involves reproduction of the kinematics and vehicle dynamics for 3-DoF (two 
horizontal translational degrees and one rotational degree about the vertical axis) through 
the use of robotic spacecraft simulators that float via planar air bearings on a flat horizontal 
floor. This particular method is currently being employed by several research institutions 
and is the validation method of choice for our research into GNC algorithms for proximity 
operations at the Naval Postgraduate School (Machida et al., 1992; Ullman, 1993; Corrazzini 
& How, 1998; Marchesi et al., 2000; Ledebuhr et al., 2001; Nolet et al., 2005; LeMaster et al., 
2006; Romano et al., 2007). With respect to spacecraft involved in proximity operations, the 
in-plane and cross-track dynamics are decoupled, as modeled by the Hill-Clohessy-
Wiltshire (HCW) equations, thus the reduction to 3-Degree of Freedom (DoF) does not 
appear to be a critical limiter. One consideration involves the reduction of the vehicle 
dynamics to one of a double integrator. However, the orbital dynamics can be considered to 
be a disturbance that needs to be compensated for by the spacecraft navigation and control 
system during the proximity navigation and assembly phase of multiple systems. Thus the 
flat floor testbed can be used to capture many of the critical aspects of an actual autonomous 
proximity maneuver that can then be used for validation of numerical simulations. Portions 
of the here-in described testbed, combined with the first generation robotic spacecraft 
simulator of the Spacecraft Robotics Laboratory (SRL) at Naval Postgraduate School (NPS), 
have been employed to propose and experimentally validate control algorithms. The 
interested reader is referred to (Romano et al., 2007) for a full description of this robotic 
spacecraft simulator and the associated HIL experiments involving its demonstration of 
successful autonomous spacecraft approach and docking maneuvers to a collaborative 
target with a prototype docking interface of the Orbital Express program. 
Given the requirement for spacecraft aggregates to rendezvous and dock during the final 
phases of assembly and a desire to maximize the useable surface area of the spacecraft for 
power generation, sensor packages, docking mechanisms and payloads while minimizing 
thruster impingement, control of such systems using the standard control actuator 
configuration of fixed thrusters on each face coupled with momentum exchange devices can 
be challenging if not impossible. For such systems, a new and unique configuration is 
proposed which may capitalize, for instance, on the recently developed carpal robotic joint 
invented by Dr. Steven Canfield with its hemispherical vector space (Canfield, 1998). It is 
here demonstrated through Lie algebra analytical methods and experimental results that 
two vectorable in-plane thrusters in an opposing configuration can yield a minimum set of 
actuators for a controllable system. It will also be shown that by coupling the proposed set 
of vectorable thrusters with a single degree of freedom Control Moment Gyroscope, an 
additional degree of redundancy can be gained. Experimental results are included using 
SRL’s second generation reduced order (3 DoF) spacecraft simulator. A general overview of 
this spacecraft simulator is presented in this chapter (additional details on the simulators 
can be found in: Hall, 2006; Eikenberry, 2006; Price, W., 2006; Romano & Hall, 2006; Hall & 
Romano, 2007a; Hall & Romano, 2007b). 
While presenting an overview of a robotic testbed for HIL experimentation of guidance and 
control algorithms for on-orbit proximity maneuvers, this chapter specifically focuses on 
exploring the feasibility, design and evaluation in a 3-DoF environment of a vectorable 
thruster configuration combined with optional miniature single gimbaled control moment 
gyro (MSGCMG) for an agile small spacecraft. Specifically, the main aims are to present and 
practically confirm the theoretical basis of small-time local controllability for this unique 

actuator configuration through both analytical and numerical simulations performed in 
previous works (Romano & Hall, 2006; Hall & Romano, 2007a; Hall & Romano, 2007b) and 
to validate the viability of using this minimal control actuator configuration on a small 
spacecraft in a practical way. Furthermore, the experimental work is used to confirm the 
controllability of this configuration along a fully constrained trajectory through the 
employment of a smooth feedback controller based on state feedback linearization and 
linear quadratic regulator techniques and proper state estimation methods. The chapter is 
structured as follows: First the design of the experimental testbed including the floating 
surface and the second generation 3-DoF spacecraft simulator is introduced. Then the 
dynamics model for the spacecraft simulator with vectorable thrusters and momentum 
exchange device are formulated. The controllability concerns associated with this uniquely 
configured system are then addressed with a presentation of the minimum number of 
control inputs to ensure small time local controllability. Next, a formal development is 
presented for the state feedback linearized controller, state estimation methods, Schmitt 
trigger and Pulse Width Modulation scheme. Finally, experimental results are presented. 

 
2. The NPS Robotic Spacecraft Simulator Testbed 
 

Three generations of robotic spacecraft simulators have been developed at the NPS 
Spacecraft Robotics Laboratory, in order to provide for relatively low-cost HIL 
experimentation of GNC algorithms for spacecraft proximity maneuvers (see Fig.1). In 
particular, the second generation robotic spacecraft simulator testbed is used for the here-in 
presented research. The whole spacecraft simulator testbed consists of three components. 
The two components specifically dedicated to HIL experimentation in 3-DoF are a floating 
surface with an indoor pseudo-GPS (iGPS) measurement system and one 3-DoF 
autonomous spacecraft simulator. The third component of the spacecraft simulator testbed 
is a 6-DoF simulator stand-alone computer based spacecraft simulator and is separated from 
the HIL components. Additionally, an off-board desktop computer is used to support the 3-
DoF spacecraft simulator by providing the capability to upload software, initiate 
experimental testing, receive logged data during testing and process the iGPS position 
coordinates. Fig. 2 depicts the robotic spacecraft simulator in the Proximity Operations 
Simulator Facility (POSF) at NPS with key components identified. The main testbed systems 
are briefly described in the next sections with further details given in (Hall, 2006; Price, 2006; 
Eikenberry, 2006; Romano & Hall, 2006; Hall & Romano, 2007a; Hall & Romano 2007b). 
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Fig. 1. Three generations of spacecraft simulator at the NPS Spacecraft Robotics Laboratory 
(first, second and third generations from left to right) 

 
2.1 Floating Surface 
A 4.9 m by 4.3 m epoxy floor surface provides the base for the floatation of the spacecraft 
simulator. The use of planar air bearings on the simulator reduces the friction to a negligible 
level and with an average residual slope angle of approximately 2.6x10-3 deg for the floating 
surface, the average residual acceleration due to gravity is approximately 1.8x10-3 ms-2. This 
value of acceleration is 2 orders of magnitude lower than the nominal amplitude of the 
measured acceleration differences found during reduced gravity phases of parabolic flights 
(Romano et al, 2007). 
 

Fig. 2. SRL's 2nd Generation 3-DoF Spacecraft Simulator 

 

2.2 3-DoF Robotic Spacecraft Simulator 
SRL’s second generation robotic spacecraft simulator is modularly constructed with three 
easily assembled sections dedicated to each primary subsystem. Prefabricated 6105-T5 
Aluminum fractional t-slotted extrusions form the cage of the vehicle while one square foot, 
.25 inch thick static dissipative rigid plastic sheets provide the upper and lower decks of 
each module. The use of these materials for the basic structural requirements provides a 
high strength to weight ratio and enable rapid assembly and reconfiguration. Table 1 reports 
the key parameters of the 3-DoF spacecraft simulator. 

 
2.2.1 Propulsion and Flotation Subsystems 
The lowest module houses the flotation and propulsion subsystems. The flotation subsystem 
is composed of four planar air bearings, an air filter assembly, dual 4500 PSI (31.03 MPa) 
carbon-fiber spun air cylinders and a dual manifold pressure reducer to provide 75 PSI (.51 
MPa). This pressure with a volume flow rate for each air bearing of 3.33 slfm (3.33 x 10-3 
m3/min) is sufficient to keep the simulator in a friction-free state for nearly 40 minutes of 
continuous experimentation time. The propulsion subsystem is composed of dual vectorable 
supersonic on-off cold-gas thrusters and a separate dual carbon-fiber spun air cylinder and 
pressure reducer package regulated at 60 PSI (.41 MPa) and has the capability of providing 
the system 31.1 m/s V . 

 
2.2.2 Electronic and Power Distribution Subsystems 
The power distribution subsystem is composed of dual lithium-ion batteries wired in 
parallel to provide 28 volts for up to 12 Amp-Hours and is housed in the second deck of the 
simulator. A four port DC-DC converter distributes the requisite power for the system at 5, 
12 or 24 volts DC. An attached cold plate provides heat transfer from the array to the power 
system mounting deck in the upper module. The current power requirements include a 
single PC-104 CPU stack, a wireless router, three motor controllers, three separate normally-
closed solenoid valves for thruster and air bearing actuation, a fiber optic gyro, a 
magnetometer and a wireless server for transmission of the vehicle’s position via the 
pseudo-GPS system. 
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Subsystem Characteristic Parameter 
Structure Length and width .30 m 
 Height .69 m 
 Mass (Overall) 26 kg 
 

zJ  (Overall) .40 kg-m2 

Propulsion Propellant Compressed Air 
 Equiv. storage capacity .05 m3 @ 31.03 Mpa 
 Operating pressure .41 Mpa 
 Thrust (x2) .159 N 
 ISP 34.3 s 
 Total V  31.1 m/s 
Flotation Propellant Air 
 Equiv. storage capacity 0.05 m3 @ 31.03 Mpa 
 Operating pressure .51 Mpa 
 Linear air bearing (x4) 32 mm diameter 
 Continuous operation ~40 min 
CMG Attitude Control Max torque .668 Nm 
 Momentum storage .098 Nms 
Electrical & Electronic Battery type Lithium-Ion 
 Storage capacity 12 Ah @ 28V 
 Continuous Operation ~6 h 
 Computer 1 PC104 Pentium III 
Sensors Fiber optic gyro KVH Model DSP-3000 
 Position sensor Metris iGPS 
 Magnetometer MicroStrain 3DM-GX1 

Table 1. Key Parameters of the 2nd generation 3-DoF Robotic Spacecraft Simulator 

 
2.2.3 Translation and Attitude Control System Actuators 
The 3-DoF robotic spacecraft simulator includes actuators to provide both translational 
control and attitude control. A full development of the controllability for this unique 
configuration of dual rotating thrusters and one-axis Miniature-Single Gimbaled Control 
Moment Gyro (MSGCMG) will be demonstrated in subsequent sections of this paper. The 
translational control is provided by two cold-gas on-off supersonic nozzle thrusters in a 
dual vectorable configuration. Each thruster is limited in a region  2  with respect to the 
face normal and, through experimental testing at the supplied pressure, has been 
demonstrated to have an ISP of 34.3 s and able to provide .159 N of thrust with less than 10 
msec actuation time (Lugini, 2008). The MSGCMG is capable of providing .668 Nm of torque 
with a maximum angular momentum of .098 Nms. 

 
2.3 6-DoF Computer-Based Numerical Spacecraft Simulator 
A separate component of SRL’s spacecraft simulator testbed at NPS is a 6-DoF computer-
based spacecraft simulator. This simulator enables full 6-DoF numerical simulations to be 
conducted with realistic orbital perturbations including aerodynamic, solar pressure and 

third-body effects, and earth oblateness up to J4. Similar to the 3-DoF robotic simulator, the 
numerical simulator is also modularly designed within a MATLAB®/Simulink® 
architecture to allow near seamless integration and testing of developed guidance and 
control algorithms. Additionally, by using the MATLAB®/Simulink® architecture with the 
added Real Time Workshop™ toolbox, the developed control algorithms can be readily 
transitioned into C-code for direct deployment onto the 3-DoF robotic simulator’s onboard 
processor. A full discussion of the process by which this is accomplished and simplified for 
rapid real-time experimentation on the 3-DoF testbed for either the proprietary MATLAB® 
based XPCTarget™ operating system is given in (Hall, 2006; Price, 2006) or for an open-
source Linux based operating system with the Real Time Application Interface (RTAI) is 
given in (Bevilacqua et al., 2009). 

 
3. Dynamics of a 3-DoF Spacecraft Simulator with Vectorable Thrusters and 
Momentum Exchange Device 
 

Two sets of coordinate frame are established for reference: the inertial coordinate system 
(ICS) designated by XYZ and body-fixed coordinate system (BCS) designated by xyz. These 
reference frames are depicted in Fig. 3 along with the necessary external forces and 
parameters required to properly define the simulators motion. The origin of the body-fixed 
coordinate system is taken to be the center of mass C of the spacecraft simulator and this is 
assumed to be collocated with the simulator’s geometric center. The body z-axis is aligned 
with the inertial Z-axis while the body x-axis is in line with the thrusters points of action. In 
the ICS, the position and velocity vectors of C are given by X  and V  so that  ,X YX marks 
the position of the simulator with respect to the origin of the ICS as measured by the inertial 
measurement sensors and provides the vehicle’s two degrees of translational freedom. The 
vehicle’s rotational freedom is described by an angle of rotation   between the x-axis and 
the X-axis about the z-axis. The angular velocity is thus limited to one degree of freedom 
and is denoted by z . The spacecraft simulator is assumed to be rigid and therefore a 
constant moment of inertia ( zJ ) exists about the z-axis. Furthermore, any changes to the 
mass of the simulator (m ) due to thruster firing are neglected. 
The forces imparted at a distance L from the center of mass by the vectorable on-off 
thrusters are denoted by 1 2 and F F  respectively. The direction of the thrust vector 1F  is 
determined by 1  which is the angle measured from the outward normal of face one in a 
clockwise direction (right-hand rotation) to where thruster one’s nozzle is pointing. 
Likewise, the direction of the thrust vector 2F  is determined by 2  which is the angle 
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momentum exchange device such as a control moment gyro is denoted by MEDT  and can be 
constrained to exist only about the yaw axis as demonstrated in (Hall, 2006; Romano & Hall, 
2006). 
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Subsystem Characteristic Parameter 
Structure Length and width .30 m 
 Height .69 m 
 Mass (Overall) 26 kg 
 

zJ  (Overall) .40 kg-m2 

Propulsion Propellant Compressed Air 
 Equiv. storage capacity .05 m3 @ 31.03 Mpa 
 Operating pressure .41 Mpa 
 Thrust (x2) .159 N 
 ISP 34.3 s 
 Total V  31.1 m/s 
Flotation Propellant Air 
 Equiv. storage capacity 0.05 m3 @ 31.03 Mpa 
 Operating pressure .51 Mpa 
 Linear air bearing (x4) 32 mm diameter 
 Continuous operation ~40 min 
CMG Attitude Control Max torque .668 Nm 
 Momentum storage .098 Nms 
Electrical & Electronic Battery type Lithium-Ion 
 Storage capacity 12 Ah @ 28V 
 Continuous Operation ~6 h 
 Computer 1 PC104 Pentium III 
Sensors Fiber optic gyro KVH Model DSP-3000 
 Position sensor Metris iGPS 
 Magnetometer MicroStrain 3DM-GX1 

Table 1. Key Parameters of the 2nd generation 3-DoF Robotic Spacecraft Simulator 
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Fig. 3. SRL‘s 2nd Generation Spacecraft Simulator Schematic 
 
The translation and attitude motion of the simulator are governed by the equations 
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where  2BF  are the thruster inputs limited to the region  2 with respect to each face 
normal and BT  is the attitude input.  I

BR , BF  and BT are given by 
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where    s sin , c cos      . 
The internal dynamics of the vectorable thrusters are assumed to be linear according to the 
following equations 
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where 1J  and 2J  represent the moments of inertia about each thruster rotational axis 
respectively and 1T , 2T  represent the corresponding thruster rotation control input. 
The system’s state equation given by Eq. (1) can be rewritten in control-affine system form 
as (LaValle, 2006) 
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where uN is the number of controls. With  xN  representing a smooth xN -dimensional 

manifold defined be the size of the state-vector and the control vector to be in  uN . Defining 
the state vector 10x  as   1 2 10, ,...,T x x xx       1 2 1 2[ , , , , , , , , , ]x y zX Y V V and the 

control vector  5u U  as   1 2 5, ,...,T u u uu  1 2 1 2[ , , , , ]MEDF F T T T , the system’s state equation, 
becomes 
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where the matrix  1G x  is obtained from Eq. (1) as 
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With the system in the form of Eq. (6) given the vector fields in Eqs. (7) and (8), and given 
that ( )f x (the drift term) and ( )G x  (the control matrix of control vector fields) are smooth 
functions, it is important to note that it is not necessarily possible to obtain zero velocity due 
to the influence of the drift term. This fact places the system in the unique subset of control-
affine systems with drift and, as seen later, will call for an additional requirement for 
determining the controllability of the system. Furthermore, when studying controllability of 
systems, the literature to date restricts the consideration to cases where the control is proper. 
Having a proper control implies that the affine hull of the control space is equal to  uN  or 
that the smallest subspace of U  is equal to the number of control vectors and that it is 
closed (Sussman, 1987; Sussman, 1990; Bullo & Lewis, 2005; LaValle, 2006). With a system 
such as a spacecraft in general or the simplified model of the 3-DoF simulator in particular, 
the use of on-off cold-gas thrusters restrict the control space to only positive space with 
respect to both thrust vectors leading to an unclosed set and thus improper control space. In 
order to overcome this issue, a method which leverages the symmetry of the system is used 
by which the controllability of the system is studied by considering only one virtual rotating 
thruster that is positioned a distance L from the center of mass with the vectored thrust 
resolved into a y and x-component. In considering this system perspective, the thruster 
combination now spans 2 and therefore is proper and is analogous to the planar body with 
variable-direction force vector considered in (Lewis & Murray, 1997; Bullo & Lewis, 2005). 
Furthermore, under the assumption that the control bandwidth of the thrusters’s rotation is 
much larger than the control bandwidth of the system dynamics, the internal dynamics of 
the vectorable thrusters can be decoupled from the state and control vectors for the system 
yielding a thrust vector dependent on simply a commanded angle. Thus the system’s state 
vector, assuming that both thrusters and a momentum exchange device are available, 
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Fig. 3. SRL‘s 2nd Generation Spacecraft Simulator Schematic 
 
The translation and attitude motion of the simulator are governed by the equations 
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where  2BF  are the thruster inputs limited to the region  2 with respect to each face 
normal and BT  is the attitude input.  I
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With the system in the form of Eq. (6) given the vector fields in Eqs. (7) and (8), and given 
that ( )f x (the drift term) and ( )G x  (the control matrix of control vector fields) are smooth 
functions, it is important to note that it is not necessarily possible to obtain zero velocity due 
to the influence of the drift term. This fact places the system in the unique subset of control-
affine systems with drift and, as seen later, will call for an additional requirement for 
determining the controllability of the system. Furthermore, when studying controllability of 
systems, the literature to date restricts the consideration to cases where the control is proper. 
Having a proper control implies that the affine hull of the control space is equal to  uN  or 
that the smallest subspace of U  is equal to the number of control vectors and that it is 
closed (Sussman, 1987; Sussman, 1990; Bullo & Lewis, 2005; LaValle, 2006). With a system 
such as a spacecraft in general or the simplified model of the 3-DoF simulator in particular, 
the use of on-off cold-gas thrusters restrict the control space to only positive space with 
respect to both thrust vectors leading to an unclosed set and thus improper control space. In 
order to overcome this issue, a method which leverages the symmetry of the system is used 
by which the controllability of the system is studied by considering only one virtual rotating 
thruster that is positioned a distance L from the center of mass with the vectored thrust 
resolved into a y and x-component. In considering this system perspective, the thruster 
combination now spans 2 and therefore is proper and is analogous to the planar body with 
variable-direction force vector considered in (Lewis & Murray, 1997; Bullo & Lewis, 2005). 
Furthermore, under the assumption that the control bandwidth of the thrusters’s rotation is 
much larger than the control bandwidth of the system dynamics, the internal dynamics of 
the vectorable thrusters can be decoupled from the state and control vectors for the system 
yielding a thrust vector dependent on simply a commanded angle. Thus the system’s state 
vector, assuming that both thrusters and a momentum exchange device are available, 
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where the matrix  1G x can be obtained by considering the relation of the desired control 
vector to the body centered reference system, in the two cases of positive force needed in the 
x direction (  

BUx  0 ) and negative force needed in the x direction (  
BUx  0 ). In this manner, 

the variables in Eq. (8) and Eq. (9) can be defined as 
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yielding the matrix in  1G x through substitution into Eq. (8) as 
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When the desired control input to the system along the body x-axis is zero, both thrusters 
can be used to provide a control force along the y-axis, while a momentum exchange device 
provides any required torque. In this case, the control vector in (9) becomes 

    2
1 2, [ , ]T B B

y zu u F Tu U such that the variables in Eq. (8) and (9) can be defined as 
 

 
 

 




  
  

      
 1 2 4 5

[ , ] ,
0

,
2

T B B
y z MED

B
x B

y

F T Fs T
U

F F F x x sign U

u
 (12) 

 
which yields the matrix  1G x through substitution into Eq. (8) as 
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As will be demonstrated in later, the momentum exchange device is not necessary to ensure 
small time controllability for this system. In considering this situation, which also occurs 
when a control moment gyroscope is present but is near the singular conditions and 
therefore requires desaturation, the thruster not being used for translation control can be 
slewed to  2  depending on the required torque compensation and fired to affect the 
desired angular rate change. The desired control input to the system with respect to the 
body x-axis  B

xU can again be used to define the desired variables such that 
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which yields the matrix  1G x through substitution into Eq. (8)as 
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In case of zero force requested along x with only thrusters acting, the system cannot in 
general provide the requested torque value. 
A key design consideration with this type of control actuator configuration is that with only 
the use of an on/off rotating thruster to provide the necessary torque compensation, fine 
pointing can be difficult and more fuel is required to affect a desired maneuver involving 
both translation and rotation. 

 
4. Small-Time Local Controllability 
 

Before studying the controllability for a nonlinear control-affine system of the form in       
Eq. (6), it is important to review several definitions. First, the set of states reachable in time 
at most T is given by   0 ,R Tx  by solutions of the nonlinear control-affine system.  
Definition 1 (Accessibility) 
A system is accessible from 0x (the initial state) if there exists  0T such that the interior of 

  0 ,R tx is not an empty set for   0,t T (Bullo & Lewis, 2005). 

Definition 2 (Proper Small Time Local Controllability) 
A system is small time locally controllable (STLC) from 0x  if there exists  0T  such that 

0x lies in the interior of   0 ,R tx  for each   0,t T for every proper control set U (Bullo & 
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where the matrix  1G x can be obtained by considering the relation of the desired control 
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x direction (  
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yielding the matrix in  1G x through substitution into Eq. (8) as 
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When the desired control input to the system along the body x-axis is zero, both thrusters 
can be used to provide a control force along the y-axis, while a momentum exchange device 
provides any required torque. In this case, the control vector in (9) becomes 
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which yields the matrix  1G x through substitution into Eq. (8) as 
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As will be demonstrated in later, the momentum exchange device is not necessary to ensure 
small time controllability for this system. In considering this situation, which also occurs 
when a control moment gyroscope is present but is near the singular conditions and 
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In case of zero force requested along x with only thrusters acting, the system cannot in 
general provide the requested torque value. 
A key design consideration with this type of control actuator configuration is that with only 
the use of an on/off rotating thruster to provide the necessary torque compensation, fine 
pointing can be difficult and more fuel is required to affect a desired maneuver involving 
both translation and rotation. 

 
4. Small-Time Local Controllability 
 

Before studying the controllability for a nonlinear control-affine system of the form in       
Eq. (6), it is important to review several definitions. First, the set of states reachable in time 
at most T is given by   0 ,R Tx  by solutions of the nonlinear control-affine system.  
Definition 1 (Accessibility) 
A system is accessible from 0x (the initial state) if there exists  0T such that the interior of 

  0 ,R tx is not an empty set for   0,t T (Bullo & Lewis, 2005). 

Definition 2 (Proper Small Time Local Controllability) 
A system is small time locally controllable (STLC) from 0x  if there exists  0T  such that 

0x lies in the interior of   0 ,R tx  for each   0,t T for every proper control set U (Bullo & 
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Lewis, 2005). Assuming that at   0x 0  this can also be seen under time reversal as the 
equilibrium for the system 0x  can be reached from a neighborhood in small time (Sussman, 
1987; Sussman, 1990). 
Definition 3 (Proper Control Set) A control set   1 ,...,T

ku uu  is termed to be proper if the set  

satisfies a constraint Ku  where K affinely spans kU . (Sussman, 1990; Bullo & Lewis, 
2005; LaValle, 2006).  
Definition 4 (Lie derivative) The Lie derivative of a smooth scalar function  g x  with 

respect to a smooth vector field   xNf x is a scalar function defined as (Slotine, 1991, pg. 
229) 
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x
. (16) 

Definition 5 (Lie Bracket):  The Lie bracket of two vector fields   xNf x  and   xNg x is 

a third vector field  , xNf g defined by     ,f g g f f g , where the i-th component can 
be expressed as (Slotine, 1991) 
 

  
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  
     


1
,

xN
i i

i j j
j j j

g ff g
x x

f g . (17) 

 
Using Lie bracketing methods which produce motions in directions that do not seem to be 
allowed by the system distribution, sufficient conditions can be met to determine a system’s 
STLC even in the presence of a drift vector as in the equations of motion developed above. 
These sufficient conditions involve the Lie Algebra Rank Condition (LARC). 
Definition 6 (Associated Distribution   (x) ) Given a system as in Eq. (6), the associated 

distribution   (x)  is defined as the vector space (subspace  of  xN ) spanned by the system 
vector fields 

   
f,g1 ,...gNu

.  

Definition 7 The Lie algebra of the associated distribution  L  is defined to be the 
distribution of all independent vector fields that can be obtained by applying subsequent Lie 
bracket operations to the system vector fields. Of note, no more than xN  vector fields can be 

produced (LaValle, 2006). With    dim xNL  ,the computation of the elements of  L  
ends either when xN independent vector fields are obtained or when all subsequent Lie 
brackets are  vector fields of zeros.  
Definition 8 (Lie Algebra Rank Condition (LARC)) The Lie Algebra Rank Condition is satisfied 
at a state x  if the rank of the matrix obtained by concatenating the vector fields of the Lie 
algebra distribution at x  is equal to  Nx (the number of state). 
For a driftless control-affine system, following the Chow-Rashevskii Theorem, the system is 
STLC if the LARC is satisfied (Lewis & Murray, 1997; Bullo & Lewis, 2005; LaValle, 2006). 
However, given a system with drift, in order to determine the STLC, the satisfaction of the 

LARC it is not sufficient: in addition to the LARC, it is necessary to examine the 
combinations of the vectors used to compose the Lie brackets of the Lie algebra. From 
Sussman’s General Theorem on Controllability, if the LARC is satisfied and if there are no ill 
formed brackets in  L , then the system is STLC from its equilibrium point (Sussman, 
1987). The Sussman’s theorem, formally stated is reported here below. 
Theorem 1 (Sussman’s General Theorem on Controllability) Consider a system given by Eq. 
(6) and an equilibrium point  xNp such that   f p 0 . Assume  L  satisfies the LARC 
at p . Furthermore, assume that whenever a potential Lie bracket consists of the drift vector 

 f x  appearing an odd number of times while    1 ,...,
uN

g x g x  all appear an even number 
of times to include zero times (indicating an ill formed Lie bracket), there are sufficient 
successive Lie brackets to overcome this ill formed Lie bracket to maintain LARC. Then the 
system is STLC from p . (Sussman, 1987; Sussman, 1990).  
As it is common in literature, an ill formed bracket is dubbed a “bad” bracket (Sussman, 
1987; Sussman, 1990; Lewis & Murray, 1997, Bullo & Lewis, 2005; LaValle, 2006). 
Conversely, if a bracket is not “bad”, it is termed “good”. As an example, for a system with a 
drift vector and two control vectors, the bracket    1 1, ,f g g is bad, as the drift vector occurs 
only once while the first control vector appears twice and the second control vector appears 
zero times. Similarly, the bracket      1, , ,f f f g  is good as the first control vector appears 

only once. Therefore, it can be summarized that if the rank of the Lie algebra of a control-
affine system with drift is equal to the number of states and there exist sufficient “good” 
brackets to overcome the “bad” brackets to reach the required LARC rank, then the system 
is small time locally controllable. 

 
4.1 Small-Time Local Controllability Considerations for the 3-DoF Spacecraft 
Simulator 
The concept of small time local controllability is better suitable than the one of accessibility 
for the problem of spacecraft rendezvous and docking, as a spacecraft is required to move in 
any directions in a small interval of time dependent on the control actuator capabilities (e.g. 
to avoid obstacles). The finite time T can be arbitrary if the control input is taken to be 
unbounded and proper (Sussman, 1990; Bullo & Lewis, 2005; LaValle, 2006).  
While no theory yet exists for the study of the general controllability for a non-linear system, 
the STLC from an equilibrium condition can be studied by employing Sussman’s theorem. 
For the case of spacecraft motion, in order to apply Sussman’s theorem, we hypothesize that 
the spacecraft is moving from an initial condition with velocity close to zero (relative to the 
origin of an orbiting reference frame). 
In applying Sussman’s General Theorem on Controllability to the reduced system equations 
of motion presented in Eq. (9) with  1G x  given in Eq. (11), the Lie algebra evaluates to 
 

           1 2 3 1 2 3, , , , , , ,span g g g f g f g f gL  (18) 
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1987; Sussman, 1990). 
Definition 3 (Proper Control Set) A control set   1 ,...,T

ku uu  is termed to be proper if the set  

satisfies a constraint Ku  where K affinely spans kU . (Sussman, 1990; Bullo & Lewis, 
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Definition 4 (Lie derivative) The Lie derivative of a smooth scalar function  g x  with 

respect to a smooth vector field   xNf x is a scalar function defined as (Slotine, 1991, pg. 
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Definition 5 (Lie Bracket):  The Lie bracket of two vector fields   xNf x  and   xNg x is 

a third vector field  , xNf g defined by     ,f g g f f g , where the i-th component can 
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system is STLC from p . (Sussman, 1987; Sussman, 1990).  
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brackets to overcome the “bad” brackets to reach the required LARC rank, then the system 
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Simulator 
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While no theory yet exists for the study of the general controllability for a non-linear system, 
the STLC from an equilibrium condition can be studied by employing Sussman’s theorem. 
For the case of spacecraft motion, in order to apply Sussman’s theorem, we hypothesize that 
the spacecraft is moving from an initial condition with velocity close to zero (relative to the 
origin of an orbiting reference frame). 
In applying Sussman’s General Theorem on Controllability to the reduced system equations 
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so that     dim 6xNL . In order to verify that this is the minimum number of actuators 
required to ensure STLC, the Lie algebra is reinvestigated for each possible combination of 
controls. The resulting analysis, as summarized in Table 2, demonstrates that the system is 
STLC from the systems equilibrium point at 0x 0  given either two rotating thrusters in 
complementary semi-circle planes or fixed thrusters on opposing faces providing a normal 
force vector to the face in opposing directions and a momentum exchange device about the 
center of mass. For instance, in considering the case of control inputs ,B B

y z MEDF T T  , Eq. (9) 
becomes 
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where       
2

1 2, ,B B
y zu u F Tu U . The equilibrium point p  such that   f p 0  is 

  1 2 3, , ,0,0,0 Tx x xp . The  L is formed by considering the associated distribution   (x)  
and successive Lie brackets as 
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The sequence can first be reduced by considering any “bad” brackets in which the drift 
vector appears an odd number of times and the control vector fields each appear an even 
number of times to include zero. In this manner the Lie brackets    1 1, ,g f g  

and    2 2, ,g f g  can be disregarded. 
By evaluating each remaining Lie bracket at the equilibrium point p , the linearly 
independent vector fields can be found as  
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Therefore, the Lie algebra comprised of these vector fields is  
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yielding     dim 6xNL , and therefore the system is small time locally controllable. 
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   0, ,0T B
yFu       1 2 2  2 Inaccessible 

   0,0,T B
zTu  NA 2 Inaccessible 
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y z MEDF T Tu       1 2 2  6 STLC 

Table 2. STLC Analysis for the 3-DoF Spacecraft Simulator 

 
5. Navigation and Control of the 3-DoF Spacecraft Simulator 
 

In the current research, the assumption is made that the spacecraft simulator is maneuvering 
in the proximity of an attitude stabilized target spacecraft and that this spacecraft follows a 
Keplarian orbit. Furthermore, the proximity navigation maneuvers are considered to be fast 
with respect to the orbital period. A pseudo-GPS inertial measurement system by Metris, 
Inc. (iGPS) is used to fix the ICS in the laboratory setting for the development of the state 
estimation algorithm and control commands. The X-axis is taken to be the vector between 
the two iGPS transmitters with the Y and Z axes forming a right triad through the origin of a 
reference system located at the closest corner of the epoxy floor to the first iGPS transmitter. 
Navigation is provided by fusing of the magnetometer data and fiber optic gyro through a 
discrete Kalman filter to provide attitude estimation and through the use of a linear 
quadratic estimator to estimate the translation velocities given inertial position 
measurements. Control is accomplished through the combination of a state feedback 
linearized based controller, a linear quadratic regulator, Schmitt trigger logic and Pulse 
Width Modulation using the minimal control actuator configuration of the 3-DoF spacecraft 
simulator. Fig. 4 reports a block diagram representation of the control system. 
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so that     dim 6xNL . In order to verify that this is the minimum number of actuators 
required to ensure STLC, the Lie algebra is reinvestigated for each possible combination of 
controls. The resulting analysis, as summarized in Table 2, demonstrates that the system is 
STLC from the systems equilibrium point at 0x 0  given either two rotating thrusters in 
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center of mass. For instance, in considering the case of control inputs ,B B
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Therefore, the Lie algebra comprised of these vector fields is  
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yielding     dim 6xNL , and therefore the system is small time locally controllable. 
 

Control Thruster Positions   dim L  Controllability 

   ,0,0T B
xFu    1 2 0  2 Inaccessible 

   0, ,0T B
yFu       1 2 2  2 Inaccessible 

   0,0,T B
zTu  NA 2 Inaccessible 

   0, ,T B B
y z j jF T F Lsu        2 , 2i j  5 Inaccessible 

   , ,0T B B
x yF Fu      1 22 , 2  6 STLC 

   ,0,T B B
x zF Tu    1 2 0  6 STLC 

   0, ,T B B
y z MEDF T Tu       1 2 2  6 STLC 

Table 2. STLC Analysis for the 3-DoF Spacecraft Simulator 

 
5. Navigation and Control of the 3-DoF Spacecraft Simulator 
 

In the current research, the assumption is made that the spacecraft simulator is maneuvering 
in the proximity of an attitude stabilized target spacecraft and that this spacecraft follows a 
Keplarian orbit. Furthermore, the proximity navigation maneuvers are considered to be fast 
with respect to the orbital period. A pseudo-GPS inertial measurement system by Metris, 
Inc. (iGPS) is used to fix the ICS in the laboratory setting for the development of the state 
estimation algorithm and control commands. The X-axis is taken to be the vector between 
the two iGPS transmitters with the Y and Z axes forming a right triad through the origin of a 
reference system located at the closest corner of the epoxy floor to the first iGPS transmitter. 
Navigation is provided by fusing of the magnetometer data and fiber optic gyro through a 
discrete Kalman filter to provide attitude estimation and through the use of a linear 
quadratic estimator to estimate the translation velocities given inertial position 
measurements. Control is accomplished through the combination of a state feedback 
linearized based controller, a linear quadratic regulator, Schmitt trigger logic and Pulse 
Width Modulation using the minimal control actuator configuration of the 3-DoF spacecraft 
simulator. Fig. 4 reports a block diagram representation of the control system. 
 



Mechatronic Systems, Simulation, Modelling and Control202

 
Fig. 4. Block Diagram of the Control System of the 3-DoF Spacecraft simulator 

 
5.1 Navigation using Inertial Measurements with Kalman Filter and Linear Quadratic 
Estimator 
In the presence of the high accuracy, low noise, high bandwidth iGPS sensor with position 
accuracy to within 5.4 mm with a standard deviation of 3.6 mm and asynchronous 
measurement availability with a nominal frequency of 40 Hz, a full-order linear quadratic 
estimator with respect to the translation states is implemented to demonstrate the capability 
to estimate the inertial velocities in the absence of accelerometers. Additionally, due to the 
affect of noise and drift rate in the fiber-optic gyro, a discrete-time linear Kalman filter is 
employed to fuse the data from the magnetometer and the gyro. Both the gyro and 
magnetometer are capable of providing new measurements asynchronously at 100 Hz. 

 
5.1.1 Attitude Discrete-Time Kalman Filter 
With the attitude rate being directly measured, the measurement process can be modeled in 
state-space equation form as: 
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where g  is the measured gyro rate, g  is the gyro drift rate,    and g g  are the 
associated gyro output measurement noise and the drift rate noise respectively. m  is the 
measured angle from the magnetometer, and  m is the associated magnetometer output 
measurement noise. It is assumed that     ,  and g g m  are zero-mean Gaussian white-

noise processes with variances given by      2 2 2,   and g g m  respectively. Introducing the 

state variables     ,T
gx , control variables  gu , and error variables      ,T

g gw  

and  mv , Eqs. (22) and (23) can be expressed compactly in matrix form as 
 

   ( ) ( ) ( ) ( ) ( ) ( ) ( )t A t t B t t G t tx x u w  (24) 
  ( ) ( ) ( )t H t tz x v  (25) 

 
In assuming a constant sampling interval t  in the gyro output, the system equation Eq. 
(24) and observation equations Eq. (25) can be discretized and rewritten as 
 

       1k k k k k k kx x u w  (26) 
  k k k kHz x v  (27) 

where 
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The process noise covariance matrix used in the propagation of the estimation error 
covariance given by (Gelb, 1974; Crassidis & Junkins, 2004) 
 

            
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Q t G E G t d dw w  (30) 

 
can be properly numerically estimated given a sufficiently small sampling interval by 
following the numerical solution by van Loan (Crassidis & Junkins, 2004). First, the 
following 2n x 2n matrix is formed: 
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A GQG
t

A
A  (31) 

 
where t  is the constant sampling interval, A and G are the constant continuous-time state 
matrix and error distribution matrix given in Eq. (24),  and Q is the constant continuous-
time process noise covariance matrix 
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Fig. 4. Block Diagram of the Control System of the 3-DoF Spacecraft simulator 

 
5.1 Navigation using Inertial Measurements with Kalman Filter and Linear Quadratic 
Estimator 
In the presence of the high accuracy, low noise, high bandwidth iGPS sensor with position 
accuracy to within 5.4 mm with a standard deviation of 3.6 mm and asynchronous 
measurement availability with a nominal frequency of 40 Hz, a full-order linear quadratic 
estimator with respect to the translation states is implemented to demonstrate the capability 
to estimate the inertial velocities in the absence of accelerometers. Additionally, due to the 
affect of noise and drift rate in the fiber-optic gyro, a discrete-time linear Kalman filter is 
employed to fuse the data from the magnetometer and the gyro. Both the gyro and 
magnetometer are capable of providing new measurements asynchronously at 100 Hz. 

 
5.1.1 Attitude Discrete-Time Kalman Filter 
With the attitude rate being directly measured, the measurement process can be modeled in 
state-space equation form as: 
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where g  is the measured gyro rate, g  is the gyro drift rate,    and g g  are the 
associated gyro output measurement noise and the drift rate noise respectively. m  is the 
measured angle from the magnetometer, and  m is the associated magnetometer output 
measurement noise. It is assumed that     ,  and g g m  are zero-mean Gaussian white-

noise processes with variances given by      2 2 2,   and g g m  respectively. Introducing the 
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In assuming a constant sampling interval t  in the gyro output, the system equation Eq. 
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The process noise covariance matrix used in the propagation of the estimation error 
covariance given by (Gelb, 1974; Crassidis & Junkins, 2004) 
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can be properly numerically estimated given a sufficiently small sampling interval by 
following the numerical solution by van Loan (Crassidis & Junkins, 2004). First, the 
following 2n x 2n matrix is formed: 
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where t  is the constant sampling interval, A and G are the constant continuous-time state 
matrix and error distribution matrix given in Eq. (24),  and Q is the constant continuous-
time process noise covariance matrix 
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The matrix exponential of Eq. (31) is then computed by 
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where k  is the state transition matrix from Eq. (28) and     T

k k k kQQ . Therefore, the 
discrete-time process noise covariance is 
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The discrete-time measurement noise covariance is 
 

     2T
k k k mr E v v  (35) 

 
Given the filter model as expressed in Eqs. (22) and (23), the estimated states and error 
covariance are initialized where this initial error covariance is given by    0 0 0( ) ( )TP E t tx x . If 

a measurement is given at the initial time, then the state and covariance are updated using 
the Kalman gain formula 
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where -
kP  is the a priori error covariance matrix and is equal to 0P . The updated or a 

posteriori estimates are determined by 
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where again with a measurement given at the initial time, the a priori state ˆ kx  is equal to 0x̂ . 
The state estimate and covariance are propagated to the next time step using 
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If a measurement isn’t given at the initial time step or any time step during the process, the 
estimate and covariance are propagated to the next available measurement point using Eq. 
(38). 

 
5.1.2 Translation Linear Quadratic Estimator 
With the measured translation state from the iGPS sensor, being given by 
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the dynamics of a full-order state estimator is described by the equation 
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where 
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The observer gain matrix LQEL can be solved using standard linear quadratic estimator 
methods as (Bryson, 1993) 

  1T
LQE TL PC R  (41) 

where P is the solution to the algebraic Riccati equation 

    1 0T T
T TAP PA PC R CP Q  (42) 

and TQ and TR are the associated weighting matrices with respect to the translational 
degree of freedom defined as 
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where    max max ,max ,max, , ,x yX Y V V  are taken to be the maximum allowed errors between 
the current and estimated translational states and maxF  is the maximum possible imparted 
force from the thrusters. 
Table 3 lists the values of the attitude Kalman filter and translation state observer used for 
the experimental tests. 
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The matrix exponential of Eq. (31) is then computed by 
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where k  is the state transition matrix from Eq. (28) and     T
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discrete-time process noise covariance is 
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The discrete-time measurement noise covariance is 
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the Kalman gain formula 
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kP  is the a priori error covariance matrix and is equal to 0P . The updated or a 
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where again with a measurement given at the initial time, the a priori state ˆ kx  is equal to 0x̂ . 
The state estimate and covariance are propagated to the next time step using 
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If a measurement isn’t given at the initial time step or any time step during the process, the 
estimate and covariance are propagated to the next available measurement point using Eq. 
(38). 
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where    max max ,max ,max, , ,x yX Y V V  are taken to be the maximum allowed errors between 
the current and estimated translational states and maxF  is the maximum possible imparted 
force from the thrusters. 
Table 3 lists the values of the attitude Kalman filter and translation state observer used for 
the experimental tests. 
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t  10-2 s 

 g  3.76 x 10-3 rad-s-3/2 

 g  1.43 x 10-4 rad-s-3/2 

 m  5.59 x 10-3 rad 

0P     
15 810 ,10diag  

0x̂   0,0 T  

 max max,X Y  10-2 m 
 ,max ,max,X YV V  3 x 10-3 m-s-1 

axmF  .159 N 

LQEL  

 
 
 
 
 
 

18.9423 0
0 18.9423
53 0
0 53

 

Table 3. Kalman Filter Estimation Paramaters 

 
5.2 Smooth Feedback Control via State Feedback Linearization and Linear 
Quadratic Regulation 
Considering a Multi-Input Multi-Output (MIMO) nonlinear system in control-affine form, 
the state feedback linearization problem of nonlinear systems can be stated as follows: 
obtain a proper state transformation  

   ( )  where xNz x z  (44) 

and a static feedback control law 

        where uNu x x v v  (45) 

such that the closed-loop system in the new coordinates and controls become 
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 (46) 

is both linear and controllable. The necessary conditions for a MIMO system to be 
considered for input-output linearization are that the system must be square or u yN N  
where uN  is defined as above to be the number of control inputs and yN  is the number of 
outputs for a system of the expanded form (Isidori, 1989; Slotine, 1990)   
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The input-output linearization is determined by differentiating the outputs iy  in Eq. (47) 
until the inputs appear. Following the method outlined in (Slotine, 1990) by which the 
assumption is made that the partial relative degree ir is the smallest integer such that at least 

one of the inputs appears in  ir
iy , then 
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with the restriction that   1 0i

j

r
iL L hg f x  for at least one j in a neighborhood of the 

equilibrium point 0x . Letting 
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so that Eq. (49) is in the form 
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the decoupling control law can be found where the y yN N  matrix  E x  is invertible over 
the finite neighborhood of the equilibrium point for the system as 
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 (51) 

With the above stated equations for the simulator dynamics in Eq. (9) given  1G x  as 
defined in Eq. (11), if we choose 

     , , TX Yh x  (52) 

the state transformation can be chosen as 

        1 2 3 1 2 3( ), ( ), ( ), ( ), ( ), ( ) , , , , ,T
x y zh h h L h L h L h X Y V Vf f fz x x x x x x  (53) 
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the decoupling control law can be found where the y yN N  matrix  E x  is invertible over 
the finite neighborhood of the equilibrium point for the system as 
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With the above stated equations for the simulator dynamics in Eq. (9) given  1G x  as 
defined in Eq. (11), if we choose 

     , , TX Yh x  (52) 

the state transformation can be chosen as 
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where   6
1 2 6, ,...,T z z zz  are new state variables, and the system in Eq. (9) is transformed 

into 

           1 1 1
4 5 6 3 3 3 3, , , c s , s c ,T B B B B B

x y x y zz z z m z F z F m z F z F J Tz  (54) 

The dynamics given by Eq. (9) considering the switching logic described in Eqs. (10), (12) 
and (14) can now be transformed using Eq. (54) and the state feedback control law 

        
1,B BT EF x v b  (55) 

into a linear system 

    
    
   

 3 3 3 3 3 3

3 3 3 3 3 3

x x x

x x x

0 I 0
z z v

0 0 I
 (56) 

where  

         
31 2

1 2 3, ,
Trr rL h L h L hf f fb x x x  (57) 

and  E x  given by Eq. (49) with equivalent inputs   1 2 3, , Tv v vv  and relative degree of the 

system at the equilibrium point 0x  is    1 2 3, , 2,2,2r r r . Therefore the total relative degree 
of the system at the equilibrium point, which is defined as the sum of the relative degree of 
the system, is six. Given that the total relative degree of the system is equal to the number of 
states, the nonlinear system can be exactly linearized by state feedback and with the 
equivalent inputs iv , both stabilization and tracking can be achieved for the system without 
concern for the stability of the internal dynamics (Slotine, 1990).  
One of the noted limitations of a feedback linearized based control system is the reliance on 
a fully measured state vector (Slotine, 1990). This limitation can be overcome through the 
employment of proper state estimation. HIL experimentation on SRL’s second generation 
robotic spacecraft simulator using these navigation algorithms combined with the state 
feedback linearized controller as described above coupled with a linear quadratic regulator 
to ensure the poles of Eq. (56) lie in the open left half plane demonstrate satisfactory results 
as reported in the following section. 

 
5.2.1 Feedback Linearized Control Law with MSGCMG Rotational Control and Thruster 
Translational Control 
By applying Eq. (55) to the dynamics in Eq. (9) given  1G x  as defined in Eq. (11) where the 

system is taken to be observable in the state vector      1 2 3, , , ,T TX Y x x xy  and by using 

thruster two for translational control (i.e. for the case  0B
xU  where   1 2c sB

xU v v  and 
   1 2s cB

yU v v ), the feedback linearized control law is 

         3, , , ,T B B B B B B
x y z x x y zF F T m U m U mL U J vu  (58) 

which is valid for all x  in a neighborhood of the equilibrium point 0x . Similarly, the 
feedback linearized control law when  0B

xU  (thruster one is providing translation control) 

          3, , , ,T B B B B B B
x y z x y y zF F T m U m U mL U J vu  (59) 

Finally, when  0B
xU  (both thrusters used for translational control) given  1G x  as defined 

in Eq. (13) is 

        3, 2 ,T B B B
y z y zF T m U J vu  (60) 

 
5.2.2 Feedback Linearized Control Law for Thruster Roto-Translational Control 
As mentioned previously, by considering a momentum exchange device for rotational 
control, momentum storage must be managed. For a control moment gyroscope based 
moment exchange device, desaturation is necessary near gimbal angles of  2 . In this 
region, due to the mathematical singularity that exists, very little torque can be exchanged 
with the vehicle and thus it is essentially ineffective as an actuator. To accommodate these 
regions of desaturation, logic can be easily employed to define controller modes as follows: 
If the MSGCMG is being used as a control input and if the gimbal angle of the MSGCMG is 
greater than 75 degrees, the controller mode is switched from normal operation mode to 
desaturation mode and the gimbal angle rate is directly commanded to bring the gimbal 
angle to a zero degree nominal position while the thruster not being directly used for 
translational control is slewed as appropriate to provide torque compensation. In these 
situations, the feedback linearizing control law for the system dynamics in Eq. (9) given 

 1G x  as defined in Eq. (15) where thruster two is providing translational control (  0B
xU ), 

and thruster one is providing the requisite torque is 

            3 3, , , 2 , 2T B B B B B B
x y z x y z y zF F T m U mL U J v L mL U J vu  (61) 

Similarly, the feedback linearizing control law for the system assuming thruster one is 
providing translational control   0B

xU  while thruster two provides the requisite torque is 

            3 3, , , 2 , 2T B B B B B B
x y z x y z y zF F T m U mL U J v L mL U J vu  (62) 

 
5.2.3 Determination of the thruster angles, forces and MSGCMG gimbal rates 
In either mode of operation, the pertinent decoupling control laws are used to determine the 
commanded angle for the thrusters and whether or not to open or close the solenoid for the 
thruster. For example, if  0B

xU , Eq. (58) or (61) can be used to determine the angle to 
command thruster two as 

    1
2 tan B B

y xF F  (63) 

and the requisite thrust as 
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where   6
1 2 6, ,...,T z z zz  are new state variables, and the system in Eq. (9) is transformed 

into 

           1 1 1
4 5 6 3 3 3 3, , , c s , s c ,T B B B B B

x y x y zz z z m z F z F m z F z F J Tz  (54) 

The dynamics given by Eq. (9) considering the switching logic described in Eqs. (10), (12) 
and (14) can now be transformed using Eq. (54) and the state feedback control law 

        
1,B BT EF x v b  (55) 

into a linear system 

    
    
   

 3 3 3 3 3 3

3 3 3 3 3 3

x x x

x x x

0 I 0
z z v

0 0 I
 (56) 

where  

         
31 2

1 2 3, ,
Trr rL h L h L hf f fb x x x  (57) 

and  E x  given by Eq. (49) with equivalent inputs   1 2 3, , Tv v vv  and relative degree of the 

system at the equilibrium point 0x  is    1 2 3, , 2,2,2r r r . Therefore the total relative degree 
of the system at the equilibrium point, which is defined as the sum of the relative degree of 
the system, is six. Given that the total relative degree of the system is equal to the number of 
states, the nonlinear system can be exactly linearized by state feedback and with the 
equivalent inputs iv , both stabilization and tracking can be achieved for the system without 
concern for the stability of the internal dynamics (Slotine, 1990).  
One of the noted limitations of a feedback linearized based control system is the reliance on 
a fully measured state vector (Slotine, 1990). This limitation can be overcome through the 
employment of proper state estimation. HIL experimentation on SRL’s second generation 
robotic spacecraft simulator using these navigation algorithms combined with the state 
feedback linearized controller as described above coupled with a linear quadratic regulator 
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as reported in the following section. 

 
5.2.1 Feedback Linearized Control Law with MSGCMG Rotational Control and Thruster 
Translational Control 
By applying Eq. (55) to the dynamics in Eq. (9) given  1G x  as defined in Eq. (11) where the 

system is taken to be observable in the state vector      1 2 3, , , ,T TX Y x x xy  and by using 

thruster two for translational control (i.e. for the case  0B
xU  where   1 2c sB

xU v v  and 
   1 2s cB

yU v v ), the feedback linearized control law is 

         3, , , ,T B B B B B B
x y z x x y zF F T m U m U mL U J vu  (58) 

which is valid for all x  in a neighborhood of the equilibrium point 0x . Similarly, the 
feedback linearized control law when  0B

xU  (thruster one is providing translation control) 

          3, , , ,T B B B B B B
x y z x y y zF F T m U m U mL U J vu  (59) 

Finally, when  0B
xU  (both thrusters used for translational control) given  1G x  as defined 

in Eq. (13) is 

        3, 2 ,T B B B
y z y zF T m U J vu  (60) 

 
5.2.2 Feedback Linearized Control Law for Thruster Roto-Translational Control 
As mentioned previously, by considering a momentum exchange device for rotational 
control, momentum storage must be managed. For a control moment gyroscope based 
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            3 3, , , 2 , 2T B B B B B B
x y z x y z y zF F T m U mL U J v L mL U J vu  (61) 

Similarly, the feedback linearizing control law for the system assuming thruster one is 
providing translational control   0B

xU  while thruster two provides the requisite torque is 

            3 3, , , 2 , 2T B B B B B B
x y z x y z y zF F T m U mL U J v L mL U J vu  (62) 

 
5.2.3 Determination of the thruster angles, forces and MSGCMG gimbal rates 
In either mode of operation, the pertinent decoupling control laws are used to determine the 
commanded angle for the thrusters and whether or not to open or close the solenoid for the 
thruster. For example, if  0B

xU , Eq. (58) or (61) can be used to determine the angle to 
command thruster two as 

    1
2 tan B B

y xF F  (63) 

and the requisite thrust as 
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  2 2
2

B B
x yF F F  (64) 

If the MSGCMG is being used, the requisite torque commanded to the CMG is taken directly 
from Eq. (58). In the normal operation mode, with the commanded angle for thruster one 
not pertinent, it can be commanded to zero without affecting control of the system. 
Similarly, if  0B

XU , Eq. (59) or (62)  can be used to determine the angle to command 
thruster one and the requisite thrust analogous to Eqs. (63) and (64). The requisite torque 
commanded to the CMG is similarly taken directly from Eq. (59). The required CMG torques 
can be used to determine the gimbal rate  CMG  to command the MSGCMG by solving the 

equation (Hall, 2006; Romano & Hall, 2006) 

     cosCMG CMG w CMGT h  (65) 

where wh is the constant angular momentum of the rotor wheel and CMG  is the current 
angular displacement of the wheel’s rotational axis with respect to the horizontal. 
 If the momentum exchange device is no longer available and  0B

xU , the thruster angle 
commands and required thrust value for the opposing thruster can be determined by using 
Eq. (61) as 

     1 32 B
y zsign mL U J v  (66) 

and 

    1 1 3( ) /B
y zF sign mL U J v L  (67) 

given   1 1sB
zT F L . Likewise, the thruster angle commands and required thrust value for 

the opposing thruster given  0B
xU  can be determined by using Eq. (62) as 

    2 32 B
y zsign mL U J v  (68) 

and 

   2 2 3( ) /B
y zF sign mL U J v L  (69) 

given   2 2sinB
zT F L . 

 
5.2.4 Linear Quadratic Regulator Design 
In order to determine the linear feedback gains used to compute the requisite equivalent 
inputs iv  to regulate the three degrees of freedom so that 
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 (70) 

a standard linear quadratic regulator is employed where the state-feedback law 
 Kv z minimizes the quadratic cost function 

    


 
0

T TJ Q R dtv z z v v  (71) 

subject to the feedback linearized state-dynamics of the system given in Eq. (56) . Given the 
relation between the linearized state and true state of the system, the corresponding gain 
matrices R and Q in Eq. (71) are chosen to minimize the appropriate control and state errors 
as 
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1 / , ,1 / ,1 / ,

1 / ,1 / ,1 /
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CMG

X Y
Q diag

V V

R diag F F T

 (72) 

where       max max ,max ,max max ,max, , , , ,x y zX Y V V  are taken to be the maximum errors 
allowed between the current states and reference states while maxF  and ,maxCMGT  are taken to 
be the maximum possible imparted force and torques from the thrusters and MSGCMG 
respectively. 
Given the use of discrete cold-gas thrusters in the system for translational control 
throughout a commanded maneuver and rotational control when the continuously acting 
momentum exchange device is unavailable, Schmitt trigger switching logic is imposed. 
Schmitt triggers have the unique advantage of reducing undesirable chattering and 
subsequent propellant waste nearby the reference state through an output-versus-input 
logic that imposes a dead zone and hysteresis to the phase space as shown in Fig. 5. 
 

 
 
 
 
 
Three separate Schmitt triggers are used with the design parameters of the Schmitt trigger 
shown in Fig. 5 (as demonstrated for the X coordinate control logic). In the case of the two 
translational DoF Schmitt triggers, the parameters are chosen such that 
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,X LV
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outv

Fig. 5. Schmitt Trigger Characteristics with Design Parameters Considering X Coordinate 
Control Logic 
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  2 2
2

B B
x yF F F  (64) 

If the MSGCMG is being used, the requisite torque commanded to the CMG is taken directly 
from Eq. (58). In the normal operation mode, with the commanded angle for thruster one 
not pertinent, it can be commanded to zero without affecting control of the system. 
Similarly, if  0B

XU , Eq. (59) or (62)  can be used to determine the angle to command 
thruster one and the requisite thrust analogous to Eqs. (63) and (64). The requisite torque 
commanded to the CMG is similarly taken directly from Eq. (59). The required CMG torques 
can be used to determine the gimbal rate  CMG  to command the MSGCMG by solving the 

equation (Hall, 2006; Romano & Hall, 2006) 

     cosCMG CMG w CMGT h  (65) 

where wh is the constant angular momentum of the rotor wheel and CMG  is the current 
angular displacement of the wheel’s rotational axis with respect to the horizontal. 
 If the momentum exchange device is no longer available and  0B

xU , the thruster angle 
commands and required thrust value for the opposing thruster can be determined by using 
Eq. (61) as 
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y zsign mL U J v  (66) 

and 
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y zF sign mL U J v L  (67) 

given   1 1sB
zT F L . Likewise, the thruster angle commands and required thrust value for 

the opposing thruster given  0B
xU  can be determined by using Eq. (62) as 

    2 32 B
y zsign mL U J v  (68) 

and 

   2 2 3( ) /B
y zF sign mL U J v L  (69) 

given   2 2sinB
zT F L . 

 
5.2.4 Linear Quadratic Regulator Design 
In order to determine the linear feedback gains used to compute the requisite equivalent 
inputs iv  to regulate the three degrees of freedom so that 
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a standard linear quadratic regulator is employed where the state-feedback law 
 Kv z minimizes the quadratic cost function 

    


 
0
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subject to the feedback linearized state-dynamics of the system given in Eq. (56) . Given the 
relation between the linearized state and true state of the system, the corresponding gain 
matrices R and Q in Eq. (71) are chosen to minimize the appropriate control and state errors 
as 
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where       max max ,max ,max max ,max, , , , ,x y zX Y V V  are taken to be the maximum errors 
allowed between the current states and reference states while maxF  and ,maxCMGT  are taken to 
be the maximum possible imparted force and torques from the thrusters and MSGCMG 
respectively. 
Given the use of discrete cold-gas thrusters in the system for translational control 
throughout a commanded maneuver and rotational control when the continuously acting 
momentum exchange device is unavailable, Schmitt trigger switching logic is imposed. 
Schmitt triggers have the unique advantage of reducing undesirable chattering and 
subsequent propellant waste nearby the reference state through an output-versus-input 
logic that imposes a dead zone and hysteresis to the phase space as shown in Fig. 5. 
 

 
 
 
 
 
Three separate Schmitt triggers are used with the design parameters of the Schmitt trigger 
shown in Fig. 5 (as demonstrated for the X coordinate control logic). In the case of the two 
translational DoF Schmitt triggers, the parameters are chosen such that 
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Fig. 5. Schmitt Trigger Characteristics with Design Parameters Considering X Coordinate 
Control Logic 
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

 
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



,

,

on X db X LX

off X db X LX

K X K V
K X K V

 (73) 

where    
, , max 2X L Y L LV V X F t m . ,db dbX Y  are free parameters that are constrained by 

mission requirements. outv  is chosen such that the maximum control command from the 
decoupling control law yields a value less than or equal to maxF  for the translational thruster. 
In the case of the rotational DoF Schmitt trigger when the momentum exchange device is 
unavailable, the parameters are chosen such that 

  

 

  

  

 
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,

,

z

z

on db z L

off db z L

K K
K K

 (74) 

where   , max 2z L zF L t J .  db  is a free parameter that is again constrained by mission 
requirements. For both modes of operation (i.e. with or without a momentum exchange 
device), Eqs. (58) through (60)  can be used to determine that 

  1,max 2,max max 2v v F m  (75) 

and when the thrusters are used for rotational control 

 3,max max zv F L J  (76) 

When the momentum exchange device is available, the desired torque as determined by the 
LQR control law as described above is passed directly through the Schmitt trigger to the 
decoupling control law to determine the required gimbal rate command to the MSGCMG. 
The three Schmitt trigger blocks output the requested control inputs along the ICS frame. 
The appropriate feedback linearizing control law is then used to transform these control 
inputs into requested thrust, thruster angle and MSGCMG gimbal rate along the BCS frame. 
From these, a vector of specific actuator commands are formed such that 

      


1 1 2 2, , , ,T
c CMGF Fu  (77) 

Each thruster command is normalized with respect to maxF  and then fed with its 
corresponding commanded angle into separate Pulse Width Modulation (PWM) blocks. 
Each PWM block is then used to obtain an approximately linear duty cycle from on-off 
actuators by modulating the opening time of the solenoid valves (Wie, 1998). Additionally, 
due to the linkage between the thruster command and the thruster angle, the thruster firing 
sequence is held until the actual thruster angle is within a tolerance of the commanded 
thruster angle. Furthermore, in order to reduce over-controlling the system, the LQR, 
Schmitt trigger logic and decoupling control algorithm are run at the PWM bandwidth of 
8.33 Hz. From each PWM, digital outputs (either zero or one) command the two thrusters 
while the corresponding angle is sent via RS-232 to the appropriate thruster gimbal motor. 
 
 
 
 

t  10-2 s 
 max max,X Y  10-2 m 
 ,max ,max,X YV V  3 x 10-3 m-s-1 

 max  1.8 x 10-2 rad 
 ,maxz  1.8 x 10-2 rad-s-1 

axmF  .159 N 

,maxCMGT  .668 Nm 
  (1,1) (2,2)X Y LQR LQRK K K K  15.9 
    (1,4) (2,5)LQR LQRX YK K K K  84.54 s 

  (3,3)LQRK K  1.39 

  (3,6)
z LQRK K  1.75 s 
db dbX Y  10-2 m 
, ,X L Y LV V  3.05 x 10-5 m-s-1 

 db  1.8 x 10-2 rad 
 ,z L  1.8 x 10-2 rad-s-1 

 ( ) ( )on onX Y  1.61 x 10-1 m 
 ( ) ( )off offX Y  1.56 x 10-1 m 
 ( )on  2.47 x 10-2 rad 
 ( )off  2.37 x 10-2 rad 

PWM min pulse width 10-2 s 

PWM sample time 1.2 x 10-1 s 
Table 4. Values of the Control Parameters 
 
Table 4 lists the values of the control parameters used for the experimental tests reported in 
the following section. In particular,  ,max ,max,X YV V  are chosen based typical maximum 
relative velocities during rendezvous scenarios while  max  is taken to be 1 degree and 
 ,maxz  is chosen to be 1 degrees/sec which correspond to typical slew rate requirements for 

small satellites (Roser & Schedoni, 1997;Lappas et al., 2002). The minimum opening time of 
the PWM was based on experimental results for the installed solenoid valves reported in 
(Lugini & Romano, 2009). 

 
6. Experimental Results 
 

The navigation and control algorithms introduced above were coded in MATLAB®-
Simulink® and run in real time using MATLAB XPC Target™ embedded on the SRL’s 
second generation spacecraft simulator’s on-board PC-104. Two experimental tests are 
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where    
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mission requirements. outv  is chosen such that the maximum control command from the 
decoupling control law yields a value less than or equal to maxF  for the translational thruster. 
In the case of the rotational DoF Schmitt trigger when the momentum exchange device is 
unavailable, the parameters are chosen such that 
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where   , max 2z L zF L t J .  db  is a free parameter that is again constrained by mission 
requirements. For both modes of operation (i.e. with or without a momentum exchange 
device), Eqs. (58) through (60)  can be used to determine that 

  1,max 2,max max 2v v F m  (75) 

and when the thrusters are used for rotational control 
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When the momentum exchange device is available, the desired torque as determined by the 
LQR control law as described above is passed directly through the Schmitt trigger to the 
decoupling control law to determine the required gimbal rate command to the MSGCMG. 
The three Schmitt trigger blocks output the requested control inputs along the ICS frame. 
The appropriate feedback linearizing control law is then used to transform these control 
inputs into requested thrust, thruster angle and MSGCMG gimbal rate along the BCS frame. 
From these, a vector of specific actuator commands are formed such that 
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Each thruster command is normalized with respect to maxF  and then fed with its 
corresponding commanded angle into separate Pulse Width Modulation (PWM) blocks. 
Each PWM block is then used to obtain an approximately linear duty cycle from on-off 
actuators by modulating the opening time of the solenoid valves (Wie, 1998). Additionally, 
due to the linkage between the thruster command and the thruster angle, the thruster firing 
sequence is held until the actual thruster angle is within a tolerance of the commanded 
thruster angle. Furthermore, in order to reduce over-controlling the system, the LQR, 
Schmitt trigger logic and decoupling control algorithm are run at the PWM bandwidth of 
8.33 Hz. From each PWM, digital outputs (either zero or one) command the two thrusters 
while the corresponding angle is sent via RS-232 to the appropriate thruster gimbal motor. 
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 ,z L  1.8 x 10-2 rad-s-1 

 ( ) ( )on onX Y  1.61 x 10-1 m 
 ( ) ( )off offX Y  1.56 x 10-1 m 
 ( )on  2.47 x 10-2 rad 
 ( )off  2.37 x 10-2 rad 

PWM min pulse width 10-2 s 

PWM sample time 1.2 x 10-1 s 
Table 4. Values of the Control Parameters 
 
Table 4 lists the values of the control parameters used for the experimental tests reported in 
the following section. In particular,  ,max ,max,X YV V  are chosen based typical maximum 
relative velocities during rendezvous scenarios while  max  is taken to be 1 degree and 
 ,maxz  is chosen to be 1 degrees/sec which correspond to typical slew rate requirements for 

small satellites (Roser & Schedoni, 1997;Lappas et al., 2002). The minimum opening time of 
the PWM was based on experimental results for the installed solenoid valves reported in 
(Lugini & Romano, 2009). 

 
6. Experimental Results 
 

The navigation and control algorithms introduced above were coded in MATLAB®-
Simulink® and run in real time using MATLAB XPC Target™ embedded on the SRL’s 
second generation spacecraft simulator’s on-board PC-104. Two experimental tests are 
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presented to demonstrate the effectiveness of the designed control system. The scenario 
presented represents a potential real-world autonomous proximity operation mission where 
a small spacecraft is tasked with performing a full 360 degree circle around another 
spacecraft for the purpose of inspection or pre-docking. These experimental tests validate 
the navigation and control approach and furthermore demonstrate the capability of the 
robotic spacecraft simulator testbed. 

 
6.1 Autonomous Proximity Maneuver using Vectorable Thrusters and MSGCMG along 
a Closed Circular Path 
Fig. 6, Fig. 7, and Fig. 8 report the results of an autonomous proximity maneuver along a 
closed circular trajectory of NPS SRL’s second generation robotic spacecraft simulator using 
its vectorable thrusters and MSGCMG. The reference path for the center of mass of the 
simulator consists of 200 waypoints, taken at angular intervals of 1.8 deg along a circle of 
diameter 1m with a center at the point [2.0 m, 2.0 m] in the ICS, which can be assumed, for 
instance, to be the center of mass of the target. The reference attitude is taken to be zero 
throughout the maneuver. The entire maneuver lasts 147 s. During the first 10 s, the 
simulator is maintained fixed in order to allow the attitude Kalman filter time to converge to 
a solution. At 10 s into the experiment, the solenoid valve regulating the air flow to the 
linear air bearings is opened and the simulator begins to float over the epoxy floor. At this 
point, the simulator begins to follow the closed path through autonomous control of the two 
thrusters and the MSGCMG. 
As evidenced in Fig. 6a through Fig. 6d, the components of the center of mass of the 
simulator as estimated by the translation linear quadratic estimator are kept close to the 
reference signals by the action of the vectorable thrusters. Specifically, the mean of the 
absolute value of the tracking error is 1.3 cm for X , with a standard deviation of 9.1 mm, 
1.4 cm mean for Y with a standard deviation of 8.6 mm, 2.4 mm/s mean for  XV with a 
standard deviation of 1.8 mm/s and 3.0 mm/s mean for  YV  with a standard deviation of 
2.7 mm/s. Furthermore, the mean of the absolute value of the estimated error in X is 2 mm 
with a standard deviation of 2 mm and 4 mm in Y with a standard deviation of 3 mm. 
Likewise, Fig. 6e and Fig. 6f demonstrate the accuracy of the attitude tracking control 
through a comparison of the commanded and actual attitude and attitude rate. Specifically, 
the mean of the absolute value of tracking error for  is 0.14 deg with a standard 
deviation of 0.11 deg and 0.14 deg/s for  z with a standard deviation of 0.15 deg/s. These 
control accuracies are in good agreement with the set parameters of the Schmitt triggers and 
the LQR design. 
Fig. 7a through Fig. 7d report the command signals to the simulator’s thrusters along with 
their angular positions. The commands to the thrusters demonstrate that the Schmitt trigger 
logic successfully avoids chattering behavior and the feedback linearized controller is able to 
determine the requisite thruster angles. Fig. 7e and Fig. 7f show the gimbal position of the 
miniature single-gimbaled control moment gyro and the delivered torque. Of note, the 
control system is able to autonomously maneuver the simulator without saturating the 
MSGCMG. 
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Fig. 6. Logged data versus time of an autonomous proximity maneuver of NPS SRL’s 3-DoF 
spacecraft simulator along a closed path using vectorable thrusters and MSGCMG. The 
simulator begins floating over the epoxy floor at t = 10 s. a) Transversal position of the 
center of mass of the simulator in ICS;  b) Transversal velocity of the center of mass of the 
simulator in ICS; c) Longitudinal position of the center of mass of the simulator; d) 
Longitudinal velocity of the center of mass of the simulator; e) Attitude; f) Attitude rate 
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presented to demonstrate the effectiveness of the designed control system. The scenario 
presented represents a potential real-world autonomous proximity operation mission where 
a small spacecraft is tasked with performing a full 360 degree circle around another 
spacecraft for the purpose of inspection or pre-docking. These experimental tests validate 
the navigation and control approach and furthermore demonstrate the capability of the 
robotic spacecraft simulator testbed. 

 
6.1 Autonomous Proximity Maneuver using Vectorable Thrusters and MSGCMG along 
a Closed Circular Path 
Fig. 6, Fig. 7, and Fig. 8 report the results of an autonomous proximity maneuver along a 
closed circular trajectory of NPS SRL’s second generation robotic spacecraft simulator using 
its vectorable thrusters and MSGCMG. The reference path for the center of mass of the 
simulator consists of 200 waypoints, taken at angular intervals of 1.8 deg along a circle of 
diameter 1m with a center at the point [2.0 m, 2.0 m] in the ICS, which can be assumed, for 
instance, to be the center of mass of the target. The reference attitude is taken to be zero 
throughout the maneuver. The entire maneuver lasts 147 s. During the first 10 s, the 
simulator is maintained fixed in order to allow the attitude Kalman filter time to converge to 
a solution. At 10 s into the experiment, the solenoid valve regulating the air flow to the 
linear air bearings is opened and the simulator begins to float over the epoxy floor. At this 
point, the simulator begins to follow the closed path through autonomous control of the two 
thrusters and the MSGCMG. 
As evidenced in Fig. 6a through Fig. 6d, the components of the center of mass of the 
simulator as estimated by the translation linear quadratic estimator are kept close to the 
reference signals by the action of the vectorable thrusters. Specifically, the mean of the 
absolute value of the tracking error is 1.3 cm for X , with a standard deviation of 9.1 mm, 
1.4 cm mean for Y with a standard deviation of 8.6 mm, 2.4 mm/s mean for  XV with a 
standard deviation of 1.8 mm/s and 3.0 mm/s mean for  YV  with a standard deviation of 
2.7 mm/s. Furthermore, the mean of the absolute value of the estimated error in X is 2 mm 
with a standard deviation of 2 mm and 4 mm in Y with a standard deviation of 3 mm. 
Likewise, Fig. 6e and Fig. 6f demonstrate the accuracy of the attitude tracking control 
through a comparison of the commanded and actual attitude and attitude rate. Specifically, 
the mean of the absolute value of tracking error for  is 0.14 deg with a standard 
deviation of 0.11 deg and 0.14 deg/s for  z with a standard deviation of 0.15 deg/s. These 
control accuracies are in good agreement with the set parameters of the Schmitt triggers and 
the LQR design. 
Fig. 7a through Fig. 7d report the command signals to the simulator’s thrusters along with 
their angular positions. The commands to the thrusters demonstrate that the Schmitt trigger 
logic successfully avoids chattering behavior and the feedback linearized controller is able to 
determine the requisite thruster angles. Fig. 7e and Fig. 7f show the gimbal position of the 
miniature single-gimbaled control moment gyro and the delivered torque. Of note, the 
control system is able to autonomously maneuver the simulator without saturating the 
MSGCMG. 
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Fig. 6. Logged data versus time of an autonomous proximity maneuver of NPS SRL’s 3-DoF 
spacecraft simulator along a closed path using vectorable thrusters and MSGCMG. The 
simulator begins floating over the epoxy floor at t = 10 s. a) Transversal position of the 
center of mass of the simulator in ICS;  b) Transversal velocity of the center of mass of the 
simulator in ICS; c) Longitudinal position of the center of mass of the simulator; d) 
Longitudinal velocity of the center of mass of the simulator; e) Attitude; f) Attitude rate 
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Fig. 7. Control actuator actions during autonomous proximity manuever of NPS SRL’s 3-
DoF spacecraft simulator along a closed path using vectorable thrusters and MSGCMG. a) 
Thruster 1 firing profile; b) Thruster 1 position; c) Thruster 2 firing profile; d) Thruster 2 
position; f) MSGCMG torque profile; e) MSGCMG gimbal position 
 
Fig. 8 depicts a bird’s-eye view of the spacecraft simulator motion. Of particular note, the 
good control accuracy can be evaluated by the closeness of the actual ground-track line to 
the commanded circular trajectory and of the initial configuration of the simulator to the 
final one. The total V required during this experimental test was .294 m/s which 
correspond to a total impulse of 7.65 Ns. 
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Fig. 8. Bird’s-eye view of autonomous proximity manuever of NPS SRL’s 3-DoF spacecraft 
simulator along a closed path using vectorable thrusters and MSGCMG 

 
6.2 Autonomous Proximity Maneuver using only Vectorable Thrusters along a Closed 
Circular Path 
Fig. 9, Fig. 10, and Fig. 11 report the results of maneuvering the spacecraft simulator along 
the same reference maneuver as in Section 6.1 but by using only the vectorable thrusters. 
This maneuver is presented to demonstrate the experimental validation of the STLC 
analytical results. As before, during the first 10 s, the simulator is not floating and kept 
stationary while the attitude Kalman filter converges. 
The tracking and estimation errors for this maneuver are as follows with the logged 
positions, attitudes and velocities shown in Fig. 9. The mean of the absolute value of the 
tracking error is 1.4 cm for X , with a standard deviation of 8.5 mm, 1.4 cm mean for 
Y with a standard deviation of 8.6 mm, 2.5 mm/s mean for  XV with a standard deviation 
of 1.9 mm/s and 3.1 mm/s mean for  YV  with a standard deviation of 2.8 mm/s. The mean 
of the absolute value of the estimated error in X is 3 mm with a standard deviation of 3 mm 
and 4 mm in Y with a standard deviation of 5 mm. The mean of the absolute value of 
tracking error for  is 0.52 deg with a standard deviation of 0.31 deg and 0.24 deg/s for 
 z with a standard deviation of 0.20 deg/s. These control accuracies are in good agreement 

with the set parameters of the Schmitt triggers and LQR design. 
Fig. 10 reports the command signals to the simulator’s thrusters with the commands to the 
thrusters again demonstrating that the feedback linearized controller is able to determine 
the requisite thruster angles to take advantage of this fully minimized actuation system. Fig. 
11 depicts a bird’s-eye view of the motion of the simulator during this maneuver. The total 
V required during this experimental test was .327 m/s which correspond to a total 
impulse of 8.55 Ns. 
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Fig. 7. Control actuator actions during autonomous proximity manuever of NPS SRL’s 3-
DoF spacecraft simulator along a closed path using vectorable thrusters and MSGCMG. a) 
Thruster 1 firing profile; b) Thruster 1 position; c) Thruster 2 firing profile; d) Thruster 2 
position; f) MSGCMG torque profile; e) MSGCMG gimbal position 
 
Fig. 8 depicts a bird’s-eye view of the spacecraft simulator motion. Of particular note, the 
good control accuracy can be evaluated by the closeness of the actual ground-track line to 
the commanded circular trajectory and of the initial configuration of the simulator to the 
final one. The total V required during this experimental test was .294 m/s which 
correspond to a total impulse of 7.65 Ns. 
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Fig. 8. Bird’s-eye view of autonomous proximity manuever of NPS SRL’s 3-DoF spacecraft 
simulator along a closed path using vectorable thrusters and MSGCMG 

 
6.2 Autonomous Proximity Maneuver using only Vectorable Thrusters along a Closed 
Circular Path 
Fig. 9, Fig. 10, and Fig. 11 report the results of maneuvering the spacecraft simulator along 
the same reference maneuver as in Section 6.1 but by using only the vectorable thrusters. 
This maneuver is presented to demonstrate the experimental validation of the STLC 
analytical results. As before, during the first 10 s, the simulator is not floating and kept 
stationary while the attitude Kalman filter converges. 
The tracking and estimation errors for this maneuver are as follows with the logged 
positions, attitudes and velocities shown in Fig. 9. The mean of the absolute value of the 
tracking error is 1.4 cm for X , with a standard deviation of 8.5 mm, 1.4 cm mean for 
Y with a standard deviation of 8.6 mm, 2.5 mm/s mean for  XV with a standard deviation 
of 1.9 mm/s and 3.1 mm/s mean for  YV  with a standard deviation of 2.8 mm/s. The mean 
of the absolute value of the estimated error in X is 3 mm with a standard deviation of 3 mm 
and 4 mm in Y with a standard deviation of 5 mm. The mean of the absolute value of 
tracking error for  is 0.52 deg with a standard deviation of 0.31 deg and 0.24 deg/s for 
 z with a standard deviation of 0.20 deg/s. These control accuracies are in good agreement 

with the set parameters of the Schmitt triggers and LQR design. 
Fig. 10 reports the command signals to the simulator’s thrusters with the commands to the 
thrusters again demonstrating that the feedback linearized controller is able to determine 
the requisite thruster angles to take advantage of this fully minimized actuation system. Fig. 
11 depicts a bird’s-eye view of the motion of the simulator during this maneuver. The total 
V required during this experimental test was .327 m/s which correspond to a total 
impulse of 8.55 Ns. 
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Fig. 9. Logged data versus time of an autonomous proximity maneuver of NPS SRL’s 3-DoF 
spacecraft simulator along a closed path using only vectorable thrusters. The simulator 
begins floating over the epoxy floor at t = 10 s. a) Transversal position of the center of mass 
of the simulator in ICS;  b) Transversal velocity of the center of mass of the simulator in ICS; 
c) Longitudinal position of the center of mass of the simulator; d) Longitudinal velocity of 
the center of mass of the simulator; e) Attitude; f) Attitude rate 
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Fig. 10. Control actuator actions during autonomous proximity manuever of NPS SRL’s 3-
DoF spacecraft simulator along a closed path using only vectorable thrusters. a) Thruster 1 
firing profile; b) Thruster 1 position; c) Thruster 2 firing profile; d) Thruster 2 position 
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Fig. 11. Autonomous proximity maneuver of NPS SRL’s 3-DoF spacecraft simulator along a 
closed path using only thrusters 
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Fig. 9. Logged data versus time of an autonomous proximity maneuver of NPS SRL’s 3-DoF 
spacecraft simulator along a closed path using only vectorable thrusters. The simulator 
begins floating over the epoxy floor at t = 10 s. a) Transversal position of the center of mass 
of the simulator in ICS;  b) Transversal velocity of the center of mass of the simulator in ICS; 
c) Longitudinal position of the center of mass of the simulator; d) Longitudinal velocity of 
the center of mass of the simulator; e) Attitude; f) Attitude rate 
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Fig. 10. Control actuator actions during autonomous proximity manuever of NPS SRL’s 3-
DoF spacecraft simulator along a closed path using only vectorable thrusters. a) Thruster 1 
firing profile; b) Thruster 1 position; c) Thruster 2 firing profile; d) Thruster 2 position 
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Fig. 11. Autonomous proximity maneuver of NPS SRL’s 3-DoF spacecraft simulator along a 
closed path using only thrusters 
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7. Conclusion 
 

A planar laboratory testbed was introduced for the simulation of autonomous proximity 
maneuvers of a uniquely control actuator configured spacecraft. The testbed consists of a 
floating robotic simulator equipped with dual vectorable cold-gas thrusters and a miniature 
control moment gyro floating via planar air bearings on a flat floor. Inertial position and 
attitude measurements are obtained with a discrete Kalman filter and linear quadratic 
estimator for navigation; feedback linearized control coupled with a linear quadratic 
regulator is used to command the control moment gyro and while the same feedback 
linearized controller is used coupled with Schmitt triggers and Pulse Width Modulation to 
command the vectorable thrusters. 
The presented experimental tests of autonomous closed path proximity maneuvers of the 
spacecraft simulator offer significant sample cases. The experimental results, which show 
good repeatability and robustness against disturbance and sensor noise, validate the 
proposed estimation and control approaches and demonstrate in particular, the small time 
local controllability of the system, confirming the analytical results. The achieved accuracy 
in following the reference trajectory (respectively ~ 1 cm for translation and ~ .5 deg for 
rotation given only the vectorable thrusters as control inputs) demonstrates both a feasible 
and promising actuator configuration for small spacecraft. 
NPS SRL’s robotic spacecraft simulator testbed, despite its reduction to only 3-DoF, allows 
experiments to be conducted in a low-risk and relatively low-cost environment where 
intermediate validation can occur between analytical/numerical simulations and full flight 
proximity navigation missions. Furthermore, the controllability analysis and the algorithms 
proposed for the state estimation and control can be in principle extended to full-fidelity 6-
DoF spacecraft applications. The next step in this ongoing research will focus on the 
expansion of the presented analytical methods for non-linear control-affine systems with 
drift to numerical simulations on a full 6-DoF spacecraft model as well as work to develop 
further controllers that can take advantage of the minimum number of control actuator 
configuration of only two thrusters and no momentum exchange devices. 

 
8. References 
 

Bullo, F. & Lewis, A.D. (2005). Geometric Control of Mechanical Systems, Springer 
Science+Business Media, Inc., ISBN:0-387-22195-6, New York, NY, USA 

Bryson, A.E. (1994). Control of Spacecraft and Aircraft, Princeton University Press, ISBN: 0-691-
08782-2, Princeton, NJ, USA 

Bevilacqua, R., Hall, J.S., Horning, J. & Romano, M. (2009). Ad Hoc Networking and Shared 
Computation Based Upon Linux for Autonomous Multi-Robot Systems, Journal of 
Aerospace Computing, Information, and Communication. To Appear. 

Canfield, S.L. & Reinholtz, C.F. (1998). Development of the Carpal Robotic Wrist, Lecture 
Notes in Control and Information Sciences, Vol. 232, pp. 423-434, ISBN: 978-3-540-
76218-8, Springer Berlin  

Corrazzini, T. & How, J.P. (1998) Onboard GPS Signal Augmentation for Spacecraft 
Formation Flying, Proceedings of the 11th International Technical Meeting of the Satellite 
Division of the Institute of Naviagation (ION) GPS 1998, pp. 1937-1946, Nashville, TN, 
September 1998, ION, Manassas, VA, USA 

Crassidis, J.L. & Junkins, J.L. (2004). Optimal Estimation of Dynamic Systems, CRC Press, LLC, 
ISBN: 1-58488-391-X, Boca Raton, FL, USA 

Creamer, G. (2007). The SUMO/FREND Project: Technology Development for Autonomous 
Grapple of Geosynchronous Satellites, Advances in the Astronautical Sciences, Vol. 
128, pp. 895-910, ISBN: 978-0-87703-542-8, San Diego, CA, USA  

Eikenberry, B.D. (2006). Guidance and Navigation Software Architecture Design for the 
Autonomous Multi-Agent Physically Interacting Spacecraft (AMPHIS) Testbed, M.S. 
Thesis, Naval Postgraduate School, Monterey, CA, USA 

Gelb, A. (1974). Applied Optimal Estimation, The MIT Press, ISBN: 0-262-57048-3, Cambridge, 
MA, USA 

Hall, J.S. (2006). Design and Interaction of a Three Degrees-of-Freedom Robotic Vehicle with 
Control Moment Gyro for the Autonomous Multi-Agent Physically Interacting Spacecraft 
(AMPHIS) Testbed, M.S. Thesis, Naval Postgraduate School, Monterey, CA, USA 

Hall, J.S. & Romano, M. (2007). Autonomous Proximity Operations of Small Satellites with 
Minimum Numbers of Actuators,  Proceedings of the 21st AIAA/USU Small Satellite 
Conference, Logan, UT, USA, August 2007, AIAA/USU 

Hall, J.S. & Romano, M. (2007). Novel Robotic Spacecraft Simulator with Mini-Control 
Moment Gyroscopes and Rotating Thrusters, Proceedings of the 2007 IEEE/ASME 
International Conference on Advanced Intelligent Mechatronics, pp. 1-6, ISBN: 878-1-
4244-1264-8, Zurich, Switzerland, September 2007, IEEE 

Isidori, A. (1989). Nonlinear Control Systems: An Introduction, Springer-Verlag New York, Inc., 
ISBN: 0-387-50601-2, New York, NY, USA 

Kennedy, F. (2008). Orbital Express: Accomplishments and Lessons Learned, Advances in the 
Astronautical Sciences, Vol. 131, pp. 575-586, ISBN: 878-0-87703-545-9, San Diego, 
CA, USA  

Lappas, V.J.; Steyn, W.H. & Underwood, C.I. (2002). Practical Results on the Development of 
a Control Moment Gyro Based Attitude Control System for Agile Small Satellites, 
Proceedings of the 16th Annual AIAA/USU Small Satellite Conference, Logan, UT, USA, 
August 2002, AIAA/USU 

LaValle, S.M. (2006). Planning Algorithms, Cambridge University Press, ISBN: 0-521-86205-1, 
New York, NY, USA 

Ledebuhr, A.G.; Ng, L.C.; Jones, M.S.; Wilson, B.A.; Gaughan, R.J.; Breitfeller, E.F.; Taylor, 
W.G.; Robinson, J.A.; Antelman, D.R. & Nielsen, D.P. (2001). Micro-Satellite 
Ground Test Vehicle for Proximity and Docking Operations Development, 
Proceedings of the 2001 Aerospace Conference, Vol. 5, pp. 2493-2504, ISBN: 0-7803-6599-
2, Big Sky, MT, USA, March 2001, IEEE 

LeMaster, E.A; Schaechter, D.B & Carrington, C.K. (2006). Experimental Demonstration of 
Technologies for Autonomous On-Orbit Robotic Assembly, Space 2006, pp. 1-13, 
San Jose, CA, USA, September 2006, AIAA 

Lewis, A.D. & Murray, R.M. (1997). Configuration Controllability of Simple Mechanical 
Control Systems, SIAM Journal on Control and Optimization, Vol. 35, No. 3, pp. 766-
790, SIAM 

Lugini, C. & Romano, M. (2009). A ballistic-pendulum test stand to characterize small cold-
gas thruster nozzles, Acta Astronautica, Vol. 64, No. 5-6, pp. 615-625, Elsevier LTD, 
DOI: 10.1016/j.actaastro.2008.11.001 



Laboratory Experimentation of Guidance and Control 	
of Spacecraft During On-orbit Proximity Maneuvers 221

7. Conclusion 
 

A planar laboratory testbed was introduced for the simulation of autonomous proximity 
maneuvers of a uniquely control actuator configured spacecraft. The testbed consists of a 
floating robotic simulator equipped with dual vectorable cold-gas thrusters and a miniature 
control moment gyro floating via planar air bearings on a flat floor. Inertial position and 
attitude measurements are obtained with a discrete Kalman filter and linear quadratic 
estimator for navigation; feedback linearized control coupled with a linear quadratic 
regulator is used to command the control moment gyro and while the same feedback 
linearized controller is used coupled with Schmitt triggers and Pulse Width Modulation to 
command the vectorable thrusters. 
The presented experimental tests of autonomous closed path proximity maneuvers of the 
spacecraft simulator offer significant sample cases. The experimental results, which show 
good repeatability and robustness against disturbance and sensor noise, validate the 
proposed estimation and control approaches and demonstrate in particular, the small time 
local controllability of the system, confirming the analytical results. The achieved accuracy 
in following the reference trajectory (respectively ~ 1 cm for translation and ~ .5 deg for 
rotation given only the vectorable thrusters as control inputs) demonstrates both a feasible 
and promising actuator configuration for small spacecraft. 
NPS SRL’s robotic spacecraft simulator testbed, despite its reduction to only 3-DoF, allows 
experiments to be conducted in a low-risk and relatively low-cost environment where 
intermediate validation can occur between analytical/numerical simulations and full flight 
proximity navigation missions. Furthermore, the controllability analysis and the algorithms 
proposed for the state estimation and control can be in principle extended to full-fidelity 6-
DoF spacecraft applications. The next step in this ongoing research will focus on the 
expansion of the presented analytical methods for non-linear control-affine systems with 
drift to numerical simulations on a full 6-DoF spacecraft model as well as work to develop 
further controllers that can take advantage of the minimum number of control actuator 
configuration of only two thrusters and no momentum exchange devices. 

 
8. References 
 

Bullo, F. & Lewis, A.D. (2005). Geometric Control of Mechanical Systems, Springer 
Science+Business Media, Inc., ISBN:0-387-22195-6, New York, NY, USA 

Bryson, A.E. (1994). Control of Spacecraft and Aircraft, Princeton University Press, ISBN: 0-691-
08782-2, Princeton, NJ, USA 

Bevilacqua, R., Hall, J.S., Horning, J. & Romano, M. (2009). Ad Hoc Networking and Shared 
Computation Based Upon Linux for Autonomous Multi-Robot Systems, Journal of 
Aerospace Computing, Information, and Communication. To Appear. 

Canfield, S.L. & Reinholtz, C.F. (1998). Development of the Carpal Robotic Wrist, Lecture 
Notes in Control and Information Sciences, Vol. 232, pp. 423-434, ISBN: 978-3-540-
76218-8, Springer Berlin  

Corrazzini, T. & How, J.P. (1998) Onboard GPS Signal Augmentation for Spacecraft 
Formation Flying, Proceedings of the 11th International Technical Meeting of the Satellite 
Division of the Institute of Naviagation (ION) GPS 1998, pp. 1937-1946, Nashville, TN, 
September 1998, ION, Manassas, VA, USA 

Crassidis, J.L. & Junkins, J.L. (2004). Optimal Estimation of Dynamic Systems, CRC Press, LLC, 
ISBN: 1-58488-391-X, Boca Raton, FL, USA 

Creamer, G. (2007). The SUMO/FREND Project: Technology Development for Autonomous 
Grapple of Geosynchronous Satellites, Advances in the Astronautical Sciences, Vol. 
128, pp. 895-910, ISBN: 978-0-87703-542-8, San Diego, CA, USA  

Eikenberry, B.D. (2006). Guidance and Navigation Software Architecture Design for the 
Autonomous Multi-Agent Physically Interacting Spacecraft (AMPHIS) Testbed, M.S. 
Thesis, Naval Postgraduate School, Monterey, CA, USA 

Gelb, A. (1974). Applied Optimal Estimation, The MIT Press, ISBN: 0-262-57048-3, Cambridge, 
MA, USA 

Hall, J.S. (2006). Design and Interaction of a Three Degrees-of-Freedom Robotic Vehicle with 
Control Moment Gyro for the Autonomous Multi-Agent Physically Interacting Spacecraft 
(AMPHIS) Testbed, M.S. Thesis, Naval Postgraduate School, Monterey, CA, USA 

Hall, J.S. & Romano, M. (2007). Autonomous Proximity Operations of Small Satellites with 
Minimum Numbers of Actuators,  Proceedings of the 21st AIAA/USU Small Satellite 
Conference, Logan, UT, USA, August 2007, AIAA/USU 

Hall, J.S. & Romano, M. (2007). Novel Robotic Spacecraft Simulator with Mini-Control 
Moment Gyroscopes and Rotating Thrusters, Proceedings of the 2007 IEEE/ASME 
International Conference on Advanced Intelligent Mechatronics, pp. 1-6, ISBN: 878-1-
4244-1264-8, Zurich, Switzerland, September 2007, IEEE 

Isidori, A. (1989). Nonlinear Control Systems: An Introduction, Springer-Verlag New York, Inc., 
ISBN: 0-387-50601-2, New York, NY, USA 

Kennedy, F. (2008). Orbital Express: Accomplishments and Lessons Learned, Advances in the 
Astronautical Sciences, Vol. 131, pp. 575-586, ISBN: 878-0-87703-545-9, San Diego, 
CA, USA  

Lappas, V.J.; Steyn, W.H. & Underwood, C.I. (2002). Practical Results on the Development of 
a Control Moment Gyro Based Attitude Control System for Agile Small Satellites, 
Proceedings of the 16th Annual AIAA/USU Small Satellite Conference, Logan, UT, USA, 
August 2002, AIAA/USU 

LaValle, S.M. (2006). Planning Algorithms, Cambridge University Press, ISBN: 0-521-86205-1, 
New York, NY, USA 

Ledebuhr, A.G.; Ng, L.C.; Jones, M.S.; Wilson, B.A.; Gaughan, R.J.; Breitfeller, E.F.; Taylor, 
W.G.; Robinson, J.A.; Antelman, D.R. & Nielsen, D.P. (2001). Micro-Satellite 
Ground Test Vehicle for Proximity and Docking Operations Development, 
Proceedings of the 2001 Aerospace Conference, Vol. 5, pp. 2493-2504, ISBN: 0-7803-6599-
2, Big Sky, MT, USA, March 2001, IEEE 

LeMaster, E.A; Schaechter, D.B & Carrington, C.K. (2006). Experimental Demonstration of 
Technologies for Autonomous On-Orbit Robotic Assembly, Space 2006, pp. 1-13, 
San Jose, CA, USA, September 2006, AIAA 

Lewis, A.D. & Murray, R.M. (1997). Configuration Controllability of Simple Mechanical 
Control Systems, SIAM Journal on Control and Optimization, Vol. 35, No. 3, pp. 766-
790, SIAM 

Lugini, C. & Romano, M. (2009). A ballistic-pendulum test stand to characterize small cold-
gas thruster nozzles, Acta Astronautica, Vol. 64, No. 5-6, pp. 615-625, Elsevier LTD, 
DOI: 10.1016/j.actaastro.2008.11.001 



Mechatronic Systems, Simulation, Modelling and Control222

Machida, K.; Toda, Y. & Iwata, T. (1992). Maneuvering and Manipulation of Flying Space 
Telerobotics System, Proceedings of the 1992 IEEE/RSJ International Conference on 
Intelligent Robots and Systems, Vol. 1, pp. 3-10, ISBN: 0-7803-0737-2, Raleigh, NC, 
USA, July 1992, IEEE 

Marchesi, M.; Angrilli, F. & Venezia, R. (2000). Coordinated Control for Free-flyer Space 
Robots, Proceedings of the 2000 IEEE International Conference on Systems, Man, and 
Cybernetics, Vol. 5, pp. 3550-3555, ISBN: 0-7803-6583-6, Nashville, TN, USA, October 
2000, IEEE 

Mathieu, C. & Weigel, A. L. (2005). Assessing the Flexibility Provided by Fractionated 
Spacecraft, Space 2005, pp. 1-12, Long Beach, CA, USA, August 2005, AIAA 

Nolet, S.; Kong, E. & Miller, D.W. (2005). Design of an Algorithm for Autonomous Docking 
with a Freely Tumbling Target, Proceedings of Modeling, Simulation and Verification of 
Space-based Systems II, Vol. 5799, No. 123, pp. 123-134, Orlando, FL, USA, March 
2005, SPIE 

Price, W. (2006). Control System of a Three DOF Spacecraft Simulator by Vectorable Thrusters and 
Control Moment Gyros, M.S. Thesis, Naval Postgraduate School, Monterey, CA, USA 

Romano, M.; Friedman, A. & Shay, T.J. (2007). Laboratory Experimentation of Autonomous 
Spacecraft Approach and Docking to a Collaborative Target, Journal of Spacecraft and 
Rockets, Vol. 44, No. 1, pp. 164-173, DOI: 10.2514/1.22092, AIAA 

Romano, M. & Hall, J.S (2006). A Testbed for Proximity Navigation and Control of 
Spacecraft for On-orbit Assembly and Reconfiguration, Space 2006, pp. 1-11, San 
Jose, CA, USA, September 2006, AIAA 

Roser, X. & Sghedoni, M. (1997). Control Moment Gyroscopes (CMG’s) and their 
Applications in Future Scientific Missions, Proceedings of the 3rd ESA International 
Conference on Spacecraft Guidance, Navigation and Control Systems, pp. 523-528, 
ESTEC Noordwijk, the Netherlands, November 1996, European Space Agency 

Sussman, H.J. (1987). A General Theorem on Local Controllability, SIAM Journal on Control 
and Optimization, Vol. 25, No. 1, pp. 158-194, SIAM 

Sussman, H.J. (1990). Nonlinear Controllability and Optimal Control, Marcel Dekker, Inc., ISBN: 
0-8247-8258-5, New York, NY, USA 

Slotine, J.E. & Weiping, L. (1991). Applied Nonlinear Control, Prentice-Hall, Inc., ISBN: 0-13-
040890-5, Upper Saddle River, NJ, USA 

Ullman, M.A. (1993). Experimentation in Autonomous Navigation and Control of Multi-
Manipulator Free-Flying Space Robots, Ph.D. Dissertation, Stanford University, 
Stanford, CA, USA 

Wie, B. (1998). Space Vehicle Dynamics and Control, American Institute of Aeronautics and 
A stronautics, Inc., ISBN: 1-56347-261-9, Reston, VA, USA 



Integrated Environment of Simulation and Real-Time Control Experiment for Control system 223

Integrated Environment of Simulation and Real-Time Control Experiment 
for Control system

Kentaro Yano and Masanobu Koga

X 
 

Integrated Environment of Simulation  
and Real-Time Control Experiment  

for Control system 
 

Kentaro Yano and Masanobu Koga 
Kyushu Institute of Technology 

Japan 

 
1. Introduction 
 

A design process of a control system is generally executed in order of modelling, design of 
controller, simulation, and control experiment. If a control plant is a robot or an inverted 
pendulum etc, Real-Time control is required and control experiment programs should be 
Real-Time programs (RT programs). An RT program is the program which assures the time 
limit of the process beginning and the process completion (Funaki & Ra, 1999). And, the 
control experiment program which is an RT program is called an RT control program.  
An RT control program is often written by using a library provided by a Real-Time OS 
(RTOS) like RT-Linux (RTLinuxFree; Funaki & Ra, 1999). At this time, it is necessary to find 
the parts which should be altered by the change of the control plant from whole of the 
program. Since, the target-depend parts are scattering at large range of the program. Also, 
there is a high possibility that the miss which forget the partial change etc. get mixed in with 
the program. 
A simulation is run to confirm the performance of the controller, and a simulation program 
is often written in a numerical computation language which makes it easy to write a 
mathematical formula (The MathWorks Matlab; Koga, 2000). After the affirmation of the 
results of the simulation, an RT control program is newly written. Therefore, it is impossible 
to execute the design process of control system efficiently, because an individually creation 
of a simulation program and an RT control program is needed and smoothly change from 
simulation phase to control experiment phase is impossible. 
To solve this issue, methods which create RT control programs using the information 
written at simulation programs are proposed. For example, by using RtMaTX (Koga et al., 
1998), it is able to create RT control programs by edit the function written in MaTX (Koga, 
2000) which is a numerical computation language. And, Real-Time Workshop (RTW) (The 
MathWorks Real-Time Workshop) generates RT control programs written in C language 
from block diagrams of Simulink (The MathWorks Simulink). A method which improves 
RTW to industrial applications and generates iFix (GE Fanuc Automation) etc. from Matlab 
codes is also proposed (Grega & olek, 2002). 

12
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A simulation is run on a common OS like Windows, but an RT control is often run on an 
RTOS. And, the platform (hardware or OS) for a simulation and the platform for an 
experiment are often different. Then, it is necessary to deploy the RT control program which 
is automatically generated from a simulation program on the machine which executes a 
control experiment. Since a simulation and a control experiment are executed repeatedly, it 
is necessary to repeatedly change a simulation program, create an RT control program, and 
deploy it on an experiment machine. 
To reduce a workload of a deployment of an RT control program, a method which uses a 
Web browser is proposed (Basso & Bangi, 2004). In this method, users can execute an 
automatic generation of an RT control program and control experiment by only selecting the 
simulation program written in Simulink on a Web browser. However, the simulation is 
executed by Simulink, and the RT control is run by the Web browser, so because of the 
difference of the interface, users are easy to be confused by the operations. And, HTML 
client which is the application that runs on a Web browser and uses UI parts provided by 
HTML, has problems like it is impossible to provide rich functions because the UI is poorer 
than an UI of a common program. 
The purpose of this paper is to propose methods to solve the issues and make it possible to 
efficiently execute the iteration of the simulation and the Real-Time control at the design 
process of control system. And, this paper describes about the integrated environment for 
simulation and Real-Time control which is the implementation of the proposed methods.  
In Section 2, we propose the methods for the issues. In Section 3, the developed integrated 
environment to actualize proposed methods is described. In Section 4, an illustrative 
example which is a stabilization control of inverted pendulum is explained. Finally, in 
section 5, conclusions are described. 

 
2. Integrate methods of simulation and Real-Time control 
 

2.1 RT Control Framework 
In this section, we propose an RT control framework which provides a frame of the creation 
of RT control programs for target-dependent parts are scattering at the large range of an RT 
program.  

 
2.1.1 Framework 
In software engineering, a framework is used commonly in the sense of the technique which 
provides a frame of the whole software (Nakano, 2002). Based on a framework, it is possible 
to complete a final product efficiently by the creation where a developer corresponds to 
individual purposes. So, a framework is provided as a semi finished product. The parts 
which are changed or added by developers are called hotspots, and other parts are called 
frozen spots. 
As shown in Fig. 1, a program written by users using a library only calls and uses codes in a 
library. On the other hand, in a framework, it calls and uses codes developed by users based 
on a specification of a framework. 
 

 
Fig. 1. Framework and Library 

 
2.1.2 Architecture 
The architecture of the framework which we propose is shown in Fig. 2. The RT control 
framework provides the frame of the creation of RT control programs. Target-dependent 
parts become apparent and it is able to control centrally by using the RT control framework. 
It is also possible to create an RT control program by only creating the target-dependent 
parts. Therefore, it makes writing RT control programs easy, and it is possible to raise the 
efficiency. It is possible to write an RT control program only creating pieces of Real-Time 
task, experimental data viewer, and commands interpretation. The details of the architecture 
are shown below. 

 Real-Time Task module 
Handle Real-Time processing, and compute the control law etc. 
 Real-Time Task Management module 
Generate/management the Real-Time Task 
 Experimental Data Management module 
Manage the experimental data 
 Experimental Data Viewer module 
Display the experimental data 
 User Interface module 
Handle commands (start/end of control etc.) from the user 
 Commands Interpretation module 
Interpret commands from the user, and handle them. 

 

 
Fig. 2. Architecture of framework 

 
2.2 Transformation of simulation program using object model 
To solve the issues about simulation programs depend a platform, and individually creation 
of a simulation program and an RT control program is needed, this paper proposes the 
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A simulation is run on a common OS like Windows, but an RT control is often run on an 
RTOS. And, the platform (hardware or OS) for a simulation and the platform for an 
experiment are often different. Then, it is necessary to deploy the RT control program which 
is automatically generated from a simulation program on the machine which executes a 
control experiment. Since a simulation and a control experiment are executed repeatedly, it 
is necessary to repeatedly change a simulation program, create an RT control program, and 
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To reduce a workload of a deployment of an RT control program, a method which uses a 
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simulation program written in Simulink on a Web browser. However, the simulation is 
executed by Simulink, and the RT control is run by the Web browser, so because of the 
difference of the interface, users are easy to be confused by the operations. And, HTML 
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In Section 2, we propose the methods for the issues. In Section 3, the developed integrated 
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example which is a stabilization control of inverted pendulum is explained. Finally, in 
section 5, conclusions are described. 
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framework provides the frame of the creation of RT control programs. Target-dependent 
parts become apparent and it is able to control centrally by using the RT control framework. 
It is also possible to create an RT control program by only creating the target-dependent 
parts. Therefore, it makes writing RT control programs easy, and it is possible to raise the 
efficiency. It is possible to write an RT control program only creating pieces of Real-Time 
task, experimental data viewer, and commands interpretation. The details of the architecture 
are shown below. 

 Real-Time Task module 
Handle Real-Time processing, and compute the control law etc. 
 Real-Time Task Management module 
Generate/management the Real-Time Task 
 Experimental Data Management module 
Manage the experimental data 
 Experimental Data Viewer module 
Display the experimental data 
 User Interface module 
Handle commands (start/end of control etc.) from the user 
 Commands Interpretation module 
Interpret commands from the user, and handle them. 

 

 
Fig. 2. Architecture of framework 

 
2.2 Transformation of simulation program using object model 
To solve the issues about simulation programs depend a platform, and individually creation 
of a simulation program and an RT control program is needed, this paper proposes the 
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transformation of a simulation program using the object model and Design Pattern (Gamma 
et al., 1995). First, this paper proposes a method which transforms a simulation program 
written in a numerical computation language to a simulation program written in a platform 
independent language. And, this paper also proposes a method which generates a Real-
Time processing code（hotspots of the RT control framework）using Factory Method 
pattern (Gamma et al., 1995). It is able to raise the efficiency of the design process of control 
system by generating an RT control program automatically from a simulation program 
written in a numerical computation language. It is able to restrict the generating program to 
target-dependent parts by generating the hot spots of the RT control framework. And, it is 
able to execute a simulation and a control experiment on the same platform by transforming 
a simulation program to a platform independent language． 

 
2.2.1 Object Model 
An object model is the data structure which is the object oriented model of the data used by 
a program, and it is the interface of given operations for that. An object model of a 
programming language is a set of classes to create the objects which have same information 
of the source code that was written in that language. Figure 3 shows the schematic of the 
object modeling of a source code as an object tree which has the same information of the 
source code. Let a function which generates another programming language is defined at 
each node. Then, it is possible to transform the original source code to another 
programming language by pursuing the object tree and calling the defined functions written 
at each node. 
 

 
Fig. 3. Object Model 

 
2.2.2 Transformation of program using object model 
Figure 4 shows the schematic of the transformation of a simulation program using the object 
model. First, Parser receives a source code written in a numerical computation language．
Parser construes the source code, and creates the object tree which has the information of the 
source code written in the numerical computation language based on the syntax. Objects 
which define a function to generate a platform independent code are used to build the tree. 
Then, the simulation program written in the platform independent language is generated 
from the generated object tree. 
 

  
Fig. 4. Transformation of simulation program using Object Model 
 
2.2.3 Generation of RT program using Factory Method pattern 
Factory Method pattern is a design pattern which decides how to create an instance of a 
class defined at a super class, and the concrete creation of an instance is handled by each 
subclass (Gamma et al., 1995). The Factory Method Pattern defines that Creator creates 
Product. And ConcreteProduct which is the real instance is created by ConcreteCreator 
which is the subclass of Creator. Then, the class which provides the frame of the 
instantiation and classes for the generation of the real instance are separated. 
It is possible to switch objects which are embedded in an object tree for any purpose by 
using Factory Method pattern when creating an object tree. 
Figure 5 shows the schematic of the transformation of a simulation program using Factory 
Method pattern. Factory Method pattern are applied where Parser creates the object model. 
And, it defines that Creator creates the object model (Product). Objects (ConcreteProduct) 
which is used to generate a simulation code is created by SimCreator (ConcreteCreator) 
which is an implementation class of Creator. 
Figure 6 shows the schematic of the automatic generation of an RT program using Factory 
Method pattern. Objects（ConcreteProduct）which generate an RT program automatically 
is created by RTCreator(ConcreteCreator）which is a subclass of SimCreator. Then, it is able 
to transform a platform independent simulation program and generate a Real-Time 
processing code automatically by using the object model which has the same structure. If a 
subclass of Creator and classes which are embedded in the object tree are created, it is 
possible to add another kind of code. 
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Fig. 5. Transformation of simulation program using Factory Method Pattern 
 

 
Fig. 6. Automatic generation of Real-Time control program using Factory Method Pattern 

 
2.3 Separation of platform dependent parts 
To solve the issue of RT control programs depend on a platform, this paper proposes a 
method which separates platform dependent parts and independent parts. And, this paper 
proposes that separates platform dependent parts of the RT control framework. 

 
2.3.1 Separation of platform dependent parts of RT control program 
In general, an RT control program consists two parts. One is Real-Time part which needs a 
Real-Time processing, and another part is non Real-Time part which doesn't need a Real-
Time processing. If Real-Time part is written in a platform correspond language, and non 
Real-Time part is written in a platform independent language, non Real-Time part can be 
independent from a platform. The outline about the separation of platform dependent parts 
is shown by Fig. 7. 

 
Fig. 7. Separation of platform dependent parts 

 
2.3.2 Server and client system 
This section describes an improvement of a portability of programs by combining of the 
method mentioned the above section and server and client system which use network. 
Figure 8 shows the schematic of server and client system. A plant is connected to a server 
machine. The server machine is installed an RTOS, and it can execute RT control programs. 
The client machine is connected to the server machine via network. 
In this system, Real-Time processing is executed by only the server machine, and the client 
machine runs only non Real-Time processing. And, non Real-Time information is sent 
between the server machine and the client machine. So, the client machine doesn't need the 
special environment for Real-Time programs. And, the client machine doesn't depend on the 
particular OS, since non Real-Time processing parts are platform independent. So, the 
combining of the separation of platform independent parts and server and client system 
improve the portability of the program. 
And, if a mechanism which automatically send an RT control program from the client 
machine to the server machine is implemented, the issue about deploy of an RT program is 
solved. 
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Fig. 8. Server and client system 

 
3. Implementation of proposed method 
 

We implemented the proposed methods, and developed the integrated environment for 
simulation and Real-Time control experiment using C language and Java language.  
Figure 9 shows the schematic of the integrated environment. 
An RT control program using the RT control framework is generated automatically from a 
simulation program by the integrated environment. The integrated environment can raise 
the efficiency of the design process of control system, since users can run the integrated 
simulation and Real-Time control experiment. 
 

 
Fig. 9. Schematic of Integrated Environment 
 
Figure 10 shows the architecture of the developed integrated environment. The RT control 
framework runs on an RTOS and the Java VM. The framework has two hotspots. Hotspot  
1use the function of an RTOS, and hotspots 2use the function of the Java VM. It is able to 
execute the simulation and the control experiment by using the GUI which runs on the 

framework. And the automatic code generation is used for the simulation and the control 
experiment. 
 

 
Fig. 10. Architecture of Integrated Environment 

 
3.1 RT control framework 
We developed ReTiCoF(Real Time Control Framework) (Yano & Koga, 2006) which is the 
implementation of the Real-Time control framework proposed by this paper. ReTiCoF runs 
on RT-Linux (RTLinuxFree) which is one of the RTOS, and it is implemented by C language 
and Java language. 
The architecture of MK-Task which is the execution parts of Real-Time processing in 
ReTiCoF is shown in Fig. 11. MK-Task is implemented by C language, and it provides 
mechanisms for easy use of functions of RT-Linux. 
 

 
Fig. 11. Architecture of MK-Task 
 
MK-Task consists of mk_task.c which runs on User space, and mk_manager.c which runs on 
Kernel space. mk_task.c has the APIs of MK-Task, and codes of receiver thread which 
receives data from Kernel space. mk_manager.c has the handler thread which runs when a 
call from User space is sent, manager thread which manages a Real-Time task, and Real-
Time task as thread which has the Real-Time constraint. And MKTaskImpl.java has native 
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methods which call the APIs of MK-Task using JNI, and methods which are needed when 
MK-Task is used from Java. JNI(Java Native Interface) (Gordon, 1998) is the technique to use 
a native code like C language from Java. 
The process flow of the Real-Time control using MK-Task is shown below. 
1. Main program(Java) calls the function of MK-Task as a native method of MKTaskImpl 

class 
2. A request form user space using the function of MK-Task is sent to Kernel space via 

RT-FIFO 
3. Handler thread starts 
4. The request received by handler thread is passed to manager thread, and manager 

thread manages the RT task as required 
5. The RT task inputs or outputs to a hardware, and execute the Real-Time control 
6. Experimental data of the Real-Time control are written into the shared memory of user 

space and kernel space 
7. Receiver thread receives total count of data from RT task via RT-FIFO 
8. Monitor thread receives the data from the shared memory, and display the data 

 
3.2 Transformation of program using object model 
The developed integrated environment employed MaTX as the numerical computation 
language，and Java as the platform independent language. The integrated environment 
creates an object model of MaTX from a source code of MaTX using matj(Koga et al., 2005) 
which is an interpreter of MaTX implemented by Java, and generates a source code of Java 
by pursing the object model. 
Factory Method pattern is applied to the Parser of matj, and a Real-Time processing code 
(hotspots of the RT control framework） is generated automatically from a simulation 
program written in MaTX.  In particular, we created classes which generates Real-Time 
code(matrix calculations, trigonometric functions etc.), and a class which embeds those 
classes to an object tree. 
The integrated environment is also able to generate an RT control program from a block 
diagram created by Jamox (Koga et al., 2006). The block diagram which is supported by the 
integrated environment has a controller created by a block of MaTX or cascade connections 
of linear systems. 
Jamox can run the modeling and the simulation, so it is possible to execute all parts of the 
design process of control system by using Jamox and the integrated environment. 
Jamox(Java Agile MOdeling Tool for Control System) is a modeling and simulation tool for 
control system using an adjacency matrix, and it supports a linear system and a nonlinear 
system modeled by continuous time, discrete time, and sampled data system(which is a mix 
of continuous time and discrete time). 
An adjacency matrix is one of an expressive form of a graph used for graph theory. It is easy 
to simulate a control system represented by a block diagram drawn by Jamox. Jamox not 
only can simulate time response of system, but also can compute a state space 
representation of all system and frequency response (Bode diagram) easily, if that system is 
a linear. 
Figure 12 shows an execution screen of Jamox. It is able to allocate blocks (provided by the 
tool) by drag and drop from the library to the canvas. Each block is able to be connected by 
mouse action, and it is easy to create a block diagram on the screen displays. 

 
Fig. 12. Modeling and Simulation tool Jamox 
 
The block 1is a basic block registered by the library. Kinds or the structure of the models are 
defined, and only the parameter is customizable. The block 2is a customer-defined block 
which represents any dynamic systems and static systems. And it is related with the Java 
class which extends DynamicSystem class or StaticSystem class. It is able to create the high 
reusable blocks efficiently based on the grouping of the control system and use of the 
inheritance of class.And, it is easy to create the fast computation code using NFC (Koga & 
Matsuki, 2003) which is a Java numerical computation package. The block 3is a block which 
treats a system written in MaTX syntax, and it is possible to reuse existing MaTX codes. 
In the simulation calculation, the solution of a differential equation is solved by RungeKutta 
class etc. which implements OdeSolver interface provided by Ode package of NFC. If an 
algebraic loop exists, a solution of a nonlinear simultaneous equation is solved by using 
Newton-Raphson method. 

 
3.3 Separation of platform dependent parts 
We use C language for the platform correspond language and Java language for the 
platform independent language. We use JNI to use C language and Java language together. 
In this integrated environment, server and client system is implemented by using 
RMI(Remote Method Invocation) (Trail: RMI) which is the implementation of distributed 
objects in Java. The distributed object is an object which is able to call methods through 
network. And, we implement the mechanism which sends an RT control program from a 
client machine to a server machine using RMI. 

 
3.4 Local and remote compatible GUI 
Figure 13 shows the GUI provided by the integrated environment. It has the menu bar and 
the toolbar which are related to the simulation, the automatic generation, and the control 
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experiment. It also has the display part of the experimental data, the property of the Real-
Time task, and messages for user.  
 

 
Fig. 13. GUI of integrated environment 
 
In this implemented integrated environment, it is possible to use the same GUI between the 
local control using only the server machine, and the remote control using the server machine 
and the client machine. Proxy pattern (Gamma et al., 1995) is used for the mechanism of the 
local and remote compatible GUI. Proxy pattern is the design pattern which makes Proxy 
class as the proxy of RealSubject class which is the real actor, and it handles processes of 
RealSubject class as much as possible. 
Figure 14 shows the class diagram of the integrated environment using Proxy pattern. The 
GUI which is shown by Fig. 13 is provided by RTWindow class. RTWindow class has the 
classes which provide the GUI parts like ViewPanel class, and the implementation class of 
MKTask interface which executes the Real-Time control. MKTaskImpl class is used for the 
local control, RemoteMKTaskProxy(Proxy)  class is used for the remote control instead of 
RemoteMKTaskImpl(RealSubject). 
 

 
Fig. 14. Class Diagram of Real-Time control system 

 
 

4. Experiment of stabilization control of an inverted pendulum 
 

To verify the effectivity of the method proposed by this paper, we execute the experiment of 
the stabilization control of an inverted pendulum using the developed integrated 
environment. 
First, do modeling a pendulum using Jamox and design a controller using MaTX. Figure 15 
shows the result of the modeling and the design of controller. 
 

 
Fig. 15. Modeling of pendulum using Jamox 
 
Simulation is executed by using Jamox. At this time, a user selects a solver of the differential 
equation, and input the start/end time of the simulation, and the initial state. Figure 16 
shows the results of the simulation. 
 

 
Fig. 16. Execution of simulation 
 
In the automatic generation of Real-Time program, user selects the simulation 
program(created by using Jamox), the function name to extract information, the name of the 
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experiment. It also has the display part of the experimental data, the property of the Real-
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output variable, and input the name/unit of display variables for the GUI. Figure 17 shows 
the dialog provided by the GUI of the integrated environment, and it is used to input the 
name/unit of display variables for the GUI.  
After the above information is inputted, the Real-Time program is generated automatically. 
And the variable displayed on the GUI is added, the display of the GUI is changed for the 
pendulum. 
 

 
Fig. 17. Display variable name・unit for GUI 
 
The experiment is executed, after select the generated RT control program, the module of 
the experimental apparatus, and input the parameter of the controller. Figure 18 shows the 
screen of the RTWindow which is executing the control experiment. 
It is shown that the GUI has changed for the inverted pendulum by using the information 
input by Fig. 17 by comparison Fig. 13 and Fig. 18. 
Figure 19 shows the experiment results, and abscissa axis is time[sec], ordinate axis is angle 
of the pendulum[rad]. And, the sampling time of the experiment is 5[ms]. 
As shown in Fig. 19, the angle of the pendulum is close to the 0[rad], the experiment of the 
stabilization control of the inverted pendulum become successful. 
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Fig. 19. Experiment results of stabilization of inverted pendulum 

 
5. Conclusions 
 

This paper proposed the methods which make the execution of the iterative design process 
of control system efficiently. In particular, this paper proposed the method which is based 
on the RT control framework, transformation of a program using the object model, and 
separation of platform dependent parts. And, we developed the integrated environment for 
the simulation and the Real-Time control experiment which is the implementation of 
proposed methods. The effectivity of the proposed methods was shown by the stabilization 
of an inverted pendulum. 
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5. Conclusions 
 

This paper proposed the methods which make the execution of the iterative design process 
of control system efficiently. In particular, this paper proposed the method which is based 
on the RT control framework, transformation of a program using the object model, and 
separation of platform dependent parts. And, we developed the integrated environment for 
the simulation and the Real-Time control experiment which is the implementation of 
proposed methods. The effectivity of the proposed methods was shown by the stabilization 
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In the implementation example, we used RT-Linux as the RTOS, but a method which runs 
RT control program on Linux Kernel 2.6(Kishida & Koga 2005) is proposed. So, we would 
like to make the integrated environment is corresponded to Linux Kernel 2.6 in future works． 
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1. Introduction 
 

Many software systems have been produced under host-concentrated development 
environment. In such host-concentrated one, the progress of software development tools has 
caused several issues. For instance, one of them is that all of software development 
management has to be suspended when the host computer is down. Since the late 1980s, 
personal computers have been spread on our daily life instead of conventional mainframe 
machines, because the price and performance of personal computers have been extremely 
improved. Hence, computer systems which aid the software development have been also 
changing into UNIX workstations or personal computers to reduce the development cost. A 
Client/Server System (CSS) which is a new development method have come into existence 
as a result of the progress of networking technology by UNIX systems. Such CSS's have 
been used more and more in the period of network computing. The CSS's are horizontally 
distributed systems which consist of a server and client computers. The CSS's differ from 
conventional host/terminal computer systems from the point of view that the CSS's have 
the property that each computer on network can be a server or client as well. Thus, the CSS's 
have expanded with the technique of internet. At present, the software development 
environment has been changing into distributed one because of such progress of network 
computing technologies. For instance, basic CSS's which consists of 2-layers structure have 
been expanded to 

 

N -layers one, because such CSS's can be easily and rapidly introduced 
for the purpose of software development with low cost. The recent progress of network 
technologies in social systems is remarkable. As a result of the progress, software 
development environment has been changing into new development paradigm in such 
CSS's and distributed development by using network computing technologies (Takahashi, 
1998; Umar, 1993; Vaughn, 1994). 
The methodology of the object-oriented design and analysis is a feature of such distributed 
development environment and greatly successful in the field of programming-language, 
simulation, GUI (graphical user interface), and constructing on database in the software 
development. A general idea of object-oriented design and analysis is developed as a 
technique which can easily construct and maintain the complex systems. Therefore, the 
distributed development paradigm based on such an object-oriented methodology will 
rapidly grow in the future, because this technique is expected as a very effective approach to 

13
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improve software quality and productivity. Software composition by object-oriented 
technologies is expected as a very effective approach to improve software quality and 
productivity. Considering the software composition, it is expected that even the host-
concentrated development environment can yield the quality of software system to some 
extent regardless of the content of applications, because the software system is structured on 
a single hardware environment. On the other hand, it is known that software systems under 
distributed development environment are difficult to be developed, since the architecture of 
such systems can have different development styles. 
As mentioned above, software development environment has been changing into new 
development paradigms such as concurrent distributed development environment and the 
so-called open source project by using network computing technologies. Especially, such 
Open Source Software (OSS) systems which serve as key components of critical 
infrastructures in the society are still ever-expanding now (E-Soft Inc.). 
Software reliability growth models (SRGM's) (Misra, 1983; Musa et al. 1987; Yamada & 
Osaki, 1989; Yamada, 1991; Yamada 1994) have been applied to assess the reliability for 
quality management and testing-progress control of software development. On the other 
hand, the effective method of testing management for the new distributed development 
paradigm as typified by the open source project has only a few presented (Kuk, 2006; Li et 
al. 2004; MacCormack et al. 2006; Zhoum & Davis, 2005). In case of considering the effect of 
the debugging process on an entire system in the development of a method of reliability 
assessment for the OSS, it is necessary to grasp the deeply-intertwined factors, such as 
programming paths, size of each component, skill of fault-reporters, and so on. 
In this chapter, we discuss a useful reliability assessment method of an embedded OSS 
developed under open source project. In order to consider the effect of each software 
component on the reliability of an entire system under such open source project, we apply a 
neural network (Karunanithi & Malaiya, 1996; Lippmann, 1987). Also, we propose a 
software reliability growth model based on stochastic differential equations in  order to 
consider the active state of the open source project. Especially, we apply the intensity of 
inherent software failures which means the software failure-occurrence rate or the fault 
detection rate for the i -th component importance level to the interaction among 
components by introducing an acceleration parameters. Also, we assume that the software 
failure intensity depends on the time, and the software fault-reporting phenomena on the 
bug tracking system keep an irregular state in terms of the number of detected faults. 
Moreover, in order to consider the effect of each software component on the reliability of an 
entire system under such open source software, we propose a method of reliability 
assessment based on the Bayesian network (BN) for OSS. Furthermore, we analyze actual 
software fault-detection count data to show numerical examples of software reliability 
assessment considering the component importance levels for the open source project. 

 
2. Reliability Assessment Method 
 

2.1 Weight parameter for each component 
In case of considering the effect of debugging process on an entire system on software 
reliability assessment for open source development paradigm, it is necessary to grasp the 
deeply-intertwined factors, such as programming paths, size of each component, skill of 
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In this chapter, we propose a method of reliability assessment based on the neural network 
in terms of estimating the effect of each component on the entire system in a complicated 
situation. Especially, we consider that our method based on neural network is useful to 
assess the software reliability by using only data sets in bug tracking system on the website. 
Also, we can apply the importance level of faults detected during the testing of each 
component, the size of component, the skill of fault-reporters and so on, to the input data of 
neural network.  
We assume that ( )JjIiwij ,,2,1;,,2,11  ==  are the connection weights from i -th unit on the 

sensory layer to j -th unit on the association layer, and  denote the 
connection weights from j -th unit on the association layer to k -th unit on the response 
layer. Moreover, ( )Iixi ,,2,1 =  represent the normalized input values of i -th unit on the 
sensory layer, and ( )Kkyk ,,2,1 =  are the output values. We apply the normalized values of 
fault level, operating system, fault repairer, fault reporter to the input values ( )Iixi ,,2,1 = . 
Then, the input-output rules of each unit on each layer are given by 
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where a logistic activation function ( )⋅f  which is widely-known as a sigmoid function given 
by the following equation:  
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where θ  is the gain of sigmoid function. We apply the multi-layered neural networks by 
back-propagation in order to learn the interaction among software components (Karunanithi 
& Malaiya, 1996; Lippmann, 1987). We define the error function by the following equation:  
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where ( )Kkd k ,,2,1 =  are the target input values for the output values. We apply the 
normalized values of the total number of detected faults for each component to the target 
input values ( )Kkd k ,,2,1 =  for the output values, i.e., we consider the estimation and 
prediction model so that the property of the interaction among software components 
accumulates on the connection weights of neural networks. 
By using the output values, , derived from above mentioned method, we 
can obtain the total weight parameter kp  which represents the level of importance for each 
component by using the following equation:  
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2.2 Reliability assessment for entire system 
Let ( )tS  be the cumulative number of detected faults in the OSS system by operational time 

( )0≥tt . Suppose that ( )tS  takes on continuous real values. Since the latent faults in the OSS 
system are detected and eliminated during the operational phase, ( )tS  gradually increases 
as the operational procedures go on. Thus, under common assumptions for software 
reliability growth modeling, we consider the following linear differential equation:  
 

 

dS t( )
dt

= λ t( )S t( ), (6) 

 
where ( )tλ  is the intensity of inherent software failures at operational time t , and a non-
negative function. In most cases, the faults of OSS are not reported to the bug tracking 
system at the same time as fault-detection but rather reported to the bug tracking system 
with the time lag of fault-detection and reporting. As for the fault-reporting to the bug 
tracking system, we consider that the software fault-reporting phenomena on the bug 
tracking system keep an irregular state. Moreover, the addition and deletion of software 
components is repeated under the development of OSS, i.e., we consider that the software 
failure intensity depends on the time (Tamura & Yamada, 2007). Therefore, we suppose that 

( )tλ  in Eq.(6) has the irregular fluctuation. That is, we extend Eq.(6) to the following 
stochastic differential equation (Arnold, 1974):  
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where σ  is a positive constant representing a magnitude of the irregular fluctuation and 

( )tγ  a standardized Gaussian white noise. We extend Eq.(7) to the following stochastic 
differential equation of an Itô type:  
 

 

dS t( )= λ t( )+
1
2

σ 2 
 
 

 
 
 

S t( )dt + σS t( )dW t( ), (8) 

 
where ( )tW  is a one-dimensional Wiener process which is formally defined as an integration 
of the white noise ( )tγ  with respect to time t . The Wiener process is a Gaussian process and 
has the following properties:  
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where  means the probability of event A and 

 

E Β[ ] represents the expected value of B  
in the time interval ],0( t . 
By using Itô's formula (Arnold, 1974), we can obtain the solution of Eq.(7) under the initial 
condition ( ) vS =0  as follows (Yamada et al. 1994):  
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where v  is the total number of faults detected for the previous software version. Using 
solution process ( )tS  in Eq.(12), we can derive several software reliability measures. 
Moreover, we define the intensity of inherent software failures, ( )tλ , as follows:  
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where  ( 1, 2,..., )i i Kα =  is an acceleration parameter of the intensity of inherent software 

failures for the i -th component importance level, 
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K  the number of the applied component. Similarly, 
we can apply the following S-shaped growth curve to Eq. (12) depending on the trend of 
fault importance level:  
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2.3 Reliability assessment measures 
 

2.3.1 Expected Number of Detected Faults and Their Variances 
We consider the mean number of faults detected up to operational time t . The density 
function of ( )tW  is given by 
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Data collection on the current total number of detected faults is important to estimate the 
situation of the progress on the software operational procedures. Since it is a random 
variable in our model, its expected value and variance can be useful measures. We can 
calculate them from Eq. (12) as follows (Yamada et al. 1994): 
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2.3 Reliability assessment measures 
 

2.3.1 Expected Number of Detected Faults and Their Variances 
We consider the mean number of faults detected up to operational time t . The density 
function of ( )tW  is given by 
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Data collection on the current total number of detected faults is important to estimate the 
situation of the progress on the software operational procedures. Since it is a random 
variable in our model, its expected value and variance can be useful measures. We can 
calculate them from Eq. (12) as follows (Yamada et al. 1994): 
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where 

 

Var S t( )[ ] is the variance of the number of faults detected up to time t . 

 
2.3.2 Mean Time between Software Failures 
The instantaneous mean time between software failures (which is denoted by MTBFI) is 
useful to measure the property of the frequency of software failure-occurrence. 
First, the instantaneous MTBF is approximately given by 
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Therefore, we have the following instantaneous MTBF: 
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Also, the cumulative MTBF is approximately given by 
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Therefore, we have the following cumulative MTBF: 
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2.3.3 Mean Time between Software Failures 
Since a one-dimensional Wiener process is a Gaussian process, 

 

logS t( )  is a Gaussian 
process. We can derive its expected value and variance as follows: 
 

 

Ε logS t( )[ ]= logv + λ(s)
0

t∫ ds, (22) 

 

 

Var logS t( )[ ]= σ 2t. (23) 
 
Therefore, we have the following probability for the event 
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where  means the probability of event A and 

 

Φ ⋅( )  of the standard normal 
distribution function can defined as follows: 
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Therefore, the transitional probability of 

 

S t( ) is given by the following equation: 
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3. Software Reliability Assessment Procedures 
 

The procedures of reliability assessment in our method for OSS are shown as follows: 
1. We processes the data file in terms of the data in bug-tracking system of the specified 

OSS for reliability assessment. 
2. Using the fault-detection count data obtained from bug-tracking system, we process 

the input data for neural network. 

3. We estimate the weight parameters  for each component by using 
the neural network. 

4. Also, the unknown parameters σ  and  included in our model are 
estimated by using the least-square method of Marquardt-Levenberg. 

5. We show the expected total number of detected faults, the instantaneous fault-
detection rate, and the cumulative MTBF as software reliability assessment measures, 
and the predicted relative error. 
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3. Software Reliability Assessment Procedures 
 

The procedures of reliability assessment in our method for OSS are shown as follows: 
1. We processes the data file in terms of the data in bug-tracking system of the specified 
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2. Using the fault-detection count data obtained from bug-tracking system, we process 

the input data for neural network. 

3. We estimate the weight parameters  for each component by using 
the neural network. 

4. Also, the unknown parameters σ  and  included in our model are 
estimated by using the least-square method of Marquardt-Levenberg. 
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and the predicted relative error. 
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4. Portability Assessment 
 

4.1 Prior information for BN 
Applying SRGM's for prior information in case of using BN, we analyze software fault-
detection count data based on an NHPP model. Considering stochastic characteristics 
associated with the fault-detection procedures in the testing phase, we treat 

 

N(t), t ≥ 0{ } as 
a nonnegative counting process where a random variable 

 

N(t)  means the cumulative 
number of faults detected up to testing-time 

 

t . The fault-detection process 

 

N(t), t ≥ 0{ } are 
described as follows: 
 

[ ] { } [ ] ( )( )
Pr ( ) exp ( )    0,1, 2,...

!

nH t
N t n H t n

n
= = − =  (27) 

 
In Eq. (27),  means the probability of event A, and 

 

H(t)  is called a mean value function 
which represents the expected cumulative number of faults detected in the testing-time 
interval 

 

(0, t] , where 

 

h(t)  is called an intensity function which represents the fault-
detection rate per one fault. From Eq. (27), the fault-detection rate per one remaining fault, 
which characterizes the software reliability growth in the fault-detection phenomenon, is 
defined as 
 

 

d(t) ≡
h(t)

a − H(t)
,  (28) 

 
where 

 

a  is the expected number of the initial inherent faults. We can analyze software fault-
detection count data by using an SRGM based on the NHPP, because the NHPP models 
have been discussed in many literatures since they can be easily applied in the software 
reliability assessment. The SRGM based on an NHPP is based on the following assumptions 
:  

 A software fault-detection phenomenon can be described by an NHPP. 
 Software faults detected during the testing-phase are corrected certainly and 

completely, i.e., no new faults are introduced into the software system during 
the debugging. 

It is empirically known that the cumulative number of detected faults shows an exponential 
growth curve when a software system consisting of several software components are tested 
in the testing-phase. On the other hand, the cumulative number of faults describes an S-
shaped growth curve when a newly developed software system is tested. Thus, the former 
case is described by the exponential SRGM based on an NHPP, and the latter case is 
described by the delayed S-shaped SRGM which is also based on an NHPP. We describe the 
structure of the mean value function defined in the following, because an NHPP model is 
characterized by its mean value function. The mean value function of the exponential 
SRGM, 

 

He (t) , is characterized by the following function: 
 

 

He (t) = a 1− e−bt( ) a > 0, b > 0( ), (29) 

where 

 

He (t)  represents the expected cumulative number of faults detected up to the module 
testing time 

 

t t ≥ 0( ). In Eq. (29), 

 

a  is the expected number of initial inherent faults, and 

 

b 
the software failure rate per inherent fault. In addition, the intensity function of the 
exponential SRGM is given as follows: 
 

 

he (t) = abe−bt , (30) 
 
where 

 

he (t)  represents the instantaneous fault-detection rate at the module testing time 

 

t t ≥ 0( ).  
Similarly, the mean value function of the delayed S-shaped SRGM, 

 

Hs(t) , is represented as :  
 

 

Hs(t) = a 1− 1+ bt( )e−bt[ ] a > 0, b > 0( ), (31) 
 
where 

 

Hs(t)  represents the expected cumulative number of faults detected up to the module 
testing time 

 

t t ≥ 0( ). In Eq. (6), 

 

a  is the expected number of initial inherent faults, and 

 

b 
the software failure rate per inherent fault. In addition, the intensity function of the delayed 
S-shaped SRGM is given as follows :  
 

 

hs(t) = ab2te−bt
 (32) 

 
where 

 

hs(t)  represents the instantaneous fault-detection rate at the module testing time 

 

t t ≥ 0( ). 
In this chapter, we use Mean Squared Errors (MSE) discussed in 5.3 in order to select a 
better SRGM, Exponential SRGM or Delayed S-shaped SRGM for each software component. 

 
4.2 Reliability assessment for OSS porting 
We can estimate the probability of the phenomenon 

 

Z  based on the following phenomena 

 

X  and 

 

Y : 

 

X : The fault is detected at the component 

 

X . 

 

Y : The fault is detected at the component 

 

Y . 

 

Z : The fault is detected at the Kernel component. 
BN for above mentioned phenomena is shown in Fig. 1. 
 

 
Fig. 1. The failure-occurrence probability model based on BN. 
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Fig. 1 means that the fault is detected at the component 

 

X  or component 

 

Y  as a result of 
the occurrence of phenomenon 

 

Z . Therefore, the failure probability of Kernel component is 
given by the following equation based on the Bayesian theory: 
 

 

pZ =
xy ′ pZbxby

xy ′ pZ + ′ x ′ y ′ pZ

+
xy ′ pZbxby

xy ′ pZ + ′ x ′ y ′ pZ

+
xy ′ pZbxby

xy ′ pZ + ′ x ′ y ′ pZ

+
xy ′ pZbxby

xy ′ pZ + ′ x ′ y ′ pZ

,

 (33) 

 
where 

 

x  is the probability of 

 

X  under the occurrence of phenomenon 

 

Z . Similarly, 

 

y  is 
the probability of 

 

Y  under the occurrence of phenomenon 

 

Z . The probability of 

 

X  and 

 

Y  
are given by the 

 

bx  and 

 

by  previously. Also, 

 

p  means the 

 

1− p. 

 

′ pZ  is the prior probability 
of 

 

Z , 

 

′ pZ  is updated by using 

 

′ pZ = pZ . The prior information 

 

bx  and 

 

by  are given by the 
intensity function of NHPP model and SDE model applied for each component of OSS. We 
can estimate the portability of embedded software based on OSS by using Eq. (33). 

 
5. Numerical Examples 
 

5.1 Embedded OSS 
We focus on the BusyBox (Erik Andersen) which is one of the embedded open source 
software developed under an open source project. The BusyBox combines tiny versions of 
many common UNIX utilities into a single small executable. It provides replacements for 
most of the utilities you usually find in GNU fileutils, shellutils, etc. 
The fault-detection count data used in this chapter are collected in the bug tracking system 
on the website of BUSYBOX in August 2008. 

 
5.2 Reliability assessment considering component level 
Estimating the weight parameters based on the number of source lines of code for each 
component, we analyze the actual data for the case of 

 

v =14, p1 = 0.28252, p2 = 0.07213, α̂ 3 = 0.64531. 
In case of the exponential intensity function of inherent software failures in Eq. (30), the 
following model parameters have been estimated: 
 

 

α̂ 1 = 0.324667, α̂ 2 = 0.116271, α̂ 3 = 0.121832, σ̂ = 0.153831.
 

In case of the S-shaped intensity function of inherent software failures in Eq. (32), the 
following model parameters have been estimated: 
 

 

α̂ 1 = 0.141554, α̂ 2 = 0.168274, α̂ 3 = 0.567777, σ̂ = 0.153845.
The estimated expected number of detected faults, 

 

Ê[S(t)] , in case of the exponential 
intensity function of inherent software failures, is shown in Fig. 2. Also, Fig. 3 shows the 

estimated variance of the number of faults. From Fig. 3, we find that the variance of the 
number of detected faults grows as the time elapses after the release. 
 

 
 

Fig. 2. The estimated expected cumulative number of detected faults. 
 

 
 

Fig. 3. The estimated variance of the number of detected faults. 
 

 
 

Fig. 4. The estimated MTBFC. 
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Fig. 3. The estimated variance of the number of detected faults. 
 

 
 

Fig. 4. The estimated MTBFC. 
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Moreover, the estimated MTBFC is also plotted in Fig. 4. Fig. 4 shows that the MTBF increase 
as the operational procedures go on. 
Furthermore, Fig. 5 shows the estimated transitional probability of Eq. (26) in case of the 
exponential intensity function of inherent software failures. 
 

 
 

Fig. 5. The estimated transitional probability of 

 

S(t) . 

 
5.3 Assessment Measures for OSS porting 
We show numerical example in terms of OSS porting by using the fault-detection count data 
registered in the bug tracking system in actual open source project. In this chapter, we apply 
the fault data of BusyBox that is developed and used as Embedded OSS. 
We focus on the buildroot and the uClibc which is one of the components in the Busybox. 
We apply the mean value functions of exponential SRGM and delayed S-shaped SRGM for 
each components. We show the result of parameter estimation and Mean Square Error 
(MSE) in Tables 1-3. Moreover, we show the estimation of expected values of the cumulative 
number of detected faults in Figs. 6-8. We define the error function in Eq. (34) by the 
following equation :  

 

(34) 

 
where 

 

yk  are the actual measurement values, and 

 

ŷk  are the predictive values. The MSE 
indicates that the selected model fits better to the observed data as MSE becomes small.  
 

 
Table 1. The results of estimated unknown parameter and value of MSE for each SRGM in 
BusyBox. 
 

 
Table 2. The results of estimated unknown parameter and value of MSE for each SRGM in 
buildroot. 
 

 
Table 3. The results of estimated unknown parameter and value of MSE for each SRGM in 
uClibc. 

 
Fig. 6. The estimated expected cumulative number of detected faults for buildroot. 
 

 
Fig. 7. The estimated expected cumulative number of detected faults for uClibc. 
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Fig. 7. The estimated expected cumulative number of detected faults for uClibc. 
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Fig. 8. The instantaneous fault-detection rate by using BN. 
 
We can apply the exponential SRGM for buildroot from Fig. 6 and Table 2. On the other 
hand, we can apply the delayed S-shaped SRGM for uClibc from Fig. 7 and Table 3. Fig. 8 is 
shown the instantaneous fault-detection rate by using BN. From Fig. 8, we find that the 
fault-detection rate can be used as the portability assessment measure for the embedded 
OSS by using BN. 

 
6. Conclusion 
 

In this chapter, we have discussed the methods of reliability analysis for an embedded OSS 
developed under on an open source project. Especially, we have proposed a stochastic 
differential equation model in order to consider the active state of the open source project, 
where we have assumed that the software failure intensity depends on the time, and the 
software fault-reporting phenomena on the bug tracking system keep an irregular state. 
Moreover, we have derived several assessment measures in terms of imperfect debugging of 
an entire system under such open source development paradigm. Especially, we have 
applied the exponential and S-shaped intensity functions of inherent software failures for 
the 

 

i -th component importance level to the interaction among components by using an 
acceleration parameters. Furthermore, we have shown the transitional probability of 

 

S(t)  in 
Eq. (26). 
In case of considering the effect of debugging process on an entire system on software 
reliability assessment for open source projects, it is necessary to grasp the deeply-
intertwined factors. In this chapter, we have shown that our method can describe such 
deeply-intertwined factors. Especially, we have applied BN technique in order to consider 
the effect of each software component on the reliability of an entire system under such open 
source development paradigm. By using the BN, we have proposed the method of reliability 
assessment incorporating the interaction among software components. Moreover, we have 
proposed the fault-detection rate based on BN used as the portability assessment measure 
for the embedded OSS. 
Finally, we have focused on an embedded OSS developed under open source projects. New 
distributed development paradigm typified by such open source project will evolve at a 

rapid pace in the future. Our method is useful as the method of reliability assessment  
incorporating the importance of each component for an entire system. 
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Abstract 
The conceivable development of information and communication technology will enable 
mechatronic systems with inherent partial intelligence. We refer to this by using the term 
“self-optimization”. Self-Optimizing systems react autonomously and flexibly on changing 
operation conditions. They are able to learn and optimize their behavior at runtime. The de-
velopment of mechatronic and especially self-optimizing systems is still a challenge. A sig-
nificant milestone within the development is the principle solution. It determines the basic 
structure as well as the operation mode of the system and is the result of the conceptual de-
sign. Additionally it is the basis for the concretization of the system which involves experts 
from several domains, such as mechanics, electrical engineering/electronics, control engi-
neering and software engineering. This contribution presents a new specification technique 
for the conceptual design of mechatronic and self-optimizing systems. It also uses the rail-
way technology as a complex example, to demonstrate how to use this specification tech-
nique and in which way it profits for the development of future mechanical engineering sys-
tems. 
Keywords 
Design Methodology, Mechatronics, Self-Optimization, Principle Solution, Conceptual De-
sign, Domain-Spanning Specification 

 
1. Introduction 
 

The products of mechanical engineering and related industrial sectors, such as the automo-
bile industry, are increasingly based on the close interaction of mechanics, electronics and 
software engineering, which is aptly expressed by the term mechatronics. The conceivable 
development of communication and information technology opens up more and more fas-
cinating perspectives, which move far beyond current standards of mechatronics: mecha-
tronic systems having an inherent partial intelligence. We call these systems “self-
optimizing systems”. Self-Optimization of a technical system is the endogenous adaptation 
of the systems’ objectives as a reaction to changing influences and the resulting autonomous 
adjustment of parameters or structure and consequently of the systems’ behavior [ADG+08]. 

14
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According to this self-optimizing systems have the ability to react autonomously and flexi-
bly on changing operation conditions. Thereby self-optimization goes far beyond conven-
tional control and adaptation strategies.  
To develop mechatronic and especially self-optimizing systems, still is a challenge. The es-
tablished design methodologies of the conventional engineering domains are no longer ade-
quate. This particularly applies to the early design phase “conceptual design” which results 
in the so-called “principle solution”. The principle solution represents a significant miles-
tone because it determines the basic structure and the operation mode of the systems and, 
subsequently, it is the basis for further concretization. This need for action was the starting 
point for the collaborative research centre (CRC) 614 “Self-Optimizing Concepts and Struc-
tures in Mechanical Engineering” at the University of Paderborn funded by the German Re-
search Foundation (DFG).  
This contribution presents the essential results of the Collaborative Research Center 614. It 
first explains the paradigm of self-optimization and the key aspects of such systems. After-
wards it describes in detail the three actions of self-optimization, the so called Self-
Optimization Process. For the realization of complex, mechatronic systems with inherent 
partial intelligence an adequate concept of structure as well as architecture for the informa-
tion processing is needed. Hence the new concept of the Operator-Controller-Module 
(OCM) has been developed. This concept is also presented in detail. A new and powerful 
paradigm, such as self-optimization, naturally calls for new development methods as well 
as development tools. Therefore a new design methodology for self-optimizing and thus for 
mechatronic systems is introduced. It divides the development process into two main phas-
es – the “conceptual design” and the “concretization”. The main emphasis is on a holistic in-
tegrative specification of the principle solution. Therefore a new domain-spanning specifica-
tion technique is presented. Within the “conceptual design” the specification of the principle 
solution forms the basis for all the experts’ communication and cooperation. It will be de-
scribed in which way the development activities of the subsequent “concretization”, that 
take place in parallel, are going to be structured, coordinated and how the consistency of 
these activities is ensured on the basis of the principle solution.  
All the works by the CRC 614 use the “Neue Bahntechnik Paderborn/RailCab” as a demon-
strator. All examples throughout this contribution refer to that project. RailCab is an innova-
tive railway system which is realized on a test track at a scale of 1:2.5. Autonomous vehicles 
(RailCabs) that supply transport for both passengers and cargo, establish the core of the sys-
tem (figure 1). They drive on demand and not by schedule. The RailCabs act in a pro-active 
way, e.g. in order to reduce the required energy by forming convoys. The actuation is rea-
lized by a contact-free dual-feed electromagnetic linear drive [ZS05], [ZBS+05]. The stator of 
the linear drive is situated between the track and the rotor within the shuttle. The three-
phase winding in the stator forms a magnetic field which moves asynchronous along the 
tracks and propels the vehicle with it. By the magnetic dynamic effects between the stator 
and rotor magnetic fields´, the vehicle is accelerated and also slowed down. The dual feed 
allows variable adjustment of the vehicle’s magnetic field. Consequently, several RailCabs 
can be operated on the same stator section with different velocities. The linear drive allows 
power to be supplied to the vehicle without overhead lines or contact rails. The supporting 
and guiding of the shuttle take place by using wheel/track contact that allows the usage of 
already existing railway tracks. With an active tracking module, based on an independent 
axle chassis with loose wheels, the choice of direction by passing over a switch can now take 

place vehicle-sided. In that case, the switches work in a passive way, in contrast to the con-
ventional rail. An active spring technology with an additional tilt technology results in a 
high travelling comfort. The RailCab’s basic technology is placed in the plain-built under-
carriage on which the chassis for passengers or cargo will be set upon.  
 

Demand- an not Schedule-Driven
Autonomous Vehicles (RailCabs) for
Passenger and Cargo

Standardized Vehicles that 
can be Customized Individually 

Passenger RailCab Comfort Version

Cargo RailCab Local Traffic VersionConvoy Formation  
Fig. 1. RailCabs of the project „Neue Bahntechnik Paderborn/RailCab“ 

 
2. Self-Optimization  
 

All future intelligent systems of mechanical engineering, regarded in this contribution, rely 
on mechatronics. The CRC 614 took up the hierarchical structure of complex mechatronic 
systems suggested by LÜCKEL and added the aspect of self-optimization (figure 2) [LHL01]. 
The basis consists of so-called mechatronic function modules (MFM) that comprise a me-
chanical basic structure, sensors, actors and a local information processing, which contains 
the controller. MFMs that are connected by information technology and/or mechanical ele-
ments result in autonomous mechatronic systems (AMS). They also feature information 
processing. Within this information processing, superior tasks are being realized, such as 
monitoring, fault diagnosis and maintenance decisions. Additionally targets for the local in-
formation processing of the MFM are generated. AMS form the so-called networked mecha-
tronic systems (NMS). NMS are produced just by connecting the AMS parts via information 
processing. Similar to the AMS, the information processing of the NMS is realizing superior 
tasks. If the terms are to be transferred in the vehicle engineering, the spring and tilt module 
would be considered to be a MFM, the RailCab itself with an active chassis an AMS and a 
convoy a NMS. 
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Fig. 2. Structure of a complex mechatronic system with inherent partial intelligence 
 
On every level of this structure it is possible, to add the functionality of self-optimization to 
the controller. By this, the regarded system’s elements (MFM, AMS, NMS) gain inherent 
partial intelligence. The behavior of the whole system is formed by the communication and 
cooperation of the intelligent system’s elements. From an information processing point of 
view we consider these distributed systems to be multi-agent-systems. 
Against this backdrop, we understand a system’s self-optimization as endogenous adapta-
tion on changing operating conditions, as well as a resulting objective-oriented adaptation of 
the parameters and, if necessary, of the structure and therefore the behavior of the system 
[ADG+08]. Thus self-optimization enables systems that have inherent “intelligence”. They 
have the ability to react autonomously and flexibly on changing operating conditions. 
The key aspects and the operation mode of a self-optimizing system are depicted in figure 3. 
Using the influences as a basis, the self-optimizing system determines the internal objectives 
that have to be pursued actively. These internal objectives are based on external ones, whe-
reas those are set from the outside, e.g. by the user or other systems, and also on inherent 
objectives that reflect the design purpose of the system. Inherent objectives of a driving 
module can be for example: saving of the driving functions and a high efficiency. If we be-
low talk about objectives, we refer to the internal ones, because those are part of the optimi-
zation. Low energy demand, high travelling comfort and low noise emission belong to in-
ternal objectives of a RailCab. The adaptation of objectives means, for instance, that the 
relative weighting of the objectives is modified, new objectives are added or existing objec-
tives are discarded and no longer pursued. 
Thus, the adaptation of the objectives leads to an adaptation of the system’s behavior. The 
behavior’s adaptation is achieved by an adaptation of the parameters and, if necessary, of 

the structure. An adaptation of the parameters means an adaptation of the system’s parame-
ters, e.g. the adaptation of a controller parameter. 
Adapting the structure, concerns the arrangement and relations of the system’s elements. 
We differentiate between reconfiguration and compositional adaptation. Reconfiguration is 
the change of the relations of a fixed quantity of elements. Compositional adaptation means 
the integration of new elements in the already existing structure or the subtraction of ele-
ments from the structure. Self-Optimization takes place as a process that consists of the three 
following actions, called the Self-Optimization Process: 
1. Analyzing the current situation: The regarded current situation includes the current state 
of the system as well as all observations of the environment that have been carried out. Ob-
servations can also be made indirectly by communication with other systems. Furthermore, 
a system’s state contains possible previous observations that are saved. One basic aspect of 
this first step is the analysis of the fulfillment of the objectives. 
2. Determining the system’s objectives: The system’s objectives can be extracted from 
choice, adjustment and generation. By choice we understand the selection of one alternative 
out of predetermined, discrete, finite quantity of possible objectives; whereas the adjustment 
of objectives means the gradual modification of existing objectives respectively of their rela-
tive weighting. We talk about generation, if new objectives are being created that are inde-
pendent from the existing ones. 
 

 
Fig. 3. Aspects of a self-optimizing system – influences on the system result in an adaptation 
of the objectives and an according adaptation of the system’s behaviour 
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servations can also be made indirectly by communication with other systems. Furthermore, 
a system’s state contains possible previous observations that are saved. One basic aspect of 
this first step is the analysis of the fulfillment of the objectives. 
2. Determining the system’s objectives: The system’s objectives can be extracted from 
choice, adjustment and generation. By choice we understand the selection of one alternative 
out of predetermined, discrete, finite quantity of possible objectives; whereas the adjustment 
of objectives means the gradual modification of existing objectives respectively of their rela-
tive weighting. We talk about generation, if new objectives are being created that are inde-
pendent from the existing ones. 
 

 
Fig. 3. Aspects of a self-optimizing system – influences on the system result in an adaptation 
of the objectives and an according adaptation of the system’s behaviour 
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3. Adapting the system’s behavior: The changed system of objectives demands an adapta-
tion of the behavior of the system. As mentioned before this can be realized by adapting the 
parameters and, if required, by adapting the structure of the system. This action finally 
closes the loop of the self-optimization by adapting the system’s behavior. 
The self-optimizing process leads, according to changing influences, to a new state. Thus a 
state transition takes place. The Self-Optimizing Process describes the system’s adaptation 
behavior. This can occur on every hierarchy level of a self-optimizing system shown in fig-
ure 2. The realization of mechatronic systems with inherent partial intelligence requires an 
adequate concept of structure as well as an architecture for the information processing. To 
make this possible, the new concept of the Operator-Controller-Module (OCM) has been 
developed: [ADG+08]. From an information processing point of view, it corresponds to an 
agent. Figure 4 shows its architecture. As a result, an OCM can be structured into three le-
vels (Controller, Reflective Operator and Cognitive Operator) which will be examined in de-
tail below. 

controlled system
 

Fig. 4. Architecture of the Operator-Controller-Module (OCM) 

 The Controller level stands for the control loop with direct access to the technical sys-
tem. The software at this level operates continuously under hard real-time conditions. 
The controller itself can be made up of a number of controller configurations with the 
possibility of switching between them. The changeover takes one step; necessary cross-
fading mechanisms and the like are summarized, in turn, into one controlling element. 

 The Reflective Operator supervises and regulates the controller. It does not access di-
rectly the actuators of the system but it modifies the controller by initiating parameter 
changes or changes of the structure. If changes of the structure do appear (e.g. as in re-
configurations), not just the controllers will be replaced but also corresponding control 
and signal flows will be switched within the controller itself. Combinations that consist 
of controllers, circuit elements and corresponding control or signal flows are described 
as controller-configurations. Figure 4 shows possible controller-configurations, exem-
plified by the blocks A, B and C. The controlling of the configurations, realized by a 
state machine, defines which state of the system uses which kind of configuration. It 
also determines under which circumstances it is necessary to switch between the con-
figurations. The reflecting operator mostly works event-oriented. The close connection 
with the controller requires a mode of operation in so-called hard real-time. The re-
flecting operator offers an interface (working as a conjunctional element to the cogni-
tive level of the OCM) between the elements operating not in real-time or soft real-time 
and the controller.  It filters the arriving signals and takes them to the levels under-
neath. Moreover, the reflecting operator is responsible for the real-time communication 
between the OCM, which together constitute a composed self-optimizing system. 

 The Cognitive Operator is the highest level of the OCM-architecture. Here the system 
uses knowledge on itself as well as on its environment in order to improve its own be-
havior by using varied methods (such as learning methods and model-based optimiza-
tion). The main emphasis is put on the cognitive abilities for carrying out of the self-
optimizing process. Model-based processes allow a predictable optimization that is, to 
a large extent, decoupled from the underlying levels while the system is in operation. 

Based on the OCM-architecture, the actions of the Self-Optimizing Process (1. analyzing the 
current situation, 2. determining the system’s objectives and 3. adapting the system’s beha-
vior) can be realized in various ways. When the self-optimizing adaptation needs to fulfill 
real-time requirements all three actions are carried out in the reflective operator. Systems 
that do not have to run the self-optimization in real time can use more elaborate methods, 
which are settled within the cognitive operator. In that case, the behavior’s adaptation is car-
ried out indirectly, relayed by the reflective operator, which needs to synchronize the in-
structions of the behavior’s adaptation with the controller’s real-time course. In addition, 
there might occur mixtures within one single OCM. There are also hybrid forms that occur 
within a single OCM, when the two described forms of self-optimization take place simulta-
neously and asynchronously. 

 
3. Challenges during the development of self-optimizing systems 
 

A new and powerful paradigm, such as self-optimization, naturally calls for new develop-
ment methods as well as development tools. Because of the high complexity and the partici-
pation of a multitude of different engineering domains the development of self-optimizing 
systems is still a challenge.  
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By the activities of the Heinz Nixdorf Institute of the University of Paderborn a practical 
guideline for the development of mechatronic systems was established – the VDI-guideline 
2206 „Design methodology for mechatronic systems“ (figure 5). The guideline is based on 
the so called V model of the domain software engineering. 

modeling and model analysis

mechanical engineering
domain-specific design

requirements product

verification

electrical eng./electronics
software engineering

 
Fig. 5. V model of the VDI-guideline 2206 „Design methodology for mechatronic systems” 
[VDI04] 
 
Starting point for the system design are the requirements. During the system design the ba-
sic structure and the main physical and logical operating characteristics of the system are 
described in a domain-spanning product concept (synonymous: principle solution). The 
principle solution forms the basis for the subsequent domain-specific concretization. The 
term “concretization” describes thereby the domain-specific design of a technical system. 
During the concretization the participating domains specify the system by using domain-
specific procedure models, methodologies and tools. Afterwards the integration of the re-
sults from the individual domains into an overall system allows to investigate the character-
istics of the system. During the different development steps the reliability and safety of the 
characteristics is analyzed by computer models. The result of one cycle of the V model is a 
product of a specific stage of maturity (e.g. functional model, prototype, pre-production 
model and repetition part). For the development of a product of a high stage of maturity a 
number of cycles are required. The presented model is a first step on the way to a holistic 
design methodology for mechatronic systems. 

The holistic domain-spanning system design – thus the left bough of the V model – still 
bears the major challenge in the development of mechatronic systems. There is a gap be-
tween the normally used list of requirements, which is more or less a rough specification of 
the total system and, hence, leaves much space for interpretation, and well-established spe-
cification techniques of the involved domains used within the domain-specific concretiza-
tion. This gap is the reason, why the engineers run in deep trouble when they have to inte-
grate their results in the system integration in the right bough of the V model. This applies 
to mechatronic as well as to self-optimizing systems. It is the question, how established de-
sign methodologies can be extended to face these challenge. For the system design we be-
came aware, that the basic structure of the conceptual design in classical mechanical engi-
neering design methodology (formulation of the requirements, definition of the functions 
and searching for active principles for the realization of the tasks [PBF+07]) is also valid for 
mechatronic and self-optimizing systems. By looking into this more deeply, it became clear 
that an extension of the design methodology was urgently necessary. This appears, for in-
stance, in the use of solution patterns as well as in the necessity of modeling the environ-
ment, application scenarios and the system of objectives. Therewith a holistic approach for 
the conceptual design of self-optimizing systems, comprising of an integrative specification 
of the description of the principle solution and a holistic procedure model, is the main need 
for action on the way to a design methodology for self-optimizing systems (compare figure 
6). Both elements are presented in the following chapters. 
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Fig. 6. Central challenge: a new specification technique for the description of the principle 
solution of a mechatronic respectively self-optimizing system 
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Fig. 6. Central challenge: a new specification technique for the description of the principle 
solution of a mechatronic respectively self-optimizing system 
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4. Specification of the principle solution 
 

In the following, we present a specification technique for the description of the principle so-
lution of a self-optimizing system. It is also applicable for mechatronic systems. The specifi-
cation technique is based on the research of FRANK, GAUSEMEIER and KALLMEYER [GFD+08], 
[GEK01]. It became clear that a comprehensive description of the principle solution of a 
highly complex system needs to be divided into aspects. Those aspects are, according to fig-
ure 7: requirements, environment, system of objectives, application scenarios, functions, ac-
tive structure, shape and behavior. The behavior consists of a whole group because there are 
different kinds of behavior, e.g. the logic behavior, the dynamic behavior of multi-body sys-
tems, the cooperative behavior of system components etc. The mentioned aspects are 
represented by partial models. The principle solution consists of a coherent system of partial 
models because the aspects are in relationship with each other and ought to form a coherent 
system. It is necessary to work alternately on the aspects and the according partial models. 
Nevertheles there is a certain order. 
 

 
Fig. 7. Partial models for the domain-spanning description of the principle solution of self-
optimizing systems 
 
The description of the environment, the application scenarios and requirement serve as the 
starting point. They are usually followed by the system of objectives, the function hierarchy 
and the active structure. The active structure represents the core of the principle solution in 

conventional mechanical engineering. The modeling of states and the state transitions as 
well as the impacts on the active structure play a decisive role in the specification of a self-
optimizing system. This kind of modeling takes place within the group of behavior models. 
An example is given in subchapter 3.3. The following subchapters explain the partial mod-
els, the relationships between the partial models and the specific characteristic of the specifi-
cation of self-optimizing systems. 

 
4.1 Partial models  
Environment: This model describes the environment of the system that has to be developed 
and its embedding into the environment. Relevant spheres of influence (such as weather, 
mechanical load, superior systems) and influences (such as thermal radiation, wind energy, 
information) will be identified.  
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Fig. 8. Modeling of the RailCab’s environment (cut-out) 
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Fig. 8. Modeling of the RailCab’s environment (cut-out) 



Mechatronic Systems, Simulation, Modelling and Control266

Disturbing influences on the system’s purpose will be marked as disturbance variables. Fur-
thermore, the interplays between the influences will be examined. We consider a situation to 
be one consistent amount of collectively occurring influences, in which the system has to 
work properly. We mark influences that cause a state transition of the system as events. Ca-
talogues, that imply spheres of influences and influences, support the creation of environ-
ment models. Figure 8 shows, in detail, the specification of the RailCab’s environment. The 
users and the cargo affect the driving behavior of a RailCab, e.g. by their weight. Influences 
of the environment, such as wind, snow, ice and leaves, affect both, the RailCab’s driving 
behavior as well as the state of the track sections and switches. Track set errors of track sec-
tions also influence the RailCab’s driving behavior as well as the abrasion of the RailCab it-
self. The example concretizes the amount of influences I2 in the influence table (figure 8). 
 

 
Fig. 9. Application scenario for the example “optimizing the efficiency” [GFP+08] 

Application scenario: Application scenarios form first concretizations of the system. They con-
cretize the system’s behavior in a special state and a special situation and furthermore, what 
kinds of events initiate a state transitions. Application scenarios characterize a problem, which 
needs to be solved in special cases, and also roughly describe the possible solution. One applica-
tion scenario of the RailCab “optimizing the efficiency” is shown in figure 9.  
 
Requirements: This aspect considers the computer-intern representation of the require-
ments. The list of requirements sets up its basis. It presents an organized collection of re-
quirements that need to be fulfilled during the product development (such as overall size, 
performance data). Requirements are separated into demands and wishes [PBF+07]. Every 
requirement is verbally described and, if possible, concretized by attributes and their charac-
teristics. Several checklists assist the setting up of requirements; see for example [PBF+07], 
[Rot00], [Ehr03]. 
System of objectives: This aspect includes the representation of external, inherent and in-
ternal objectives and their connections (see chapter 2). A cut-out of the system of objectives 
of the RailCab is shown in figure 10. The external and inherent objectives are represented as 
a hierarchical tree. The hierarchy relations are specified by logical relations with declara-
tions of the hierarchy criterion “is part-objective of”. The potential internal objectives derive 
from the external and inherent objectives. The impact between the objectives will be ex-
pressed by an assisting influence matrix. The matrix shows if the objectives work in mutual 
support, if they influence each other negatively or if they are in a neutral relationship. The 
system is able to follow such systems simultaneously and without any problems, which 
work mutually and also those systems that have neutral relations. But if the systems influ-
ence each other in a negative way, this is an indication for the need of optimization. Instead 
of an influence matrix, graphs that model objectives and their interplays can be used. 
Functions: This aspect concerns the hierarchical subdivision of the functionality. A function 
is the general and required coherence between input and output parameters, aiming at ful-
filling a task. For the setting up of function hierarchies, there is a catalogue with functions 
which is based on BIRKHOFER [Bir80] and LANGLOTZ [Lan00]. This catalogue has been ex-
tended by functions, which especially describe self-optimizing functionality. Functions are 
realized by solution patterns and their concretizations. A subdivision into sub functions is 
taking place until useful solution patterns have been found for the functions.  
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self. The example concretizes the amount of influences I2 in the influence table (figure 8). 
 

 
Fig. 9. Application scenario for the example “optimizing the efficiency” [GFP+08] 

Application scenario: Application scenarios form first concretizations of the system. They con-
cretize the system’s behavior in a special state and a special situation and furthermore, what 
kinds of events initiate a state transitions. Application scenarios characterize a problem, which 
needs to be solved in special cases, and also roughly describe the possible solution. One applica-
tion scenario of the RailCab “optimizing the efficiency” is shown in figure 9.  
 
Requirements: This aspect considers the computer-intern representation of the require-
ments. The list of requirements sets up its basis. It presents an organized collection of re-
quirements that need to be fulfilled during the product development (such as overall size, 
performance data). Requirements are separated into demands and wishes [PBF+07]. Every 
requirement is verbally described and, if possible, concretized by attributes and their charac-
teristics. Several checklists assist the setting up of requirements; see for example [PBF+07], 
[Rot00], [Ehr03]. 
System of objectives: This aspect includes the representation of external, inherent and in-
ternal objectives and their connections (see chapter 2). A cut-out of the system of objectives 
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from the external and inherent objectives. The impact between the objectives will be ex-
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is the general and required coherence between input and output parameters, aiming at ful-
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realized by solution patterns and their concretizations. A subdivision into sub functions is 
taking place until useful solution patterns have been found for the functions.  
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Fig. 10. The RailCab’s system of objectives (cut-out) 
 
Active structure: The active structure describes the system elements, their attributes as well 
as the relation of the system elements. It is the target to define the basic structure of a self-
optimizing system, including all system configurations which can be thought anticipated. 
Figure 11 visualizes a cut-out of a shuttle’s active structure. The active structure consists of 
system elements, such as drive and break modules, air gap adjustment, operating point con-
trol, tracking modules, spring- and tilt modules, energy management and their relations. 
Furthermore, incoming parameters are described, such as comfort, costs and time, which are 
external objectives of the user. The system is structured by logic groups in order to improve 
the necessary clearness. In this case, for example, the system elements of a driving module 
are combined. The system elements, which deal with the determination of system objectives 
of the self-optimization process, are marked by a slanting arrow (here: operating point con-
trol and air gap adjustment). 

 
Fig. 11. Active structure of a shuttle (cut-out) 
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Shape: This aspect needs to be modeled because first definitions of the system’s shape have 
to be carried out already in the phase of the conceptual design. This especially concerns 
working surfaces, working places, surfaces and frames. The computer-aided modeling takes 
place by using 3D CAD systems. 
Behavior: This group of partial models comprises several kinds of behavior. Basically, what 
is needed to be modeled are the system’s states with the connected operation processes and 
the state transitions with the adaptation processes. The adaptation processes represent the 
definite realization of the self-optimizing process. If there are several systems taking part in 
the self-optimizing process, the interplay of these systems needs to be described. Depending 
on the development task, more kinds of behavior, such as kinematics, dynamics or electro-
magnetic compatibility of the system’s components need to be specified. 

 The partial model Behavior – States defines the states and state transitions of a sys-
tem. All of the system’s states and state transitions, which can be thought ahead 
and thus, need to be considered, as well as the events initiating a state transition 
need to be described. Events can be characteristic influences on the system or al-
ready finished activities.  

 The partial model Behavior – Activities describes the mentioned operation 
processes, that take place in a system’s state, and the adaptation processes, which 
have the typical features of self-optimization. All in all, the processes are modeled 
by activities. “Determine fulfillment of current objectives” or “select adequate pa-
rameters and configuration” etc. are examples of such activities. Figure 12 intro-
duces a cut-out of the self-optimizing process of the application scenario “optimiz-
ing the efficiency”. The self-optimizing process is structured by logic groups in the 
analysis of the situation, the determination of objectives and the behavior adapta-
tion. Within the analysis of the situation, the track data, the RailCab inputs (such as 
force, efficiency and safety) and information of the energy management module are 
being interrogated. Furthermore a continuous determination of the degree of ful-
fillment of the current objectives takes place. The analysis of the situation happens 
in soft real time. Based on certain information, the air gap adjustment forms a new 
system of objectives within the determination of the objectives themselves. Right at 
the beginning of the behavior’s adaptation, the identification of the air gap’s course 
concerning the track section takes place. Out of that air gap’s course, useful para-
meters and accordingly configurations (for the self-optimizing air gap adjustment) 
are chosen in connection with the new system of objectives. Those parameters do 
not just find their use as an optimization result in the RailCab. Because they can be 
sent back to the RailCab’s according track section control, they will be reused for 
future RailCabs when they pass over a track section. 

 
Fig. 12. Behavior – Activities for the application scenario „otimizing the efficiency (cut-out)“ 
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 The partial model Behavior – Sequence describes the interaction of several system 
elements. The activities, being carried out during the interaction of the system ele-
ments, and the inter-changed information, are modeled in a chronological order. 

 
4.2 Interrelations between the partial models 
The partial models represent the different aspects of the principle solution of a self-
optimizing system. The interrelations between the partial models which describe the cohe-
rence of the partial models are of high importance. Those interrelations are built up between 
the constructs of the relating partial models. There are, for example, functions (construct of 
the partial model functions) that are realized by system elements (construct of the partial 
model active structure). These system elements perform activities (construct of the partial 
model behavior – activities), whereas the activities might result out of the functions of the par-
tial model functions. There could also be the achieving of a certain temperature (construct in-
fluence of the partial model environment) as an event (construct of the partial model behavior – 
states) that causes the activation of a new state (construct of the partial model behavior – 
states) and other activities. Table 1 shows a couple of interrelations between the partial mod-
els. The interrelations are shown directed to the right, i.e. in the table’s left side there are the 
constructs which cause correlation, on the table’s right side there are the constructs affecting 
the connections (an example in the 3rd line, table 1).  
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Table 1. Interrelations between the partial models (cut-out) 

 
A system element within the partial model active structure takes up a state in the partial 
model behavior – states. Optional interrelations are marked by (opt.). Taking the information 

in table 1 as a basis, a so-called integration model is created, which complements all the al-
ready described partial models. 

 
4.3 Particularities within the specification of self-optimizing systems 
Chapter 1 already pointed out that the self-optimizing process initiates a new state of the 
system. The system is transformed from one configuration into another. The partial model 
behavior – states displays all relevant states of the system. It also contains all the events in-
itiating a state transition. The configuration of a system in a specific state is described by its 
active structure. That means, the active structure can be differently shaped in different 
states, for example, if different elements of the system (controllers, sensors) are used for the 
execution of the self-optimizing process. A system’s behavior in a certain state is described 
by its operation process. Operation processes are for example the acquisition of information 
about the environment, the derivation of adequate control interactions, and the controlling 
itself. State transitions are realized by adaptation processes, i.e. by self-optimizing processes. 
The operation and adaptation processes are modeled in the partial model behavior – activities.  
In order to describe the self-optimizing process, all of the three partial models need to be 
considered simultaneously (figure 13). Every state of the partial models behavior – states is 
assigned to an operation process of the partial model behavior – activities, which is operating 
actively in that state. Moreover, every state is related to a configuration of the active struc-
ture, which also actively operates. One example: The state S5, the respective operation 
process and the configuration of the active structure are emphasized by light grey colored, 
logical groups. The operation process takes place in a periodic way. 
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Now – when event E7 appears, an adaptation process is triggered. Therefore, the necessary 
system elements are activated. Both, the adaptation process and the configuration of system 
elements, are assigned to the event E7 (see medium grey background in figure 13). After 
performing the adaptation process, the system takes over the new state S6. A new operation 
process and a new configuration of system elements are activated. They are colored in a 
dark grey within figure 13. The adaptation process and the used system elements are no 
longer activated. 

 
5. Conceptual design of self-optimizing systems 
 

As mentioned in chapter 2, the basic construction and the operation mode of the system are 
defined within the conceptual design phase. The basic procedure is divided into four sub-
phases (figure 14), which are explained in detail below. [GFD+08] 
 

 
Fig. 14. Process of conceptual design of self-optimizing systems 
 
Planning and clarifying the task 
This sub-phase identifies the design task and the resulting requirements on the system is 
worked out in here (figure 15). At first the task is analyzed in detail. At this the predefined 
basic conditions for the product, the product program, and the product development are 
taken into account. This is followed by an analysis of the operational environment which in-
vestigates the most important boundary conditions and influences on the system. The exter-
nal objectives emerge next to disturbances. Beyond that, consistent combinations of influ-
ences, so-called situations, are generated. By the combination of characteristic situations 
with a first discretion of the system’s behavior, application scenarios occur. By using the 
structuring procedure by STEFFEN it is possible to identify a development-oriented product 
structure for the system and design rules, which guide the developers to realize this product 
structure type [Ste07]. The results of this sub-phase are the list of requirements, the envi-
ronment model, the aspired product structure type and the assigned design rules as well as 
the application scenarios. 

 
Fig. 15. Conceptual design phase “planning and clarifying the task” 
 
Conceptual design on the system’s level  
Based on previously determined requirements of the system, solution variants are devel-
oped for each application scenario (figure 16). The main functions are derived from the re-
quirements and set into a function hierarchy.  
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The function hierarchy needs to be modified according to the specific application scenarios, 
e.g. irrelevant functions are removed and specific sub-functions are added. Then there is a 
search for “solution patterns” in order to realize the documented functions of the function 
hierarchy, which will be inserted into a morphologic box. 
We use “solution pattern” as a general term. A pattern describes a reoccurring problem and 
also the solution’s core of the problem [AIS+77]. Taking this as a starting point, it results in 
the classification shown in figure 17. We differentiate between solution patterns that rely on 
physical effects and between patterns exclusively serving the data processing. The design 
methodology of mechanical engineering describes the first group as active principles; they 
describe the principle solution for the realization of a function. The course of development 
concretizes active principles to material components and patterns of information processing 
to software components. The relations between active principles and components are of the 
type n:m; the characteristic depends on the basic method of embodiment design (differential 
construction method and integrated construction method). Within the integral construction, 
several active patterns are realized by one component; whereas in the differential construc-
tion several components fulfill one active pattern. This is exactly the same in the field of in-
formation processing. Basically, a definite modern mechanical engineering system consists 
of a construction structure that means an arrangement of shape-marked components within 
a space and their logic aggregation to assemblies and products, and a component structure 
that means the compound of software components. 
 

 
Fig. 17. classification of solution patterns 
 

In some times, there are already existing, well-established solutions which we call “solution 
elements”. If there are such solution elements, they will be chosen instead of the abstract so-
lution patterns. The search for solution patterns is supported by a solution pattern cata-
logue. We use the consistency analysis in order to determine useful combinations of solution 
patterns of the morphologic box [Köc04]. As a result, there will be consistent bunches of so-
lution patterns, with a solution pattern for each function. 
The consistent bunches of solution patterns form the basis for the development of the active 
structure. In this step, the refinement of the solution patterns to system elements takes place 
as well. System elements form an intermediate step between solution patterns on one side 
and shape-marked components or rather software components on the other side. Based on 
the active structure, an initial construction structure can be developed because there are 
primal details on the shape within the system elements. In addition, the system’s behavior is 
roughly modeled in this step. Basically, this concerns the activities, states and state transi-
tions of the system as well as the communication and cooperation with other systems and 
subsystems. The analysis of the system’s behavior produces an imagination of the optimiz-
ing processes, running within the system. The external, inherent and internal objectives can 
be defined. 
The solutions for the application scenarios need to be combined. It is important that worka-
ble configurations are created which make a reconfiguration of the system possible. Keeping 
this information in mind, it is identified if there is a containing potential of self-optimization 
at all. There is a potential for self-optimization if the changing influences on the system re-
quire modifications of the pursued objectives and the system needs to adjust its behavior. If 
there is potential for self-optimization, the function hierarchy needs to be complemented by 
self-optimizing functions. In particular solution patterns of self-optimization are applied to 
enable self-optimizing behavior. The resulting changes and extensions of system structure 
and system behavior need to be included appropriately. 
The best solution for each application scenario is chosen and these solutions are consoli-
dated to a principle solution on the system’s level. Afterwards, an analysis takes place 
which looks for contradictions within the principle solution of the system and which con-
tradictions might be solved by self-optimization. Self-optimizing concepts for such contra-
dictions are defined, which contain the three basic steps of self-optimization. The principle 
solution of a self-optimizing system on the system’s level is the result of this phase. 
 
Conceptual design on the module’s level 
The principle solution on the system’s level describes the whole system. It is necessary to 
have a closer look at the solution, in order to give a statement on the technical and economi-
cal realization of the principle solution. For that purpose, the system is decomposed into 
modules by using the already mentioned structuring procedure by STEFFEN. The decomposi-
tion is based on the aspired product structure [Ste07], [GSD+09]. Afterwards a principle so-
lution for each single module is developed. The development of a principle solution for each 
single module corresponds to the “conceptual design on the system’s level”, starting out 
with “planning and clarifying the task”. This phase results in principle solutions on the 
module’s level. 
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Integration of the concept 
The module’s principle solutions will be integrated into a detailed principle solution of the 
whole system. Again there is an analysis in order to find contradictions within the principle 
solutions of the modules and it is checked if these contradictions can be solved by self-
optimization. Concluding, a technical-economical evaluation of the solution takes place. The 
result of this phase is a principle solution of the whole system that serves as a starting point 
for the subsequent concretization. 
 
Integration of the concept: The module’s principle solutions will be integrated into a de-
tailed principle solution of the whole system. There is an analysis in order to find contradic-
tions within the principle solutions of the modules. Again it will be checked if these contra-
dictions can be solved by self-optimization. Concluding, a technical-economical evaluation 
of the solution is taking place. The result of that phase is a principle solution of the whole 
system that serves as a starting point for the subsequent concretization. This concretization 
is carried out parallel in the specific domains (mechanical engineering, electrical engineer-
ing, control engineering and software engineering). Chapter 7 gives further information on 
this. 
On the basis of an example, the phases planning and clarifying the task as well as conceptual de-
sign on the system’s level will be described into detail. There will not be any further considera-
tion of the conceptual design on the module’s level because it operates by analogy with the con-
ceptual design on the system’s level. The integration of the concept has also been explained and is 
not being discussed anymore. 

 
6. The role of the principle solution during the concretization 
 

The communication and cooperation of the developers from the different domains through-
out the whole development process is very important for a successful and efficient devel-
opment of self-optimizing systems. The principle solution forms the basis for this communi-
cation and cooperation.  
Within the conceptual design phase the domain-spanning development tasks are carried out 
in a cooperative way. Within the concretization the developers work on different modules 
and in different domains. Thus their specific development tasks in one domain of a module 
need to be synchronized with those of other domains respectively other modules. The de-
velopment processes for the modules are synchronized by one superior process of the total 
system (figure 18). Within this process comprehensive aspects of the system like the shell or 
the dynamics of the whole system are developed in detail. [GRD+09] 
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Fig. 18. Basic structure of the development process [GRD+09] 
 
Furthermore, the information, based in the principle solution, serves as a fundament for de-
ducing of domain-specific concretization tasks. In a first step, the system elements of a do-
main and their relations within the active structure will be identified. After that will be ana-
lyzed what kind of domain-specific functions are fulfilled by the system elements, which 
requirements they have to comply and which behavior is appropriate in certain situations. 
Following this, it will be checked if domain-specific requirements need to be added. In case 
of a software engineering, the necessary software components of the component structure, 
including the input- and output parameters, can be deduced by the system elements of the 
active structure (figure 18) [GSD+09]. 
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Fig. 19. The transformation from the active structure into a component diagram (software 
engineering) [GSD+09] 
 
In case of changes occur during the domain-specific concretization, which affect other do-
mains have to be transferred back into the principle solution. This happens for example if 
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In case of changes occur during the domain-specific concretization, which affect other do-
mains have to be transferred back into the principle solution. This happens for example if 
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there will be identified additional internal objectives during the course of concretization of a 
self-optimization process (in the frame of the determination of objectives). Thus the prin-
ciple solution becomes a domain-spanning system model for the concretization. The aim is 
to keep this domain-spanning system model and the domain-specific models consistently. 
Figure 20 schematically shows the versions of the domain-spanning system specification 
and the different domain-specific models that are created in the course of the concretization. 
The shown change scenario can be realized by the use of automated model transformations 
[GSD+09].  
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Fig. 20. Propagation of relevant changes between the domain-specific models and the do-
main-spanning system specification [GSD+09] 

 
7. Conclusion 
 

The paradigm of self-optimization will enable fascinating perspectives for the future devel-
opment of mechanical engineering systems. These systems rely on the close interaction of 
mechanics, electrical engineering/electronics, control engineering and software engineering, 
which is aptly expressed by the term mechatronics. At present there is no established meth-
odology for the conceptual design of mechatronic systems, let alone for self-optimizing sys-
tems. Concerning the conceptual design of such systems, the main challenge consists in the 
specification of a domain-spanning principle solution, which describes the basic construc-
tion as well as the mode of operation in a domain-spanning way. The presented specifica-
tion technique offers the possibility to create a principle solution for advanced mechatronic 
systems, with regard to self-optimizing aspects, such as “application scenarios” and “system 

of objectives”. Simultaneously it outperforms classic specification techniques by appropri-
ately encouraging the conceptual design process. It is fundamental to the communication 
and cooperation of the participating specialists and enables them to avoid design mistakes, 
which base on misunderstandings between them. It has been described in what way the ac-
cording concretization, which takes place parallel to the participating domains, is going to 
be structured and coordinated on the basis of the principle solution. The practicability of the 
specification technique and the appropriate methodology was demonstrated by the example 
of a complex railway vehicle. 
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1. Introduction    
 

Mechatronics is the interdisciplinary area related to the integration of mechanical, electronic 
and control engineering, as well as information technology to design the best solution to a 
given technological problem. It implies that mechatronics relates to the design of systems, 
devices and products aimed at achieving an optimal balance between basic mechanics and 
its overall control. Robotic systems design has certainly been the pioneer field of 
mechatronic applications. 
Due to the increase in the difficulty to miniaturize these advanced (or intelligent) 
technological products, research in the microrobotic field is required to find novel solutions 
to design micromechatronic systems. When applying scale reduction to robotic systems 
usually encountered at the macroscopic scale, the miniaturization step necessarily implies 
functional integration of these systems. This general trend makes microsystems more and 
more functionally integrated, which makes them converging towards the adaptronic (or 
smart structures) concept. 
In this coming mechatronic concept, all functional elements of a conventional closed-loop 
system are existent and at least one element is applied in a multifunctional way. The aim of 
such a system is to combine the greatest possible number of application-specific function in 
one single element. It aims at building up a microstructure that is marked by minor 
complexity and high functional density (Fig. 1). 
The key idea followed in the micromechatronic design is that three of the four components 
(i.e. sensors, actuators and mechanical structure) in smart microrobotic structures are made 
of a single functional (or active) material, such as piezoelectric or shape memory alloys 
materials. They can perform actuation or/and sensing functions by interchanging energy 
forms (for example, electric energy, magnetic energy and mechanical energy). 
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Fig. 1. Integrated smart structure (Hurlebaus, 2005). 
 
Most often, these integrated microdevices are compliant mechanisms, i.e. single-bodies, 
elastic continua flexible structures that transmit a motion by undergoing elastic 
deformation, as opposed to jointed rigid body motions of conventional articulated 
mechanisms. Using compliant mechanisms for the design of small scale systems is of a great 
interest, because of simplified manufacturing, reduced assembly costs, reduced kinematic 
noise, no wear, no backlash, and ability to accommodate unconventional actuation schemes 
when they integrate active materials.  
These micromechatronic devices consist of a dynamic system combining a flexible 
mechanical structure with integrated multifunctional materials. For the simulation and 
optimization of such microsystems, control and system theory together with proper 
modeling of the plant are to be applied. The finite element method is a widespread tool for 
numerical simulation and structural modeling that can include multiphysics due to the cross 
coupling effects of the active material. Afterwards, the efficiency and proper positioning of 
actuators and sensors in these systems can be analyzed using the concepts of controllability 
and observability. Then, the state-space representation is desirable to achieve model 
reduction and to perform control design methodologies. 
A general overview of design specificities including mechanical and control considerations 
for micromechatronic structure is firstly presented in this chapter. Performance criteria 
including mechanical performances, spillover treatment, model reduction techniques and 
robust control are briefly presented afterwards. 
Finally, an example of a new optimal synthesis method to design topology and associated 
robust control methodologies for monolithic compliant microstructures is presented. The 
method is based on the optimal arrangement of flexible building blocks thanks to a multi-
criteria genetic algorithm. It exploits the piezoelectric effect, thus making realistic the 
adaptronic concept, i.e. integration of the actuation/sensing principle inside the mechanical 
structure. 

 
2. Design and control specificities of active flexible micromechatronic 
systems 
 

In the section, a particular attention is drawn on the approach used for modelling and 
optimizing these micromechanisms design.   
 

 

2.1 Design and modelling 
When compared to macroscale mechatronic systems, design of micromechatronic systems 
needs some particular attention. Indeed, this miniaturization step implies to rethink the 
main functionalities of the traditional systems in accordance to the specificities of the 
microscale: 

 their microstrucure, as well as their fabrication and microassembly process ; 
in many applications including Micro Electro Mechanical Systems (MEMS) (Lee 2003), 
(Chang 2006), (Kota 1994), surgical tools (Frecker 2005) (Houston 2007), etc, compliant 
mechanisms have already been used. They are single-body, elastic continua flexible 
structures, that deliver the desired motion by undergoing elastic deformation, as 
opposed to jointed rigid body motions of conventional mechanisms. There are many 
advantages of compliant mechanisms, among them: simplified manufacturing, reduced 
assembly costs, reduced kinematic noise, no wear, no backlash, high precision, and 
ability to accommodate unconventional actuation schemes. 
 their actuators and sensors with high resolution and small size ; 
new ways for producing actuation and sensing need to be studied in their physical 
principle, as well as their good adaptability for the achieving tasks at the microscale in 
term of displacement, force, controllability, observability, etc. The use of active 
functional material (also called multifunctional materials), which can convert energy 
from one form to the other, are thus widespread in the context of micro-actuator/sensor 
design. 
 their control methodology and implementation. 
The design of controllers for active flexible micromechanisms is a challenging problem 
because of nonlinearities in the structural system and actuators/sensors behavior, 
nonavailability of accurate mathematical models, a large number of resonant modes to 
accurately identify and control. Thus, robust control design methods need to be used. 

 
Most often, modelling and simulating active flexible mechanisms can be made following 
several steps sketched on Fig. 2. Starting from the chosen active material (such as 
piezoelectric ceramics or magnetostrictive materials), coupled with some specific boundary 
conditions and system geometry inherent to the problem, the global equations for the 
system behavior are established using the equations of dynamic equilibrium and kinematics. 
Then, the finite element (FE) method is generally used for discretizing the spatial 
distribution of displacements within the flexible structure:  it reduces the problem 
formulation to a discrete set of differential equations. In this manner, multiphysics problem 
can be treated when considering the electromechanical (in the case of piezoelectric 
materials) or magnetomechanical (in the case of magnetostrictive materials) couplings of the 
active materials. In the perspective of controlling these mechanisms, this dynamic 
input/output model is expressed using state-space formalism. Structural models obtained 
by using FE method exhibit a huge number of degrees of freedom. Thus, the resulting full 
order model has to be drastically reduced thanks to reduction techniques. Usual techniques 
of reduction consist in selecting the most influent modes that lie in the frequency spectrum 
of interest, i.e. those that are strongly controllable and observable with the actuator/sensor 
configuration. 
Some examples of software tools related to the simulation (and, in some restrictive case, the 
optimization process as well) of smart structures can be found in (Janocha 2007). 
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Fig. 2. General approach for modelling and testing active flexible micromechanisms 

 
2.2 Design optimization 
Modeling, simulating and controlling integrated flexible structures imply a 
parameterization of the considered system (geometry, material, etc).  In link with the 
application task, parametric studies are generally led to determine the most adequate design 
for the structure, the actuators/sensors, the controller, etc. Thus, this design process can be 
formalized under an optimization problem to select the optimal solution(s). 
A general strategy needs to be appropriate to deal with the coupling problem between the 
structure, the actuators and sensors, and the control of the system.  
Generally, a decomposition approach is privileged, especially for complex problem. The 
optimization of some parts of the system is separately considered under several constraint 
hypothesis. For example, some papers deal solely with control systems for a specified 
structure. Other works deals with optimal actuator placement on a predetermined flexible 
structure, or with coupling flexible structures for single actuators, etc. A current work 
concerning design methodologies and application of formal optimization methods to the 
design of smart structures and actuators can be found in (Frecker 2000). 
In the following, a particular attention is made on the use of piezoelectric ceramic as an 
active material for microrobotic tools. Indeed, one type of smart material-based actuator 
typically used to actuate compliant structures is piezoelectric ceramic PZT actuators: when 
compared to other conventional actuation principles at small scales, they have very 
appealing properties in the sense of micromechatronic design. When integrated inside a 
compliant mechanism, piezoelectric actuators can exert actuation forces to the host structure 
without any external support. They can also be manufactured into the desired shape, while 
making realistic the realization of piezoelectric monolithic compliant mechanisms, such as 
microgrippers (Breguet 1997). Piezoelectric actuation is mostly used for microrobot design 
in order to achieve nanometric resolutions, and has naturally become widespread in 
micromanipulation systems (Agnus 2005). 
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However, one limitation of piezoelectric actuators is that they are capable of producing only 
about 0.1% strain, resulting in a restricted range of motion. A number of papers only 
address the problem of optimally designing coupling structures to act as stroke amplifiers of 
the piezoelectric actuator (Kota 1999), (Lau 2000). Opposite to these methods, where the 
piezoelectric elements in the structure are predetermined, a large body of work related to 
optimization of active structures deals with the optimal location of actuators on a given 
structure (Barboni 2000). Another general approach to optimally design actuated structures 
is to simultaneously (Maddisetty 2002) or separately (Abdalla 2005) optimize the actuator 
size. Finally, few studies consider the topology optimization (shape) of monolithic PZT 
active structures (Nelli Silva 1999). 

 
2.3 Dynamics of the flexible micromechanisms 
There are a number of difficulties associated with the control of flexible structures (amongst 
them, variable resonance frequencies, highly resonant dynamics and time-varying states 
subjected to external disturbances).  
For example, since the dynamic model of a flexible structure is characterized by a large 
number of resonant modes, accurate identification of all the dominant system dynamics 
often leads to very high order model. Thus, a model reduction is required by the designer. A 
number of approaches for model reduction have been developed, such as model reduction 
via balanced realization (Moore 1981). But, this reduction model step is quite delicate 
because of spillover effect, that is to say when unwanted interactions between the controlled 
system and neglected structural modes lead to instability. 
Thus, an important condition for a controlled dynamic system is to guarantee its stability. 
Moreover, the stability of such controlled dynamic system has to be robust, that is to say it 
must stabilizes the real system in spite of modelling errors or parameters changes. Thus, 
traditional robust control system design techniques such as LQG, H2 and H∞ commonly 
appear in research works (Abreu 2003), (Halim 2002a), (Halim 2002b). The performances of 
such high authority controllers have to take into account model uncertainties and modelling 
errors introduced by model truncation. 
For some specific class of flexible structures, which can be modelled as collocated resonant 
systems, active damping dissipative controllers (for example, Positive Position Feedback, 
Integral Force Feedback, Direct Velocity Feedback...) have proven to offer great robustness, 
performance, and ease of implementation relatively to traditional techniques. On the 
contrary of the advanced techniques, the direct use of dissipative collocated controllers can 
have the advantages to produce control systems of low order and good robustness, 
associated with high dynamic performance. These techniques are often focused on damping 
the dominant modes (Aphale 2007). The natural modes of the system must be controlled 
using proper actuators and sensors positions (‘Control authorithy’): actuator and sensor 
positions are sought for influencing (controllability) and sensing (observability) the modal 
oscillations. 

 
3. Example of an optimal synthesis tool for designing smart microrobotic 
structure 
 

In this paragraph, a method developed for the optimal design of piezoactive compliant 
micromechanisms is presented. It is based on a flexible building block method, which uses 
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an evolutionary approach, to optimize a truss-like planar structure made of passive and 
active building blocks, made of piezoelectric material. An electromechanical approach, 
based on a mixed finite element formulation, is used to establish the model of the active 
piezoelectric blocks. From the first design step, in addition to conventional mechanical 
criteria, innovative control-based metrics can be considered in the optimization procedure to 
fit the open-loop frequency response of the synthesized mechanisms. In particular, these 
criteria have been drawn here to optimize modal controllability and observability of the 
system, which is particularly interesting when considering control of flexible structures. 
More specific details on this method can be found in (Bernardoni 2004a), (Bernardoni 
2004b), (Grossard 2007a), (Grossard 2007b). 

 
3.1 Compliant building blocks 
Two libraries of compliant elements in limited number are proposed in our method. These 
bases are composed respectively of 36 and 19 elements of passive and piezoactive blocks, 
made of beams assembly (Fig. 3). They are sufficient to build a high variety of topologies. In 
particular, the various topologies of piezoelectric active blocks allow them to furnish 
multiple coupled degrees of freedom, thus generating more complex movements with only 
one building block. 

 
3.2 Principles of the method and design parameters 
The specification of a planar compliant mechanism problem considers specific boundary 
conditions: fixed frame location, input (actuators), contacts and output (end-effector). In 
particular, a particular attention is drawn on the integrated piezoactive elements taken from 
the active library as actuator. The design method consists in searching for an optimal 
distribution of allowed building blocks, as well as for the optimal set of structural 
parameters and materials. The location of fixed nodes and that of the piezoactive blocks can 
also be considered as optimisation parameters. The topology optimization method uses a 
genetic algorithm approach, which allows true multicriteria optimization and the use of 
these discrete variables (Fig. 4). The algorithm is structured as follows: discrete variable 
parameterization of compliant mechanisms considering conception requirements (mesh 
size, topology, material and thickness, boundary conditions), evaluation of individuals 
(design criteria calculation), and stochastic operators for the optimization (modification of 
compliant mechanisms description). 
 
 
 

 

 
Fig. 3. Passive (black) and piezoactive (grey) libraries of compliant building blocks, for 
planar compliant mechanisms synthesis. 
 
Many fitness functions are available in our method, thus allowing the optimal design of 
devices within a wide schedule of conditions: static mechanical fitness (free displacement 
and blocking force at the output port, geometric advantage, mechanical advantage, etc.), 
various dynamic control-oriented metrics have been newly implemented to meet specific 
control requirements for microrobotics devices. Obviously, the design strategy depends on 
the metrics chosen, which must be based on the real needs for the device use. 
 

 
Fig. 4. Flowchart of the optimal design method of compliant structures (multicriteria 
optimization). 

 
3.3 Electromechanical FE model of the piezoelectric structure 
In our method, it is assumed that the compliant mechanisms are undergoing structural 
deformations, mainly due to the bending of the beams constituting the blocks. Thus, the 
models of the blocks are obtained considering Navier-Bernoulli beam type finite elements. 
Structural parameters of each rectangular block are height, width and thickness. Material 
characteristics of each block are parameterized by Young's modulus, Poisson's ratio, yield 
strength, density, and piezoelectric coefficients for the piezoactive blocks. 
The piezoceramic beams constituting the active blocks are perfectly bonded to electrodes at 
their lower and upper faces (Fig. 5). Exploiting the transverse effect of piezoelectricity, 
longitudinal deformation S11 along L dimension is generated under the transverse electric 
field E3. Considering the one-dimensional form of piezoelectricity equation along the length 
direction of the beam, the piezoelectric coupling matrix d and the stress-free electric 
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permittivity matrix ε are each represented by a single coefficient, d31 and ε33 respectively, 
and the electric-free compliance matrix s is represented by s11. Hence, within the 
piezoelectric beam, the constitutive relations for the strain S11 and electric displacement D3, 
as functions stress T11 and electric field E3, take the form: 
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Fig. 5. Thickness-polarized piezoelectric beam transducer with electroded surfaces, and 
orientation in the material reference frame (e1, e2, e3). φ1 and φ2 denotes the electric potential 
of the electrodes. 
 
From Hamilton's principle modified for general electromechanical system, the model of the 
active beam takes the following form: 
 
 b b b b b b bM η + K η = G Φ + Fr      (2) 
 
where Mb, Kb and Gb are respectively the mass, stiffness and electromechanical coupling 
beam matrices. Φb = [φ1 φ2]t is the vector representing the electric potentials on the upper 
and lower faces of the piezoelectric beam. Matrix Gb induces piezoelectric loads, which 
makes the actuator beam expand (or contract) proportionally to the external controlled 
potential difference (φ1 - φ2). The forces vector Frb is due to the variational mechanical work 
terms. Displacement field is related to the corresponding node values ηb by the mean of the 
shape functions, calculated under Euler-Bernoulli beam assumptions. Detailed derivations 
can be readily found in finite element textbooks, and corresponding matrices in (Grossard 
2007). 
The stiffness, damping, and mass matrices of each block are then calculated numerically, 
considering every combination of the discrete values allowed for the structural optimization 
variables. Then, the global dynamic behaviour of a structure results from the mass, 
damping, stiffness and electromechanical coupling matrices assembly of the constitutive 
blocks, and is done at each step for each individual during the optimization process. 
The conservative dynamic behaviour of a structure is described through its mass Mg, 
stiffness Kg and electromechanical coupling Gg matrices, obtained by the assembly in of the 
matrices of the blocks constituting the structure. 

 
 
 

 

3.4 State-space model for flexible structure 
Each flexible structure synthesized by our method is defined as a finite-dimension, 
controllable and observable linear system with small damping and complex conjugate poles 
(Lim 1993). Its undamped dynamic behavior is modeled by the following second-order 
differential matrix equations: 
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ηg is the nodal displacement vector, u is the input vector which defines the controlled 
command of the actuator. For example, in case of a piezoelectric actuation scheme, u is 
defined by Φg. y is the output vector, defined from the output displacement matrix Fg. Each 
element of u (resp. y) denotes a physical actuator (resp. sensor) whose related degree of 
freedom is defined by the location of the nonzero entry in the corresponding column in Eg 
(resp. row in Fg). 
By means of modal decomposition, a solution of the form 
 

      g i
i

η t = ψ q t = ψq t         (4) 

 
is considered, which consists of a linear combination of mode shapes iψ . The eigenvectors 
matrixψ and corresponding eigenfrequencies ωi are obtained as solutions of the vibration 

eigenproblem (Grossard 2007). Replacing ηg byψq in (Eq. 3), multiplying on the left by tψ , 
the induced orthogonality relationships in modal form lead to: 
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In this equation, diagonal damping by using Basil's hypothesis has been introduced. Thus, 

iξ is here the i-th modal damping ratio. This hypothesis can be made because the system to 
control is slightly damped in the low-frequency band, where the modes are well separated. 
One interesting state vector x consists of modal velocities and frequency weighted modal 
displacements: 
 

  t
1 1 1 n n nx q ω q q ω q           (6) 

 
with the advantage that the elements of state vector corresponding to each mode are about 
the same magnitude. This yields the matrices triplet (A, B, C) which denotes the modal 
state-space representation of a structure as stated below, 
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X = AX + BU

Y = CX
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The matrices take the forms  1 nA = diag A … A ,  tt t
1 nB = B … B and 

 1 nC = C … C , with : 
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Let us note that A matrix depends on the structure itself (eigenfrequencies and modal 
damping ratios), B matrix on the location and class of actuators, and C matrix on location 
and class of sensors. This modal state is considered to be a physical coordinate because of its 
direct physical link to structural mode shapes. 

 
3.5 Useful measures for fitting the frequency response of flexible systems 
From the computation of the linear state model of compliant systems, an optimal topology 
design strategy is derived taking into account control considerations. In the method, 
numerical criteria help reaching input-output open-loop system performances with specific 
operation requirements. 
Since the dynamic model of a flexible structure is characterized by a large number of 
resonant modes, accurate identification of all the dominant system dynamics often leads to 
very high order model. Thus, a model reduction is required. 
A first criterion has been drawn to optimize the reduced-model accuracy of the systems, 
while limiting spillover effects (Fig. 6). Given a set of structures to optimize, the optimal 
structures are chosen as the ones guaranteeing the highest joint controllability and 
observability for all the modes in the bandwidth of interest (i.e. resonance peaks amplitudes 
must be maximized in the frequencies bandwidth [0; ωc] to increase authority control on 
these dominant modes), while providing the minimum joint controllability and 
observability of the neglected modes (i.e. the amplitudes of resonance peaks after cut-off 
frequency must be minimized to increase gain margin and to limit modes destabilization in 
this area). This criterion will enable the rise of structures with accurate reduced model, 
based on a few highly dominant modes, allowing the easy identification and computation of 
state model, well adapted to further design and implementation of the control system. 
To improve simultaneously the control authority on the k first dominant modes and the 
accuracy of the reduced order model, the first new criteria implemented in the method is the 
following: 
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where iσ  are the Hankel Singular Values (HSV) defined in their modal form for flexible 
structures (Lim 1996): 
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The corresponding i-th HSV is proportionally linked to the maximum amplitude value of 
the frequency response at ωi natural pulsation. The k first resonant modes (where k < n) will 
be optimized to guarantee high HSV compared to the ones out of the bandwidth. The modal 
states with small HSV are both weakly controllable and weakly observable, and will be 
removed from the reduced-system. 

 

 
Fig. 6. Desired form of the open-loop frequency response function. 
 
A second criteria relating to control of flexible is particularly interesting. One major 
characteristic of a collocated system is the interlacing of poles and zeros along the imaginary 
axis. For a lightly damped structure, poles and zeros are located in the left half-part in the 
pole-zero map. Such systems are minimum of phase, so that collocated systems are known 
to possess interesting properties. Vibration control of flexible structures involving collocated 
characteristics was discussed in (Martin 1978). Control was shown to have simple stability 
criteria due to the alternating poles and zeros pattern. 
An evaluation function was implemented in our method to be used in the optimization 
process in order to obtain systems designs with collocated type open-loop transfer function, 
forcing the resonances (poles) and antiresonances (zeros) alternating in the reduced model. 
Inspired by (Martin 1976), it can be shown that the maximization of the following discrete 
criterion will imply the interlacing pole-zero pattern exhibited by a collocated transfer 
function: 
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where sign(.) = {-1; 0;+1} according to the argument sign. The sum over i concerns all the 
modes contained in the frequency spectrum of the first k dominant modes, where the 
alternative is desired. 
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3.6 Example of an optimal synthesis of an integrated flexible piezoelectric actuator 
The concepts presented previously have been applied to the design of a microgripper 
actuator, considering a multi-criteria optimization problem, with both static mechanical 
(free stroke and blocking force at the output node of the structure) and control-oriented J1 
and J2 fitnesses. 
The synthesis of a symmetric monolithic microactuation mechanism, made of a single 
piezoelectric material (PIC151 from PI Piezo Ceramic Technology) has been made using our 
method. From the set of structures results, one pseudo-optimal solution, whose topology is 
presented on Fig. 7, is chosen to illustrate performances.  
 

  
Fig. 7. On the left, model of the piezoeletric device with top face electrode patterns - Vleft 
(resp. Vright) is the controlled input for actuating the left (resp. right) arm. On the right, 
photo of the prototyped piezoelectric device, obtained by laser cutting. 
 

 
Fig. 8. Bode amplitude diagram of the chosen solution between input (voltage u, in V) and 
arm output (deflection in μm) simulated by our method. 
 
Each arm of such a microgripper is able to produce ±10.69μm movement range when ±100V 
is applied on the actuation electrodes. A blocking force of about 840mN is also produced. 
Moreover, this solution is an example of structure with interesting control-oriented criteria 
(Fig. 8): the authority control on the two first resonant modes is well optimized, resulting in 
an important roll-off after the second resonance. As expected, this structure exhibits an 
alternating pole/zero pattern in the spectrum of interest. 

 
4. Conclusion 
 

A brief overview of design specificities and strategies including mechanical and control 
considerations for micromechatronic structures has been presented. Designing, modelling 
and controlling flexible microscale structures actuated by active materials are a quite 
complex task, partly because the designer has to deal with several problems. Amongst them, 

 

specific mechanical performances, spillover treatment, model reduction techniques and 
robust control have been highlighted in this chapter. 
To help the design of such systems, an example of a systematic optimal design method for 
smart compliant mechanisms has been particularly presented here. This method can 
consider a smart compliant mechanism as an assembly of passive and active compliant 
building blocks made of PZT, so that actuators are really integrated in the structure. 
Complex multi-objective design problems can be solved, taking advantage of versatile 
criteria to synthesize high performance microrobotic flexible mechanisms designs. In 
addition to classical mechanical criteria, currently encountered in topology optimization (i.e. 
force and displacement maximization), our method considers now simultaneously efficient 
control-based criteria. 
Open-loop transfer considerations lead to two new efficient numerical criteria. A first 
criterion can modulate resonances amplitudes of its frequency response function in a 
spectrum of interest. A second criterion can force minimum-phase system property. These 
two criteria, coupled with mechanical ones, help designing non-intuitive compliant 
mechanisms. This optimization strategy was tested for the optimal design of a microgripper 
actuator. The results obtained have proved that the method can furnish innovative and 
efficient solutions. 
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