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Preface

The studies of ultrashort laser pulse interactions with single atoms, molecules,
nanoparticles and condensed matter is a hot topic of modern physics, since the
obtained results stimulate the development of fundamental principles of light-matter
interaction and, at the same time, find the wide area of practical applications.

This volume contains the contributions devoted both to the discussion of general
principles and fundamental experiments, as well as the different practical applications.
The content of the volume has been divided into the two sections, however, this
division is rather formal because the most of papers concern with the general
problems and simultaneously provide the elegant proposals of practical applications.

The methods of ultrashort high-energy X ray pulse producing based on the use of
femtosecond laser pulses are discussed and the available parameters are compared
with the X-ray pulse parameters obtained in the large facilities like as Synchrotron or
X-ray Free electron lasers (X-FEL) (chapter 1). An overview of the modern status of
research on laser-driven plasma-based electron acceleration is presented. The basic
principles, recent achievements, and possible applications are discussed in chapter 2. It
is demonstrated that the use of well-controlled laser fields offer an exquisite control
tool over atomic and molecular internal and external states, including laser cooling
and trapping, coherent manipulation of atomic quantum states and in particular
various techniques used for quantum information applications, atomic spectroscopy
(chapter 3). Progress in the technology of short laser pulse amplification made short-
pulse, high-repetition-rate, multi-terawatt laser facilities available to a Ilarge
community of researchers. These new instruments revolutionized experiments in
nonlinear optics, and enabled a design of compact, plasma-based sources of x-rays,
electrons, ions, etc. The physics of the processes occurring in plasma produced by
ultrahigh intensity femtosecond laser pulses is discussed in chapters 4 and 5. Time-
resolved laser spectroscopy as an important method for extracting optical and
transport parameters of semiconductors and semiconductor nanostructures is
discussed in chapter 6. The novel applications of laser methods in atomic collisions,
cold plasmas and cold atom physics are discussed in chapter 7. The review the current
progress of time resolved x-ray spectroscopy based on the use of femtosecond and
attosecond x-ray pulses is given in chapter 8. Some examples of successful applications
of the ultrafast time resolved spectroscopy methods in material science and solid state



Preface

physics are discussed in chapter 9. The new approach in the theory of light-atom
interaction is discussed in chapter 10. The main benefits of the proposed approach are
in the following. Firstly, the approach is free of any limitations on the laser field
strength (in comparison with the intra-atomic field strength). Secondly, the arbitrary
orientation of atomic electron angular momentum and polarization vector of
electromagnetic wave is the primordial concept of approach.

The papers of the volume reflect the results of research on the application of pulsed-
light sources in optical communication, quantum information processing (chapter 11),
and quantum networks (chapter 13). The recent achievements in the study of the fast
photoresponse of superconductor materials for detecting the ultrafast laser pulse are
discussed in chapter 12. The techniques of THz pulse generation with the help of
ultrashort laser pulses are discussed in chapter 14. The brief description of currently
most important applications of laser pulses in photovoltaic effect is given in chapter
15. The authors concentrate on a description of recent developments and survey the
current state of affairs regarding the physics and the methods currently used for
analyzing the experiments. The chapter 16 is devoted to the photoacoutic tomography
as a new imaging method which is attractive for medicine and biology because it is
capable to provide a three dimensional image of electromagnetic absorption properties
of biological tissue — which is dependent of the used wavelength - without ionizing
radiation. The liquid phase photoelectron spectroscopy with high time-resolution
realized with the combination of powerful technologies such as photoelectron
spectroscopy near volatile liquid interfaces in vacuum, ultrafast pump-probe
spectroscopy, and table-top high harmonics generation of soft X-ray radiation is
discussed in chapter 17.

Anatoli V. Andreev

Professor of Physics

M.V .Lomonosov Moscow State University
Moscow,

Russia
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Magnetization Dynamic
with Pulsed X Rays

Boeglin Christine
Institut de Physique et de Chimie de Strasbourg, Université de Strasbourg,
France

1. Introduction

Lasers have become more and more useful and a large field of application is nowadays
reached including medicine, biology but also fundamental research as physics for
instance. It is also in the fundamental research area that recently a fast developing new
field is growing: Ultra-short high-energy pulsed X rays. Compared with the lasers
community where first technological developments were recently achieved [Spil997,
Dre2001 Schn1999, Kra2009] in order to reach higher energies (5-100 eV), the X-ray
community is using high energy X rays from large facilities, for instance the synchrotron
storage ring facilities were a large UV and X-ray energy range is produced but were time
resolved spectroscopy is only starting since a few years [Sch2000, Scho2000, Hol2005]. It is
my aim here to describe the actual state of the art in the field of X rays and especially
concerning the different X-ray pulse length and intensities. In the second part I will
develop the application in the field of magnetism of the time resolved X-ray spectroscopy
and microscopy.

The description of the High-energy X-ray pulse section (2.) will include technical details
about the energy range of the X rays, the different time resolution and density of photons
produced in the facilities as Synchrotron and X-ray Free electron lasers (X-FEL). The f-slicing
possibilities at BESSY (Germany) and also the X-FEL facilities in Europe and in USA will be
developed. The recently launched free-electron laser at the FLASH facility in Hamburg and
LCLS in Stanford are the two first free electron sources in the world.

Description and discussion of applications using the pulsed X-ray sources are given in
section (3.) and will introduce some of the actual motivations in the field of ultrafast
magnetization dynamics using ultrafast X-ray pulses. It is divide into two sub-sections; one
concerning the spectroscopies performed using the time structures of X rays and the second
the time resolved imaging techniques actually developed in the world.

2. Time resolved spectroscopy’s using the temporal structure of X rays

In recent years, magnetism at ultrafast time scales has been a growing topic of interest. A
thorough understanding of femtosecond magnetism will address the important questions
of how fast the magnetization can be reoriented in a material and what physical processes
is behind and limits to this speed. In the spatial domain, magnetism at nanometer length
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is a topic directly relevant to data storage, since future advances in this technology will
require a further reduction in device dimensions to increase the storage density. These
considerations have motivated a variety of studies using magnetooptic effects in
conjunction with ultrafast light pulses to explore these fundamental limits. These studies
currently make use of visible-wavelength light from ultrafast lasers, or X-rays from large-
scale synchrotron x-ray facilities. Ultrafast lasers produce short pulses (~30 fs), making
possible femtosecond time resolution [Beaul996, Cin2006], but with a spatial resolution
that is generally limited by the wavelength of the probe light. X rays, on the other hand,
allow for high spatial resolution and high contrast imaging at the elemental absorption
edges of ferromagnetic materials. However, the available time resolution to date is too
slow to resolve the fastest dynamics. Because of this, significant efforts have been devoted
to using short or isolated electron bunches of X rays pulses at synchrotron to perform time
resolved microscopy with X rays. More recently femtosecond strong laser pulses are used
to slice short burst (100 fs) of X rays from synchrotron radiation [Stam2007, Boe2010]
Magnetic imaging techniques as for instance X-ray PhotoEmission Electron microscopy
(X-PEEM), Scanning Transmission X-Ray Microscopy (STXM) or X-ray Resonant Elastic
Scattering (XRES), are currently using the short X-ray pulses in order to accede to time
resolved imaging in the picosecond time range. Unfortunately, the f-slicing technique in
synchrotrons produces a strongly reduced photon flux hindering the f-second magnetic
imaging at facilities as synchrotrons.

2.1 Magnetic imaging using the ps time structure of the synchrotron

2.1.1 Magnetic domains and Vortices under magnetic field pulse excitations

In order to move magnetic domains one of the simplest way one can think of is to apply
short magnetic field pulse perpendicular to the magnetization. In this way the field will
exert a torque on the sample magnetization vector and induce a rotation of the spins. In a
second step the out of equilibrium spins will start to relax in order to transfer the energy
from the external field to the lattice, by characteristic precession and damping mechanism.
Many experimental description of this process in soft and hard magnetic materials were
performed aiming to model the dynamic of relaxation mechanisms in the pico and
nanosecond time ranges. Even if the simple idea of a magnetic field pulse excitation is strike
forward compared with electronic excitations, in practice this method suffers from the
difficulties to produce strong and short magnetic pulses as well as sharp on and off sets (rise
times) of the magnetic pulses. Several methods for the generation of magnetic field pulses
have been used. Electrical pulse generators for instance (limited by the self-inductance of the
electric circuit) with rise times of more than 100 ps and further lithography “stripe lines”
were developed in order to reduce the rise times [Ele1996]. Further improvements of the
rise-time was archived using optical switches, which can be optically controlled and which
are based on lithography fabricated photoconductive “ Austin” switches (based on metal-
GaAs-metal junctions) [Ger2002] or alternatively “Schottky diodes” switches (based on
metal-semiconductor junctions) [Acre2001)]. Beside the large ~50 ps rise times a second
limitation is the low induced magnetic fields (~0.1 T) produced by the set-up at the sample
location. This often limits the experiments to soft material as permalloy and soft CoFe alloy
films (Figl). Such systems where extensively studied in the past 10 years focusing on
reduced dimensions in nanostructures and lithography designed vortices structures.



Magnetization Dynamic with Pulsed X Rays 5

[Cho2004, Schne2004, Raa2005, Weg2007, Kras2005, Kuc2004, Vog2005, Vogel 2005, Fuk2006,
Vo0g2008, Hey2010, Uhl2011]

Fig. 1. Magnetic response of the x-component of the magnetization (bright areas are
magnetized to the right, dark areas to the left) in a permalloy platelet of 16 -32 um?2 size and
10 nm thickness for three different field amplitudes I (1.5 Oe), II (2.0 Oe) and III (2.5 Oe). (a)
XMCD-PEEM snapshot of the domain pattern in dynamic mode at excitation amplitude I;
arrows denote the local magnetization direction. (b)-(d) Snapshots of magnetic domain
patterns at maximum magnetic response excited with increasing amplitudes. [Weg2007]

Furthermore, extremely large effective magnetic field pulses can be produced by
femtosecond laser pulses combined with the heating of an exchange-biased system. Recently
it was suggested that ultrafast switching could be induced via laser-induced reorientation of
an exchange coupled antiferromagnet such as TmFeOs; [Kim2005]. A strong magnetic field
pulse has also be generated by a relativistic electron bunch combining short duration of 1ps
and high field strength ~100 Tesla [Stam2005]. The counterpart of such experiments is that it
is accompanied by a strong electric field. Up to now, no time resolved study using a pump-
probe set-up has been archived using these high magnetic field pulses.

Time-resolved scanning transmission x-ray microscopy (STXM) in NiFe thin films was
studied in order to define the role of domain wall pinning on the dynamic behavior of
magnetic vortex structures [Van 2008]. The X-ray magnetic circular dichroism (XMCD)
effect, was used as contrast mechanism for the imaging of the structures (Fig 2). In contrast
with the X-PEEM, the STXM geometry is sensitive to the projection of the magnetization
along the photon propagation direction; therefore, the in-plane magnetized sample was
tilted over 60° with respect to the incoming photon beam in order to observe the
magnetization. A full image can be constructed by scanning the sample along both in-plane
directions. The lateral resolution is determined by the zone plate of the beam line and is
about 30 nm. Time-resolved measurements were performed in order to investigate the
dynamic behavior in magnetic vortex structures. The natural time structure in the storage
ring of the synchrotron delivers photon flashes every 2 ns in the so-called multibunch mode.
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This allows the experiment to follow a typical pump-and-probe scheme, with the incoming
photon flashes as probe and the externally applied in-plane magnetic field pulses as pump.
The magnetic structures were repeatedly excited every 82 ns by sending an electric current
in the stripline underneath the structures. The current pulses induce magnetic field pulses
with amplitudes of about 10 mT and a full width at half maximum of about 1 ns (500 ps of
rise and falling time). The excitation was synchronized with the x-ray flashes of the
synchrotron, which probe the magnetization at different times t after the pump. The analysis
of the dynamic behavior of the vortex gyration frequency show that they are increased in
square-shaped structures, where domain walls are present suggesting that the domain wall
pinning is causing the increased frequency.

(a) (b)

L O A

t=5.25ns  t=6ns

(e)

integrated contrast
(arb. units)

_10 i 1 " 1 i 1

0 10 20 30 40
time (ns)

Fig. 2. (a) Sequence of STXM images for a 1 pm x 1 pm x 50 nm modified square during one
period of the oscillation. (b) image of an unmodified structure and shows that the domain
wall motion can span a larger area of the structure when no defects are created. The
intensity is proportional to the x component of the magnetization, revealing the Landau
configuration and the small gyrotropic motion of the vortex structure. The total contrast in
this sequence oscillates with the resonance frequency, as shown in (e). The four STXM
images in (a) and (c) correspond to the four markers in (e). The magnetic pulse H starts at
=2 ns. [Van 2008].
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2.1.2 Magnetic domains under femtosecond laser excitation

In order to study the magnetization dynamics in oriented ferromagnetic domains, after a
femtosecond pump laser excitation, a precise nanometer scale characterization of the
magnetic domain contrast and domain configurations is of great importance. This more
recent studied aspect of the space resolved dynamics aims to discribe the influence of a
laser excitation on the magnetic domains in different time ranges (nanosecond,
picosecond and femtosecond scales). The characterization of the dynamic of the magnetic
domain configurations helps to understand the demagnetization process because it
provides a description of the magnetization in space. Using X rays these studies benefit
from the chemical sensitivity of the circular polarized X rays and from the high spatial
resolution (30 nm) of the magnetic imaging mode of X-PEEM instruments that are
nowadays currently working at synchrotron storage rings. Appropriate femtosecond
pump laser can easily be implemented one such instruments in order to address thermal
effects of the laser pump in the ps range. The ultrafast modifications induced by a infra-
red laser pump on the magnetic domain configurations is still unknown. Questions
concerning the induced changes in the magnetic contrast in a magnetic domain and the
size and shape of the domains are still pending. The typical time resolution of the actuel
experiment is ~60 ps using the multibunch mode and 10 ps using the low alpha operation
modes currently provided in synchrotron storage rings. The time resolution limitation is
strongly related with the limited X-ray flux and with the imaging technique by them self
where high flux is mandatory.

One of the interesting subjects today is the study of the dynamics in the picoseconde time
range of domain sizes and of the magnetic contrast provided using the X-ray circular
magnetic dichroism (XMCD) as a function of the pump probe delay. This can be studied
either in in-plane oriented magnetic domains or in perpendicular oriented domains.
Following the excitation of ferromagnetic materials with ultra-short laser pulses, a
sequence of relaxation mechanisms takes place. The first one is related to the ultra-fast
demagnetization. The second mechanism is related to electron - spin and lattice energy
transfer, most important within a few picoseconds after the excitation. This mechanism
depends on several parameters: the electron-phonon coupling, the material’s specific heat,
the magneto-crystalline anisotropies and specific interactions like the ferromagnetic or
anti-ferromagnetic coupling. One of the goal is to correlate the results with the
laterally averaged spectroscopic information obtained using XMCD time resolved
spectroscopy.

The experimental method consists in measuring the FM domain contrast in ferromagnetic
materials set into a remanent state. Magnetic imaging in the pump probe configuration is
setup using the triggered imaging detection mode to obtain a XMCD contrast image at the
Fe, Co, or Ni L3 edges. Moreover the laser fluence necessary to de-magnetize the films is
typically in the order of a few m]J/cm? and, in the best cases, this allows achieving complete
demagnetization of the films. Using focalization of the laser this can easily be achieved by
focusing the laser spot onto e few 10 micronmeter on the sample surface. The XMCD signals
are probed in a gated mode at different time delays between the laser pump pulse and the
probe pulse of circularly polarized synchrotron radiation. The time resolved magnetic signal
is extracted from a time-delay sequence of XMCD images and will allow extracting the
magnetic components in a semi-quantitative way as a function of time delay. Intensive
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research in this field is developing using the X-PEEM imaging technique and extension
toward other techniques as time-resolved scanning transmission x-ray microscopy (STXM)
is expected soon.

2.2 Spectroscopy using slicing techniques or X-FEL pulses

2.2.1 Pump probe with lasers using f -slicing

In order to perform experiments using ultrashort X-ray pulses of only ~100 fs in
synchrotrons storage rings one had to modify the large electron bunch time structure of 60-
80 ps. This can be performed by using a femtosecond laser pulse to slice the electron bunch.
The first generation of fs X-ray pulses in third generation synchrotron radiation sources was
proposed [Zho1996] and experimentally demonstrated at the Advanced Light Source (ALS)
in Berkeley [Sch2000, Scho2000] using x-ray radiation from a bend magnet. The first
undulator-based facility was constructed and successfully commissioned at BESSY
[Holl12005].

Such an installation has been set up at BESSY (Berlin) and also at SLS (Villigen) and consists
on a slicing of the electron bunches using a femtosecond infra-red laser [Kah2005]. The
source at BESSY is based on laser-induced energy modulation ('femtoslicing") and
subsequent angular separation of the short-pulse x-rays emitted by an elliptical undulator.
The femtosecond X-ray source is thus delivering X-ray pulses of 100 fs (fwhm) duration
with tuneable polarization.

The electronic synchronization between the laser pulse and the electron bunches is adjusted
so that the electric field of the laser interacts with the bunches at the maximum of the
intensity (Fig 3). A specific insertion device names Modulator hosts the laser-electron bunch
interaction where the femtosecond laser pulse copropagates with an electron bunch, causing
an oscillatory energy modulation of the electrons in the short overlap region. The off-energy
electrons are transversely displaced by dispersive elements in order to extract the short
component of radiation emitted in a subsequent device (the “radiator”). The second device
(Radiator) deviates the two electron bunches with a different angle, so that the angular
separation allows extracting only the short radiation component.

The THz signal is the prime diagnostics tool for optimizing the femtoslicing source, when
starting an experiment. In addition to being crucial for diagnostics of the laser-electron
interaction, the THz radiation itself is useful for experiments where intense ultrashort THz
pulses of well-defined temporal and spectral characteristics are required [Holl2006].

The ultrashort X-ray pulses produced by slicing thus provides a strongly reduced flux of 104
photons s mrad-2mm-2per 0.1% BW, compared to 10¢ photons s mrad-2mm-2per 0.1%
BW using the single electron bunch. The static measurements using all the bunches we can
typically expect at 700 eV a flux of 1013 photons s-! mrad-2mm-2per 0.1% BW. The reduction
of the flux us thus extremely important when performing time resolved experiments and is
in the limit of any experimental set up possibilities when using the sliced beam. This
motivates to develop a Bragg-Fresnel zone plate beam line were a photon flux of more than
a factor 10 is provided. The energy range of the X rays produced at the beam line at BESSY 1I
ranges from 600 eV to 1400 eV.

The pump probe experiment using such slicing set up are done in a specific pump-probe
geometry using the transmitted X-rays at the element core level threshold ( ex: Fe, Co, Ni L,
and Ls), as a probe and a femtosecond laser as a pump. They were carried out using the
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circularly polarized X-ray femtosecond pulses [Sta2007, Boe2010]. The pump pulse with
FWHM of 60 £ 5 fs is issued from an amplified Titanium Sapphire oscillator at a central
wavelength 790 nm and amplified at 1.5 kHz repetition rate. The pump pulse is
synchronized with the sliced electron bunch of the storage ring. The incident X-ray beam is
perpendicular to the surface or at 30 degree from the normal and transmitted through the
film deposited on a SisN4 membrane. This geometry allows an optimization of the pumping
through the film and of the amplitude of the X-ray magnetic circular dichroic (XMCD)
amplitudes when performing the time resolved measurements. The transmitted X-ray
intensity is measured using a fast Si avalanche photodiode, and a gated boxcar. The
measurements are made by making the difference between the transmitted signals obtained
for two opposite applied magnetic fields. The spins are then aligned either parallel or anti-
parallel to the incoming circularly polarized X rays.

Detector
Delay
|

"7

X-ray
100 fs

Slit

radiator

modulator

Fig. 3. Slicing experimental geometry: The femtosecond laser is divided into two branches.
One is devoted to the slicing inside the ring and the second branche is used to pump the
sample at the experimental end station.
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The XMCD contrast is obtained by subtracting the gated signals obtained with and
without pump beam. The numerical XMCD values are obtained from the normalized
difference of the signals recorded near the edges, for an energy position where the static
XMCD signal is maximum. The results are normalized in order to account for the degree
of circular polarization of the sliced X-rays (70%) as well as the moderate energy
resolution of the zone plate (5 eV). The limited energy resolution of the zone plate (5 eV)
used in such experiments ensures that a “integrated signal” over 5 eV is measured and
allows us to apply the sum rules and to extract the spin and orbital magnetic moments
[Car2009, Boe2010].

2.2.2 Pump-probe experiments using coherent X-FEL pulses

The recent development of ultrashort soft X-ray pulses, as provided by femto-slicing in
conventional synchrotron storage rings, or by X-ray free electron lasers, opens today new
perspectives in the femtomagnetism field. The free-electron lasers are now operating at
Stanford (LCLS- USA) and at Hamburg (FLASH- Germany) producing very short and
intense coherent X-ray pulses. The energy ranges at FLASH spreads from 20 eV to 200 eV
and at LCLS from 400 eV to 2000 eV. One of the new opportunities at such sources are the
pump-probe single shot imaging using the coherence of the source. For this purpose
intensive work has been performed in order to define the imaging techniques that will
permit to reach not only the ultimate time but also the ultimate space resolution in order to
progress in the understanding of ultrafast magnetism.

The ultimate X-ray microscope provides a resolution that is only limited by the
wavelength of the radiation. The resolution of STXM, however, is limited by the spot size
on the sample. Much simpler is the image formation process using Fourier transform
holography (FTH), where the scattered radiation from the sample interferes with a
reference wave and forms a hologram on the detector. Reverse Fourier transform of the
measured diffraction pattern yields an unambiguous image of the object. As the phases
are encoded in the hologram, several numerical contrast enhancing procedures, can be
applied to the image. The spatial resolution in FTH-based methods is limited by the size
of the reference aperture-today FTH masks can be routinely produced with reference
holes of 30 nm size. However, the image obtained by reverse Fourier transform provides
an excellent starting point for a further phase retrieval treatment. In such a way the
resolution limitation of FTH can be overcome. FTH is especially attractive in the soft X-ray
regime where the photon energy can be tuned to element-specific core level energies
allowing for element-specific contrast in the images. This can be used for example to
image magnetic domain structures, using X-ray magnetic circular dichroism or for
anomalous diffraction imaging.

The recently launched free-electron lasers (FLASH and LCLS) are the first such sources
covering the spectral range of relevance for magnetization studies in 3d metals. These
novel x-ray sources are able to generate X-ray pulses as short as 10 fs with up to ~1012
linearly polarized photons. The short pulse duration, brightness, coherence, and well-
defined polarization of the x-ray radiation are the main ingredients that may allow
realizing femtosecond single-shot visualization of sub 100 nm magnetic domains
[Eis2004].
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In particular, it has been shown that if an ultrashort, bright, and coherent X-ray pulse
illuminates a sample, the resulting far-field diffraction pattern will encode the image of the
sample, from which it can be reconstructed [Eis2004, Chap2006, Gun2011]. The temporal
resolution of such a single X-ray pulse snapshot image is then given by the duration of the
x-ray pulse (10 fs - 100 fs).

One should remember that such an approach requires not only a very short, but also a
very bright x-ray pulse and the large amount of energy deposited into the sample will
ultimately turn it into a plasma. Chapman et al. demonstrated, however, that the
destruction of the sample is not an obstacle for ultrafast “flash diffractive imaging”
[Chap2006] as long as the coherent diffraction pattern is ‘created” before the sample is
destroyed. In order to reach higher energies than the one obtained at the fundamental
wavelength (at FLASH -7.97 nm) one can also operated at the fifth harmonic originating
from self-amplified stimulated emission at 1.59 nm. Using this operating mode resonant
magnetic scattering at FLASH has been performed recently [Gut2009] by using a Co/Pd
multilayer sample that was illuminated with 20-fs-long soft X-ray pulses tuned to the Co
L3 absorption edge at 778.1 eV.

More recently, Gutt ef al. have applied the idea of ultrafast “flash diffractive imaging” to
magnetic studies [Gut2010] performing a single-pulse resonant magnetic scattering
experiments (Fig 4). By tuning the wavelength to one of the magnetically dichroic
absorption resonances of cobalt (the M3 edge around 60 eV in their case), one may achieve
substantially different absorption of polarized X rays in the domains with different
orientation of spins. Therefore, coherent and polarized X rays will diffract from such a
sample and a far-field diffraction pattern will be formed. The authors performed a simple
analysis of this pattern, being able to extract information about the size distribution of the
magnetic domains. Due to the linear polarization of the FEL light, however, Gutt et al. did
not obtain a real image of the magnetic domains. Nevertheless, the technique clearly
demonstrates its ability to probe sub 100 nm magnetic domains with a single fs X-ray
pulse.

Fig. 4. CCD image of the magnetic diffraction pattern recorded with soft X-ray radiation at
Co L3 edge, using the fifth harmonic at FLASH (photon energy of 778.1 eV) [Gutt2009].
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In the near future, we anticipate that such a technique, in combination with further
development of 4t generation synchrotron sources will dramatically improve our
understanding of ultrafast magnetization dynamics and femtosecond laser control of
magnetism. The advantage of such X-ray sources for our purpose is the high X-ray peak
power, the very short pulse duration (down to ~10 fs), the high coherence and the tenability
of the X-ray photon energy.

3. Ultrafast magnetization dynamics on the nanoscale

3.1 Magnetization dynamics in magnetic solids

In solids the magnetization reaction upon external disturbances as for instance temperature,
external magnetic field pulse or pulsed magnetic or electric fields. The induced changes in
the magnetization shows different time scales, and different characteristic length scales and
sizes for the magnetic structures, domains and domain walls, leading to intense work in this
research field during the last decades.

Since the development of the magneto-optics using pulsed lasers has opened a new field
of research named ultrafast magnetization dynamics many different experimental and
theoretical work was performed. All this work concentrate on pump probe experiments
were fs laser excite the ground state in ferromagnets. The development of this field was
unambiguously correlated with the ability to perform time resolved spectroscopy below 1
ps which is the range of interest because they naturally corresponds to important
magnetic energies, as given by the time-energy correlation t = h/E which links the cycle in
time t to a characteristic energy E. For 3d elements this leads to characteristic times of a
few ns for anisotropy energies in the 10-¢ - 103 eV range, of a few ps for spin-orbit
energies in the 10-2 - 10 eV range, and of a few fs for the inter-atomic exchange energy of
~5.101eV.

From the discovery of subpicosecond demagnetization over a decade ago [Beaul996] (Fig.5)
to coherent interactions between laser and spins [Zha2000, Zha 2008, Big2009] and to the
recent demonstration of magnetization reversal by a single laser pulse [Stan2007], the
manipulation of magnetic order by ultrashort laser pulses has become a fundamentally
chanllenging topic with a potentially high impact for future spintronics, data storage and
manipulation.

The signal is normalized to the signal measured in the absence of pump beam. [Beau1996]
The recent development of ultrashort soft X-ray pulses, as provided by femto-slicing in
conventional synchrotron storage rings, or by X-ray free electron lasers, opens today new
perspectives in the femtomagnetism field. Indeed, thanks to the use of sum rules, time
resolved XMCD might be viewed as a quantitative measurement of dynamical magnetism,
allowing an unambiguous assessment of the magnetization relaxation time, thus confirming
previous magneto-optical measurements.

In this context a new milestone has been set by Boeglin et al. [Boe2010] who observed,
using time resolved X rays, how ultrashort laser light pulses modify the orbital angular
momentum of electrons before it is transfered to the spins (Fig.6). By disentangling the
changes in these two components the group showed that spin-orbit coupling can be
manipulated on the femtosecond time scale before any lattice or structural
transformations occur. The dynamics of spin and orbit angular moments were measured



Magnetization Dynamic with Pulsed X Rays 13

separately in out of plane oriented CoPd alloys, were different orbital and spin dynamics
was evidenced [Boe2010]. This work shows that the projections along the easy
magnetization axis z the orbital moment is faster by around 60fs than the spin showing
that an ultra-fast quenching of the magneto-crystalline anisotropy occurs. This result
could be a clue for understanding the laser induced demagnetization process, since
microscopic theoretical interpretations take into account spin-orbit interaction (SOI)
[Zha2008, Koo2009, Kaz2009] and demonstrates that at time scales shorter than 100fs, one
may enter the regime of the SOI. Since the magneto-crystalline anisotropy, which dictates
the direction where the magnetization is directed, also relies on the SOI, understanding
magnetization dynamics at such time scales may help finding new routes for ultrafast
magnetization manipulation.
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Fig. 5. Transient remanent longitudinal MOKE signal of a Ni(20 nm)/MgF2(100 nm) film
for 7 mJ /cm? pump fluence.
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Fig. 6. Ultrafast dynamic of the spin and orbital magnetic moment measured using the
pump probe set-up for a CoPd film at the CoL,3 edges. The X-ray probe beam are generated
with the f-slicing set up at HZB-BESSY Il leading to a to a time resolution of 130 fs
[Boe2010]. Two different thermalization times were found for the spin and for the orbital
magnetic moments. The best results of the fit procedure lead to Tt (S,) = 280 fs and

T (L) =220fs.

Developments in the field of magnetization dynamics naturally lead us to ask if there is a
physical limit to the speed at which magnetic moments can be switched. Moreover,
exploring this limit is complicated, partly because spin reorientation and switching from one
direction to the other can occur in multiple ways and along different paths. For example,
magnetic and electric fields, electric currents, and laser pulses can all stimulate magnetic
reorientation and the trajectory of the magnetization vector from its initial to its final state
will vary with each of these mechanisms.

So far, groups have mainly looked at ways of turning and redirecting the magnetization
continuously, typically by causing it to precess with magnetic field pulses [Schu2003]. Using
purely optical methods, Vahaplar et al. show that a faster way to switch the magnetization is
to temporarily quench it [Vah2009] and restore it immediately afterwards in the opposite
direction, a scheme they call a linear reversal.

Their experiments are an ingenious combination of the different effects by which light
interacts with magnetic moments. In their setup, Vahaplar et al. first stimulate the
magnetization of amorphous 20 nm ferromagnetic films made of Gd.Feigo.x.,Co, with a short
and intense circularly polarized (pump) laser pulse and then image the magnetization with
a second, equally short but linearly polarized (probe) laser pulse.
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The first laser pulse has two effects on the magnetization. First, it rapidly pumps energy into
the film, locally heating the material and demagnetizing it. Changes in the electronic
temperature affect the magnetic properties on sub-ps time scales. Most importantly, the
magnitude of the magnetization M decreases as the temperature of the electronic system
approaches the Curie temperature. The first laser pulse also affects the magnetization via the
inverse Faraday effect [Far1846, Ziel1965]: as the circularly polarized electromagnetic field
pulse traverses the sample, it acts as an effective magnetic field along the pulse’s
propagation direction. This effective magnetic field is proportional to the intensity of the
laser pulse and to its degree of circular polarization. The inverse Faraday effect provides
outstanding possibilities to control the magnetization, since it can generate locally
enormously strong effective magnetic fields of up to about 20T. It can switch the
magnetization as well, since the sign of the field only depends on the pulse’s chirality. This
optomagnetic, nonthermal control of the magnetization was first demonstrated by the
Nijmegen group in 2007 [Stan2007]. Essentially, they showed that laser pulses as short as
40 fs could induce optomagnetic switching, but it was not clear how much time the
magnetization required to complete the switching process after the exposure to such a short
pulse.

By carefully varying the delay between the circularly polarized pump pulse and the linearly
polarized probe pulse, the authors could obtain precise information on the spatiotemporal
evolution of the magnetization in the film. They found that the switching process completes
within a time well below 90 ps, which is very short but still much longer than the duration
of the pulse. Recently the authors showed that 30-50ps is the ultimate limite for the swiching
time using the invers Faraday mecanism.

The magnetization reversal is connected with a change of angular momentum, which must
be provided from somewhere. Yet, it is generally agreed that the apparently simple
assumption of a direct transfer of the photon spin to the magnetic system is not the solution
[Ko02000], suggesting that the atomic lattice may play an important role in angular
momentum conservation. This makes the question about spin to lattice (spin-phonon
coupling) an important issu for a complet theoretical understanding of femtomagnetism.
Recent experiments, using femto-slicing concluded that the angular momentum transfert is
not using the orbital momentum to transfert from the spins to the lattice [Boe2010]. The
measurements performed on CoPd alloys (fig 6.), show that ultrashort laser light pulses
modify the orbital angular momentum of electrons before it is transfered to the spins,
defining the correct sequence of transfert between orbit, spin and lattice. Different from the
inverse Faraday effect the ultrafast manipulation of SOI is expected to transform and
redirect the spins just by a single laser pulse by modifying the electronic anisotropy of any
system at speeds down to the size of the laser pulse itself, ultimately atoseconds. The
ultimate time speed limitation will be the electronic response to the laser field, typically
faster than 1fs.

3.2 Magnetization dynamics at short length scales

Fundamental solid-state physics and electronics have progressed enormously in the last 20
years and this progress can be characterized by the words “smaller” and “faster.” In order to
reach the ultimate ultrafast manipulations on the nanometer scale the challenge consists in
improving our foundamental understanding of ultrafast magnetization dynamics and
achieve ultrafast time resolved imaging at femtosecond time scales. In order to achive this
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goal there are several aspects to consider related to ultrashort detection limits and spatial
resolution capabilities (related to technical developments) which will ultimately enable a
large step forward for the fundamental “ultrafast physics”.

Considering the spatial resolution in femto magnetism the experimental advances are much
more recent and technical improvements still in progress. When excited by a very short
subpicosecond stimulus with duration much shorter than the time of thermal equilibration
in the spin system (~100 ps) the magnetic medium is set into a strongly nonequilibrium
state, where a conventional description of magnetic phenomena in terms of
thermodynamics is no longer valid, a macrospin approximation fails and the dynamics
becomes often stochastic [St62006], totally different from scenarios that rely on classical
magnetism [Tud2004, Vaha2009, Hert2009]. Experimental studies of the ultrafast dynamics
of a stochastic process in a sub-100-nm magnet are very demanding as well. Indeed, the
stochastic character of the studied process excludes the possibility of averaging in the
experiment. This basically means that for such a study one would need to obtain a magnetic
image of a sample within a picosecond period of time and with sub-100-nm resolution. So
far, there has been no method that would satisfy these requirements. The recent
development of ultrashort soft X-ray pulses, provided by X-ray free electron lasers, opens
new perspectives in this field. Several years after the pioneering work of S. Eisebitt et al.
[Eis2004] demonstrating the possibility to image magnetic nanostructures by X-ray
holography, C. Gutt and colleagues, report an experimental approach that may initiate a
revolution in understanding ultrafast magnetic phenomena at the nanoscale. They show that
by using one single 30 fs laser pulse it is possible to probe sub-100-nm magnetic domains in
a Co/Pt multilayer sample [Gut2010]. The work was performed at FLASH free-electron
laser facility at DESY in Hamburg. In fact, Gutt et al. have demonstrated an ultrafast probe
of sub-100-nm magnets and thus have found a key to enter the uncharted world of
femtosecond spin dynamics at the nanometer scale.

Similarly, the field of nanoscale magnetization dynamics is inseparably linked to the
development of x-ray spin-sensitive methods as well as pulsed X-ray sources. Thanks to
M. Faraday, who discovered the influence of a magnetic medium on the polarization of
light [Far1846] magneto-optics in the visible spectral range has become one of the most
popular tools for studies in magnetism. However, shorter wavelength is needed to
observe down to the nanometer magnetic nanostructures. Since X rays sources have
improved, since the 1990’s advanced synchrotron radiation sources produce bright 50 ps
pulses of polarized X rays. Using such sources, considerable progress has been achieved
in understanding nanosecond magnetization dynamics at the sub-100-nm length scale
[Waey2006].

A recently started photoemission electron microscopy (PEEM) study at BESSY on thin CoPd
alloy films allowed us to perform time resolved domain imaging in the 50 ps time range.
Using the robust stripe domain pattern induced by the large out of plane anisotropy in this
system, we aim to resolve the influence of a fs laser pump on the domain pattern and spin
orientation in the domains. This work performed at BESSY-UE49 is still in progress, but has
yielded already a first and important nanoscale description of the magnetization dynamics
occurring in the thermalized regime of the first 100 ps. Figure 7 a,b show two static X-PEEM
images (time integrated) taken during IR laser excitation (fs pulses at 5 MHz repetition rate)
where thermal effects, reducing the out of plane anisotropy in the film generate a ~90°
rotation of the spins from out-of-plane to in-plane. The spins thereby organizing in magnetic
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Fig. 7. (a and b) X-PEEM magnetic contrast images taken in the time-integrated mode. From
a to b we observe the transformations induced by thermal effects of the fs laser excitation
(bMHz). The magnetic domains show a stripe domain pattern (a) whereas large “in plane
domains” are revealed in (b) induced by fs laser thermal heating. The color scale is common
for the two images (a,b) and is proportional to the projection of the XMCD contrast along
the x-ray incidence (15° grazing / surface). This leads to high sensitivity for in-plane
contributions, while out-of-plane components are strongly reduced. For example, the
projected value of +45% XMCD contrast at Co Lz along the out-of-plane leads to only +2%
XMCD contrast in the upper left PEEM image, which is obtained without laser pump pulse
at room temperature. The grey pattern corresponds to the defect used to align the image
position. Note that the left image shows modulation superimposed to the stripes. They are
coming from small components of in-plane spins (less than 1%).

(c and d). Small field of view of 1,2 x 1,2 pm?2 of pump probe magnetic images taken in the
time resolved mode (left: t =-100 ps before pump laser; right: t = 100 ps after pump laser).
The color scale is common for the two images (c, d) and enhanced relative to the one of the
two top images (a, b) in order to show the XMCD contrast reduction in this case. Note that
due to the azimuth alignment in respect of the incoming x rays the in-plane spins are here
not observable. The statistic is in the limit to clearly show the stripes but the line scans (e)
performed along the straight line in the images c and d evidence the periodicity of stripes
and show that indeed the XMCD contrast of the stripes is reduced by 40 %.

domains in the plane (fig 7 b), which are large in comparison to the initial, narrow stripe
domains. The origin of this rotation is the reduction of the strong out-of-plane anisotropy by
thermal effects. Moreover, the symmetry of the stripes also favors a 1D orientation of spins
lying in the plane (figure 7b). This anisotropy of spins in the plane has been established by a
complete azimuth analysis were complete extinction of the large magnetic domains was
obtained after a +90 degree rotation of the sample (stripes) in respect of the x-ray incidence
(not shown - see fig 7 c and d). These first results show that fs laser induced thermal effects
can switch the anisotropy from out-of-plane to in-plane. When compared with the ultrafast
reduction of the SOI observed for CoPd [Boe2010] we expect that the ultrafast change in SOI
is able to switch the anisotropy in the fs time scale. This expectation is supported by the fact
that the ultrafast SOI effect holds on for more than 2 ps (in the regime where spins and
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phonons are in thermal equilibrium [Boe2010]. In the pump probe experiment using lower
fluency one can observe a limited 50 % reduction of the XMCD contrast in the stripe
domains (fig. 7 ¢, d). Note that due to the azimuthal alignment (+ 90 deg) with respect to the
incoming x rays the in-plane spins (oriented along the stripe direction) are here not
observable at t > to.

This specific orientation of the sample combined with reduced laser fluence allows to
observe the very low XMCD contrast of 1% in the stripes at t > to. Finally, using the
orientation dependent and fluence dependent information we can conclude that
superposed to a contrast reduction of the stripes one can also expect a rotation of the spin
into the plane and aligned along the stripe direction by fs laser pulse excitation. The
results are revealing an important and new nanoscale “final state” of the fs laser induced
SOI. And experimentally verifying this expectation is on of the major final goal of this
work.

Pump probe PEEM imaging is still in progress, but will yield a time resolution of 100 ps
only.

In order to bridge the time gap between 100 fs and 100 ps we will need to perform single
shot imaging using Fourier transform Holography (FTH) with 100 fs time resolution using
X-FEL sources. Compared with multi-shot imaging this single shot mode allows for imaging
with higher or less adjusted laser pulses (destructive for the stripe domains at ps time
scales). Alternatively, the dynamic in worm domains can be studied with multi-shot
imaging, suppressing the in-plane anisotropy of the spins observed with PEEM.

For instance, it has been shown by our previous work [Beau 1998] and [Boeg2010] that for
magnetically saturated CoPt; and CoPd films a 100 fs laser pulse can partially or completely
demagnetizes the film.

New aspects as for instance X-ray pump and X-ray probe will also been foreseen in order to
study the interaction with X-ray at core level resonances. For instance X-ray single pulse
intensities could be used to change the electronic configuration at the Fermi energy and
observe the induced changes on the magnetization.

Note that FLASH and LCLS generate pulses with duration of down to 10 fs. This is already
comparable with the characteristic time of exchange interaction in magnetic materials. It
would be extremely intriguing to employ the elemental specificity of X-ray techniques and
probe spin and orbital dynamics of TM and RE sub-lattices on a time scale pertinent to the
time of the exchange interaction between them.

4. Conclusion

Pulsed X rays, are nowadays a promising route toward high temporal and spatial
resolution allowing for quantitative and high contrast magnetic imaging at the elemental
absorption edges of ferromagnetic materials. However, the available time resolution to
date is too slow to resolve the fastest dynamics of 1 fs. Because of this, significant efforts
have been devoted to using short or isolated electron bunches of X rays pulses at
synchrotron to perform time resolved microscopy with X rays. Nowaday we are at time
resolutions of 100 fs, and better resolutions are forseen for near future using X-FEL's.
Magnetic imaging techniques as for instance X-ray PhotoEmission Electron microscopy
(X-PEEM), Scanning Transmission X-Ray Microscopy (STXM) or X-ray Resonant Elastic



20 Femtosecond—Scale Optics

Scattering (XRES), are currently using the short X ray pulses in order to accede to time
resolved imaging in the picosecond time range. Unfortunately, the f-slicing technique in
synchrotrons produces a strongly reduced photon flux hindering the f-second magnetic
imaging at facilities as synchrotrons. Recent projects using other synchrotron techniques
are planed in order to increase the photons per pulse in the picosecond range allowing to
image magnetic domains at 1 ps time resolution using synchrotron light. In parallel a
large variety of new physics develops at X-FEL’s where intense X-ray pulses modifies
strongly the electronic and magnetic structures of mater. The development of such
instruments will also allow new scientific approaches fare from the actual quasi-static
physics.
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1. Introduction

With recent progress in ultrashort ultraintense laser technologies such as chirped pulse
amplification (CPA) (Strickland & Mourou, 1985), the peak power of a laser pulse is increasing
year by year, and the focused intensity of 102 W /cm? has been achieved (Aoyama et al., 2003;
Perry et al., 1999). When the focused intensity of a laser pulse is higher than 1018 W/cm?,
quiver velocity of an electron is close to the speed of light in such a high electromagnetic
field. Various nonlinear phenomena are caused by the relativistic effect of the electron motion.
Self-focusing, higher harmonic generation, and so on, which are well-known phenomena in
nonlinear optics, have been observed in laser-plasma interactions.

An ultrashort ultraintense laser pulse propagating in a plasma can excite a plasma wave by the
nonlinear force of a high electromagnetic field, called the ponderomotive force. A longitudinal
electric field is formed by the plasma wave, and electrons trapped in the potential of the
plasma wave can be accelerated. This is the concept of laser-driven plasma-based electron
acceleration (LPA) (Tajima & Dawson, 1979). The longitudinal accelerating electric field of
the plasma wave is higher than 100 GV/m, which is a thousand times higher than that of
present radio-frequency (rf) accelerators. Such a high accelerating field enables us to realize
compact electron accelerators and/or obtain extremely high energy electrons. Furthermore,
the electron pulse duration is extremely short, of the order of tens of femtoseconds, because
the wavelength of the accelerating field, that is the plasma wave, is of the order of tens of
micrometers. Next-generation electron accelerators with such unique characteristics will be
realized using LPA.

Since the concept was proposed, various experimental and theoretical studies have been
conducted (Esarey et al.,, 2009; 1996). Pioneering works of the proof-of-principle such
as generation of a high accelerating field and energetic electron beams have been so far
presented (Joshi et al., 1984; Kitagawa et al., 1992; Malka et al., 2002; Modena et al., 1995;
Nakajima et al., 1995). However, the energy spectra of the electron beams were Maxwell-like
distributions, and the beam qualities were far from those required for various applications.
In 2004, a major breakthrough was brought about with the generation of well-collimated
electron beams with a narrow energy spread, that is quasi-monoenergetic electron (QME)
beams (Faure et al., 2004; Geddes et al., 2004; Mangles et al., 2004; Miura et al., 2005). This
result is a significant step toward the realization of a laser electron accelerator.

In this chapter, we provide the overview of the present status of research on LPA. First, we
briefly describe the principle of LPA. Second, we present recent results of works conducted at
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the National Institute of Advanced Industrial Science and Technology (AIST). Generation of
QME beams is mainly presented. We also present particle-in-cell simulations to discuss the
mechanism and the conditions of QME beam generation. Using a femtosecond electron pulse
obtained by LPA, a compact, all-optical, ultrashort X-ray source can be realized on the basis
of laser Compton scattering. Third, we present X-ray generation by laser Compton scattering
using a laser-accelerated electron beam. Finally, we briefly review recent progress toward a
next step and future prospects.

2. Principle of laser-driven plasma-based electron acceleration

2.1 Electron motion in a electromagnetic field
Let us consider an electron motion in a electromagnetic field. The equation of motion for a
free electron of charge ¢ in an electromagnetic (laser) field is given by the Lorentz equation

dp _

o = —e(E+vxB), 1)

where p=7ym,v, v, E, and B are the momentum and velocity of an electron, and the electric and
magnetic field, respectively. Here, 1, and vy are the electron mass and the relativistic Lorentz
factor. In the case of a weak electromagnetic field, v x B component is negligible, and Eq. 1
is simplified to m, % = —e¢E. For a linearly polarized laser field, the electron quiver velocity
vy is given by v, = eE /mew, where E; and w, are the amplitude and frequency of the laser

field. The ratio of the electron quiver velocity to the speed of light c is defined by

E
ag = miwLLc =85 x 1071 [um] /(I [W/cm?]) @

where A; and Iy are the laser wavelength and intensity. This gives an expression for the
normalized vector potential a¢. Relativistic effects are brought about in an electron motion in
a laser field yielding ag > 1. This region is called relativistic region. For example, the intensity
of 2.2 x 108 W /cm? gives ag = 1 for 800-nm laser light.

By averaging %mquz over one oscillation period of a field, the electron quiver energy is
defined by

_ €2EL2
" dmew;?

UpleV] =  me(og?)

5 =93 x 10~ (A [um])? I [W/cm?] . 3)

This is an expression for the ponderomotive potential Up. The ponderomotive potential
results in a force Fp=—VUp, that is the ponderomotive force. The ponderomotive force is
directed along the intensity gradient of a laser pulse envelope, and perpendicular to the laser
propagation direction. The force pushes electrons out of the region of the laser pulse, and
becomes the driving force for exciting a plasma wave in a plasma.

2.2 Excitation of plasma wave

Let us consider the propagation of an ultrashort ultraintense laser pulse in a low density
plasma. The electron density of the plasma is much lower than the critical density n. given by
ne = egmewy?/e?, where g is the vacuum permittivity. Electrons in the plasma are pushed
out of the region of the laser pulse and separated from ions by the ponderomotive force. A
local charge separation is formed, because it is regarded that ions are at rest in the short time
close to the laser pulse duration. After some time, the laser pulse overtakes electrons pushed
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out and the space charge force starts to pull the electrons back. In turn, the charge excess is
formed by the electrons pulled back near the laser propagation axis. The electrons are pushed
out again. By the repetition of this process, plasma oscillation is driven. The plasma frequency
wyp for the electron density 7, is given by

€21,
wo — | . 4
b goM,e @)

Because the plasma oscillation is driven together with the propagation of the laser pulse, the
phase velocity of the plasma wave vy, is equal to the group velocity of the laser pulse given by

vp=cy /1 ——. 5)

Electrons trapped in the plasma wave can be accelerated almost to the speed of light, because
the phase velocity of the plasma wave is close to the speed of light in an underdense plasma
(ne < ne).
In the linear region, a longitudinal electric field of a plasma wave Ey is give by

1Mo pC

Ex = 57’17 , (6)

where 011 is the modulation of the electron density. For example, assuming 7, = 10? cm—3

and én = 0.3, the electric field is 100 GV/m, corresponding to more than a thousand times as
accelerating fields of present rf accelerators.

To explain the principle of LPA, typical particle-in-cell (PIC) simulation results are shown in
Fig. 1. The initial electron density of a plasma is 1.7 x 10'° cm~3, and the laser intensity of
800-nm light corresponds to the normalized vector potential of 5. A laser pulse propagates
along the x—axis and is polarized along the y—axis. The snapshots of electron density
distribution (a) and (b), the distributions of the electric field along the y—axis corresponding
to the laser field (c) and (d), and the distributions of the electron density (solid curve) and
the electric field (dashed curve) along the x—axis (e) and (f) are shown for different laser
propagation lengths. As shown in Figs. 1(a) and (e), the period of the low-density and
high-density parts is formed behind the laser pulse along the propagation axis, and a plasma
wave is excited. As shown in Fig. 1(e), the peak longitudinal field along the x—axis, that is the
accelerating field in LPA, reaches 700 GV /m.

The situation, in which a laser pulse drives a plasma wave behind itself, is similar to that in
which a boat drives a wake on a sea. Then, LPA is also called laser wakefield acceleration
(LFWA).

2.3 Trapping and acceleration of electrons

As described above, because the phase velocity of the plasma wave is close to the speed of
light, the velocity of electrons should be also close to the speed of light for trapping into
a plasma wave. To feed accelerated electrons, an electron gun was used as an external
electron source (Amiranoff et al.,, 1995; Clayton et al., 1993; Ebrahim, 1994). In some
experiments, hot electrons produced from a laser-irradiated solid target were used (Mori,
Sentoku, Kondo, Tsuji, Nakanii, Fukumochi, Kashihara, Kimura, Takeda, Tanaka, Norimatsu,
Tanimoto, Nakamura, Tampo, Kodama, Miura, Mima & Kitagawa, 2009; Nakajima et al.,
1995). However, it has been demonstrated that electrons in a plasma can be almost
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Fig. 1. Typical simulation results to explain the principle of LPA. Snapshots of electron
density distribution on the x — y plain (a) and (b), the distributions of the electric field along
the y—axis corresponding to the laser field (c) and (d), and the distributions of the electron
density (solid curve) and the electric field (dashed curve) corresponding to the accelerating
field along the x—axis (e) and (f) are shown for different laser propagation lengths.

automatically injected and trapped into a plasma wave. This scheme is called self-injection
scheme or self-trapping scheme. In the self-injection scheme, wave-breaking plays an
important role (Bulanov et al., 1997; Decker et al., 1994). As shown in Fig. 1(e), a plasma wave
with a large amplitude is excited, and the steeping of the wave occurs. As the laser pulse
propagates further, the amplitude of the plasma wave becomes larger, and the wave finally
breaks. This phenomenon is seen as whitecaps at the ocean. Electrons slip from the wave and
are trapped into the plasma wave. As shown in Figs. 1(b) and (f), electrons are trapped and
accelerated in the first period of the plasma wave and form an electron bunch.

The plasma wavelength A, = 27t¢/w)p, which is the wavelength of the accelerating field, is the
order of tens of micrometers. In the case shown in Fig. 1, the plasma wavelength is ~ 10 ym.
Electrons are trapped in the narrow region of the acceleration phase and the length of the
electron bunch is a few micrometers as shown in Fig. 1(f). This electron bunch is regarded
as an ultrashort electron pulse with a duration of tens of femtoseconds. Thus, a femtosecond
electron pulse can be obtained by LPA.

The energy gain W,y is simply given by the product of the accelerating field and the
acceleration length. In the linear region, the accelerating field is given by Eq. 6. The
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acceleration length is mainly limited by dephasing (phase slippage) of electrons trapped in
a plasma wave. The dephasing is brought about by the difference between the phase velocity
of a plasma wave and the velocity of accelerated electrons. Accelerated electrons in a plasma
wave outrun the acceleration phase of the plasma wave, and enter the deceleration phase. In
the linear region, the dephasing length L; is given by

cAy/2  n

Lyj= P2~ "), 7

A= o " g P (7)
Then, the maximum energy gain is given by

n
Winax = 4111662 < 8)
Ne

For example, when the laser wavelength is 800 nm and the electron density is 10'° cm~3, the
dephasing length and the maximum energy gain are 1.8 mm and 350 MeV. In other words,
electrons with an energy of 350 MeV can be accelerated in only 1.8-mm length.

The acceleration length is also limited by the diffraction of a laser beam and/or the energy
depletion of a laser pulse for driving a plasma wave. The limit of the laser propagation length
by the diffraction is not serious, because it is possible to achieve a longer propagation length
by guiding a laser pulse using relativistic self-focusing, a capillary discharge plasma and so
on. If the pump depletion length is defined as the length in consuming half of the initial
laser pulse energy for driving a plasma wave, the pump depletion length is comparable to the
dephasing length (Esarey et al., 1996). Then, the limit of the acceleration length by dephasing
is dominant.

The description in this section is concentrated in the liner region. However, as shown in
Fig. 1, most of phenomena in LPA are in the nonlinear region, and the treatment is important.
The overview of analytical description in the nonlinear region has been provided in detailed
review reports (Esarey et al., 2009; 1996).

2.4 Generation of quasi-monoenergetic electron beam with a narrow energy spread

Since the middle of 1990’s, the generation of energetic electron beams based on a self-injection
scheme has been demonstrated (Modena et al., 1995; Nakajima et al., 1995; Umstadter,
Chen, Maksimchuk, Mourou & Wagner, 1996). Although collimated electron beams were
generated, the energy spectra of the electron beams were Maxwell-like distributions and the
energy spreads were large. These experiments were based on self-modulated laser wakefield
acceleration (SM-LWFA) using a laser pulse with a picosecond duration and a high-density
plasma with an electron density close to 102 cm~3. In such cases, the laser pulse length is
longer than the plasma wavelength. The plasma wave with a large amplitude is excited via
Raman scattering and/or the self-modulation instability and can accelerate trapped electrons.
Heating the plasma occurs, when the plasma wave grows. In addition, the trapped electrons
in the plasma wave interact with the laser field and can be also accelerated by the laser field
directly, that is so-called direct laser acceleration (DLA) (Gahn et al., 1999). The combination
of these electron acceleration mechanisms can lead to the broad electron energy spectrum.
However, in 2004, the generation of QME beams with a narrow energy spread was
demonstrated by four groups (Faure et al., 2004; Geddes et al., 2004; Mang]les et al., 2004;
Miura et al., 2005). After that, many groups have so far reported the generation of QME
beams (Hidding et al., 2006, Hosokai, Kinoshita, Ohkubo, Maekawa, Uesaka, Zhidkov,
Yamazaki, Kotaki, Kando, Nakajima, Bulanov, Tomassini, Giulietti & Giulietti, 2006; Hsieh
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et al., 2006; Maksimchuk et al., 2007, Mori et al.,, 2006; Yamazaki et al., 2005). Most
experimental results on QME beam generation have been explained by the acceleration in the
highly nonlinear broken-wave regime, that is so-called bubble acceleration regime (Pukhov &
Meyer-ter Vehn, 2002). In simulation results shown in Fig. 1, the conditions are close to those
of the bubble acceleration regime. When an ultraintense laser pulse propagates in a plasma, it
undergoes the self-focusing and the longitudinal pulse compression. Such laser pulse drives
a highly nonlinear plasma wave and expels a large amount of electrons. Then, the electron
cavitated region (bubble) is formed behind the laser pulse. The radially expelled electrons
move along the boundary of the bubble and collide at the rear vertex of the bubble. Transverse
wave-breaking (Bulanov et al., 1997) occurs and a large amount of electrons is injected into
the bubble at the rear vertex. The field produced by the injected electrons terminates further
electron injection. Electrons are trapped at the fixed narrow phase of the accelerating field.
Thus, the QME beam with a narrow energy spread can be obtained. Because a large amount
of electrons is instantaneously injected, the QME beam with high charge can be obtained. The
electrons trapped near the rear vertex of the bubble are located behind the laser pulse. Because
the trapped electrons are free from the laser pulse, an electron beam with low emittance can
be obtained. These phenomena have been thoroughly investigated by many theoretical and
numerical studies (Geissler et al., 2006; Gordienko & Pukhov, 2005; Kostyukov et al., 2004; Lu
et al., 2007). For such bubble formation, one of the required conditions is that the spatially
transverse and longitudinal sizes of the laser pulse match the plasma wavelength. To satisfy
this condition, the experiments have been conducted using a focusing mirror with the long
focal length yielding the spot size of ~ 10 ym and an ultraintense laser pulse with a few tens
of femtoseconds yielding the pulse length of ~ 10 ym for a low density plasma around or less
than 10" cm 3 yielding the plasma wavelength of ~ 10 ym.

3. Experimental and numerical studies on laser-driven plasma-based electron
acceleration

In this section, recent results of works conducted in the National Institute of Advanced
Industrial Science and Technology (AIST) (Masuda & Miura, 2008; Miura & Masuda, 2009)
are presented as an example of experimental and numerical studies on LPA.

3.1 Experimental conditions

Laser system

A Ti:sapphire laser system with a repetition rate of 10 Hz based on CPA method was used for
experiments. In our laser system, two intense laser pulses were available. A 20-fs laser pulse
from a Kerr-lens mode-locked oscillator was stretched to 400 ps through an Offner type pulse
stretcher, which was an aberration-free type stretcher(Cheriaux et al., 1996). To control a laser
pulse shape, an acousto-optic programmable dispersive filter (Dazzler: Fastlite)(Verluiseetal.,
2000) was installed after the pulse stretcher. The laser pulse was amplified by a regenerative
amplifier and multi-pass amplifiers. To suppress and control a prepulse, a pulse cleaner
composed of a Pockels cell and a thin film polarizer was set between the regenerative and
the first muti-pass amplifiers. After the first multi-pass amplifier, the laser pulse was split
into three pulses. The first pulse referred as main laser pulse was amplified by a multi-pass
amplifier, and a laser pulse with an energy of 750 m], a pulse duration of 35-50 fs, and a
center wavelength of 800 nm was obtained after a vacuum pulse compressor. The main laser
pulse was used for electron acceleration. The second pulse referred as colliding laser pulse
was amplified by two multi-pass amplifiers, and a laser pulse with an energy of 150 m], a
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pulse duration of 60 fs, and a center wavelength of 800 nm was obtained after a vacuum
pulse compressor. Due to the priority to optimize a pulse shape of a main laser pulse, the
spectrum control of a colliding laser pulse was not sufficient. Then, the pulse duration of the
colliding laser pulse was little bit longer than that of the main laser pulse. The colliding laser
pulse was used for X-ray generation by laser Compton scattering shown in Sec. 4. The third
pulse referred as probe laser pulse with an energy of 0.5 mJ, a pulse duration of 60 fs, and
a center wavelength of 800 nm was used for plasma diagnostics such as shadowgraph and
interferogram.

Experiment setup

The experimental setup for electron acceleration is shown in Fig. 2. A p-polarized main laser
pulse (400 mJ, 50 fs, 800 nm) was focused onto the edge of a helium gas jet using an f/6
off-axis parabolic mirror with a focal length of 300 mm. The laser spot size in vacuum was
9 pum at the full-width-at-half-maximum (FWHM), and the Rayleigh length was 230 ym. The
energy concentration within the e =2 spot was 58% of the total laser energy. The peak intensity
was 5.8 x 1018 W/ cmz, corresponding to the normalized vector potential of 1.6. The helium
gas jet was ejected from a supersonic nozzle with a conical shape driven by a pulsed valve.
The focal position was set at 1 mm above the nozzle exit. The diameter of the nozzle exit was
0.7 mm and the Mach number was 5.3. The density profile of the gas jet was measured with
a Jamin interferometer. The density at the center was ~ 5 x 1018 em =3, corresponding to the

electron density of ~ 10 cm 3.
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Fig. 2. Experimental setup for electron acceleration.

The energy spectrum of an electron beam was measured by an electron energy spectrometer
with a dipole magnet. The measured energy range was from 1 to 80 MeV. An energy-resolved
electron image was recorded on an imaging plate [(IP), Fujifilm: BAS-SR]. To estimate the
absolute charge of electrons , the sensitivity curve reported in Ref.(Tanaka et al., 2005) was
used. In addition, we have developed an absolutely-calibrated in-situ observation system
for the electron energy spectrum. A GdyO;S: Tb phosphor screen (Mitsubishi chemical:
DRZ-HIGH) coupled with a CCD camera was used as an electron detector. The sensitivity
of the detection system was calibrated using an IP as the reference detector (Masuda et al.,
2008). The absolute electron energy spectrum was in-situ observed with a single shot at a
repetition rate of 1 Hz.



30 Femtosecond-Scale Optics

To observe the propagation of a laser pulse and the formation of a preformed plasma, a
side-scattered light image and a shadowgraph image were observed simultaneously with the
measurement of an electron energy spectrum. The side-scattered light image was observed
through an interference filter of 800 nm from the top of the gas jet. The shadowgraph image
was observed with a 60-fs, 800-nm probe laser pulse. The spatial resolutions in both the
measurements were approximately 40 ym.

Contrast ratios of femtosecond prepulses, generated in a regenerative amplifier, preceding
the main pulse by more than 4 ns were always kept to be less than 10~° using a pulse
cleaner. Our another work has demonstrated that the number of accelerated electrons was
dramatically decreased for low contrast ratios of the femtosecond prepulses, although the
laser power and the electron density of the plasma were different from those for the present
experiment (Masuda & Miura, 2010). Then, the femtosecond prepulses were suppressed.

3.2 Quasi-monoenergetic electron beam generation

Figure 3(a) shows an energy-resolved electron image of a typical QME beam from a plasma
with an electron density of 1.6 x 10! cm~2 produced by an 8.3-TW laser pulse. The image
was recorded on an IP with a single shot. The small spot indicates the generation of the
monoenergetic beam with a narrow energy spread and a small divergence angle. The
divergence angle in the vertical direction was estimated to be 7 mrad at the FWHM from the
vertical size of the spot. The electron energy spectrum is shown in Fig. 3(b). A monoenergetic
peak was observed at the energy of 38 MeV with the relative energy spread of 19%. Here,
the relative energy spread is defined as the ratio of the energy spread at the FWHM to the
peak energy. The observed energy spread was little bit larger than the instrumental resolution
of several percent. The total number of electrons in the monoenergetic peak was 3.1 x 108,
corresponding to the charge of 50 pC.

Figure 4 shows the electron energy spectra obtained by sequential 14 shots under the same
conditions as those giving the result shown in Fig. 3. All the spectra were obtained with a
single shot. To evaluate the stability of QME beam generation, the criterion values of principal
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Fig. 3. (a) Typical energy-resolved electron image recorded on an IP with a single shot and (b)
electron energy spectrum of a QME beam obtained from a plasma with an electron density of
1.6 x 10! cm~3 produced by an 8.3-TW laser pulse.
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beam parameters should be defined for judging QME beam generation. We set the following
four criterion values. First, the peak energy is higher than 10 MeV. Second, the number of
electrons in the electron energy spectrum is higher than 10!° /MeV /sr at the monoenergetic
peak. Third, the ratio of the peak to the background at the monoenergetic peak is higher
than 2. Forth, the relative energy spread is less than 50%. When all of these conditions are
fulfilled, we consider that a QME beam has generated. According to the criteria, QME beams
are obtained in 10 shots among 14 shots in the case of Fig. 4. The probability of QME beam
generation is 70%, if the shot-to-shot fluctuations of the peak energy, the number of electrons,
and so on are ignored. In our previous experiment (Masuda et al., 2007), the probability of
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Fig. 4. Electron energy spectra obtained by sequential 14 shots under the same experimental
conditions as those giving the result shown in Fig. 3. The probability of QME beam
generation is 70%.

QME beam generation was a few tens of percent. The probability in the present experiment
increased by a factor of 3, as compared with our previous experiment. It has been pointed out
that there is a threshold energy of a laser pulse for stable generation of QME beams, which
depends on the electron density of the plasma and the laser pulse duration (Mang]les et al.,
2007). Our present experimental conditions are in the range for stable generation predicted by
scaling in Ref. (Mang]es et al., 2007).

Figure 5 shows the distribution of the peak energy and the charge in the monoenergetic peak
of QME beams for about 50 shots obtained under the same conditions as those giving the
result shown in Fig. 3. A QME beam with a peak energy of up to 75 MeV was produced. A
QME beam containing up to 88 pC in the peak at the energy of 48 MeV was also produced. In
this case, the total energy of electrons in the peak was 4.2 mJ. This means that the efficiency of
energy conversion from the laser pulse to the electron beam was 1%. Table 1 lists mean values
and standard deviations of the parameters of QME beams obtained in about 50 shots shown
in Fig. 5. The beam pointing means the angular deviation of the beam center from the laser
propagation axis in the vertical direction. Although the probability of QME beam generation
increases, shot-to-shot fluctuations in the charge and the energy spread are still large. The
suppression of the fluctuations in the beam parameters is a key issue toward a next step.
Figure 6 shows the dependence of electron energy spectra on the electron density of the
plasma, where the laser power is fixed at 8.3 TW. The electron density was varied by
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Number of events

Fig. 5. Histogram showing the distribution of the peak energy and the charge in the
monoenergetic peak of QME beams for about 50 shots obtained under the same conditions as
those giving the result shown in Fig. 3.

Parameters Mean =+ Standard deviation
Peak energy 49 £15 MeV
Relative energy spread 22+12%
Charge in the monoenergetic peak 24 £20 pC
Divergence angle in the vertical direction (FWHM) 7.1+ 4.0 mrad
Beam pointing in the vertical direction +7.8 mrad

Table 1. Statistics of the parameters of QME beams obtained in about 50 shots shown in Fig. 5.

controlling the gas jet density. As described above, QME beams were generated at an electron
density of 1.6 x 10Y ¢m~3, as shown by the solid curve. At a lower electron density of
1.3 x 10! cm~3, high-energy electrons were not observed, as shown by the dotted curve.
On the other hand, at a higher density of 1.9 x 10" cm~3, the electron energy spectrum was
a Maxwell-like distribution, and no clear monoenergetic peaks were seen, as shown by the
dash-dotted curve. QME beams can be generated only in the narrow electron density region
around 1.6 x 10" cm~3. This result shows that plasma density control is crucially important
for the generation of QME beams.

3.3 Effect of a nanosecond prepulse on quasi-monoenergetic electron beam generation
There are many issues that must be controlled for stable generation of QME beams in
laser-plasma interactions. Among them, the control of a prepulse and a preformed plasma
is one key issue. In this subsection, we show the effects of a nanosecond prepulse on QME
beam generation and propagation of an intense laser pulse.

The experimental conditions have been already shown in Sec. 3.1. The identical off-axis
parabolic mirror and super sonic nozzle were used. As described in Sec. 3.1, the contrast
ratios of femtosecond prepulses to a main pulse were kept to be less than 107°. The length of
a nanosecond prepulse caused by amplified spontaneous emission (ASE) was controlled by
varying the extraction time of the main pulse at the pulse cleaner.

Dependence of electron beam characteristics on length of nanosecond prepulse
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Fig. 6. The electron energy spectra observed for different electron densities of 1.3 x 10!

(dotted curve), 1.6 x 10% (solid curve), and 1.9 x 10 cm—2 (dash-dotted curve),
respectively. To obtain QME beams, plasma density control is important.

Figure 7(a) shows a series of electron energy spectra obtained by 21 consecutive shots at a
repetition rate of 1 Hz from a plasma with an electron density of 1.9 x 10! cm~3 produced by
an 8.5-TW laser pulse. The electron energy spectra were obtained by optimizing the extraction
time of the main pulse at the pulse cleaner in addition to the optimization of the electron
density. Here, this time is defined as the extraction time of the main pulse, texy = 0 ns.
Figure 7(b) shows a series of electron energy spectra obtained by 17 consecutive shots at a
repetition rate of 1 Hz for the different extraction time text = —2.5ns at the same laser power
and electron density. The length of the nanosecond prepulse is longer, as the extraction time
becomes earlier. As shown in Fig. 7(a), in most of shots, a monoenergetic peak was observed.
In contrast, when the length of the nanosecond prepulse was long, monoenergetic peaks in
the low energy range were observed only in a few shots among 17 consecutive shots as shown
in Fig. 7(b). No monoenergetic peaks in the high energy range were observed. Furthermore,
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Fig. 7. Series of electron energy spectra obtained by about 20 consecutive shots at a repetition
rate of 1 Hz for the different extraction times of the main pulse at the pulse cleaner: (a)
text = O0ns and (b) text = —2.5ns.
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the scale of the number of electrons in Fig. 7(b) is one-tenth of that in Fig. 7(a). The probability
of the generation of QME beams was estimated according to the criteria described in Sec. 3.2.
QME beams are obtained in 17 shots among 21 shots in the case of Fig. 7(a). The probability of
QME beam generation is 81%, if the shot-to-shot fluctuations of the peak energy, the number
of electrons, and so on are ignored. The probability of QME beam generation is 0 in the case
of Fig. 7(b) according to the criteria described in Sec. 3.2.

Figure 8 shows the dependence of the probability of the QME beam generation (closed circles)
and the laser energy (open triangles) on the extraction time of the main pulse at the pulse
cleaner. Each data point of the probability was obtained with more than 10 consecutive shots
at a repetition rate of 1 Hz. The electron density of the plasma was 1.9 x 10!? cm~3 for all
data points. Notably, a few data points overlap at texy = —2.5, —1.5, and +1.5 ns, when the
probability is 0. The data points for the probability of QME beam generation are divided
into three groups. When the length of the nanosecond prepulse is long (fext ~ —2 ns), the
probability is quite low. In contrast, when the nanosecond prepulse is suppressed (fext ~ 0 ns),
the probability dramatically increases and is close to 90%. This result shows that it is necessary
to suppress a nanosecond prepulse for generation of QME beams. When the extraction time is
too late (fext = +1.5ns), the probability becomes quite low again. This is due to the reduction
in the laser energy as shown in Fig. 8.
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Fig. 8. Dependence of the probability of QME beam generation (closed circles) and the laser
energy (open triangles) on the extraction time of the main pulse at the pulse cleaner. With the
earlier extraction time, the length of a nanosecond prepulse is longer. For generation of QME
beams, the suppression of the nanosecond prepulse is necessary.

The optimum electron density for QME beam generation in the experiment presented in this
subsection was slightly higher than that of the results in shown in Sec. 3.2, although the
experimental conditions were very close. The small difference of the laser conditions may
cause the difference of the optimum electron density.

Plasma diagnostics

Figures 9(a) and (b) show a shadowgraph image and a horizontal profile of the image along
the laser propagation axis for text = —2.5ns, respectively. The laser pulse propagates from
left to right in the image. The black area is the shadow of the nozzle and the nozzle exit
position is shown by the white area. The image was taken at 1 ps before the arrival of the main
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pulse at the focal position. When the length of a nanosecond prepulse is long, a preformed
plasma is observed around the vacuum focal position as denoted by arrows, although the
image in Fig. 9(a) is not clear. As shown in Fig. 9(b), the length of the preformed plasma
is approximately 200 ym, which is close to the Rayleigh length. Because the time delay of
the probe pulse is —1ps, the preformed plasma may be produced by a picosecond prepulse.
In another experiment using an 8-TW laser pulse, formation of a preformed plasma was
observed in a shadowgraph image taken at several tens of picoseconds before the arrival of
the main pulse for text = —2.5ns. Then, we think that the preformed plasma shown in Fig. 9
was produced by a nanosecond prepulse.
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Fig. 9. (a) Typical shadowgraph image and (b) horizontal profile of the image along the laser
propagation axis for the extraction time, text = —2.5 ns. The image is taken at 1 ps before the
arrival of the main pulse at the focal position. A preformed plasma is observed as denoted by
the arrows.

Figure 10 shows typical side-scattered light images observed for the different extraction times:
(@) text = Ons and (b) text = —2.5ns, respectively. The laser pulse propagates from left to right
in the images. The dotted circle indicates the nozzle exit position. Both the images were
observed through filters with the same attenuation and the laser energies were almost same
shown in Fig. 8. When the nanosecond prepulse was suppressed (Fig. 10(a)), the image was
similar to that suggesting the formation of a plasma channel reported in Refs. (Masuda et al.,
2007; Miura et al., 2005). In contrast, when the length of the nanosecond prepulse was long,
strong side-scattered light was observed as shown in Fig. 10(b). The image was quite different
from that reported in Refs. (Masuda et al., 2007; Miura et al., 2005). The main pulse is strongly
scattered, because the density profile of the preformed plasma is unsuitable for guiding the
laser pulse. The remnant energy of the main pulse is insufficient to excite the plasma wave
with a large amplitude. Then, no energetic electrons are accelerated. The side-scattered light
image shown in Fig. 10(b) suggests that a certain fraction of the energy of the main pulse is
scattered by the preformed plasma.
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500 ym

Fig. 10. Typical side-scattered light images observed for the different extraction times: (a)
text = 0ns and (b) text = —2.5 ns. The both images are observed through filters with the
same attenuation. When the length of the nanosecond prepulse is long, the strong
side-scattered light is observed.

3.4 Analysis on electron acceleration using two-dimensional particle-in-cell simulations
3.4.1 Analysis on quasi-monoenergetic electron beam generation

Conditions of two-dimensional particle-in-cell simulations

To investigate in detail the generation of QME beams shown in Sec. 3.2, we have developed a
two-dimensional particle-in-cell (2D-PIC) simulation code using a moving window technique.
The moving window had 127 x 127um? size with 2000 x 1000 cells containing 5 particles per
cell. Simulations were conducted on the x-y plane. The laser propagation direction and the
polarization direction were set in the x- and the y-axes. The laser pulse had a transverse
profile with a TEMyy Hermite-Gaussian mode and a cosine temporal envelope. The laser
pulse energy, the spot size, and the pulse duration were 400 mJ, 9 um at the FWHM and 50 fs
at the FWHM, respectively. The electron density profile along the x-axis was set to be similar
to the measured density profile of a gas jet. The center of the gas jet in the experiment was
set at x = 0. The initial electron density raised at x = —960 ym, and smoothly increased to
the maximum of 1.6 x 10! cm~3 at x = —350 um. To investigate the interaction for a long
propagation length, it was assumed that the electron density was constant from the position
where the density reached the maximum value. The focal position in vacuum was set at
x = —300 ym. The density profile was uniform along the y-axis.

Simulation results

Figure 11 shows snapshots of the electron distribution on the x-y plane (a)-(c) and the number
of electrons as functions of the energy and the angle of the momentum vector (d)-(f) for three
different positions. In Figs. 11(a)-(c), the leading edge of the laser pulse is near the right
edge and each electron is colored by its energy. At x = 170 um, electrons are not trapped
in a plasma wave, because the amplitude of the plasma wave is small. The high-energy
electrons are not observed in Fig. 11(d). After some time, trapping of electrons occurs due
to sufficient growth of the plasma wave, and a monoenergetic electron bunch is trapped and
accelerated in the first period of the plasma wave at x = 570 um, as seen in Figs. 11(b) and
(e). The fine structure in the monoenergetic bunch seen in Fig. 11(b) is due to the interaction
of electrons with the laser field. At x = 1050 um, the trapped electrons enter the deceleration
phase and dissipate the energy. Then, the monoenergetic component disappears, as seen
in Fig. 11(f). This result shows that the extraction position of electrons from the plasma is
important for QME beam generation. The predicted optimum laser propagation length from
the focal position is 870 ym, which is close to the gas jet length of approximately 1 mm in the
experiment. This suggests that the generation of a QME beam is brought about by matching
the laser propagation length with the gas jet length.
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Fig. 11. 2D-PIC simulation results for an electron density of 1.6 x 10’ cm 3. Snapshots of the
electron distribution on the x-y plane (a)-(c) and the number of electrons as functions of the
energy and the angle of the momentum vector (d)-(f) are shown for three different positions.

The generation of a monoenergetic bunch with a peak energy of 90 MeV, a relative energy
spread of 6% at the FWHM, and a divergence angle of 28 mrad at the FWHM is predicted.
The predicted values of the monoenergetic component are fairly close to the experimental
results. As seen in Fig. 11(e), only the monoenergetic component has a small divergence
angle. In contrast, the low-energy component has a large divergence. The simulation result
explains the difference in the beam divergence between the monoenergetic and the low-energy
components, as seen in Fig. 3(a).

Simulations were conducted for electron densities of 1.3 and 1.9 x 10! cm~3. For all the
densities, including 1.6 x 10Y em 3, electron injection occurs and a monoenergetic electron
bunch is formed in the first period of the plasma wave, immediately after the amplitude of the
plasma wave reaches the maximum. However, the growth rate of the plasma wave depends
on the electron density, and the laser propagation lengths required for electron injection are
different for each electron density. The growth rate is larger as the electron density is higher.
At an electron density of 1.3 x 10!° cm~3, the laser propagation length required for electron
injection is longer than the gas jet length of 1 mm in the experiment. Because the electron
injection does not occur inside the gas jet, high-energy electrons are not observed. In contrast,
at an electron density of 1.9 x 10" cm~3, the electron injection occurs too early, and the
trapped electrons enter the deceleration phase, so the energy dissipates at the end of the gas
jet. Then, a monoenergetic peak is not observed. The simulation results also explain the
density dependence of the electron energy spectra shown in Fig. 6 (Masuda & Miura, 2009).

3.4.2 Analysis on effect of a nanosecond prepulse on quasi-monoenergetic electron beam
generation

Preformed plasma model in simulation

To investigate effects of a nanosecond prepulse on QME beam generation shown in Sec.

3.3, 2D-PIC simulations were also conducted. The dynamics both of a preformed plasma

produced by a nanosecond prepulse and the propagation of a femtosecond laser pulse in

a millimeter-scale plasma can not be treated simultaneously in the PIC simulation, because
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their time scales are significantly different. In the present simulation, the preformed plasma is
formed by giving a density modification of the initial electron and ion distributions.

It is assumed that a preformed plasma with a transversely hollow density profile is formed
due to the expansion during a few nanoseconds. Singly ionized helium ions are distributed
inside a preformed plasma region, and neutral helium atoms are distributed in the calculation
region except for the preformed plasma region. The initial electron density is zero in the
entire calculation region. The PIC simulation code includes the optical field ionization process.
The leading edge of a laser pulse ionizes neutral atoms and singly ionized ions up to doubly
ionized state. The electron density inside the preformed plasma region, where singly ionized
helium ions are initially distributed, is half of that in the region, where neutral helium atoms
are initially distributed. As a result, a preformed plasma with a transversely hollow density
profile is formed. The main body of a laser pulse propagates in the preformed plasma. The
details in a model to create a preformed plasma with a hollow density profile in the calculation
have been described in Ref. (Masuda & Miura, 2010).

It is found that the longitudinal size of the preformed plasma is approximately 200 ym from
the shadowgraph image as shown in Fig. 9(b). Then, the longitudinal size of the preformed
plasma region is assumed to be 230 um, corresponding to the Rayleigh length. Although
the observed transverse size of the preformed plasma is limited by the spatial resolution,
the transverse size is assumed to be 9 ym, corresponding to the laser spot diameter. The
preformed plasma region is set at the vacuum focal position of the laser pulse, because the
preformed plasma is observed around the vacuum focal position as shown in Fig. 9(a). Except
for the preformed plasma conditions, simulation conditions are the same as those shown in
Sec. 3.4.1. The case above described is referred as preformed plasma case. In no preformed
plasma case, neutral helium atoms are initially distributed in the entire calculation region and
the initial electron density is zero.

Simulation results

Figures 12(a) and (b) show spatial evolutions of transverse envelopes of the laser electric field
represented by the normalized vector potential on the x-y plane in no preformed plasma
case and preformed plasma case. The spatial evolutions are obtained from the transverse
envelopes of the peak amplitude of the laser electric field for every 255 time steps. In no
preformed plasma case, the laser pulse focused at x = —300 ym propagates by forming a
narrow channel over the Rayleigh length due to the relativistic self-focusing effect. A part of
the laser energy is scattered away from the channel. In preformed plasma case, the scattering
of the laser pulse increases as shown in Fig. 12(b). This result explains the experimental
observation of the strong side-scattered light image shown in Fig. 10(b). Due to the increase in
the laser scattering, the peak intensity of the laser pulse in the channel decreases in preformed
plasma case.

Figures 13(a) and (b) show the electron energy spectra as a function of the position of the
laser pulse in no preformed plasma case and preformed plasma case. The spatial evolutions
are obtained from the electron energy spectra calculated for the electrons with the angle
of the momentum vector with respect to the laser propagation direction in the range of
£50 mrad in the moving window for every 255 time steps. In no preformed plasma case,
a clear monoenergetic peak is formed at x ~ 600 ym and the maximum peak energy reaches
~ 80 MeV as shown in Fig. 13(a). This position (x ~ 600 ym), which is the optimum extraction
position of a monoenergetic electron bunch, is close to the end of the gas jet in the experiment.
In no preformed plasma case, a QME beam is produced, because matching the length of the
laser propagation with the gas jet length is achieved. This result is quite similar to that shown
in Sec. 3.4.1.
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Fig. 12. Spatial evolution of transverse envelopes of the laser electric field on the x-y plane in
(a) no preformed plasma case and (b) preformed plasma case. Scattering of the laser pulse
increases and the laser intensity on the propagation axis decreases in preformed plasma case.

In contrast, in preformed plasma case, the growth rate of the plasma wave is smaller than that
in no preformed plasma case due to the low peak amplitude of the laser field as shown in
Fig. 12(b). The time, when the amplitude of the plasma wave reaches the maximum and the
electron injection occurs, is delayed and the required laser propagation length becomes longer
than that in no preformed plasma case. A monoenergetic peak is formed at x ~ 700 um
as shown in Fig. 13(b). However, the monoenergetic peak is not clear, because the amount
of injected electrons is small. The optimum extraction position of a monoenergetic electron
bunch (x ~ 700 pm) is outside the gas jet region in the experiment. This means that the
acceleration length is extremely short in the experiment. In preformed plasma case, a QME
beam is not obtained, because the required condition, that is matching the laser propagation
length with the gas jet length, is not satisfied due to the low growth rate of the plasma wave.
The simulation results using a simple model for a preformed plasma qualitatively explain the
experimental results of effects of a nanosecond prepulse on QME beam generation.

4. X-ray generation by laser Compton scattering using laser-accelerated
quasi-monoenergetic electron beam

4.1 Ultrashort X-ray source based on laser Compton scattering
An ultrashort electron pulse with a duration of the order of a few tens of femtoseconds can be
obtained in LPA. In addition, there is the potential for realizing compact electron accelerators.
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Fig. 13. Electron energy spectra as a function of the position of the laser pulse in (a) no
preformed plasma case and (b) preformed plasma case. In no preformed plasma case, a clear
monoenergetic peak with an energy of 80 MeV is formed at the position, x ~ 600 m, which
corresponds to the end of the gas jet in the experiment. At the same position, a clear
monoenergetic peak is not observed in preformed plasma case.

The set of such unique characteristics enables us to realize compact, all-optical, ultrashort
radiation sources in the wavelength range from extreme ultraviolet to X-ray. One of them is
an X-ray source based on laser Compton scattering, that is scattering of photons by energetic
electrons. Laser Compton scattering X-ray sources have attracted much attention for their
potential of applications to medical imaging (Ikeura-Sekiguchi et al., 2008), because they
produce a well-collimated, quasi-monochromatic X-ray beam, the photon energy of which
is tunable, in a small facility, as compared with synchrotron radiation sources.

So far, generation of a femtosecond X-ray pulse by laser Compton scattering has been
demonstrated by using a femtosecond laser pulse and a picosecond electron pulse from
rf accelerators (Schoenlein et al., 1996; Yorozu et al., 2002). The X-ray pulse duration
is determined by the interaction time between the laser and electron pulses. To obtain
a femtosecond X-ray pulse, 90° scattering geometry should be adopted for a picosecond
electron pulse. In contrast, 180° scattering (head-on collision) geometry can be adopted for
a femtosecond electron pulse obtained by LPA. There are some advantages of using 180°
scattering geometry. The photon energy of X-rays is higher than that for 90° scattering
geometry, even though the electron energy and the wavelength of a laser pulse are the same.
In addition, the X-ray yield is higher than that for 90° scattering geometry, even though
the charge of an electron beam and the energy of a laser pulse are the same. Generation of
X-rays with energies around 1 keV by laser Compton scattering has been demonstrated using
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a laser-accelerated electron beam with a Maxwell-like energy distribution. (Schwoerer et al.,
2006). In this section, X-ray generation by laser Compton scattering using a laser-accelerated
quasi-monoenergetic electron beam is described.

4.2 Experimental conditions

Figure 14 shows the experimental setup. Laser pulses for electron acceleration and laser
Compton scattering are referred as main laser pulse and colliding laser pulse. A p-polarized
main laser pulse (700 m], 40 fs, 800 nm) was focused onto the edge of a helium gas jet using
an f /14 off-axis parabolic mirror with a focal length of 720 mm. The laser spot diameter in
vacuum was 13 um at the FWHM. The energy concentration within the e~ spot was 50%
of the total laser energy. The peak intensity was 4.7 x 10'® W/cm?, corresponding to the
normalized vector potential of 1.4. The gas jet was ejected from a supersonic nozzle with a
conical shape. The diameter of the nozzle exit was 1.6 mm and the Mach number was 5. The
focal position was set at 1 mm above the nozzle exit.
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Fig. 14. Experimental setup for X-ray generation by laser Compton scattering using
laser-accelerated electron beam.

A p-polarized colliding laser pulse (140 mJ, 100 fs, 800 nm) was focused around the exit
of the main laser pulse from the gas jet using an f/6 off-axis parabolic mirror with a focal
length of 300 mm. The laser spot diameter in vacuum was 9 ym at the FWHM. The incident
angle of the colliding laser pulse was 20° to the propagation axis of the main laser pulse.
X-rays produced by laser Compton scattering were emitted on the coaxial direction of an
electron beam. The electron beam was bended by a magnetic field and spatially separated
from the X-rays. Both X-rays and electrons were simultaneously incident on a Gd,O,5 : Tb
phosphor screen (DRZ-HGH) through a 115-um-thick Al filter. The images of X-rays and
energy-resolved electrons were observed with a CCD camera. Electrons with an energy higher
than 35 MeV were detected. The charge can be estimated, because the sensitivity of the
detection system was calibrated for electrons (Masuda et al., 2008). The photon energy range
of detected X-rays was higher than 10 keV from the calculated sensitivity of the phosphor
screen.

For synchronized collision of a colliding laser pulse with a laser-accelerated electron beam,
a time-resolved shadowgraph image along the propagation axis of the main laser pulse was
observed using a 60-fs probe laser pulse. A side-scattered light image through an interference
filter of 800 nm, that is Thomson-scattered light image, was also observed from the top of the
gas jet.
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The conditions for electron acceleration were different from those shown in Sec. 3.2. In prior,
we confirmed that QME beams with a peak energy from 50 to 100 MeV and a charge in the
monoenergetic peak of several tens of picocoulombs were obtained from a plasma with an
electron density of 1.7 x 10 em—3 (Miura et al., 2011).

4.3 Synchronized collision of femtosecond laser pulse with electron beam

For X-ray generation by laser Compton scattering, synchronized collision of a colliding laser
pulse with a laser-accelerated electron beam is required. A laser-accelerated electron beam
is emitted in the coaxial direction of a main laser pulse and temporally close to a main
laser pulse. Then, achieving the synchronized collision of the colliding laser pulse with the
laser-accelerated electron beam is equivalent to achieving the synchronized collision of the
main and colliding laser pulses. Figures 15(a)-(c) show typical shadowgraph images observed
for different delay times of the probe laser pulse to the main laser pulse: (a) -1.33 ps, (b) -0.67
ps, and (c) 0 ps, respectively. The main laser pulse propagated from right to left, and the

Colliding Main Main

Collision

point Colliding

Fig. 15. (a)-(c) Shadowgraph images observed for different delay times of a probe laser pulse
to a main laser pulse: (a) -1.33 ps, (b) -0.67 ps, and (c) 0 ps. (d) Thomson-scattered light image
when the synchronized collision of the main and colliding laser pulses is achieved. The
bright spot indicates the collision point of the two laser pulses.

colliding laser pulse propagated from left to right. The ionization fronts of the two laser pulses
approached each other with varying the delay of the probe laser pulse. As seen in Fig. 15(c),
the ionization fronts of the two laser pulses overlapped, and two laser pulses collided. The
optical path length and the focal position in the vertical direction of the colliding laser pulse
were adjusted using the shadowgraph images.

The collision point on the horizontal plane was set using a Thomson-scattered light image
observed from the top of the gas jet as shown in Fig. 15(d). The dotted circle shows the position
of the nozzle exit with 1.6-mm diameter. In Fig. 15(d), the main laser pulse propagated from
top to bottom and the colliding laser pulse propagated from lower right to upper left in the
direction of 20° to the main laser propagation axis. As shown by the thin arrow, a bright
spot was observed, only the synchronized collision of the two laser pulses was achieved. It
is supposed that the bright spot indicates the collision point of the two laser pulses. The
collision point was set at the edge of the nozzle exit, which was near the extraction position of
an electron beam from a plasma.
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4.4 X-ray generation

X-rays produced by laser Compton scattering were observed, when a QME beam with a
considerably high charge was obtained. Figure 16(a) shows an image of X-rays. The image
was obtained with a single shot. From the energy-resolved electron image simultaneously
observed with the image shown in Fig. 16(a), the peak energy and the charge in the
monoenergetic peak of the QME beam were estimated to be 50 MeV and 30 pC, respectively.
Figure 16(b) shows the intensity profile of the image in the vertical direction. The divergence
angle in vertical direction was 5 mrad at the FWHM. The divergence angle in horizontal
direction was 7 mrad at the FWHM. In laser Compton scattering, a collimated X-ray beam
can be obtained. The divergence angle of the X-ray beam is given by ~ 1/v. Here, 7 is
the Lorentz factor of an electron energy. The divergence of an X-ray beam is estimated to be
approximately 10 mrad from the observed peak energy of 50 MeV. The observed divergence
angle was close to the predicted value from the electron energy. The maximum photon energy
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Fig. 16. (a) Image of X-rays produced by laser Compton scattering and (b) the vertical profile
of the image. A well-collimated X-ray beam with a divergence angle of 5 mrad at the FWHM
in the vertical direction is observed.

of the X-rays was estimated to be 60 keV from the peak energy of the QME beam and the
interaction angle between the electron and laser pulses. The X-ray yield was also estimated
to be approximately 10° photons/pulse from the charge of the QME beam and the irradiation
conditions of the colliding laser pulse by including the dependence of the differential cross
section of scattering on the scattered angle of X-rays.

The allowance range of the delay between the main and colliding laser pulses for X-ray
generation was investigated. The allowance range was approximately 100 fs, which was close
to the duration of the colliding laser pulse. This result suggests that a pulse duration of a QME
beam is nearly equal to or less than 100 fs. The generation of an ultrashort electron pulse has
been demonstrated at the same time.

5. Recent progress toward next step

The present status of LPA research has been presented as an example of works conducted
at the AIST. In addition to our works, various works on improvement of the performance of
electron beams have been so far conducted, and characterization and applications of electron
beams have been also demonstrated. In this section, these woks are briefly reviewed.
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5.1 Toward more energetic electron acceleration

LPA is expected as technologies obtaining extremely high energy particles using the extremely
high accelerating field. A longer plasma and a longer acceleration length are required for
obtaining more energetic electrons. One of the approaches is to form a plasma waveguide
for guiding an intense laser pulse using a preformed plasma produced by a discharge, which
has a transversely hollow density profile. A 1-GeV QME beam has been produced from a
3-cm-long capillary discharge plasma (Leemans et al., 2006). After that, several groups have
reported the generation of GeV-class QME beams from a centimeter-scale capillary discharge
plasma (Kameshima et al., 2008; Karsch et al., 2007; Rowlands-Rees et al., 2008). On the other
hand, GeV-class electron beams have been also produced using a centimeter-scale gas jet
based on a self-guiding of an intense laser pulse (Clayton et al., 2010; Hafz et al., 2008).
Experiments to accelerate extremely high energy electrons have been also conducted using a
PW-class laser system of single shot operation. Energetic electron beams have been produced
from a hollow glass capillary attached with a gold cone irradiated by an intense laser
pulse (Kitagawa et al., 2004; Mori, Sentoku, Kondo, Tsuji, Nakanii, Fukumochi, Kashihara,
Kimura, Takeda, Tanaka, Norimatsu, Tanimoto, Nakamura, Tampo, Kodama, Miura, Mima &
Kitagawa, 2009). In this experiment, the gold cone attached at the entrance of a laser pulse
plays an important role for the electron injection into a plasma wave driven inside the hollow
capillary. Energetic electrons have been produced by the interaction of an intense laser pulse
with a plasma preformed from a hollow plastic cylinder via laser-driven implosion (Nakanii
et al., 2008). Electrons with energies of more than 600 MeV are observed from a 3-mm-long
plasma tube.

5.2 Improvement, stabilization, and control of electron beam quality

Optical injection scheme

In a self-injection scheme, the injection of electrons into a plasma wave is based on the
wave-breaking. The wave-breaking is a nonlinear phenomenon which is substantially
unstable, and it is difficult to actively control it. Characteristics of electron beams are strongly
affected by the shot-to-shot fluctuations of conditions of a gas jet, a laser pulse, and so
on. Stabilization of electron beam qualities will be achieved by controlling the injection of
electrons into a plasma wave. It is possible to control the injection of electrons into a plasma
wave using multiple laser pulses. One laser pulse drives a plasma wave with an amplitude, in
which wave-breaking does not occur, and other laser pulses control the injection of electrons
into a plasma wave. This scheme is called optical injection scheme, or colliding pulse scheme.
Although there have been several theoretical proposals (Esarey et al., 1997; Kotaki et al., 2004;
Umstadter, Kim & Dodd, 1996), it took time for the experimental demonstration due to the
requirement for using multiple laser pulses. Recently, experimental demonstrations of an
optical injection scheme have been reported (Faure et al., 2006; Kotaki et al., 2009). When two
counter-propagating laser pulses collide, a beat wave is formed and preaccelerates electrons
in a plasma. The preaccelerated electrons are trapped into a plasma wave and accelerated.
The stability of QME beam qualities has been improved, as compared with a self-injection
scheme.

Plasma control in self-injection scheme

In a self-injection scheme, stabilization and improvement of electron beam qualities have been
achieved by controlling the characteristics of a plasma.

In most experiments using a gas jet, a helium gas jet has been used. The pointing stability
and divergence of QME beams have been improved by using an argon gas jet (Mori, Kondo,
Mizuta, Kando, Kotaki, Nishiuchi, Kado, Pirozhkov, Ogura, Sugiyama, Bulanov, Tanaka,
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Nishimura & Daido, 2009). For an argon gas jet, a preformed plasma suitable for guiding
a main pulse is produced by ASE accompanying a main pulse due to the lower ionization
potential of argon than that of helium.

The increase in a charge and the decrease in a beam divergence have been achieved using a
gas jet composed helium and controlled amounts of various high-Z gases (McGuffey et al.,
2010; Pak et al., 2010). Optical field ionization of inner shell electrons of the high-Z gas plays
an important role in increasing the number of electrons injected into a plasma wave. This is
referred as ionization induced trapping.

As described in Sec. 5.1, a capillary discharge plasma has been used for producing a long
plasma and guiding an intense laser pulse. With a steady-state-flow gas cell using a hollow
capillary without discharge, stable generation of QME beams has been achieved (Osterhoff
et al., 2008). The steady-state gas flow forms a reproducible, homogeneous gas distribution
along the laser propagation direction, which brings about the stable QME beam generation.
An increase in a charge and a decrease in a divergence of electron beams have been observed
by applying a static external magnetic field along the laser pulse propagation axis, although
the electron energy spectra are Maxwell-like distributions (Hosokai et al., 2006). The shape of
a preformed plasma suitable for guiding a main pulse is formed by applying a static magnetic
field.

5.3 Demonstration of femtosecond electron pulse generation

A femtosecond electron pulse can be produced in LPA. To prove the generation of a
femtosecond electron pulse, a temporal characterization of an electron pulse has been
conducted. In the temporal characterization, coherent transition radiation (CTR) emitted
at the plasma-vacuum boundary or through a thin metallic foil is used. An electron pulse
duration is measured with an electro-optical sampling technique using CTR in the THz region,
and the temporal resolution of several tens of femtoseconds has been achieved. (Debus et al.,
2010; van Tilborg et al., 2006) An electron pulse duration is also estimated from the spectrum
of CTR (Glinec et al., 2007; Ohkubo et al., 2007). Recently, generation of a few femtosecond
electron pulse has been demonstrated using an optical injection scheme (Lundh et al., 2011).
Such ultrashort electron pulse is a useful tool to investigate physical and chemical
kinetics of ultrafast phenomena initiated by ionization radiation referred as pulsed
radiolysis. Applications of a laser-accelerated electron beam to pulsed radiolysis have been
demonstrated (Brozek-Pluska et al., 2005).

5.4 Ultrashort X-ray radiation

Using a femtosecond electron pulse obtained in LPA, ultrashort short-wavelength radiation
sources from extreme ultraviolet to X-ray can be obtained as the secondary source. Such
ultrashort short-wavelength sources are attractive for applications to observe ultrafast
phenomena such as time-resolved X-ray diffraction. =~ As shown in Sec. 4, X-ray
generation by laser Compton scattering using a laser-accelerated electron beam has been
demonstrated (Miura et al., 2011; Schwoerer et al., 2006).

The generation of synchrotron radiation has been demonstrated by using a laser-accelerated
QME beam through an undulator (Fuchs et al., 2009; Schlenvoigt et al., 2008). The wavelength
of the radiation still remains visible to extreme ultraviolet due to the low electron energy.
In the near future, the wavelength range will be extended to X-rays, as the electron energy
increases.

Generation of keV X-rays by betatron radiation in a plasma has been demonstrated (Rousse
et al., 2004). Laser-accelerated electrons undergo a transverse electric field in an ion channel,
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which is formed inside a low electron density region of a plasma wave. They undergo betatron
oscillation and emitted a collimated X-ray beam. Generation of a short X-ray pulse of less than
1 ps has been proven by measuring the temporal variation of X-ray reflectivity of a crystal
pumped by a femtosecond laser pulse (Phuoc et al., 2007).

Extreme ultraviolet radiations have been demonstrated by the laser light reflection from a
plasma wave driven by an intense laser pulse (Kando et al., 2007; 2009). The plasma wave
moving almost at the speed of light acts as a relativistic flying mirror, and brings about
frequency upshift and compression of the incident laser pulse due to the double Doppler
effect. This regime is one of notable methods for generation of ultrashort short-wavelength
radiations using an intense laser pulse, although laser-accelerated electron beams are not used.

6. Summary and future prospects

In this chapter, we provide the overview of the present status of research on LPA. Remarkable
progress such as QME beam generation has been made especially in the last several years.
Although the quality and stabilization of electron beams have been improved, there is still
room for improvement of beam qualities for practical applications. For further improvement
of electron beam qualities, theoretical and experimental studies should be continued to answer
various questions in physics of laser-plasma interactions and to explore new acceleration
regime.

Compactness of a plasma accelerating electrons, corresponding to an electron gun and a series
of rf cavities in rf accelerators, has been proven. However, an ultrashort ultraintense laser
system for producing the plasma is still large, although the laser system is called "table-top"
system. More compact laser system is necessary. In addition, the repetition rate of present
laser systems is still 10 Hz. For increasing the average flux and luminosity, the development of
an efficient laser system with much higher repetition rate is also dispensable. It is essential to
conduct the research on plasma physics and the development of laser technologies in parallel.
There are several prominent features in LPA such as femtosecond electron pulse generation.
It is important to prove promising applications that make the best use of the features of LPA.
Several promising applications have been already demonstrated. It becomes a stage when
the design of laser electron accelerators for practical applications should be conducted by
including a laser system. The recent progress of ultrashort ultraintense laser technologies is
rapid and remarkable. In addition, the recent progress of high performance computer system
is also rapid and remarkable. It will play a major role to investigate physics in laser-plasma
interactions by numerical simulations. The set of rapid progress of laser technologies
and investigation of physics will dramatically improve the performance of laser-accelerated
electron beams. In the near future, laser electron accelerators useful for fundamental physics,
and industrial and societal applications will be realized.
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1. Introduction

The realization of rovibrationally stable dense samples of ultracold diatomic molecules
remains one of the main stepping stones to achieve the next slate of major goals in the field
of atomic and molecular physics. Though obtaining diatomic alkali molecules was seen as
a logical next step following the optical cooling of atoms, many of the possible applications
currently under investigation extend beyond atomic and molecular physics. For example,
spectroscopy of ultracold molecules can help in testing extensions of the Standard Model
via the search for a permanent electric dipole moment of the electron (1; 2), or the energy
difference between enantiomers of chiral molecules (3). Various molecular transitions can be
utilized to track the time dependence of fundamental constants, including the fine structure
constant and the proton to electron mass ratio (4). They also open the way for cold and
ultracold chemistry, where the interacting species and products are in a coherent quantum
superposition state (5) and reactions can happen via quantum tunneling. Dipolar ultracold
quantum gases promise to show a plethora of new phenomena due to anisotropic long-range
dipole-dipole interactions (6). Dipolar molecules in optical lattices can be employed as a
quantum simulator of condensed matter systems, and they are predicted to demonstrate new
quantum phases such as a dipolar crystal, supersolid, checkerboard and collapse phases (7; 8).
Ultracold polar molecules also represent an attractive platform for quantum computation
(9). They offer a variety of long-lived states for qubit encoding, including rotational, spin
and hyperfine (if electronic and nuclear spins are non-zero), A and ()-doublet states (10) and
scalability to a large number of qubits. Polar molecules can be easily controlled by DC electric
and magnetic fields, as well as by microwave and optical fields, allowing the design of various
traps (11; 12). The main appeal of polar molecules for quantum information processing,
however, comes from their permanent electric dipole moment, permitting them to interact via
a long-range dipole-dipole interaction. The dipole-dipole interaction offers a tool to construct
two-qubit gates, required for universal quantum computation (9; 13).

Ultracold molecules in their ground vibrational state v = 0 (and even in specific rotational,
hyperfine or Zeeman states) are required for many of these applications since they have a large
permanent electric dipole moment and are stable with respect to collisions and spontaneous
emission. Currently translationally ultracold (100 nK - 1 mK) molecules are produced by
magneto- (14) and photo-association (15) techniques. In a typical photoassociation scheme,
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a pair of colliding atoms is photoassociated into a bound electronically excited molecular
state that spontaneously decays, forming molecules in the electronic ground state. In
magnetoassociation, a magnetic field is adiabatically swept across a Feshbach resonance,
converting two atoms from a scattering state into a bound molecular state. These techniques
have most successfully been applied to form alkali dimers from ultracold alkali metal atoms
(14-16). In both techniques the molecules are translationally cold, but vibrationally hot,
since they are formed in high vibrational states near a dissociation limit of the electronic
ground state. Therefore, once created, molecules have to be rapidly transfered to the ground
rovibrational state.

Basically all successfull methods for cooling vibrational (and rotational) degrees of freedom
require refined laser pulse techniques from simple STIRAP pulses to optical control. In
the recent past, several methods have been proposed to reach this goal: they can be
divided into non-coherent and coherent techniques. Non-coherent methods include the
pump-dump technique and radiative vibrational cascade. In the pump-dump technique a
pump pulse transfers population from an initial state to some intermediate vibrational level
of an electronically excited state, followed by a dump pulse which brings the population
from the intermediate to the ground vibrational level (17). Ultracold molecules in the ground
vibrational state have been produced using this technique in a photoassociation experiment
(16) with a 6% efficiency. The pump-dump technique requires pulses shorter than the excited
state lifetime (large intensity is therefore needed to achieve reasonable transfer efficiency).
The transfer efficiency is low, unless pulses of specific area (e.g. 7 pulses) are used. To
increase the transfer efficiency and avoid losses due to spontaneous emission from the excited
electronic state, a sequence of alternating short pump and dump pulses can be applied, each
transferring a small fraction of the population to the target state (18). Pulses in this case
can be weak, since each has to transfer only a small fraction of the population. Additional
spectral shaping of the pulses can provide population transfer to a desirable target state,
where population is coherently accumulated. In this case molecules formed in the ground
vibrational state have to be removed from the interaction volume to avoid excitation by
subsequent pulses, leading to increase in the duration of the transfer process. In the second
non-coherent method molecules in the ground electronic state are allowed to radiatively decay
from the initial high vibrational level reaching the ground v = 0 state after several decay steps
(19). In this case many intermediate vibrational states are populated which would result in
loss of molecules from a trap due to vibrationally inelastic collisions with background atoms
and formed molecules. Another incoherent technique, named molecular optical pumping
(20), allows to transfer molecules from high vibrational states to the ground state using a
shaped laser pulse. Molecules are excited to vibrational levels of higher-energy electronic
states and spontaneously decay back to the ground one. The excited state vibrational levels
are chosen to have a good Franck-Condon factors with the v = 0 vibrational level in the
ground electronic state. The laser pulse is spectrally shaped so that all frequencies allowing
molecules to be excited back from the v = 0 state are removed, and a significant fraction
of molecules accumulates in the ground vibrational state after a few excitation- spontaneous
emission cycles.

The major coherent methods are adiabatic passage and coherent control techniques. The latter
one utilizes spectrally shaped broadband optical pulses to transfer the molecules from an
initial to the ground vibrational state with high efficiency (21). Stimulated Raman Adiabatic
Passage (STIRAP) (22) has recently attracted significant interest as an efficient way to produce
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deeply bound molecules, starting from Feshbach molecules (23; 24). It allows to realize high
transfer efficiency and preserve the high phase-space density of an initial atomic gas. In
STIRAP, the laser pulses, coupling an initial and a final state to an intermediate excited state,
are applied in a counter-intuitive sequence where a pump pulse is preceeded by a Stokes
pulse. During the transfer, the system stays in a “dark" state, i.e., a coherent superposition of
initial and final states, preventing any losses that would otherwise occur from the excited
state. By adiabatically changing amplitudes of the laser pulses, the “dark" state evolves
from the initial to the final state, resulting in nearly 100% transfer efficiency. A STIRAP
transfer from a Feshbach to a next lower vibrational state of a ground electronic potential has
been demonstrated in 8Rb, molecules held in an optical lattice to avoid inelastic collisions
(25). Recently, heteronuclear 40K87Rb molecules have been transferred from a Feshbach to
a deeply bound (> 10 GHz binding energy) vibrational state using STIRAP (26). Prospects
of STIRAP-based photoassociation of a thermal ensemble of °Rb atoms have recently been
analyzed theoretically in (27). Finally, in breakthrough experiments at JILA and Innsbruck
ultracold weakly bound KRb (23) and Cs; (24) Feshbach molecules have been successfully
brought to their ground rovibrational state via two- and multi-photon STIRAP, respectively.
In principle, STIRAP allows lossless transfer of the population from an initial to the target
state with 100 % efficiency. The main difficulty with a two-pulse STIRAP in molecules
is to find an intermediate vibrational state of the excited electronic potential which has a
good Franck-Condon overlap with both highly delocalized initial high vibrational state and
a tightly localized ground vibrational state (28). It is particularly difficult for homonuclear
atoms having the ground electronic potential scaling as 1/R® and the first excited potentials
as 1/R3 with interatomic distance R, resulting in a non-favorable potential curves’ overlap.
It is less an issue for heteronuclear molecules having both potentials falling off with distance
according to the 1/R® law, making the overlap better and enabling a one-step STIRAP (23).
It was therefore proposed in (29) to transfer population in several steps down the ladder of
vibrational states using a sequence of stimulated optical Raman transitions. In this case the
initial and final vibrational levels of each step do not differ significantly, and it is easier to
find a suitable intermediate vibrational level in the excited electronic state. In this step-wise
approach, however, the population is transfered through a number of vibrational levels in
the ground electronic state subject to vibrational relaxation due to inelastic collisions with a
background atom or another molecule. The released kinetic energy greatly exceeds the trap
depth resulting in loss of both molecules and atoms from the trap. The step-wise transfer
therefore has to be faster than the vibrational relaxation time. In the next section we describe
a multistate chainwise STIRAP in which molecules are brought to the ground rovibrational
state through a series of intermediate states in one run, which allows to minimize collisional
losses in intermediate states. In Section III we discuss direct STIRAP conversion of ultracold
atoms from a scattering continuum into deeply bound molecules in the presence of a Feshbach
resonance. Direct conversion without first forming Feshbach molecules allows to reduce
collisional losses during formation of molecules.

2. Theory of multistate chainwise adiabatic passage in the presence of decay

In this section, we present a multistate chainwise STIRAP technique allowing an efficient
transfer of a molecule from a high-lying state to the ground vibrational state which minimizes
the population loss due to inelastic collisions during the transfer process (30).
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Fig. 1. Schematic showing the multistate chainwise STIRAP transfer of population from the
Feshbach |g7) to the ground |g3) vibrational state.

We analyze a simple five-level model molecular system with states chainwise coupled by
optical fields as illustrated in Fig.1. The states |g1), |g2) and |g3) are vibrational levels of
a ground electronic molecular state, while |e1) and |e;) are vibrational states of an excited
electronic molecular state. Molecules are formed in a high energy state |g1), which in the
following we assume to be a molecular Feshbach state. The state |g3) is the deepest bound
vibrational state v = 0, and |g») is an intermediate vibrational state. The goal is to efficiently
transfer the population from the state |g1) to state |g3). At least two vibrational levels |e;) and
lez) in an excited electronic state are required, one which has a good Franck-Condon overlap
with |g3), and the other having a good overlap with the initial Feshbach molecular state [g1).
In the states |e1) and |ep), molecules decay due to spontaneous emission and collisions, and
in the states |g1) (for bosonic molecules) and |g») they experience fast inelastic collisions with
background atoms leading to loss of molecules from a trap. It means that populating the states
le1), |e2) and |g2) has to be avoided when a background atomic gas is present, or the transfer
process has to be faster than the collisional relaxation time.

First, we analyze the system neglecting all decays. The wave function of the system is |¥) =
¥ Crexp (—igi(£)) |i), where i = g1,e1,g2,¢2, 837 dg = 0, oy = vk, b, = (v — 11)f, ey =
(v3 4+ 12 —v)t, Pg; = (V4 — v3 + vy —17)t; v; is the frequency of the ith optical field. The
evolution is then governed by the Schrédinger equation

9[Y)

i = H(t) [¥). )

The time-dependent Hamiltonian of the system in the rotating wave approximation is given
by

0 —u) 0 0 0
—Ou(t) A —Os(8) 0 0
H(t) = 0 —O3(f) 0 —M(t) O , @
0 0 —M(t) A —M(t)
0 0 0 —Ou(f) 0
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where Ql(t) = ylé'l(t)/Zh, Qz(t) = Hzgz(f)/zrl, Q3(t) = ]/1353(0/271 and Q4(t) =
ugE4(t) /21 are the Rabi frequencies of optical fields; &; is the amplitude of ith optical field, y; is
the dipole matrix element along the respective transition, A} = w; —v; and Ay = w4 — vy are
one-photon detunings of the fields, and the w; are the molecular frequencies along transition
i.

We assumed in Eq. (2) that pairs of fields coupling two neighboring ground state vibrational
levels are in a two-photon (Raman) resonance; in this case, the system has a dark state, given
by the expression

. 3)

’q,o> _ 204 181) — Q4 |g2) + N Q3(83)
O30} + 0207 + 0307

In ¢-STIRAP (as in classical STIRAP) the optical fields are applied in a counterintuitive way,
ie. att = —oo only a combination of the Q4, Q3, O); fields, and at f = +oc0 only of O3, ()
and ) is present. As a result the dark state is initially associated with the |g7) and finally
with the |g3) states. Adiabatically changing the Rabi frequencies of the optical fields so that
the system stays in the dark state during its evolution, one can transfer the system from the
initial high-lying |g1) to the ground vibrational |g3) state with unit efficiency, defined as the
population of the |g3) state at t = +oco. The dark state does not have contributions from
the |e;) and |ey) excited states, which means that they are not populated during the transfer
process. As a result, the decay from these states does not affect the transfer efficiency. Decay
from the |g1), |g2), |¢3) states will, however, degrade the coherent superposition (3) and result
in population loss from the dark state and reduction of the transfer efficiency. In the next two
subsections we consider two c-STIRAP schemes which can be used for efficient population
transfer to the ground vibrational state with minimal population loss due to intermediate
states decay.

2.1 c-STIRAP with two pulses

Two regimes can provide efficient population transfer to the ground state using multiple
intermediate states. In the first one, called c-STIRAP, as also proposed in (31), the Stokes
pulses Oy and Q4 are applied simultaneously followed with a delay by pump pulses (); and
3, applied at the same time as well. It means that, ideally, only two pulses can be used
so that Oy (t) = Q4(t) = Qs(t) are Stokes pulses and Oy (t) = Q3(t) = Qp(t) are pump
pulses. To simplify the analysis, we set the one-photon detunings to zero A} = A = 0, and

define an effective Rabi frequency O(t) = /Qy(t)? + Qs(t)? and a rotation angle 6(t) by
tand = ), /Qs. In this case the Hamiltonian (2) has a zero eigenvalue describing the dark
state (3). Four other eigenvalues correspond to bright states and are given in Appendix A
along with a rotation matrix W converting adiabatic eigenstates into the bare ones. To study
the effect of the decay from the intermediate state |g) and the initial state |¢1) on the dark
state evolution, we turn to a density matrix description (32). The density matrix equation
taking into account decay in the bare state basis is

Sdo _
where the Liouville operator £ consists of the usual decays (see exact form in the Appendix

A), where only population decays («x T, 1) into other vibrational states or the continuum are
considered. Initially, all population is assumed to be in state |g7).
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It is convenient to use the adiabatic basis states to study the effect of decay. In the adiabatic
basis the density matrix equation (4) transforms into

a
ihddit = [H" p"] — if [wTw, pa] — L%" ®)
where the density matrix and the Liouville operator in this basis are given by p* = WTpW and
L% = WT,CpW, and the Hamiltonian H? is diagonal; W is the rotation matrix, given by (A1)
in the Appendix A. Initial conditions for Eq. (5) read as p§j, = 1, pj;,, = 0 for n,m # 0, where
0go denotes the dark state population. The second term on the right hand side of Eq.(5) is
responsible for non-adiabatic couplings. This term results in excitation of nondiagonal density
matrix elements due to coupling with the dark state. Since the nondiagonal elements p(;,
i = 0,.4, are excited first, the second term in the r.h.s. of Eq.(5), which is o< 8pfj, has to be
much smaller than the first term ~ [eg — ¢;|0f; to keep these non-diagonal elements negligible.
Thus, in order to maintain adiabaticity for the system to stay in the dark state during the
transfer process, we must have

0 < leo — €12

, leo —e34]. (6)

This gives a standard STIRAP adiabaticity requirement OTi, > 1, where Ty, is the c-STIRAP
transfer time.

From Eq. (5), the density matrix equation for the dark state population in terms of density
matrix elements in the bare state basis can be written as

060/C = —T4 cos* 00g1¢, — 2 sin? § cos? 00g,¢, +

+ % ((Fz +T1)sin@cos® Bpg, g, + ['2 cosfsin’ fpg, g, — Iy sin? 0 cos® Opg, o, + c.c.) (7)

with § = (1 — }I sin?26) 1. Provided that the transfer is adiabatic, so that the system stays
in the dark state during the evolution: pfj, ~ 1, the density matrix elements in the bare state
basis appearing in (7) are expressed via the dark state population in the following way:
4
Paign ~ ng ¢ cos™ 0,
Porgr = P00 G sin® 6 cos? 6,
~ : 3
Re (0g,0,) = Re (0g,01) = —pfo & sinfcos’ 6,
-3
Re (0g,4,) = Re (0g;g,) =~ —pGo & cosBsin’ 6,

Re (pg,0,) = Re (0gog1) = pfo & sin® 6 cos? 6.

Inserting these back into Eq. (7), one obtains the equation describing the dark state population
decay

080 ~ — (F1 cos* @ 4 T sin? 0 cos? 6) ¢0Go- 8)
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As expected, the dark state is not affected by the decay from the excited states |ej o), but only
by the decay from the states |g7 ), which destroys the coherent superposition the dark state
is based on.

Taking Gaussian laser pulses with the pump and Stokes pulse Rabi frequencies (), =
Qpexp (—(t—1/2)/T?) and Q5 = Qgexp (—(t+1/2)/T?) with tan® = exp (2t7/T?), one
can see that at the moment t = 0 of maximal interaction the rotation angle is § = 7/4. The
density matrix equation (8) then takes a form

060 = —pbo(T1+T2)/3. )
Equation (9) shows that in this regime the decay of both the initial and intermediate
vibrational states is not suppressed, i.e. directly influences the dark state evolution. This
scheme therefore can be applied only if I'1 5 Tiy < 1. It implies that c-STIRAP pulses have to be
shorter than the collisional relaxation time. This requirement combined with the adiabaticity
condition might result in large Rabi frequencies needed for high transfer effciency. However,
as will be shown in the next section, using reasonable values of Rabi frequencies (~ 10 MHz)
and pulse durations, rather high transfer efficiencies of the order of 90% and 85% for fermionic
and bosonic alkali dimers, respectively, can be realized in this scheme in the presence of
collisions. High transfer efficiency with weaker and longer pulses is possible in this scheme if
the remaining atoms are removed after the molecules are formed. It can be done by applying
a "blast" laser pulse resonant with an atomic, but not a molecular electronic transition. In this
case I'y » are determined by vibrationally inelastic molecule-molecule collisions, which result
in slower decay compared to atom-molecule collisions due to a typically smaller density of
molecules. Although, it is worth noting that in this case a collision results in two molecules lost
from a trap. Another situation when this regime gives high transfer efficiency using weaker
pulses can be used is when molecules are formed in an optical lattice with initially two atoms
per site. In this case I'1  will be determined by off-resonant Raman scattering of lattice and
STIRAP laser fields (25), which can be sufficiently suppressed.

2.2 Chainwise "straddling" STIRAP

As we discussed in the previous subsection, if the remaining atoms are not removed from
the trap, the molecules in the |g; ») states are subject to vibrationally inelastic atom-molecule
collisions. To maximaize the number of molecules transferred to the ground |g3) state the
population of the decaying intermediate state |gp) has to be minimized. This can be achieved
using an extension of the STIRAP technique to multiple chainwise-coupled states, called a
"straddling” STIRAP (33). Namely, if Oy, Q3 > O, Q4 and Oy, O3 temporally overlap both
the () and Q4 pulses, populations in all intermediate states are minimized. To simplify
the analysis, we assume Qp = Q3 = (y; () is independent of time (in practice the
corresponding pulses just have to be much longer than () (t), Q4(¢) and overlap both of
them), and Qp > |Q1],|Q4|. As in the previous subsection, we set one-photon detunings
to zero Ay = Ay = 0, and define the effective Rabi frequency Q(t) = /Oy (t)2 + Qq(t)?
and a rotation angle by tan6(t) = (t)/Qu(t). The eigenvalues of the system (2) are
gg = 0, corresponding to the dark state, and &1, = £Q/ V2, and &34 = +v/20) to bright

states. Adiabatic eigenstates |®) = {|®")}, n = 0,...4 and the bare states |¥) = {“I’l>},
I = g1,e1, 82,2, 83 are transformed via a rotation matrix (A2), given in the Appendix A.
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The adiabaticity condition (6) in this case becomes 0 < Q, Qp. If the condition § < Q is
satisfied, the dark state will not couple to the ‘@1/2> states. Coupling to the ’<I>3'4> states will
be suppressed even more strongly, since () < ).

The density matrix equation for the dark state population in terms of density matrix elements
in the bare state basis in this case is given by

Qsin26\?
. _ 2
Pgo =T1cos”Opg g — T2 (W) Pgag T+
(O . I .
+ (1}@ sin 20 sin 0pg, ¢, + ?1 sin 6 cos 0pg, ¢, +

Q
+(T1+T») 20, sin 26 cos Bpg, ¢, + c.c.) . (10)
For adiabatic evolution pfj, ~ 1, and the density matrix elements in the bare state basis are
expressed via the dark state population as:

2

Q

a2 a

Pg.g0 A SIN” 26— gy,
4035

Q
Re (0g4,) = Re (0g,01) = R To 26 cos 6pfy,

(O .
Re (0g0,) = Re (0gsq,) ~ — 20 510 20sin 0o,

Re (0g4;) = Re (0g;q,) ~ sin20pf,/2.

The decay of the dark state due to the population loss from the |g1) and |gy) states is then
described by the equation (keeping only terms up to the Q2 / Q% order)

2
06 = — ((F2 4T cos® 0) (% sin29) + T cos? 6) 060 - (11)

Equation (11) shows that intermediate state decay can be neglected during the transfer time
Ty if (T1 4+ T2) Ty (sin2002/20))? < 1. From this expression one can see that the intermediate
state decay rate is reduced by a factor (Q)/ )% < 1linthis regime. Italso follows from Eq. (11)
that decay from the initial state |g7) is not suppressed, so that the transfer process has to be
faster than this decay.

Both schemes can be readily extended to a general N-state chainwise-linked system with
odd number of states having (N + 1)/2 ground and (N — 1)/2 excited levels (33; 34). In
the two-pulse STIRAP scheme, considered in the previous subsection, all Stokes pulses are
applied simultaneously followed with a delay by pump pulses applied at the same time as
well. In the second regime counterintuitively ordered pump and Stokes pulses drive the first
and the last transitions in the chain, while intermediate states are coupled by strong CW
(or pulsed with durations longer than that of the pump and Stokes pulses) fields. In the
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second regime analyzed in this subsection the population of all intermediate states is strongly
suppressed, and the transfer efficiency close to unity can be realized.

The major prerequisite for high transfer efficiency in STIRAP is the two-photon resonance
between fields coupling vibrational levels in the ground electronic state via Raman transitions.
It requires all fields to be phase coherent. In a general case the frequency difference between
any fields in the chain can be in the THz range. To maintain phase coherence at these large
frequency differences the fields can then be phase locked to an optical frequency comb (35).

2.3 Collisional relaxation rates for fermionic and bosonic alkali dimers

Magneto- and photo-association techniques produce molecules mostly from ultracold Bose,
two-spin component Fermi and mixture alkali metal atomic gases. Weakly bound Feshbach
molecules rapidly decay due to vibrationally inelastic atom-molecule collisions, which were
found to be the major molecule lifetime limiting factor in atomic traps. Depending on the
quantum statistics due to the nuclear spin of the constituent atoms, the alkali dimers show
different behavior with respect to inelastic atom-molecule and molecule-molecule collisions.
Fermionic alkali dimers in the Feshbach state are very stable with respect to collisions.
They are particularly stable close to the resonance, where the scattering length is large.
The stability of the fermionic molecules has been explained based on the Pauli exclusion
principle combined with significantly different length scales associated with the initial and
final vibrational states (36). Lifetimes of the Feshbach molecular states of the order of 1 s have
been observed experimentally for 6Li, fermionic molecules (37; 38), giving I'1 ~ 1 s, and
of the order of 100 ms for *°K, molecules (39), giving I'1 ~ 10 s~1. More deeply bound
Feshbach molecules have larger decay rates, with the corresponding collision coefficient
kinet ~ 10711 ecm3s~1. With typical densities of atoms in traps nat ~ 101 — 10'* em~3,
it gives Ty = kipettat ~ (1 —103) 57! for these molecules. To calculate the intermediate
state decay rate I'; we use results of a theoretical analysis of collisional stability of low-lying
vibrational states of fermionic and bosonic Li, molecules (40). In low vibrational states, as
was shown, fermionic molecules experience fast vibrational quenching due to collisions with
surrounding atoms, leading to loss of both molecules and atoms from a trap. The inelastic
atom-molecule collision coefficient for fermionic molecules in these low vibrational states is
of the order of kipel ~ 3-10710 cm3s~! (calculated in Ref.(40) for fermionic ®Li, in v = 1).
The vibrational relaxation rate I'; can then be estimated using ¢ ~ 101 — 10 cm 3, giving
Ty = kinelMat ~ 3 - (101 —10%) s~ 1.

In contrast to fermionic alkali dimers, bosonic dimers experience fast vibrational quenching
due to inelastic atom-molecule collisions, even in their Feshbach state. As was observed
experimentally for 25Na (41) and 133Cs (42), the inelastic collision coefficient for bosonic
molecules due to atom-molecule collisions is of the order of kine ~ 5-10~1 em3s~1 for the
Feshbach state. An inelastic atom-molecule collision coefficient ki, ~ 10719 ecm3s~! and
an elastic collision coefficient of the same order have been theoretically predicted for 8 Rb,
molecules for magetic fields below the Feshbach 1007.4 G resonance (43). Fast vibrationally
inelastic atom-molecule collisions thus limit the lifetime of the molecules in the trap to 100
us - 1 ms. They also limit the atom-to-molecule conversion efficiency during the magnetic
field ramp across the resonance. The lifetime of the bosonic molecules in the trap can be
significantly extended if at the end of the magnetic field ramp a "blast" laser pulse is applied,
selectively removing atoms from the trap (41). In this case, the main loss mechanism is
vibrationally inelastic molecule-molecule collisions. The corresponding collision coefficient
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in the Feshbach state was measured for a bosonic 2>Na, molecule as kipe ~ 5.1 -10711 em3s~
(41). In this experiment, the initial atomic density and the atom-to-molecule conversion
efficiency were n,t ~ 1.7 - 10 cm~3 and 4%, respectively, giving the molecular density of
Nmol ~ 61012 cm™3 and therefore the decay rate I'; = kine1mo1 ~ 300 s~1. The vibrational
relaxation rate I', of intermediate vibrational states for bosonic molecules can be estimated
from the inelastic atom-molecule collision coefficient in low vibrational states ki ~ 6 - 10710
em3s—1 (calculated in Ref.(40) for bosonic “Li in v = 1). For a typical density of atoms in a
trap, na ~ 1011 — 10 cm 3 and the resulting relaxation rate is I', ~ 6 - (101 — 104) s 1.

The heteronuclear molecules are formed from a mixture of Bose and Fermi atomic gases,
and their collisional properties are expected to differ from pure fermionic and bosonic
molecules discussed above. Stability of the KRb molecules with respect to collisions with
initial fermionic and bosonic atoms has been recently studied in (44). Vibrationally inelastic
relaxation was found to be dominated by atom-molecule collisions, and the corresponding
collision coefficients to strongly depend on the quantum statistics of the atoms. Close to the
heteronuclear Feshbach resonance the collision coefficient for collisions with indistinguishable
fermions (*°K in the same hyperfine state) was found to be ki, < 10~ em3s~1; for collisions
with indistinguishable bosons (¥Rb in the same hyperfine state) ki, ~ (2—3) - 10710 cm3s~1
close to the resonance. Finally, for collisions with distinduishable atoms (*°K in a different
hyperfine state) the collision coeffcient k;,;; ~ (3 —5) - 1071 cm3s~! was measured. These
results are therefore consistent with coefficients of vibrationally inelastic collisions with pure
fermionic and bosonic atoms, considered in previous paragraphs.

Let us now estimate the parameters of the optical pulses providing maximal transfer efficiency.
As follows from Egs.(3) and Eq. (11), in both STIRAP schemes the decay of the Feshbach
state strongly affects the transfer efficiency, and the condition I'i| Ty < 1 has to be satisfied
to minimize molecular loss. At the same time the adiabaticity condition requires QT > 1.
Weakly bound Feshbach states are very close to a dissociation threshold, a typical binding
energy Epeqn being tens kHz -tens MHz (~ 1 uK - 1 mK). At these small binding energies
the first pulse in the chain (Q, or g in the two STIRAP schemes), coupling the Feshbach
state |gq) to the first excited state |e;) can lead to back-action, ie. back transfer of the
molecule to the scattering contunuum, thus molecular dissociation, via a stimulated Raman
process. This effect is minimized if the binding energy of a molecule Epegy, is much larger
than the effective Rabi frequency corresponding to the coupling between the |e;) state and the
scattering continuum. Typically, the dipole moment of the bound-bound transition greatly
exceeds the dipole moment of the bound-continuum transition. Therefore, the Rabi frequency
of the & field between the bound-bound transition |g); — |e); will be much larger than the
effective Rabi frequency for the same field corresponding to coupling between the |e1) and
the scattering continuum. It means that choosing () ~ Egeg, one can make the back transfer
process negligible. Finally, we have the following requirements for the Rabi frequencies and
durations of the STIRAP pulses (amplitudes and durations are assumed the same for the
Stokes and the pump pulse to maximize the transfer efficiency).
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The set of requirements in the table 1 allows one to obtain a general range of Rabi frequencies
and pulse durations, providing optimal population transfer. Since the goal is the production
of dense molecular gases with a large number of molecules, we consider a high initial atomic
density na¢ ~ 10% cm 2 in a trap in our estimates. For bosonic molecules the inelastic
atom-molecule collision coefficient differs at resonance and for deeper bound Feshbach
molecules by about a factor of two, giving I'1 ~ 5- 10° — 10* s 1 at this density. One can
see that the c-STIRAP transfer time has be Ty < 1074 s. Adiabaticity typically requires
QT ~ 102, giving a lower limit on the Rabi frequencies of the c-STIRAP pulses ) > 10°
s~1. As our analysis shows transfer efficiencies > 90% can be achieved with pulse durations
of several ys and Rabi frequencies of 5 — 10 MHz. It means that to minimize dissociation of
molecules due to the back transfer deeper bound Feshbach molecules with Eg.g, > 1 MHz
are prefered. For deeper bound fermionic molecules the decay rate Ty ~ 10 s! at this
high atomic density, resulting in the same pulse durations and Rabi frequencies, maximizing
the transfer efficiency, as for bosonic molecules. At resonance, fermionic molecules have
significantly smaller decay rates I'y ~ 1 —10 s~ 1. In this case high transfer efficiencies > 90%
can be realized with longer and weaker pulses of hundred pis duration and Rabi frequencies
~ 1 MHz.

Next we illustrate the technique with numerical simulations of a transfer process based on
the system (4) for model seven-state bosonic and fermionic molecular systems. A seven-state
system shown in Fig.2a is easier to realize experimentally, i.e. to find transitions with good
Franck-Condon factors, than the five-level scheme, analyzed in the previous subsection. For
example, a seven-state chainwise path from the Feshbach to the ground vibrational state
was found in 8Rb,. The Feshbach state is experimentally formed after a magnetic field
crosses the Feshbach resonance at 1007.4 G. Far from the resonance at 973 G the Feshbach
state binding energy is 24 MHz (25). In the first step it can be coupled to an electronically

excited pure long range molecular state ’057,0, J= 0>, located close to the 551, + 5P5/»

dissociation asymptote (45). For example, v = 31 vibrational level can be chosen located
6.87 cm~! (a 206 GHz) below the asymptote. The corresponding Rabi frequency scales with
the field intensity as Oy = 27 x 2.9/I(W/cm?2) s~1, giving the transition dipole moment
1 ~ 0.3 D. The second transition of the STIRAP scheme in (25) was to the second-to-last
bound vibrational state, located 637 MHz below the ground electronic state dissociation
asymptote. The corresponding Rabi frequency scales as Qp = 27t x 6+/I(W/cm?) s™1, giving
the transition dipole moment p; ~ 0.6 D. The authors mention that the Franck-Condon

factors from the excited Og,v =31,] = O> state to the ground state vibrational levels down

to the X 12;(0 = 116) are similar to the second-to-last vibrational state. This includes the
X 12; (v = 119) from where the ground vibrational state can be reached in five steps (29):

— AlZF (v =185,]=1),
— X'25 (0 =52,] =0),
— AlZF (0 =24,]=1),
— X% (v=0,] =0).

X'Zi(0=119,] =0
AL (v =185,] =1
X'2f(0=52]=0
AlZf (0 =24,T=1

—_ —= — =

(
(
(
(

The results of the numerical solution of the density matrix equation (4) for a fermionic
molecular system are given in Fig. 2. The left column presents the maximal transfer efficiency
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case for the the two-pulse c-STIRAP scheme, and the right column for the "straddling" STIRAP
scheme. In the two-pulse c-STIRAP scheme, the states |g1) — |e1); |g2) — |e2); |g3) — |e3) are
coupled by the pump field Q) = QF*(1 + tanh (t — 7/2)/T)/2, while the states |e1) — [g2);
le2) —[g3); |e3) — |g4) are coupled by the Stokes field Qg = QF*(1 —tanh (¢t +7/2)/T)/2. In
the "straddling" STIRAP scheme the states |e1) — |g2); |g2) — |e2), |e2) — |g3); and |g3) — |e3)
are coupled by CW laser fields with a Rabi frequency (), the first transition [g1) — |e1)
and the last transition |e3) — |g4) in the chain are coupled by the fields O = QP*(1 +
tanh (t —7/2)/T)/2 and Q4 = QF*(1 — tanh (t + 7/2)/T)/2, respectively. The transfer
efficiency does not strongly depend on the form of optical pulses in this case, the same transfer
efficiency was obtained using Gaussian pulses. In the numerical analysis a deeper bound
Feshbach state with Epeg, ~ tens MHz was assumed, which was the case in the 8 Rb, STIRAP
experiment (25). The Rabi frequencies of STIRAP fields were chosen to satisfy the second
condition of the 1, and the pulse duration T and delay T were varied to find the maximal
transfer efficiency. To estimate the decay rate of intermediate vibrational states, the atomic
density 15t ~ 10'* cm~3 was used along with the inelastic collision coefficient kjpe ~ 3 - 1071
em®s~!, giving T3 = 3-10% s~1. Lifetimes of vibrational states of an excited electronic state
of the order of 30 ns (7123 =3 107 s~ 1) were also assumed.

The numerical analysis demonstrates that > 90% of population in the case of two-pulse
c-STIRAP (see Fig.2d) and > 96% in the case of "straddling” STIRAP (see Fig.2e) can be
transfered from the Feshbach to the ground vibrational state for the chosen Rabi frequencies
using the two-pulse and "straddling" STIRAP schemes, respectively, even in the presence of
fast collisional decay of the Feshbach state. This transfer efficiency is realized using STIRAP
pulses much shorter than the Feshbach state lifetime. Thus the influence of the decay of this
state is significantly reduced.

Results of a similar analysis for a model seven-level bosonic molecular system are shown in
Fig.3. Transfer efficiency of the order of 85% and 92% can be realized with the two-pulse and
"straddling" STIRAP schemes, respectively. In this case the form of the STIRAP pulses plays
an important role due to the fast decay of the Feshbach state. Using Gaussian pulses instead
of tanh pulses results in significantly smaller transfer efficiency since by the time the Stokes
pulse arrives the Feshbach state experiences noticable decay. With tanh pulses it is, however,
possible to make the delay time between the moment of molecule formation and the start of
the transfer process reasonably small to minimize the Feshbach state decay.

We can now estimate intensities of CW and pulsed fields corresponding to Rabi frequencies
used in our calculations. Typical dipole moments of electric dipole-allowed transitions
between molecular electronic states are of the order of 1 D (Debye) and larger. Assuming
that the chosen transitions have reasonably large Franck-Condon factors, we use an estimate
of transition dipole moments between vibrational levels in the ground and excited electronic
state D,y ~ 1 D. Taking the peak Rabi frequency of the pump and Stokes fields QF'{* "™ =
3107 s71, the corresponding intensity is Ifzak = c&2,/4m = c(QFPN/Dyy)? /41 ~ 02
W/cm?; for CW fields with a Rabi frequency (g = 6 - 107 s~ the corresponding intensity is
L3 ~ 0.9 W/cm?.

To conclude this section, we analyzed a method to coherently transfer ultracold molecules
formed in high-lying vibrational states to the ground vibrational state, based on the multilevel
chainwise STIRAP technique. Molecules are transfered from a high vibrational state into a
ground rovibrational state v = 0,] = 0 using Raman transitions via several intermediate
vibrational states in the ground electronic state. The former one has lower transfer efficiency
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Fig. 2. Results of numerical solution of Eq. (4) for a seven-state model fermionic molecular
system, shown in (a). Left colunm (figures (b),(c),(d)) and right column (figures ((e),(f),(g)))
present results for a two-pulse and "straddling" STIRAP schemes, respectively. Parameters
used: T =103s 1, I, =T3=3-10*s"1, 9y =9 =93 =3-10"s"1; fora two-pulse
STIRAP O™ = QP = 3.107 s, T = 2 us, T = —3 pis; for "straddling” STIRAP

QP = O = 6.10°s71, Qg =6-10" s, T =3 us, 7 = —3 ps.
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Fig. 3. Results of numerical solution of Eq. (4) for a model seven-state bosonic molecular
system. Parameters used: '] = 104s L, =T3=6-10*s"1, 9y =7 =73 =3-10" s ; for
a two-pulse STIRAP Q@ = O = 3. 107 s~ !; for "straddling" STIRAP

o> = QP> =3. 107s71,00=6-10"s"1, T=1 us, T = —2 s for both schemes.

for both fermionic and bosonic molecules compared to the "straddling” scheme, but is
experimentally simpler, since it can be realized with two pulses, while the "straddling" scheme
requires at least three optical fields (two pulsed and one CW). Numerical analysis of the
transfer process for a typical bosonic and fermionic molecular system in a trap with an atomic
density 1,s ~ 10'* cm~3 shows that transfer efficiencies ~ 92% and ~ 96% respectively are
possible even in the presence of fast collisional relaxation of the Feshbach molecular state.
Multistate chainwise STIRAP, as described in subsection 2.2, has been recently used in the
Innsbruck experiment to transfer Cs; molecules from a Feshbach to the ground rovibrational
state. The transfer efficiency of 55% has been achieved, limited by insufficient laser field
intensities resulting in imperfect adiabaticity of the transfer and finite laser linewidth.

The multistate chainwise STIRAP technique allows one to use various transitions, coupled
by e.g. rf fields and DC interactions. It can therefore be used in combination with the
recently demonstrated resonant association method, where a pair of atoms is converted into
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a molecule using a magnetic field modulated at a frequency close to a binding frequency of
a Feshbach molecule (46). Another possibility, which we discuss in the next section, is to use
the magnetic field dependent DC interchannel coupling between an entrance and a closed
channel states as a first transition in the STIRAP chain (47) followed by optical transitions
to the ground vibrational state. The first transition in these cases will directly couple the
continuum states of colliding atoms and either a Feshbach molecular state or a bound state in
the closed channel. As a result the overall atom-to-molecule conversion efficiency is expected
to be higher compared to the two-step conversion sequence, when first a Feshbach molecular
state is created, from where a molecule is transferred to the ground vibrational state. The
chainwise STIRAP can be applied to resonant photoassociation as well, then the first transition
in the STIRAP chain will couple the continuum states to a high energy vibrational state in the
ground electronic state (48).

3. Efficient formation of ground state ultracold molecules via STIRAP from the
continuum at a Feshbach resonance

In this section we describe photoassociative Stimulated Raman Adiabatic Passage (STIRAP)
near a Feshbach resonance in a thermal atomic gas (49). We show that it is possible to use
low intensity laser pulses to directly excite pairs of atoms in the continuum near a Feshbach
resonance and to transfer nearly the entire atomic population to the lowest rovibrational level
of the molecular ground state. This differs from the STIRAP techniques used in creation of
ground state KRb (23) and Cs; (24) molecules in that the formation process starts directly
from the atomic scattering continuum, avoiding formation of Feshbach molecules.

Feshbach molecules, used in the STIRAP transfer of KRb and Cs; to the ground rovibrational
state (23; 24) are usually short-lived because of inelastic collisions with background atoms
or other molecules. This is especially true for those produced from bosonic or mixed
bosonic/fermionic atoms, for which collisions are not suppressed by the Fermi statistics at
ultralow temperatures. In a dense atomic gas of density 1, ~ 10! — 10'* cm 3, the collisional
decay rate can be up to ~ 10* s~! (with inelastic rate coefficient Kipep ~ 0.5 — 1.0 x 10710
cm3s~1 for Feshbach molecules (50; 51)). The STIRAP transfer must therefore be fast enough
to avoid loosing molecules by inelastic decay. To alleviate this problem, we propose to start
the STIRAP process directly from the scattering continuum without first forming Feshbach
molecules. Using this approach with many STIRAP pulses and a fast repetition rate would
also allow the conversion of nearly an entire atomic ensemble into ground state molecules,
not only those atoms that were first transferred to a Feshbach molecular state.

Efficient adiabatic passage from the continuum requires laser pulses shorter than the
coherence time of the continuum (27; 52; 53). The adiabaticity condition of STIRAP, QT > 1,
where T is the transfer time, therefore implies a large effective Rabi frequency () for the pulses.
In addition, dipole matrix elements between the continuum and the bound state are usually
small, and so the pump pulse that couples the continuum and the excited state would require
a very high intensity, which proves impractical. Thus the previous STIRAP experiments (23),
being restricted by the very short coherence time of the continuum, used a Feshbach molecular
state as an initial state.

The small continuum-bound dipole matrix elements can be dramatically increased by
photoassociating atoms in the vicinity of a Feshbach resonance. It has been shown, both
theoretically and experimentally, that the photoassociation rate increases in the presence
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of a Feshbach resonance by several orders of magnitude (54-57). This can be explained
by considering that delocalized scattering states acquire some bound-state character due to
admixture of a bound level associated with a closed channel, resulting in a large increase
of the Franck-Condon factor between the initial scattering state and the final excited state.
The recently proposed Feshbach Optimized Photoassociation (FOPA) technique (57) relies on
this enhancement to directly reach deeply bound ground state vibrational levels from the
scattering continuum. Consequently, photoassociation in the vicinity of a Feshbach resonance
is expected to increase molecular formation rate up to 10° molecules/s (57).

Here we show that the approach used in FOPA can be combined with STIRAP for reducing
the required pulse intensity. We predict highly efficient transfer of an entire atomic ensemble
into the lowest rovibrational level in the molecular ground state. We note that a proposal,
where the admixing of a short-range potential to a longer-range excited electronic potential,
was recently suggested for improving a two-color pump-dump photoassociation scheme (58).
The scattering continuum states have good overlap with the long-range potential, while the
admixed short-range potential provides a good overlap with tightly bound vibrational levels
of the ground electronic state, greatly improving the efficiency of photoassociation.

This section is organized as follows. In the next subsection, we derive a theoretical model
of a combined atomic and molecular system. Fano theory is used to describe the interaction
of a bound molecular state with the scattering continuum, represented as closed and open
channel, respectively. The resulting continuum states are coupled by two laser fields to the
vibrational target state in the ground state via the intermediate excited molecular electronic
vibrational state. Next, we describe STIRAP-assisted conversion of a pair of colliding atoms
into a deeply bound molecule. In subsection B, we present the results of numerical solutions
of the model described in subsection A and in the Appendix B, using typical parameters of
alkali dimers. We find optimal Rabi frequencies and profiles of STIRAP pulses. In subection
C we average the pair-of-atoms STIRAP transfer efficiency over a thermal atomic ensemble,
calculate a fraction of atoms that can be converted into molecules by one STIRAP sequence,
and the number of pulses and overall time required to convert an entire atomic ensemble into
molecules.

3.1 Model

We consider a three level system plus a continuum as shown in Figure 4, representing
scattering states of two colliding atoms and bound states of a molecule. The ground level
labeled [1) is the final product state to which a maximun of population must be transfered.
Typically, this level will be the lowest vibrational level (v" = 0, J” = 0) of a ground molecular
potential. This ground level is coupled to an excited bound level |2) of an excited molecular
potential via a ”"Stokes” pulse depicted by the blue down-arrow in Figure 4. This level |2) is
itself coupled via a pump pulse (red up-arrow) to an initial continuum of unbound scattering
states [¥¢) of energies € (shaded area in Figure 4). If we denote Cy(t), Co(#) and C(e, t) the
time dependent amplitudes associated to the final, intermediate, and initial states [1), |2), and
|¥e), respectively, then the total wave function |®) of the system is given by:

[©) = Ci(6) 1) + Ca(t)[2) + [ de Cle,) [¥e). (12)
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Fig. 4. Schematics: population from the initial state |¥¢) is transferred to a final target state
|1) via an intermediate state |2). Both [¥¢) and |1) are coupled to |2) by a pump and a Stokes
pulse, respectively labeled Qp and Qg. A bound level |b) corresponding to a closed channel
can be imbedded in the continuum.

We assume that the levels associated with states |1) and |2) are well-isolated, and that there
are no off-resonant laser couplings to other levels: this ensures the sufficient accuracy of the
three-state model (see e.g. (23; 24; 59)).

No restriction applies to the definition of the continuum state |¥¢) as it can be associated
to either a single-channel or a multi-channel scattering state. In this work, we consider the
multi-channel case in which a bound level |b) associated to a closed channel is embedded in
the continuum of scattering states |¢’) of an open channel. When the energy of |¢’) coincides
with that of |b), a Feshbach resonance (14) occurs. These are common in binary collisions of
alkali atoms due to hyperfine mixing and the tuning of the Zeeman interaction by an external
magnetic field, hence the possibility to control interatomic interactions with a magnetic field.
Following the Fano theory presented in Ref.(60), the scattering state |¥¢) can be expressed as:

[¥e) = a(e) |b) +/d€’ b(e,e) €', (13)
with
a(e) = N sin A (14)
—\ #T(e) ’
and
n_ 1 |T(e) sinA o
b(e, €') = 2\ T(e) e—e cosAd(e—¢€'). (15)
Here, A = — arctan(ﬁ) is the phase shift due to the interaction between |b) and the

scattering state |€) of the open channel. We assume A € [—m/2,71/2]. The width of the
Feshbach resonance, I' = 27|V (e)|?, is weakly dependent on the energy, while V(€) is the
interaction strength between the open and closed channels. The position of the resonance,

er =E,+P[ %)f,de’, includes an interaction induced shift from the energy of the bound
state Ey.
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If we label E; the energy of the state |i), the total Hamiltonian H is given by:
H= ¥ Efi)il+ [ deel¥e) (¥el + Vign (16)
i=1,2

The light-matter interaction Hamiltonian Vjjgp,; takes the form:

Viight = — [#iz1/2) (1] + Hee] - (5’,, 1 &+ QC.)

~ [ de [y, [2) (¥el + Hel - (& + & +cc) (17)

where gp,S = 8,,5Ep,s exp(—iwy st) are the pump and Stokes laser fields of polarization é,, s,
respectively, while jip; and jiyy, are the dipole transition moments between the states |2) and
[1), and |2) and |¥e), respectively. In this form, the Hamiltonian already takes into account
the mixing between the bound state of the closed channel and the scattering states of the open
channel. The Schrodinger equation describing the STIRAP conversion of two atoms into a
molecule gives:

oC

iha—tl =E G —ji3 - &L Gy, (18)
., oC . .
ZhTtZ =E C—ji- & G (19)

- de ﬁ2\y6 . gp C(G,f),
€th
dC(e,t)

h
o

= e Cle,t) — jizy, - & Co. (20)

For simplicity, we set the origin of the energy to be the position of the ground state |1), and use
the rotating wave approximation with C1 = c1, Co = coe~'@st, and C(e, t) = c(e, t)e*'(“’sf“’l’)t.

Eqs.(18)-(20) then become:

.aC1

ly = _QSCZ, (21)
.dcp e
i—= = 6cp — Qg0 — de Qcc(e, t), (22)
ot em
iac(aet't) = Accle,t) — Qfoy, (23)

where § = E> /i — wg, Ae = €/ — (ws — wyp), and ey, is the dissociation energy of the ground
electronic potential with respect to the state |1). The Rabi frequencies of the fields are Qg =
fio1 - ésEs /N (assumed real), Qe = jipy, - €pEp/h.

The previous system of three equations can be reduced into a two-equation system by
eliminating the continuum amplitude c(e, t) in Eq.(23). Introducing a solution in the form
of c(e,t) = s(e, t) exp (—iA¢t) into Eq.(23), we get

t L
s=i /0 ' QX (F)ea (1) +s(e,t = 0), (24)
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where t = 0 is some moment before the collision of the two atoms. The resulting continuum
amplitude is

t o )
cle,t) = i / At QX (F)er () =D 1 s(e, t = 0)e~ i, (25)
0

Inserting this result into Eq. (22), we obtain a final system of equations for the amplitudes of
the bound states:

iaait1 = —Qgcy, (26)
iaait2 = (0 —iy)ey — Qg1 — 6: de Qe (t)s(e, t = 0)e ™At
+z/ de Qe (t / at' Qe (t)*ca(t)e iBe(t'=t)
=(0—iy)ea— Qs —S+T, (27)

where we introduced a spontaneous decay term 7yc; in Eq.(27).

The third term of Eq.(27), labelled S, corresponds to the source function, wheareas the last
term, labelled T, corresponds to the “back-stimulation” term (or back-conversion) which
accounts for the transfer of the bound molecules back into the continuum. The initial
amplitude of the continuum wave function s(¢, t = 0) appearing in the source term has been
discussed in various contributions (27; 52; 53). A Gaussian wavepacket provides the most
classical description of a two-atom collision characterized by a minimal uncertainty relation
between the energy bandwidth ¢ of the wavepacket and the duration of the collision:

1 7ﬂ+i(€7€0)t0
s(e,t=0)= ————¢ 222 " } 28

where f is the moment of the collision and € is the central energy of the wavepacket.
Futhermore, the Rabi frequency of the field coupling continuum states |¥¢) to the state |2) is
given by (60)
Fioe - Ep&p ql'/2+€—er

o V(T/2)2+ (e —ep)
where jiy is the dipole matrix element between an unperturbed scattering state |e) and the
state |2), and ¢ is the Fano parameter, expressed as:

Qe =

> sgn(e —er), (29)

_ (i &) + P J M)
vV (€)(flae - &p) ’

where ¢, is the polarization vector of the pump field, and jiy;, is the dipole matrix element
between bound states |2) and |b). The g factor is essentially the ratio of the dipole matrix
elements from the state |2) to the bound state |b) (modified by the continuum) and to an
unperturbed continuum state |€). This factor can be made much larger than unity, and as will
be shown below, the total dipole matrix element from the continuum can be enhanced by this
factor in the presence of the resonance. The magnitude of g can be controlled by the choice of
the vibrational state |2). Selecting a tightly bound excited vibrational state will increase the

(30)
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bound-bound and decrease the continuum-bound dipole matrix elements, resulting in larger
q, whereas choosing a highly excited state close to a dissociation threshold will decrease 4.
Using the expressions given in Eqs.(28), (29), and (30) for the initial amplitude of the
continuum wave function, the Rabi frequency between the continuum state [¥¢) and the
excited bound state |2), and the Fano parameter, respectively, we obtain the following
complete expression for the source term:

_ (6—60)2 + i(e—€p)tp

S=So [ deglge)sgle—epe = T e, (31)
€th

with So = fige - 8,Ep/h(15e)/*, and where the function g(g, €) is defined as

2(c_
g(g,€) = M (32)
1 + %(6 — €F)2

We assume that the unperturbed continuum is structureless and that the corresponding Rabi
frequency fise - €€, /Tt depends only weakly on the energy. We also extend ey, to —co to have
the initial continuum wavefunction normalized to unity!: [*_de|C(€)|? = 1.

We can as well obtain a complete expression for the back-stimulation term T. We have:

ﬁZeép
h

2 00 ot . ,
T:‘ £,(1) / de $2(q,€) /0 dt’ oy ()&, (#)elde' =), (33)
€th

Extending the lower integration limit? allows for an analytical solution for the integrals over
energy and time, leading to the following expression for the back-stimulation term:

lince
T:‘P’Zep

? 2 il N2
2 el + - %60

< [t ca(t) gy (¢l Ber s a0 (34
0

3.2 Results of STIRAP transfer for a pair of atoms

In this subsection, we consider two different cases: first, when I' > /¢, i.e., when the width T’
of the Feshbach resonance is much larger than the thermal energy spread J. of the colliding
atoms, and second when I' < . By considering these two limiting cases of broad and narrow

! Extension of eg, to —oo in the source term (31) can be justified by the sharp reduction of the Gaussian
term exp(— (g, — €9)%/202) for €9 — €y, > J¢. For e close to €y, this approximation is less accurate,
but as will be shown in Section IV, these low energies give negligible contribution to transfer efficiency
averaged over an atomic ensemble due to their small weight in the Maxwell-Boltzmann distribution.

2 The extension of the lower integration limit to —co in the back-stimulation term (33) can be explained by
the following argument. For an optimal transfer the duration of laser pulses has to be of the order of the
coherence time of the populated continuum, given by 1/8.. The period of the exponent exp (iAc (' — t))
on the other hand is given by 271/A.. The integral over time therefore quickly goes to zero if this
period is smaller then the duration of pulses. As a result, the time integral is non-zero only for energies
|Ae] = |e/h — (ws — wp)| < Je. In the case of the pump laser resonant with the center of the thermal
distribution |eg, — (ws — wp)| ~ Je, and the extension of the energy integration to —co is well-justified.
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Reso- 6. I OF Is I, Ts T, 15 1
nance uK pK 10857 W/ecm? W/em? s ps us s

None 10 — 0.72 62 4x10° 15 3 075 1.0
Broad 10 1000 0.74 65 4000 14 34065 1.0
Narrow 100 1 224 600 400 0.157 0.3 0.1 0.207

Table 2. Parameters of the Stokes and pump photoassociating pulses providing optimal
population transfer for a pair of atoms shown in Fig.5. We use g = 10, v = 10% s71, and
Hop = pp1 = 0.1 D. Rabi frequencies are modeled by Gaussians

Qg = Q%,p exp (—(t—ty £ TS/p))/Tép, where =+ refers to the Stokes and pump pulse,

respectively.

resonances, more practical expressions for both the source term S and the back stimulation
term T can be found. The derivation of the final system of equations used in numerical
solutions is given in Appendix B. Here, we describe the solutions of these systems for both
broad and narrow resonances.

We note that during the transfer an initial incoherent mixture of atomic scattering states is
converted into a pure internal state, which seems to decrease the entropy of the system.
However, the entropy is transferred to the center-of-mass motion of the created molecules,
which can lead to a slight translational heating of the sample.

Using Eqs.(A3)-(A4) and (A7)-(A8) with the parameters listed in Table 2 for a broad (I' = 1
mK) and a narrow (I' = 1 uK) Feshbach resonance, we obtain the results for the STIRAP
transfer of an atom pair, depicted in Fig. 5. Here the left column corresponds to the broad
resonance, and the right column to the narrow resonance. The top row shows the variation
of the Rabi frequencies over the time period required for the population transfer along with
population in the intermediate state |2) (middle row) and final state |1) (bottom row).

For the broad case, we considered a Feshbach resonance with a width I' = 1 mK (typical for
broad resonances), and a thermal atomic ensemble with an energy bandwidth . = 10 uK.
We see that the transfer efficiency can reach ~ 97% of the continuum state into the target
state |1) (see Fig. 5 ¢). The parameters of the Gaussian laser pulses used (optimized Rabi
frequencies, durations and delays of laser pulses) are given in Table 2: the peak intensities
of the Stokes and pump fields were calculated from Rabi frequencies as Is = cé'g/ 81 =
c(O%n)?/8rpd; and I, = c€F/87 = c(0))26 /3273243, where we use Eq.(30) to estimate
the continuum-bound dipole matrix element pipe = pipy/qmV(€) = /2u2y,/qV/ 7T, resulting
in I = g%c(Q))?0.T / 64/ 73,

When comparing the results for a broad resonance to that of the unperturbed continuum (i.e.,
far from the resonance), we find that the source term S is enhanced by the factor g(g, €o) (see
Eq. (38) in Appendix B):

q+ F(eo —er)

. (35)
14 5 (eo — €F)?

g(q,€0) =

This factor has a maximum at 2(ey — er)/T = 1/q, with the corresponding maximum
value \/1+¢% ~ q for ¢ > 1: hence, the source amplitude is enhanced g times. In this
limit, all populated continuum states experience the same transition dipole matrix element
enhancement factor to the state |2), so that the system essentially reduces to the case of a flat
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Fig. 5. Time-dependence of the Stokes and pump pulses (top row) and population in state |2)
(middle row) and target state |1) (bottom row) for the STIRAP transfer of a pair of atoms
within the center of the thermal distribution. The left column is for a broad Feshbach
resonance, while the right column is for a narrow resonance (see Table 2 for values of
parameters used). The dashed blue lines in the left column are the results obtained without
resonance, when the parameters are adjusted to obtain the same overall transfer efficiency as
for the broad resonance. The Stokes Rabi frequency is in units of 10° s~!, while the pump
Rabi frequency is in dimensionless units (167t/ (56)1/ 4 Hi2e€pEp in the broad resonance limit

and (27t/ F)l/ 2 fl2e€p&p in the narrow resonance limit. Note that the scale for the Rabi
frequencies in the narrow resonance case is 40 times the scale for the broad resonance, and
the magnitude of the pump Rabi frequency is enlarged 10 times for better visibility.

continuum with an uniformly enhanced transition dipole matrix element. One thus expects
that in this limit, the adiabatic passage should be efficient, requiring less pump laser intensity
when compared to the unperturbed (i.e. without resonance) scattering continuum. This is
clearly demonstrated in Fig. 5 (left column, dashed lines): to reach the same ~ 97% transfer
efficiency achieved with the broad resonance, a very large pump laser intensity (~ 100 times
larger) is required if there is no resonance in the continuum (Fig. 5 a), while the Stokes laser
intensity is basically the same. Considering the intensity used in this particular example, this
would lead to intensities in the range of 5 x 10° W/cm?, making STIRAP from the continuum
technically impossible to achieve without a resonance. This is consistent with the analysis
of photoassociative adiabatic passage from an unstructured continuum (27), and the above
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Fig. 6. Illustration of the reduction of STIRAP transfer efficiency due to destructive quantum
interference for a narrow resonance: (a) a simplified level scheme where the scattering
continuum is modeled by a single state |c) and the interaction between the continuum and
the Feshbach state |b) is neglected; (b) an equivalent scheme, where the strong coupling
between the Feshbach state |b) and the excited state |c) by the pump field forms "dressed"
states |+). We have the Rabi frequency (. = Q% /Ay + Q2% /A_ =0, since Qyc = QO
and Ay = —A_.

prediction that in the presence of a wide resonance the required pump laser intensity is
reduced by a factor of ~ 1/4>.

Results of adiabatic passage for a pair of atoms in a narrow resonance limit are shown in
Fig. 5 (right column). We considered typical values for a narrow resonance width I' = 1 yK
and the ensemble energy bandwidth . = 100 uK. Again, we give the parameters providing
the optimal transfer in Table 2. In this limit, the transfer efficiency is lower: in the specific
case analyzed here, it does not exceed 47%. The reason for this lower efficiency compared to
a wide resonance is the destructive quantum interference which leads to electromagnetically
induced transparency (61) in the transition from the continuum to the excited state. It can be
explained using the following argument (see Fig. 6). The limit of a narrow Feshbach resonance
corresponds to a weak coupling between the bound Feshbach state and the scattering
continuum, and thus can be neglected in this simplified explanation. The system then can
be viewed as consisting of bound and continuum states |b) and |c) having the same energy,
which are coupled by the pump field to a molecular state |2), itself coupled to the state |1) by
the Stokes field. Assuming that initially all the population is in the state |c), due to the small
interaction strength between |b) and |c), we can eliminate the state |b), taking into account its
coupling to |2) by the pump laser as the formation of “dressed" states |+£) = (|2) & |b))/v/2. If
the dipole matrix element of the |b) — |2) transition is much larger than that of the |¢) — |2)
transition, the detuning of the “dressed" states satisfies |A+| = Q%,b > Q%,C, Qg. As a result,
the one-photon coupling of |¢) to the excited state, as well as two-photon coupling to |1)
vanishes, preventing the adiabatic transfer. This mechanism is similar to the Fano interference
effect, the difference is that the continuum is initially populated. One can therefore view it as
an inverse Fano effect. The effective dipole matrix element of the |c) — |2) transition is
fae ~ Hap/qy/E. In the case we analyzed, g = 10, & = T'/+/25¢ = 0.01, and pp. ~ pipp, which
gives ~ 50% transfer efficiency.

The transfer efficiency increases if the Feshbach state is far detuned from the populated
continuum. Our calculations show that for a Feshbach state detuning er/h — (ws — wp) >
|Qy|? /7, the transfer efficiency reaches 70% using the laser pulse parameters in Table 2. We
note that the smaller intensity of the pump pulse used for the narrow resonance, as compared
to the broad resonance, is due to the fact that we used the same g = 10 and assumed iy, = 0.1
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Reso- 6. I OF I I Ts T, 5 Tp
nance uK pK 10857 W/ecm? W/ecm? pus pus wus ps

None 10 — 0.50 30 1.7x10° 15 33075 1.3
Broad 10 1000 0.60 40 2500 1.3 32 07 1.25
Narrow 100 1 224 600 400  0.157 0.3 0.1 0.207

Table 3. Parameters of the Stokes and pump photoassociating pulses providing optimal
population transfer shown in Fig.7 for averaging over a Maxwell-Boltzmann distribution of
energies. We use ¢ = 10, 7 = 10% s™1, and iy, = pip; = 0.1 D (1 D=10""8 esu cm = 0.3934 eay).

D for both resonances. From the definition of g, it means that the continuum-bound dipole
matrix element iy, is higher in the narrow than in the broad resonance we considered. This
explains the smaller resulting pump pulse intensity. The overall conclusion for a narrow
resonance is that, as opposed to a broad resonance, the presence of the Feshbach resonance
prevents one from realizing high transfer efficiencies. It should be noted, however, that
the destructive quantum interference effect is based on negligible interaction between the
Feshbach and continuum states during the transfer time, since T < J; ' < I'~L. This argument
shows that already for I' > J, there is enough interaction to neutralize the effect of destructive
interference. Therefore, we expect that the broad resonance limit can be extended down to
I' ~ 6, making it applicable to a wide variety of atomic species.

3.3 Conversion of atomic ensembles into ground state molecules
The results of Fig. 5 were obtained for a pair of atoms having a specific mean collision energy
€y = h(wg — wp). Such a situation could be realized in very tight traps, e.g., in tight optical
lattices. For a system with a wider energy distribution, one would like to find an ensemble
averaged transfer efficiency, and thus one needs to calculate the transfer probability P(eg) =
lcq \2 for all central wavepacket energies €y within the thermal spread of energies, and perform
the averaging as
(o)

Pavg = W /O EieO/kBT\/G_OP(GO)dG(), (36)
where we assume a Maxwell-Boltzmann energy distribution, the pump laser resonant with
the center of the distribution at (¢) = 3/2kgT, and set the bandwidth of the distribution at
Je = /{(Ae)?) = /3/2kpT. The results are shown in Fig.7: while the maximum transfer
efficiency in the broad resonance case is ~ 70%, it can be achieved with lower laser intensities
than in the case of a pair of atoms of Fig.5.
Given the adiabatic photoassociation probability P(e) for two colliding atoms with relative
energy €, we can calculate the number of atoms photoassociated during the time overlap 7 of
the Stokes and pump pulses. During this time, the atom with the energy e = uv?/2, where
is the reduced mass, will collide with atoms in the volume 7tb%vT, where 7tb? is the collision
cross-section. The impact parameter for the collision corresponding to a partial wave with
angular momentum ( is b = (¢ +1/2)i/p = (¢ +1/2)h/+/2pe. The number of collisions
that atoms with a relative energy in the interval (¢, € + de) will experience during the transfer
time is therefore N(e)de = mb*vtp(e)de, where p(e) = 2pexp (—e/kpT)\/e//(kgT)*? is
the spectral density of the atoms (p is the density of the sample). Finally, { = 0 for ultracold
s-wave collisions, and the fraction of atoms in the energy interval (¢, € + de) photoassociated
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Fig. 7. Same as Fig. 5, but for the energy averaged transfer. The parameters are listed in
Table 3.

by the two pulses is f(e) = P(e)N(e), or

V272

fle) = erp(e) exp (—e/kpT). (37)

The total fraction of atoms photoassociated by a pair of pulses is f = f0°° de f(e) =~
Pavgp\/ﬁrfﬁ/ 4u3/2\/kgT, where we assumed that P(e) does not significantly vary within
the ensemble, and approximated it by the averaged value P,yg. Considering as an example
®Liatoms at T = 100 uK with an atomic density p = 10'2 cm ™3, an overlap time T ~ 1 ys, and
assuming Payg = 0.7, the fraction of atoms photoassociated by the Stokes and pump pulses is
f ~ 2.5 x 10~%: for heavier atoms f ~ 107® — 107, It will therefore require ~ 10* — 10° pairs
of pulses to convert an entire atomic ensemble into deeply bound molecular levels.

As was shown in (62), in the limit of a narrow resonance longer pulses with durations
Ts, Ty ~ 1/T can be used. The reason is that population gets "trapped"” in the bound state |b)
for a time ~ 1/T (it can be seen from the expression for the narrow resonance source function
A.6), and as a result coherent transfer is still possible. The fraction of atoms associated per
pulse pair in this case is comparable to the case of a wide resonance, since the smaller transfer
efficiency P(e) is compensated by a larger pulse overlap 7. The long pulse duration results in
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its narrow bandwidth ~ T, much smaller than the thermal ensemble energy J.. Conversion
efficiency per pulse pair in this case might be increased by simultaneously chirping the
Feshbach resonance energy and the pump pulse frequency, i.e. by tuning er and wp in time
keeping the two-photon resonance condition €r = wg — w), satisfied.

While only a small fraction of atoms can be transferred to |1) by a pair of STIRAP pulses, a
train of pulse pairs can be applied to photoassociate the entire atomic ensemble. To prevent
excitation of molecules in |1) back to the continuum by subsequent pulses, they have to be
removed before the next pair of pulses is applied. This could be realized by applying, after
each pair of Stokes and pump pulses, a relatively long pulse resonant to a transition from |1) to
some other vibrational level in the excited electronic potential which decays spontaneously to
a deep vibrational state in the ground electronic potential. This long pulse would optically
pump molecules out of the state |1) to deeper vibrational states in the ground electronic
potential. It therefore has to be longer than the spontaneous decay time of the excited state.
The excited state has to be chosen carefully so that it does not decay back into the scattering
continuum. This would empty the |1) state and deposit molecules into ground potential
vibrational states according to Franck-Condon factors before the next pair of pulses arrives.
Finally, after all atoms have been converted into molecules the recently demonstrated optical
pumping for molecules method (20) can be applied, which would transfer molecules from all
populated vibrational states into the ground level v = 0.

The optimal strategy is to actually choose an excited state that decays mostly to the v = 0
level. This would allow one to avoid storing molecules in unstable vibrational states and
using the optical pumping method. If such a state cannot be directly reached from [1), a
four-photon STIRAP transfer can be applied (30), which provides efficient transfer to deeply
bound molecular states. It allows one to choose the final state |1), from which the excited state
decaying predominantly to v = 0 can be easily reached. In this case rotational selectivity can
also be preserved, since only v = 0,] = 0 and v = 0, | = 2 states will be populated.

The total time required to photoassociate the whole atomic ensemble and transfer it to the
v = 0 level can be estimated as follows. As the numerical results show, the adiabatic passage
requires ~ 5 s, the follow-up pulse emptying state |1) can have a ~ 100 ns duration, if the
excited state lifetime is tens of ns, resulting in the whole sequence ~ 6 ys. Then the train of
10* — 10° pulse pairs will take ~ 0.1 — 10 s. The final step, optical pumping to the v = 0 level,
requires ~ hundred ys, so the overall formation time is ~ 0.1 — 10 s. Given an illuminated
volume ~ 1072 — 1073 mm3 and an atomic density p ~ 102 cm~3, the resulting production
rate is expected to be 10° — 108 molecules/s. This compares well with recent experiments
on STIRAP production of ground state KRb molecules starting from the Feshbach bound
state, where ~ 3 x 104 ground state molecules are produced during the entire cycle, including
creation of Feshbach molecules, taking ~ 10 — 30 s (23).

Alternatively, back-stimulation of formed molecules into the continuum by subsequent
STIRAP pulses can be avoided by placing them in a moving optical lattice, holding molecules
but not atoms (27). Another way to avoid back-stimulation, applicable to polar molecules, is
to overlap the atomic trap with a gradient of a DC electric field. It will leave dipoleless atoms
unaffected, while shifting molecules out of STIRAP laser beams.

To summarize, combining both photoassociation and coherent optical transfer to rovibrational
levels of the ground electronic molecular potential can allow one to convert an entire atomic
ensemble into deeply bound molecular states, and to produce an ultracold molecular gas
with high phase-space density. Photoassociative adiabatic passage in a thermal ultracold
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atomic gas can be greatly facilitated by a Feshbach resonance. The presence of a bound
state imbedded in and resonant with scattering continuum states strongly enhances the
continuum-bound transition dipole matrix element to an excited electronic state, thus
requiring less laser intensity for efficient transfer. In the limit of a wide resonance, when
compared to the thermal spread of collision energies, the dipole matrix element is enhanced
by the Fano parameter 4. By choosing a tightly bound excited vibrational state, 4 can be
made much larger than unity, resulting in the intensity of the pump pulse required for
efficient adiabatic passage to be ~ 1/g? times smaller than in the absence of the resonance.
Numeical modeling of the adiabatic passage using typical parameters of alkali dimers shows
that intensities of the pump pulse, coupling the continuum to an excited state, of kW /cm? are
sufficient for optimal transfer, which is ~ 100 times smaller than without resonance. Optimal
pulse durations are several ys, resulting in energies per pulse ~ 10 yJ for a focus area of 1
mm?.

If the Feshbach resonance is narrow compared to the thermal energy spread of colliding
atoms, adiabatic passage is hindered by destructive quantum interference. The reason is that
electromagnetically induced transparency significantly reduces the transition dipole matrix
element from the scattering continuum to an excited state in the presence of the bound
Feshbach state. In the narrow resonance limit, photoassociative adiabatic passage is therefore
more efficient if the resonance is far-detuned.

Due to low atomic collision rates at ultracold temperatures, only a small fraction of atoms
can be converted into molecules by a pair of photoassociative pulses. To convert an
entire atomic ensemble, a train of pulse pairs can be applied. We estimate that 10* — 10°
pulse pairs will associate an atomic gas of alkali dimers with a density 10'> cm~3 in an
illuminated volume of 1072 — 1073 mm?3 in 0.1 — 10 s, resulting in extremely high production
rates of 10° — 108 molecules/s. High transfer efficiencies combined with low intensities of
adiabatic photoassociative pulses also make the broad resonance limit attractive for quantum
computation. For example, a scheme proposed in (63) can be realized, where qubit states
are encoded into a scattering and a bound molecular states of polar molecules. To perform
one and two-qubit operations, this scheme requires a high degree of control over the system,
which our model readily offers.

Finally, marrying FOPA and STIRAP is a very promising avenue to produce large amounts of
molecules, for a variety of molecular species. In fact, although we described here examples
based on magnetically induced Feshbach resonances, such resonances are extremely common,
and can be induced by several interactions, such as external electric fields or optical fields.
Even in the absence of hyperfine interactions, other interactions can provide the necessary
coupling, such as in the case of the magnetic dipole-dipole interaction in 52Cy (64; 65).

4. Conclusions

Precise control over internal and external degrees of freedom of molecules will open the
way for new fundamental studies and applications in physics and chemistry. As has been
clearly seen with atoms in the recent decades, well-controlled laser fields offer an exquisite
control tool over atomic internal and external states, including laser cooling and trapping,
coherent manipulation of atomic quantum states and in particular various techniques used
for quantum information applications, atomic spectroscopy. Recent years have witnessed
mastering of single atom manipulation in individual traps, including optical dipole traps and
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atom chips, and optical lattices, with most manipulation techniques relying on laser fields.
There is a great incentive in the atomic and molecular optics community to extend the precise
control techniques developed for atoms to molecules. We have outlined in this chapter some
experimentally relatively simple laser pulse techniques that can accomplish this task.

A prerequisite for many of the new studies is a high phase space density molecular sample in a
stable internal state, specifically in the ground rovibrational state and preferably in the lowest
hyperfine sublevel. We have in particular discussed two examples of coherent laser control
of molecular states, multistate chainwise STIRAP and photoassociatice adiabatic passage near
Feshbach resonance, which provide efficient transfer of molecules to the ground rovibrational
state. In chainwise STIRAP the transfer is based on a generalized dark state, which is a
superposition of all ground vibrational levels involved in the process. Selecting a special time
order of the laser pulses coupling vibrational states and optimizing durations and intensities
transfer efficiencies > 90% are predicted even in the presence of fast collisional decay of
intermediate vibrational states. This technique has recently been applied to transfer Cs;
Feshbach molecules to the ground rovibrational state with 55% efficiency, limited by technical
issues. Additionally, we outlined how the step from the atomic scattering continuum to the
ground rovibrational molecular state can be done in one coordinated step. In the presence
of a Feshbach resonance delocalized scattering states acquire some bound-state character due
to admixture of a bound level associated with a closed channel. It strongly enhances the
Franck-Condon factor between the initial scattering state and a bound intermediate excited
molecular state, a technique named Feshbach Optimized Photoassociation. We analyzed the
transfer efficiency and intensities of the laser pulses required for optimal transfer both with
and without the resonance and found that > 70% efficiencies are possible with relatively low
intensity pulses of several W/cm? in the presence of the resonance.
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6. Appendix
A. Rotation and dephasing matrices

The Hamiltonian (2) in the case of the two-pulse STIRAP scheme, discussed in Section 2.1
has a zero eigenvalue gy = 0, describing the dark state, and four eigenvalues, 1, =
+0+/1—5sin20/2 and e34 = +0/1+5sin26/2, corresponding to bright states. Adiabatic
eigenstates |®) = {|®")}, n = 0,...4 and the bare states [¥) = {“I’l>}, I =g1,61,9,€2,93
are transformed as “I’l> =Y, W, [®"), |®") =Y, W), ‘I’l> via an orthogonal (W~! = WT)
rotation matrix, given by the expression

2cte™ s~ s~ st st
1 0 1 -1 -1 1

W= : 2s7ct —(sT+c) —(s7+c) (sT+ch) (st +ch)
0 -1 1 -1 1

—2sts™ c” c” ct (st —=cth)
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where ¢ = cos0/+/1+£sin20/2,s* = +sin6/+/1 £sin26/2.

In the "straddling" STIRAP scheme the rotation matrix reads as:

—2cos 0 sin20f 0 —2sinf
—v2sinf 2 —cos20— 2 —1/2cosf

1 . V200
W:E —+/2sin6 —1—cos26’\[2—QO 1 V2cosb |,
sinﬂ(% -1 V2 -1 cosGQ%
sinGQQ0 1 V2 1 cosf)QQ0

where terms of the order of O(Q?/03) and higher are neglected.
The Liouville operator in the bare state basis has a form

2l g, (71 + rl)Pg1€1 (T2 + rl)Pglgz (72 + rl)Pglez Tpgigs
(M +T1)pegr 2710eer (11 +T2)perge (Y1 +72)Peres T10ergs

ﬁp =5 (FZ + rl)szgl (')’1 + r2)pg2€1 Zrngzgz (’)’2 + r2)pg252 rngzgz
(72 + rl)PEzgl (71 +72)Peser (72 + FZ)PEZgz 2Y20ese, Y2Perg3
rlpgagl Y1Pgze1 r2p3332 Y20gs3e, 0

We include the decay from the Feshbach and the intermediate state using a rate I'y and I,
respectively, and from the excited states |e; »), given by 71 », and assume that all decay is due
to population loss out of the system, e.g. to other vibrational levels or continuum. We also
assume that molecules in the ground vibrational state |g;) do not decay.

B. Adiabatic passage in the limits of broad and narrow Feshbach resonances

In this appendix, we discuss Egs.(26) and (27) for various relative widths of the Feshbach
resonance I' with respect to the thermal energy spread . of the colliding atoms. We first
describe the case of a broad resonance, i.e. when the width of the Feshbach resonance greatly
exceeds the thermal energy spread (I' > J¢), and second consider the opposite situation of a
narrow resonance (I' < J¢). Finally, we briefly present the case where there is no resonance.

B.1 Limit of a broad Feshbach resonance

The typical thermal energy spread for colliding atoms in photoassociation experiments with
non-degenerate gases is 6 ~ 10 — 100 uK. The broad resonance case occurs for resonances
having a width of several Gauss (~ 1 mK), for which we have I'/é. ~ 10 — 100. A wide
variety of systems exhibit broad resonances. For instance, they can be found in collision of
®Li atoms at 834 G for the |f = 1/2,my = 1/2) ® |f = 1/2,my = —1/2) entrance channel
(T = 302 G= 40 mK) and in ’Li at 736 G for the |f = 1,mg=1)®|f =1,mf = 1) entrance
channel (I' = 145 G = 19 mK). We note here that these values of I are slightly different than
the “magnetic” width AB usually given and based on the modelling of the scattering length.
The source function can be readily calculated from Eq.(31) by noticing that the Rabi frequency
term can be set at € = €y corresponding to the maximum of the Gaussian function in the
integrand. Using the function g(g, €) defined in Eq.(32), the result takes the form

Sw = SoV/2718eg(4, €0)sgn(eg — ep )e (1100 02/ 2 ~ileo/h—(ws —wy))t
= Sno-res& (4, €0)sgn(eo — €F), (38)
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where Sno-res is the source function without a resonance given below in Eq.(47). Strictly
speaking, this expression is valid for |ef —eg| > Je, but since I' > . Eq.(38) is a good
approximation for a wide range of detunings er — €p.

The back-stimulation term (34) can be further simplified in the limit of a broad resonance. In
this case, both c5(t) and &£,(t) change on a time scale ~ 1/, i.e. slowly compared to the
decay time ~ 71/T of the exponent. Therefore, we can rewrite (34) as:

2

ﬁZeép
h

(g —i)?
th {1 +1 T ai(er - h(ws —wp)) /T c(HE (). (39)

The system (26)-(27) in the case of a broad resonance becomes:

.aC1
— 4
iS) = —Qsca, (40)
.0 .
l% = —Qgc1 — Sw + (5 - 1'7)(:2
N2
. 2 (q—1)
i7th| Qno—res (1) [* |1 + 5 2i(er — (s — wp))/T C2, (41)
where Qno—res = Hoe€pEp/Mt is the continuum-bound Rabi frequency in the absence of

resonance. We also added a spontaneous decay term 7ycy, assuming that the excited molecules
dissociate into high energy continuum states and the resulting atoms leave a trap. From
Eq.(38), one can see that in a broad resonance case, the source amplitude is enhanced
by the factor g(q,e0) = (9 + 2(eg — €r)/T)/\/1+ 4(eg — €r)?/T2 when compared to the
unperturbed continuum case. This factor has a maximum at 2(eg — €g)/T = 1/g, with the
corresponding maximum value gmax ~ ¢ for g > 1.

B.2 Limit of a narrow Feshbach resonance

This situation occurs when the width of the resonance is of the order of a few micro-Gauss
or less. Examples of narrow resonances include °Li>*Na at 746 G for the |f; = 1/2,m 1=
1/2)|f2 = 1,mp = 1) channel (I = 7.8 mG = 1 K) (66), or °Li* Rb at 882 G for the |f; =
1/2, me = 1/2)|fo = Lmp = 1) channel (p-wave, I = 10 mG = 1.3 uK).

We note that the source term expressed in Eq.(31) can be rewritten in a time representation:

S = SqV/27bee~ (e0/ M= (ws—wp))t
x |em (7m0 4 g2iD-D° / e ("D (h (T -1 - 7))

—L_1(§|lt— 1 —T'|) —ig(Io(&|T — 10 — T'|)
—Lo(&|t — 10— T'|))sgn(t — 0 — T'))d7’], (42)

where we introduced the dimensionless variables T = t5./v2h, D = (er —€0)/ V26,
& =T/V25; Ip1 and Lo,_; are modified Bessel and Struve functions. One can see from this
expression that the source function is a sum of the pure source function of the unperturbed
continuum, given by the first term in square brackets, and of the admixed bound state, given
by the integral. The coefficient { = I'/ V26, which is the ratio of the Feshbach resonance



Coherent Laser Manipulation of Ultracold Molecules 83

width to the width of the thermal energy spread, gives the ratio of contributions from the
bound state and the unperturbed continuum, respectively.

It is then easier to notice that in the limit of a narrow resonance, the Gaussian function in the
integrand of Eq.(42) is much narrower than the Bessel and Struve functions, which change on
the time scale ~ 1/¢. Therefore the source term can be aproximated as:

Sn _ SO\/2_7.[566—1'(&]/71—(aIs—wp))t[e—(T_TU)Z
+EV/me DD (13 (&) — o) — L1 (8] — w0l
—ig(Io(¢|T — 0l) — Lo(¢|T — 10l))sgn(t — 70))]- (43)

Since ¢ < 1, the real part of the source function is given by the first term in the square brackets,
which is a pure continuum source function, while the imaginary part is due to the admixed
bound state and its magnitude depends on the product ¢g. Using asymptotic expansions of
modified Bessel and Struve functions Ip(x) — Lo(x) — —2/7tx, I (x) — L_1(x) — —2/mx?, it
is seen from Eq.(43) that the contribution to the source function from the bound state decays
on the time scale |7 — 79| ~ 1/¢&, while the contribution from the unperturbed continuum
decays on the time scale |t — 19| ~ 1 < 1/¢.

In the limit of a narrow resonance the system (26)-(27) becomes:

,851
ly = —QSCZ, (44)
.0 )
i52 = —Qge1 =S4+ (0 —i7)ez
S a2
. | H2e€p 2 nl 2
—i ’ 5 {nhgpcz + 7(q —1)7Ep(t)

x /t dt’ ey (F)Ep (¢ )el =/ 2hiler/m—(ws—wp)) (=) | (45)
0

B.3 Continuum without resonance
Finally, let us consider the case of a continuum without resonance. In this case the
continuum-bound Rabi frequency Eq.(29) is:

Qe = Ono—res = ﬁzg . ép gp/h/ (46)
and the source function is
Sno—res = SO\/E&e—(t—t(])2§§/2h2—i(e0/h—(ws—wp))t. (47)

The back-stimulation term (34) reduces to

|z - &y /1| ThE2c, = th | Ono—res (1) 2, (48)
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and the system (26)-(27) takes the simple form:

01

1 ot = —Qg02, (49)
.0C) . . 2
5 = —Qsc1 + (6 —iv)cp — imth|Qno—res(t) |2 — Sno—res- (50)
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Fast Charged Particles and Super-
Strong Magnetic Fields Generated
by Intense Laser Target Interaction

Vadim Belyaev and Anatoly Matafonov
Central Research Institute of Machine Building
Russian Federation

1. Introduction

The development of a new generation of solid-state lasers has resulted in unique conditions
for irradiating laser targets by light pulses, with radiation intensity ranging from 107 to 102
W /cm? and a duration of 20 - 1000 fs.

At such intensities, the laser pulse produces superstrong electric fields which could not be
obtained earlier and considerably exceed the atomic electric field of strength E, = 5.14x10°
V/cm. In these conditions, there arises a new physical picture of laser pulse interaction with
plasma produced when the pulse leading edge or a pre-pulse affects solid targets. Laser
radiation is rather efficiently transformed into fluxes of fast charged particles such as
electrons and atomic ions. The latter interact with the ambient material of the target, which
leads to the generation of hard X-rays, when inner atomic shells are ionized, and to various
nuclear and photonuclear reactions.

One important area in investigating the interaction of sub-picosecond laser pulses with solid
targets is related to the important role which arising superstrong quasistatic magnetic fields
and electronic structures play in laser plasma dynamics. This area of research became most
attractive after carrying out the direct measurements of quasistatic magnetic fields on the
Vulcan laser system (Great Britain) (Tatarakis et al., 2002), in particular, after the pinch effect
has been found experimentally in laser plasma (Beg et al., 2004).

The relativistic character of laser radiation with intensity I is realized at the magnitude of a
dimensionless parameter a > 1. This parameter represents the dimensionless momentum of
the electron oscillating in the electric field of linearly polarized laser radiation and can be
expressed as

1

2
a=—E g5l A % 1)
mew pm J{ 10°W/cm

E I )2
V/em 27.7[W/szj @
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where e and m are the charge and mass of the electron, respectively, E is the amplitude of
electric field strength (in units of V/cm) of laser radiation, A is the radiation wavelength (in
um), o is the frequency of laser radiation, c is the speed of light, and I is the radiation
intensity (in W/cm?2).

Terawatt-power laser systems of moderate size can fulfill the condition a > 1, which
corresponds to the electric field strength above 10 V/cm. In such intense fields, the
overbarrier ionization of atoms occurs in atomic time on the order of 1077 s, and the
electrons produced are accelerated and reach MeV-range relativistic energies during the
laser pulse.

The acceleration of atomic ions in femto- and picoseconds laser plasmas constitutes a
secondary process. It is caused by the strong quasistatic electric fields arising due to spatial
charge separation. Such separation is related to the motion of a bunch of fast electrons. For
laser radiation intensities exceeding I > 101 W/cm?, it is possible to obtain directed beams
of high-energy ions with the energies & > 1 MeV.

The generation of high-energy proton and ion beams in laser plasma under the action of
ultrashort pulses is a quickly developing field of investigations. This is explained, in
particular, by their important applications in such fields as proton accelerators, the study
of material structure, proton radiography, the production of short-living radioisotopes for
medical purposes, and laser controlled fusion (Umstadter, 2003; Mourou et al., 2006). For
a laser radiation intensity of I>10!8 W/cm2 a number of nuclear reactions can be
initiated that have only been realized in elementary particle accelerators (Andreev et al.,
2001).

Later on, we will consider the principal mechanisms for generating fast charged particles
and quasistatic magnetic fields in laser plasmas, as well as experimental results obtained
both abroad and on the native laser setup NEODIM in the Central Research Institute of
Machine Building (Russ. abbr. TsNIIMash) (Korolev, Moscow reg.) (Belyaev et al., 2004;
Belyaev et al., 2005).

2. Generation of fast electrons in laser plasma

In irradiating a target by a high-intensity ultrashort laser pulse, the radiation energy is
rather efficiently converted into the energy of fast electrons which later partially transfer
their energy to the atomic ions of the target. Presently, several mechanisms are being
discussed concerning the generation of fast electrons when a laser pulse affects plasma with
a density well above the critical value. If the laser pulse is not accompanied by a pre-pulse
(the case of high contrast), then the laser radiation interacts with plasma of a solid-state
density, possessing a sharp boundary. In this case, the mechanism of “vacuum heating' is
realized (Brunel, 1987), as is the so-called vxB mechanism (Wilks et al., 1992) (here, B is the
magnetic field induction of the laser field) caused by a longitudinal ponderomotive force
acting along the propagation direction of the laser pulse). This vxB mechanism becomes
substantial at relativistic intensities where the energy of electron oscillations is comparable
with or exceeds the electron rest energy mc2 = 511 keV - that is, for the parameter a > 1 [see
formula (1)]. In addition, fast electrons can be generated on the critical surface of plasma at a
plasma resonance ( Gus'kov et al., 2001; Demchenko et al., 2001) if the vector of the laser
radiation electric field has a projection along the density gradient (usually at an inclined
incidence of laser radiation to target) and the laser frequency coincides with the plasma
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frequency. In contrast to the ponderomotive vxB mechanism, vacuum heating and
resonance absorption arise at nonrelativistic (substantially lower, with a < 1) intensities as
well. In the case of the ponderomotive mechanism, the average energy of fast electrons can
be estimated as the maximum energy of transverse electron oscillations in an
electromagnetic field, which in the general case takes a relativistic value. In a underdense
part of the laser plasma, we have

1

2
g, =mc? [1+QJ -1, Q=147 (20=1.37x1018ﬂ2wm2 )
QO cm

In the ultrarelativistic limit Q )) Qo, we hence obtain

1

&, =mc? [sz .
‘ Q

By contrast, in the nonrelativistic limit Q (( Qo, we derive from formula (3) that

2 Q

&, =mc” ——.
2Qy
In the overdense part of the plasma, the ponderomotive heating of electrons is noticeably
weaker due to a difficult penetration of the laser field into this region.
In the case of vacuum heating, the maximum energy of an electron flying into the depths of
a dense target is given by the formula similar to equation (3), however, with a different
numerical factor.
There is one more mechanism for generating fast electrons in the underdense part of plasma
in front of a target due to the betatron resonance in the arising magnetic field (Pukhov,
2003). In this regime, electrons are accelerated by the transverse ultrarelativistic electric field
of the laser wave in the direction of wave polarization, and the azimuthal magnetic field
produced by the current of fast electrons is responsible for the magnetic part of the Lorentz
force. This force turns electrons in such a way that they gradually change to the opposite
direction of motion. In the case of an exact betatron resonance, the reflection occurs at the
instant when the transverse electric field changes its direction, so the electrons are
accelerated at all times. This mechanism yields an energy of fast electrons three times
greater than formula (3) does:

1

&, =3mc? [Sj . @)

There are also further mechanisms of electron acceleration that require special experimental
conditions, for example, the wake field acceleration (Esarey, 1996, Amiranoff, 1998). In the
case of resonance absorption, the electric field near the plasma critical surface is much
stronger than that of incident laser radiation. The result is that the heating of electrons upon
their impact with atomic ions is greater than follows from formulae (3) and (4).
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Electrons are also accelerated by a transverse ponderomotive force (acting in the radial
direction) due to a focal distribution of laser intensity. This acceleration leads to the
maximum electron energy also expressed by formula (3) (in the underdense part of plasma)
if electrons succeed in acquiring this energy moving from the focus to the periphery during
the laser pulse. Thus, the duration z of a laser pulse should meet the inequality 7)) maR/eE
(in the nonrelativistic case). Here, R is the radius of the focal spot of a laser beam. This
inequality holds for picosecond- and longer-duration laser light pulses with an intensity on
the order of 106 W/cma2. In fields with an intensity of 108 W/cm?, the right-hand side of
this inequality reaches dozens of femtoseconds, whereas in the overdense part of plasma
this ponderomotive force is noticeably weaker.

We have discussed the above mentioned mechanisms in more detail in our article (Belyaev
et al., 2008).

We suggested and investigated the new mechanism of high-energy electrons formation in
ultra-high intensity laser pulse interaction with solid targets (Belyaev, 2004). This
investigation is an attempt to reveal and describe, based on the model suggested, the high-
energy electron formation mechanism in laser plasmas so as to derive theoretical
dependences which would represent specific relations between the parameters of fast
electrons, laser radiation and target substance.

Any theory can be accepted only after reliable experimental verification. The degree of
reliability is determined not only by the sufficient diversity of independent experimental
data, but also by the ability to choose out of these data those best representative of the
overall pattern. Analysis of numerous experiments to measure energy of fast electrons
formed in laser plasmas shows that with a particular laser facility, given its available
radiation intensity, fast electron maximum energy can be determined most closely.
Generally, it is electron maximum energy values that are most widely presented in
experimental investigations. This is motivated not only by experimenters’ striving to get
extreme record-breaking output parameters, but also by the possibility to most closely
determine the electron maximum energy around their spectrum extrapolation at specified
intensity of laser radiation incident on a target. On this basis we will establish our
theoretical model of the maximum-energy electron formation process for a given laser
radiation intensity.

Without going into details of magnetic field generation mechanisms, it can be noted that a
vortical electron structure develops eventually in plasma. Given the applied electric field
(constituent of the incident laser radiation) and the dominance of tunnel ionization, a great
number of electrons (practically determined by solid density) are accelerated. This current of
electrons generates a magnetic field which bends their trajectory. Under certain conditions
these trajectories can close at skin-layer depth within larmor-radius circle. The high electron
density and, correspondingly, the circular current strength cause super-strong magnetic
fields generation.

Condition for such fields generation can be written as a condition for electron movement
around such a circle in the form of a balance between the centrifugal force and the Lorentz
force:

mV? VB
—=—, ©)

r C



Fast Charged Particles and Super-Strong Magnetic
Fields Generated by Intense Laser Target Interaction 91

where r = §/2, §- skin-layer thickness, e, m, V - charge, mass, electron velocity, c - velocity
of light, B - magnetic induction in the electron orbit.

Taking electromagnetic field penetration depth ¢ to be equal to incident radiation wave
length 4, we have r=4/2.

Given the relationship between mass and velocity, the kinetic energy change due to the
action of the forces applied is always equal to

Expy = (my —mo)c2 = mocz(y—l), (6)

where my, - relativistic mass, myo - electron rest mass, y = 1/ J1-V2 / c? - relativistic factor.

Considering:
- relativistic expression of electron momentum

P=p-‘A %)
C

where V - electron velocity;
- use of generalized momentum

Prp-ch ®)

where p - ordinary momentum (8), A - vector-potential;

- magnetic field B cylindrical symmetry: Bx =0; By =0; B, = 7% = B, which allows to
Y
put A = Brand
e
P=myV =—Br )
c
So from (6) - (9) we have
1
B 2P
Eggn = 1pC? [1 +[ ¢ 7’2] ] —myc? (10)
myc

To find the electron maximum kinetic energy at specified intensity of laser radiation
incident on the target we need the maximum value of B - magnetic field induced in laser
plasma. This value can be estimated using the energy conservation law.

Omitting calculations we can use the following formula easy to keep in mind:

Byax [Gs]=10"{/JW/em?], (1)

Substitution this formulae in expression (10) for kinetic electron energy gives:

1
9JA* 2
Exn =0,5{1+ 1{)18 } -0,5, (12)
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where intensity | expressed in W/cm?2, 1 - in micrometer, kinetic energy - MeV.
Graph of this dependence show Fig. 1 by curve 1.
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Fig. 1. Dependence of electron kinetic energy on laser radiation intensity.

Consider limiting cases.
1. EKIN = 1’I10C2 = 0,5 MeV.
Expression (12) gives this value at intensity

[ 1 W
]R_Blo {ﬂ [ym]} em?’ )

The intensity Jr can be called as relativistic intensity.
2. Exin {{(mocZ ] <]g.
In this case

22
Egy = 2,251]OW , (14)
Graph of this dependence show at Fig. 1 by curve 2.
3. Ex))moc% | > Jr.
For this case
1
12 P
Exn = 1’5[1018 , (15)

and graph of this dependence show on Fig. 1 by curve 3.
Equations obtained for small (< moc2) and large (> moc2) values of kinetic energy agree with
those in use for calculations of particle energy in a cyclotron and in a betatron,
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correspondingly. In both cases electrons are accelerated under the action of an electric field.
In a cyclotron, this is a periodically changing electric field applied externally. In a betatron,
this is a vortex electric field occurring with axisymmetric magnetic field rise in time. In laser
plasmas a magnetic field is generated giving rise to a vortex electric field accelerating
electrons. Thus the laser-plasma electron acceleration mechanism resembles the betatron
case.
Equation (10) for electron kinetic energy was derived on the assumption that the electron
acceleration is governed only by the laser radiation incident on the target without
considering the processes going within the target substance, specifically, ionization process.
Formally, it is reflected in the fact that the skin-layer size is determined by the laser
radiation frequency

§:c/v:27rc/a):/1/ (16)
meaning that the laser radiation frequency  is an effective frequency. This assumption is
true only at the first stage of interaction with the substance when a vortical electron
structure develops on skin-layer scales, its characteristic size being in accordance with (16).
This structure is unstable and there is a possibility of its transformation to smaller-scale
structures. This process is known as a dynamic pinch.
It is demonstrated in (Belyaev & Mikhailov, 2001) that in case of laser plasmas produced by
the action of high-intensity (J > 1016 W/cm?) laser radiation of ultrashort duration (7 < 10-12
sec) on a solid target this process is of quantum nature and can be described by the diffusion
equation. Without going into the process nature, note that under tunnel ionization the
vortical electron structure generated on skin-layer scales (16) transforms to another one, its
characteristic size now being determined by the ionization frequency as an effective
frequency at the next stage of laser radiation interaction with the substance, i.e. at the stage
of tunnel ionization development:

l; =2nc/awy, 17)
Assuming that the vortical electron structure transformation process goes with the magnetic
flow kept unchanged, we have

ByA* = BjI?

[ A4

(18)

where B; - magnetic field within the vortical structure, its characteristic size [;, being
determined by (17). Such a vortical structure provides the following kinetic energy to the
electrons:

2 19
E.,, =eBl =eB, T~ 19

1

Equation (19) determines the maximum energy of the small group (tail) of high-energy
electrons. This dependence can be represented via the energy or ionization potential of the
target substance atoms:

1
‘ 2 V2 22
EK,NzeBO/”Lw’zl.S(MJ “’l :1,5[”] 1 Mevy, 20)
2] ho
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Here Jis in W/cm?2, A - in pm, I and A® - in eV. This dependence is plotted in Fig. 1 (curve
4).

The equation obtained demonstrates the proportionality between the electron energy and
ionization frequency, hich determines physical nature of the electron acceleration process.
The physics of the electron acceleration processes as a result of high-intensity laser radiation
action on a substance is closely related to the physics of the ionization processes in
superatomic intensity fields.

The ionization frequency is generally one or two orders higher than the laser one. This
results in the high acceleration rate and electron energy.

The process of dynamic pinch development give rises formation of high-energy tail (20) and
has threshold nature. Our estimations give value of threshold 0.31x1018 - 3.2x1019 W/cm2.
Threshold smearing evidences for stochastic character of the process.

The good agreement between theory and experiment (Matafonov & Belyaev, 2001; Malka &
Miquel, 1996; Borodin et al., 2000; Nickles et al., 1999; Ledingham & Norreys, 1999; Cowan
et al., 1999; He et al., 2004; Mangles et al., 2005) suggests the realizability of the proposed
high-energy electron formation mechanism in laser plasmas.

In our article (Belyaev, Kostenko et al., 2003) we also have investigated cyclotron mechanism
of electron acceleration.

The magnetic activity of picosecond laser plasma offers new mechanisms for the
generation of fast electrons due to the presence of such strong quasistatic magnetic fields
regardless of the mechanisms of their origin. Such a possibility is related to the emergence
of cyclotron resonances when the laser frequency o coincides with the Larmor gyration
frequency Q = eBo/m,c of an electron in an external constant magnetic field with the
induction Bo (here, e and m, are the charge and relativistic mass of the electron,
respectively; c is the speed of

light). Indeed, the typical laser frequency @ (in the Hartree atomic system of units) is on the
order of 0.05 a.u. and coincides with the cyclotron frequency at an induction of Bp =7 a.u. ~
100 MG. This value may become much greater with allowance made for the relativistic
increase in electron mass, which is typical at laser radiation intensities on the order of 10?9 -
1020 W/cm?2 Hence, the generation of a constant magnetic field results in stronger interaction
of laser radiation with plasma. The situation is to a certain extent similar to the radiation
self-focusing effect, in which case the variations in the refraction index of the medium in the
field of a laser wave influence wave propagation through the medium.

In the general relativistic case, the interaction of electrons with the field of a laser wave and
with the constant magnetic field By is written out in the form

dp 1
dtfe{E+Cv><(B+Bo)} (21)
for electrons possessing a momentum p and a velocity v.

For circular polarization, the problem is solved analytically, whereas in the general case of
linear polarization the problem reduces to a system of nonlinear equations, which can only
be solved numerically. The solution to these equations is specific in that there are resonances
between the periodicmotion of electrons in the magnetic field and electron oscillations in the
field of the laser wave. This fact leads to drastic changes in electron trajectory and energy at
certain instants of time.



Fast Charged Particles and Super-Strong Magnetic
Fields Generated by Intense Laser Target Interaction 95

Figure 2 depicts the variations in the kinetic energy of an electron (a) and its trajectory (b)
for motion with the zero initial velocity in a field with a radiation intensity of 1020 W/cm?
and a frequency that is at resonance with the cyclotron frequency (Belyaev & Kostenko,
2003). The constant magnetic field is normal to the polarization of laser radiation. One can
see that an electron acquires an energy of approximately 100MeV in a time on the order of
hundreds of femtoseconds.
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Fig. 2. Electron kinetic energy (a) and trajectory (b) in a linearly polarized laser wave with
an intensity of 1020 W/cm? and a constant transverse magnetic field in the resonance case
of Q= .

Electron acceleration in the field of a circularly polarized laser wave propagating along a
strong magnetic field was theoretically investigated in lectures (Pavlenko, 2002). It was
shown that the relativistic factor of the electron may increase by an order of magnitude
under a high intensity of laser radiation.

3. Generation of fast protons and ions in the interaction of ultrashort high-
intensity laser pulses with solid targets

On the basis of the results of experimental and theoretical investigations performed in recent
years, one can determine the following ranges for product plasma parameters: the electron
temperature is about 1 to 10 keV; the mean energy of “fast” electrons is about 0.1 to 10 MeV
(the maximum energy is as high as 300 MeV); the mean energy of fast ions ranges from
several hundred keV units to a few MeV units (the maximum energy is 430 MeV); the
relativistic longitudinal ponderomotive pressure of laser light is 1 to 50 Gbar; and the
amplitudes of the electric field and spontaneous-magnetic-field strength range, respectively,
between about 10° and 102 V/cm and between about 1 and 500 MG (Belyaev et al., 2008;
Salamin et al., 2006). Product terawatt-pulse picosecond laser plasmas appear to be some
kind of a “table” pulsed “microaccelerator” and a nuclear “microreactor,” which is relatively
compact and cheap and on which one must not impose special radiation-safety
requirements. Such a source admits a relatively simple possibility for controlling energy and
other parameters of corpuscular and electromagnetic radiations.
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At the present time, the production of high-energy proton beams in laser plasmas under the
effect of ultrashort pulses is a rapidly developing field of investigations (Carrier et al., 2009;
Fucuda et al., 2009; Yan et al., 2009; Willingale et al., 2009; Gonoskov et al., 2009; Psikal et al.,
2010; Huang et al., 2010).

Several models that claim for explaining observed results that concern the production of
directed beams of high-energy protons were proposed in theoretical investigations. One of
them is based on the mechanism of proton acceleration at the front surface of the target
owing to the ponderomotive pressure of a laser pulse (Sentoku et al., 2003; Maksimchuk et
al., 2000). According to a different model (MacKinnon et al., 2001; Wilks et al., 2001),
relativistic hot electrons produced by a laser field in a solid-state target penetrate through
the target, and some electrons escape from the rear surface of the target to a distance of
about the Debye radius. These electrons generate an electrostatic field at the rear surface of
the target. This field, which may exceed 1012 V/cm, accelerates protons.

However, the efficiency of the proposed proton acceleration mechanisms has so far been
debated (Salamin et al., 2006). In view of this, the our experimental studies were aimed at
exploring various mechanisms of the acceleration of fast protons in laser plasmas under
identical conditions of the irradiation of a solid-state target at a laser-radiation intensity of
about 2x1018 W/cm2.

The experiments in question were performed at the 10-TW picosecond laser facility
Neodymium (Belyaev, Vinogradov et al., 2006). This laser facility has the following laser-
pulse parameters: a pulse energy of up to 10 J, the wavelength of 1.055 pm, and the pulse
duration of 1.5 ps. Its focusing system, which is based on an off-axis parabolic mirror whose
focal length is 20 cm, ensures a concentration of not less than 40% of the laser beam energy
within a spot D = 15 um in diameter and, accordingly, an average intensity of 108 W/cm? at
the target surface and a peak intensity of 2x1018 W /cm?2.

Laser radiation generated by the Neodymium facility is characterized by the presence of two
prepulses—one of picosecond and the other of nanosecond duration. The first prepulse
appears 14 ns before the main laser pulse; it has a duration of 1.5 ps and an intensity below
10-8 with respect to the main pulse. The second prepulse results from amplified
spontaneous emission. Its FWHM duration is 4 ns, while its intensity with respect to the
main pulse is below 10-8.

The layout of the experiment is shown in Fig. 1. A beam of linearly polarized laser radiation
of p-type polarization is focused by an off-axis parabolic mirror onto the surface of a solid-
state target (T) at an angle of 40° with respect to the normal to the target surface. For targets,
we employed slabs from LiF and Cu 1 to 30 mm in thickness and the Al, Cu, and Ti foils 1 to
100 pm in thickness. The targets were arranged in a vacuum chamber 30 cm in diameter and
50 cm in height. The pressure of the residual gas in the chamber was not more than 10-3 torr.
Detectors D1 based on CR-39 track detectors of size 24 to 20 mm and equipped with
aluminum filters of different thickness, from 11 to 100 um, which make it possible to cut off
the energy interval 0.8-3.5 MeV for protons, were used to detect protons and to measure
their energy spectrum. The detectors D1 were arranged upstream and downstream of the
target at a distance of 20 mm from it along the normal.

The secondary activated targets D2, which were manufactured from LiF, Cu, and Ti and
which are characterized by different threshold energies for (p, n) reactions (from 1.88 MeV
for 7Li to 5 MeV for 48Ti), were also used to detect protons and to determine their number
and maximum energy. The secondary activated targets D2 were slabs 30x30 mm?2 in cross-
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sectional dimensions and 1 to 6 mm in thickness and were installed at the same positions as
the track detectors D1. Thus, either the track detectors D1 or the secondary activated targets
D2 were used in our experiment.

Wi ~
/

Fig. 3. Layout of the experiment: (T) target, (VC) vacuum chamber, (W) vacuum-chamber
window; (M) off-axis parabolic mirror, (LR) laser radiation, (N) normal to the target, (D1)
CR-39 track detectors equipped with aluminum filters, (D2) secondary activated targets
from LiF, Cu, and Ti, (D3, D4) scintillation detectors for gamma radiation, and (D5, D6)
neutron detectors on the basis of helium counters. Detectors D1-D4 and D6 lie in the xy
plane.

Two scintillation detectors D3 and D4 positioned at distances of 4.3 and 3.0 m from the
target, respectively, were used to record hard x-ray radiation. Lead filters 8 cm thick for D3
and 13.5 cm thick for D4 were installed in front of the detectors. The detectors D3 and D4 are
scintillation detectors on the basis of plastic scintillators @5x10 cm in dimension. The
detectors D3 and D4 were used to record hard x-ray photons of energy 0.5 to 10 MeV.

The detectors D5 and D6, which are based on helium counters, were used to determine the
yield of neutrons generated in (p, 1) reactions. The detector D5 was arranged along the
tangent to the target surface at a distance of 25 cm, while the D6 detector was positioned
behind the target at a distance of 60 cm. The detectors D5 and D6 consisted of the following
units: a block of neutron counters on the basis of three CNM-18 helium counters, a voltage
transducer, a signal-selection device, and a power amplifier. The side surfaces of the
detectors D5 and D6 were surrounded by polyethylene 2 cm thick.

The layout of the experimental facility used to study various mechanisms of fast-proton
production is displayed in Fig. 4. As targets, we employed metallic foils from titanium 30
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pm thick (see Figs. 4a and 4b) and a LiF plate 6 mm thick (see Fig. 4c). As the secondary,
activated, target, we took a LiF plate 6 mm thick. In the case presented in Fig. 4c, the
primary target serves as the activated target as well.

a) b) 9]

 — LR i
LR I /LR

|

|

10 mm
Ti 30 - Ti 30 mm
RS 6mm| LIFAN p

10 mm

| P
|
I
= T

Fig. 4. Layout of experiments aimed at studying various mechanisms of the acceleration of
fast protons: (1) acceleration of protons from the front surface of the target toward the laser
pulse, (b) acceleration of protons from the rear surface of the target in the outward direction,
and (c) acceleration of protons from the front surface of the target in the inward direction.

Taking into account the solid angle covered by the detector D5 and its efficiency, we found
that the number of neutrons generated on average in the LiF secondary, activated, target
over 4 sr per laser pulse is 50 in the first case (see Fig. 4a), about 2x103 in the second case
(see Fig. 4b), and about 2x102 in the third case (see Fig. 4c).

The number of fast protons can be estimated by the formula N, = Y,/ (nal;), where Y, is the
yield of neutrons from the reaction 7Li(p, n)7Be, n is the concentration of 7Li atoms in the
target, o~ 60 mb (Youssef et al., 2006) is the cross section for the reaction 7Li(p, n)’Be at
proton energies around 1.9MeV, and [; is the proton braking length in the target. At
distances longer than l;, protons have have energies below the threshold energy of 1.88 MeV,
so that the reaction “Li(p, n)7Be, which leads to neutron production, cannot proceed. Under
the conditions of our experiments, [; 10 pm. Taking into account the yield of neutrons for
the three cases considered here, we ultimately find that the number of accelerated protons
from the front surface toward the laser pulse that have an energy in excess of 1.88 MeV is
107; the number of protons accelerated from the rear surface of the target in the outward
direction is 4x108, while the number of protons accelerated from the front surface in the
inward direction is 4x107. Thus, the results of our experiments have revealed that the
proton-acceleration process occurs most efficiently in the case of proton acceleration from
the rear surface of the target in the outward direction.

This conclusion is also confirmed by the results obtained by measuring the spectra of fast
protons for various mechanisms of their acceleration.

Figures 5 shows the measured spectra of protons for various proton-acceleration
mechanisms. These spectra were obtained both by using track detectors CR-39 equipped
with aluminum filters of various thickness and by using the activation procedure. From
these spectra, it follows that the energy distribution of fast protons corresponds to the
Boltzmann distribution at a temperature of 180 keV for protons accelerated from the front
surface of the target toward the laser pulse, a temperature of 500 keV for protons accelerated
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from the rare surface in the outward direction, and a temperature of 250 keV for protons
accelerated from the front surface of the target in the inward direction.
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Fig. 5. Spectra of protons for various mechanisms of acceleration: (1) acceleration of protons
from the front surface of the target toward a laser ray (Ti, 30 um; T ~ 180 keV); (2)
acceleration of protons from the rear surface of the target in the outward direction (Ti, 30
pum; T~ 500 keV), and (3) acceleration of protons from the front surface of the target in the
inward direction (LiF, 6 um; T = 250 keV). The open circles and triangles represent data from
track detectors, while the closed circles, triangles, and boxes stand for data obtained on the
basis of the activation procedure [p(’Li, 7Be)n, Esr = 1.88 MeV].

Figure 6 shows the results of our experiments aimed at determining the maximum energy of
protons for aluminum targets of various thickness —from 2.5 to 100 pm. These results were
obtained both by using the CR-39 track detectors equipped with aluminum filters of various
thickness and by using the activation procedure. From Fig. 6, one can see that there is an
optimum aluminum-target thickness of 10 um, at which protons of maximum energy 5 MeV
are produced.

We will now compare the experimentally measured maximum energies of protons
accelerated from the front surface of the target in the inward direction (E ~ 2 MeV) and
protons accelerated from the rear surface of the target in the outward direction (E =5 MeV)
with the estimates of the maximum energy of protons subjected to the effect of the
ponderomotive force (Pukhov, 2001),

Epax = 242 -aZmc?, (22)

and in the case of plasma expansion into a vacuum (Zepf et al., 2003; Cowan et al., 2004;
Robson et al., 2007),

Epiax = 22T, In*(@,7). (23)
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At I = 2x108 W/cm?, expression (22) yields the energy value of 1.73 MeV, while expression
(23) leads to 5.1 MeV. These energy values agree reasonably well with experimental data.
We will now discuss the results obtained experimentally for the target-thickness
dependence of the maximum energy of protons accelerated from the rare surface of the
target in the outward direction. From our analysis, it follows that the reduction of the
maximum proton energy at the foil thickness smaller than 10 pm is due to the effect of the
nanosecond prepulse because of the pulse of enhanced spontaneous emission. The
nanosecond prepulse generates shock waves in the foil, which deform the rear surface of the
target, and this leads to a increase in the size of the plasma inhomogeneity at the rear surface
of the target and to a decrease in the energy of protons produced at the rare surface of the
target. The decrease in the maximum proton energy for target thicknesses in excess of 10 pm
is due to the decrease in the energy of electrons as they pass through the target and to the
increase of their angular spread. This in turn leads to a less efficient acceleration of protons
from the rear surface of the target.
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Fig. 6. Maximum proton energy E,vax as a function of the aluminum-foil thickness.

In our paper (Belyaev et al., 2005), experimental data are presented on the generation of fast
ions in a laser picosecond plasma at a laser radiation intensity of 2x1018 W/cm?2. The results
were obtained from Doppler spectra of hydrogen-like fluoride ions. An important
peculiarity of the energy distribution of fast fluoride ions is the slow fall in ion energy to 1.4
MeV. In Fig. 7, the energy distribution of fast fluoride ions is plotted based on the results of
measurements of L, line profile for F IX ion. The solid curves are calculated by the formula

2
d—N~exp _7M(v—vo) (24)
dE 2Ty
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where v is the ion velocity in the observation direction, Mv% /2 = 25 keV, and the
temperature of the fast fluoride ions is Tss = 350 keV.

In addition, using the red shift of the Doppler profile for the L, line it was found that fast
ions move inwards from a target surface. In (Belyaev et al., 2005), the parameters of the
fluoride ion energy distribution were also estimated theoretically.
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Fig. 7. Energy distribution of fast fluoride ions derived from the profile measurements of
Lya line emitted by F IX ion. Top curve corresponds to ions moving towards the target,
while bottom curve refers to ions moving outward from the target.

In our paper (Belyaev et al, 2009) the results of experiments devoted to studying the
excitation of the promising nuclear fusion reactions 6Li(d, a)*He, 3He(d, p)*He, 11B(p, 3c), and
7Li(p, a)*He, along with the standard reaction D(d, n)3He, in picosecond laser plasmas are
presented. For the first time, it was shown that these reactions may proceed at a moderate
laser-radiation intensity of 2x1018 W/cm?, the respective yield being 2x103 to 105 per laser
pulse. A brief survey of the main processes responsible for the generation of fast electrons
and fast ions (protons) at the front surface of the target and for the excitation of nuclear
fusion reactions is given. The calculated and experimental results on the yield from nuclear
fusion reactions in picosecond laser plasmas are compared. The possibilities for optimizing
the yield from the promising fusion reactions excited in femto- and picosecond laser
plasmas are discussed.

4. Relativistic magneto-active laser plasmas

Principal results of investigations of relativistic laser plasmas are presented here. We found

parameters of magnetic fields generated in laser plasma - the amplitude of the magnetic

field, its lifetime, and the increment, the spatial structure. Mechanisms of acceleration of

charged particles have been investigated which are related with considered magnetic fields.

Main peculiarities that determine properties of relativistic laser plasmas are:

1. Electrons interacting with a field of electromagnetic wave can be considered as free
particles.

2. Free electrons in relativistic laser plasmas interact only with an electromagnetic wave.
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3. The conservation laws and motion integrals are valid also in the range of relativistic
laser intensities.

Equations describing quasi-stationary magnetic fields which are generated in laser plasmas

can be derived from the conservation law for generalized momentum:

szvy—EA (25)
c

Here A is the vector-potential of an electromagnetic wave. The relativistic equation of
motion is of the form

d e
—mvy=eE+—-[VxB 26
dt vr=e c[ ) ] (26)

Deleting the intermediate derivations, we present final equations for vortex electron
structures producing magnetic field in laser plasmas:

 =rotv (27)
divV =0 (28)
d—w+rot[me]=0 (29)

dt

B . Lo g
Here @ =—— isa cyclotron frequency for electron rotation in the magnetic field B, and
mey

y=1 7 is the relativistic factor.
1-v / c

These equations mean conservation laws for vortex electron structure: Eq. (27) is the
conservation law for a generalized momentum (25); Eq. (28) is the conservation law for a
number of particles, and Eq. (29) is the conservation law for a magnetic flow, or for an
angular momentum.

It should be noted that these equations allow undamped solutions. In general case solution
of these equations taking into account losses is a difficult mathematical problem knowing as
a problem of magnetic field generation. In particular, explanation of Earth magnetism is a
part of this problem.

Equations (27) - (29) coincide with equations for real potential vortexes in mechanics of
continuum matter which correspond to three Helmholtz theorems (Sedov, 1983).

The potential vortex presents good description of the observed vortex. Uniform rotation is
unfit for description of the observed vortex. The velocity inside the observed vortex is high
and outside of it is small, while the inverse statement is valid for the case of the uniform
rotation. Coincidence of equations for a magnetic field in laser plasmas and for a potential
vortex results in identity of their spatial structures (see Fig. 8).

An electron vortex producing a quasi-stationary magnetic field and their analogous classical
potential vortex can exist only in motion. In general case the transformation of rotational
energy into a translational motion is a relativistic effect. This fact follows from requirement
of relativistic invariance for motion of charged particles; it takes place also at small non-
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relativistic velocities. The expression for the motion integral follows from the equation (26),
taking into account also the Maxwell equations for an electron in the field of an
electromagnetic wave which propagates along the direction n:

1-n-v/c

J1-V2/2

= Const (30)
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Fig. 8a. Vortex lines of moving potential ~ Fig. 8b. Structure of magnetic field produced in
vortex and its cross section laser plasmas

This expression is useful at the consideration of dynamics of relativistic particles in a field of
an electromagnetic wave. For example, if a charged particle (for example, an electron)
rotates with the velocity V in a circularly polarized field of an electromagnetic wave, then
this particle acquires obligatory some velocity along the direction n of the wave
propagation. When V/c = 0, the expression (30) is equal to unity. This value does not change
also for other velocities. Hence, one obtains the next expression for the particle velocity
along the direction of propagation of electromagnetic wave:

V_y-1 ~1+d*-1 1)
¢ 4 V1+a?

/

Here the quantity a is determined by the electromagnetic wave intensity J: 2=0,85 10—18 .

[W/cm2].
Positively charged atomic ions prevent from motion of the considered electron vortex in a
target because of the forces of the Coulomb attraction.
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The requirement of quasi-neutrality results in motion of positively charged atomic ions.
Omitting details of derivations and taking into account the Vlasov equations for a quasi-
neutral two-component plasma and conservation law of the generalized momentum both
for ions and for electrons, we present the final result:

Electrons and ions in relativistic laser plasmas form the one vortex structure - a potential
vortex. This structure moves together with produced electromagnetic fields having the
velocity of an electric drift (at E < B):

V= C[E—?] (32)

Let us remark one peculiarity. The ion velocity and the ion free path are small in the process
of ion motion. Ions are decelerated in a target; then new ions take their place, and finally the
whole vortex structure occurs on the rear side of the target. If I; is the depth for ion
deceleration, the last ions propagate together with electrons producing quasi-neutral
potential plasma vortex.

The drift motion does not produce the electric current and charge separation, since particles
with positive and negative charge drift in the same direction with the same velocity. Thus,
drift produces motion of neutral plasma.

Plasma magnetization results in small divergence of these flows. It is explained by a stability
of vortex quasi-neutral structures as quasi-particles

Some publications report about experimental confirmation of generation of magnetized
toroidal plasma structures. Ring-shaped proton flows with small divergence were observed
(Nakamura & Mima, 2008; Clark et al., 2000). The magnetic field of about 100 MG has been
measured by direct spectral method on large distance (several hundreds of microns) from
the target surface (Belyaev et al., 2004).

Our experiments at the peak laser intensity of 2x1018 W/cm?2 allows us to observe on the rear
side of thin (30 um) titanium target clear ring-shaped structures by the proton detector CR-
39 placed on a distance of 20 mm. Photo of ring-shaped proton structure is presented in Fig.
9a, and proton distributions with the energy of 2.5 MeV are presented in Fig. 9b. The
divergence of the proton beam is ¢i/2 = 14°. Protons with the energy higher than 2.5 MeV
present narrow collimated beam with the divergence angle of ¢/2 = 3°. Inside this narrow
collimated beam with the divergence angle ¢/ = 3° we observed well collimated proton
beams with the divergence angle of ¢, = 0.1°+0.3°.

Note, that drift velocity can increase significantly under condition of development of pinch-
effect up to relativistic values. Respectively, not only electron velocity, but also the velocity
of heavy positively charged atomic ions can increase up to relativistic values (Belyaev,
Faenov et al., 2006).

Deleting the intermediate derivations, we present expressions for lifetime considered
magnetic field:

T=2-5 At (33)
Ae

where ¢ - laser pulse energy, As - losses of an energy for electron vortex structure,

At=2? / D, D - coefficient of Bohm’s diffusion. This lifetime does not depend on duration of
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laser action and can exceed it on one-two order. For this reason the superstrong magnetic
fields generated in laser plasma, term quasistationary.

Increment of the considered magnetic field is equal to the ionization rate @y, which is larger
than the plasma frequency.
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Fig. 9a. The photo of the track detector Fig. 9b. The proton distribution inside the spot for
CR-39 covered by 11 mm Al filter. detector with 11 pm Al (E, > 0.8 MeV). Target Cu

Detector CR-39 shows the tracks of 25 pum. Protons with energy E < 2,5 MeV
protons with energies E, > 0.8 MeV;
@1/, » 14° (cone half angle)

Mechanisms of generating magnetic fields are a subject of numerous investigations
performed in recent years (Tatarakis et al., 2002; Beg et al., 2004; Borghesi et al., 1998).
Various mechanisms for generating a magnetic field in the interaction of intensive laser
radiation with solid targets are described in a number of theoretical works (Stamper, 1991;
Wilks et al., 1992; Bell et al., 1993; Buchenkov et al., 1993; Sudan, 1993; Haines, 1997, Mason
& Tabak, 1998; Krainov, 2003). In particular, they predicted the origin of magnetic fields
with induction of up to 1GG in the dense plasma produced during the interaction process.
These fields are localized near the critical surface, where the laser energy is mainly
absorbed. The arising magnetic fields noticeably affect the dynamics of laser plasma. The
principal mechanisms of generating quasistatic magnetic fields were considered: (1)
different directions of the temperature and plasma density gradients; (2) the flux of fast
electrons accelerated by ponderomotive forces in the longitudinal and transversal directions
with respect to the direction of laser pulse propagation, and (3) the collisionless Weibel
instability (Weibel, 1959).

Measurements of superstrong quasistatic magnetic fields in laser plasma and their
theoretical interpretation have been discussed in more detail in our article (Belyaev et al.,
2008).

Measurements of magnetic fields in plasma by various independent methods are very
important for both proving the existence of such fields and determining their spatial
structure (topology). For this purpose, we measured the profiles of X-ray spectral lines of
hydrogen-like fluoride ions in laser plasma with a radiation intensity of 107 W/cm?2 and
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pulse duration of 1 ps (Belyaev et al., 2004). The structure observed is characterized by
distinct dips and peaks on the spectral line profiles (see Fig. 10). These features can be
explained by invoking a conception of the strong turbulent noise that develops in the
superstrong magnetic field generated in laser plasma.
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Fig. 10. Comparison of experimental (thin curves) and theoretical (thick curves) profiles for
the Ly, line of F IX ion: (a) the experiment was performed at Ij;s = 2x1017 W/cm?, and
calculation was made at T; = 100 eV, n, = 1020 cm-3, @ = 7x10% s-1, Eg = 4x108 V/cm; (b) the
experimental ;s = 3x107 W/cm?, and the calculation was done at T; = 100 eV, n, = 2x1020
cm3, =105 s, and Ey = 6x108 V/cm.

5. Conclusion

The above-described mechanisms for accelerating electrons and ions to a greater or lesser
degree comply with up-to-date concepts on the generation of fast particles in laser plasma.
According to these concepts, the energy of an initial laser pulse is converted to the energy of
electron motion. The mechanisms for such energy conversion are mainly related to (1) a
ponderomotive potential; (2) a phase interruption of electron oscillations in the laser wave
due to various mechanisms, among which the main one is electron ejection beyond the
sharp boundary of a target (vacuum heating), and (3) various resonance mechanisms where
the electron motion is at resonance with plasma waves (wake-field resonance absorption or
acceleration) or the cyclotron or betatron oscillation of an electron in the channel produced
by laser radiation in the presence of a magnetic field. Ion acceleration in this case is a
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secondary effect mainly caused by the electric fields of the spatial charge produced when
fast accelerated electrons are separated from ions. The detailed distribution of such fields
substantially depends on the target thickness, which makes a difference in the ion
acceleration at the front and rear target surfaces.

As a whole, particle acceleration is characterized by the multifactor character of the
parameters involved. Such parameters are the intensity, frequency, and duration of the laser
pulse; the contrast, which determines pre-plasma parameters; the thickness and structure of
the target; the presence of magnetic fields, and some other factors. By combining these
parameters, one can reach the optimal (in certain limits) conditions of particle acceleration.
There is a wide range of various applications of such laser-driven accelerators, starting from
fundamental investigations concerning nuclear processes for isotope production, to the
initiation of thermonuclear reactions using laser setups that are quite small in size compared
to standard accelerators, and ending by particular applications such as sources of proton
radiation for medical purposes.

Nevertheless, there are a sufficiently large number of problems to be solved related to
particle acceleration. These are, for example, ion beam focusing and annular structures
arising in the beam. In electron acceleration, the problem of forming a monoenergetic beam
of fast electrons with a maximum energy has not yet been solved.

As far as the generation of super-strong magnetic fields is concerned, the main problems are
determination of their lifetime and topology. Experimental results definitely indicate that
the lifetimes of magnetic fields are considerably longer (by orders of magnitude) than the
laser pulse duration.

From our point of view, this is direct evidence that long-living magnetic configurations exist
in laser plasma. This is also confirmed by investigations into the dynamics of pinch
structures in irradiating wire targets by laser pulses. The topology and dynamics of such
structures are, as was noted above, in surprisingly good agreement with those obtained
under the pulse action of mega-ampere currents.

It is clear that the presence of high-intensity fast particles and magnetic fields in plasma, in
addition to the specific features of particle acceleration mentioned above, should result in
numerous instabilities arising in plasma. This is directly illustrated by the results mentioned
above on measuring the profiles of spectral lines for multiply charged ions. Profile
irregularity is indicative of the existence of intense electrostatic oscillations possessing
definite frequencies and intensities. Thus, in view of all the specific features mentioned
above, one can conclude that in the case of ultra-short laser pulses we are dealing with
magneto-active turbulent plasma, numerous properties of which are not clear presently.
Nevertheless, it is possible to choose sufficiently optimal conditions for generating high-
energy charged particles in such plasmas.
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1. Introduction

Progress in the technology of optical pulse amplification (Herrmann et al., 2009; Ross et al.,
2000; Spence et al., 1991; Strickland & Mourou, 1985) has made sub-50 fs pulse length, 0.1-10
Hz repetition rate, multi-terawatt (TW) lasers available to university-scale laboratories. These
new instruments, accessible to a large community of researchers, revolutionized experiments
in relativistic nonlinear optics (Mourou et al., 2006), and enabled the compact design of
plasma-based particle accelerators (Esarey et al., 2009; Tajima & Dawson, 1979). Owing to
continuous improvements in laser systems and gas target technology (Semushin & Malka,
2001; Spence & Hooker, 2001), stable generation of well-collimated, quasi-monoenergetic,
hundred-megaelectronvolt (MeV)-scale electron beams from millimeter to centimeter-length
plasmas has become experimentally routine (Brunetti et al., 2010; Faure et al., 2006; Hafz et al.,
2008; Leemans et al., 2006, Maksimchuk et al., 2007; Malka et al., 2009; Mangles et al., 2007;
Osterhoff etal.,, 2008). These beams have been used for a broad range of technical
and medical physics applications — y-ray radiography for material science (Glinec et al.,
2005; Ramanathan et al., 2010), testing of radiation resistivity of electronic components
used in harsh radiation environments (Hiddingetal., 2011), efficient on-site production
of radioisotopes (Leemans et al., 2001; Reed et al., 2007), and radiotherapy with tunable,
high-energy electrons (DesRosiers et al., 2000; Glinec et al., 2006; Kainz et al., 2004). Their
unique properties — femtosecond (fs)-scale duration and multi-kiloampere current (Buck et al.,
2011; Lundh et al., 2011) — are clearly favorable for ultrafast science applications, such as
high-energy radiation femtochemistry (Brozek-Pluska et al., 2005), spatio-temporal radiation
biology and radiotherapy (Malka et al., 2010), and compact x-ray sources (Fuchs et al., 2009;
Grtiner et al., 2007; Hartemann et al., 2007; Kneip et al., 2010; Pukhov et al., 2010; Rousse et al.,
2007; Schlenvoigt et al., 2008). The current record of accelerated electron energy is close
to one gigaelectronvolt (GeV) (Clayton etal., 2010; Froulaetal., 2009; Kneip et al., 2009;
Leemans et al., 2006; Liuetal., 2011). Furthermore, ongoing introduction of sub-150 fs,
compact, high repetition rate petawatt (PW) lasers (Aoyama et al., 2003; Gaul et al., 2010;
Hein et al., 2006, Korzhimanov etal., 2011; Sung etal., 2010) opens possibilities beyond
the GeV energy frontier (Gorbunov etal.,, 2005; Kalmykov etal., 2010a; Luetal., 2007;
Martins et al., 2010), enabling further steps towards practical designs of high-brightness x-
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(a) Normalized electron density (b) Accelerating gradient, —E, (in GV/cm)

Fig. 1. Electron density bubble driven by the 70 TW laser pulse in a plasma of density

o = 6.5 x 1018 em 3 (cf. Fig. 3(d.1)). The laser pulse (not shown) is centered at z ~ ct and
propagates in the direction indicated by the arrow. The wake bucket (plot (a)) is devoid of
electrons; the peak of electron density at its rear is well above the cutoff value 101g. The
accelerating gradient (plot (b)) reaches 11.5 GV/cm at the rear of the bucket.

and <y-ray sources and compact high energy physics particle colliders (Schroeder et al., 2010).
Success of these applications critically depends on high collimation and low energy spread
of the multi-GeV beams. Presently, however, laser-plasma accelerators (LPAs) produce
GeV-scale electrons with polychromatic energy distributions spanning from a few MeV to the
maximum energy observed; sometimes with a quasi-monoenergetic feature at the high-energy
end (Clayton et al., 2010; Froula et al., 2009; Kneip et al., 2009; Liu et al., 2011). In this Chapter,
we explore the relationship between the electron beam quality and the nonlinear evolution
of the accelerating structure — a three-dimensional (3-D) bucket of a strongly nonlinear, fully
electromagnetic (EM) plasma wake — and propose dynamical scenarios to help reduce electron
energy spread and suppress the poorly collimated polychromatic background.

In a modern LPA experiment, the ponderomotive force of a focused pulse produces a full
cavitation of the surrounding electron fluid. All plasma electrons facing the pulse are expelled
by the radiation pressure (whereas fully stripped ions remain immobile). Fields due to this
charge separation attract bulk electrons to the axis, and their trajectories overshoot. The
resulting closed cavity of electron density (the “bubble” (Pukhov & Meyer-ter-Vehn, 2002))
surrounded by a dense shell (sheath) of relativistic electrons encompasses the pulse and
guides it over many Rayleigh lengths until depletion (Lu et al., 2007; Mora & Antonsen, 1996).
Figure 1 presents one example of such fully cavitated bucket.

The bubble is a high-quality 3-D EM accelerating structure. Its longitudinally uniform
but radially linear focusing gradient implies strict conservation of normalized transverse
emittance. In addition, the accelerating field is radially uniform, which helps mitigate
longitudinal emittance dilution (Luetal., 2006; Rosenzweigetal.,, 1991). The bubble
propagates with the group velocity of laser pulse in the plasma, which in a linear
approximation can be expressed as vg = c(1 — 7, 2)1/2 where c is a speed of light in vacuum,

and yg = wo/wpe > 1 (here, wy is the laser frequency, wp, = (47‘[627’10 / me)l/ 2is the Langmuir

electron frequency, m, is the electron rest mass, g is the background electron density, and e is
the electron charge). Therefore, even with the Lorentz factor ¢ approaching 100, the bubble
remains a “slow” accelerating structure capable of trapping initially quiescent electrons from
the ambient plasma (Kalmykov et al., 2010a; Lu et al., 2007; Martins et al., 2010). Single-shot
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optical diagnostics, such as second harmonic generation from the sheath (Gordon et al., 2010;
Helle et al., 2010) and frequency-domain holography/shadowgraphy (Dong et al., 2010a;b),
show a direct correlation between the generation of collimated electron beams and bubble
formation. Also, the moment of injection can be precisely identified (Thomas et al., 2007a).
Electron self-injection greatly simplifies the experimental design enabling a single-stage
acceleration with considerable flexibility in beam parameters.

The bubble shape and potentials are determined by the electron flow surrounding the
cavitated area. The majority of electrons slip behind the bubble within a time interval close
to the period of plasma oscillations, 7, = 27/wp,. This means that the bubble, on the
whole, is a quasistatic structure (Lu et al., 2006; Mora & Antonsen, 1996). At the same time,
the sheath electrons, exposed to the highest fields and preaccelerated to relativistic energies,
stay with the bubble much longer (Kalmykov et al., 2011b). If the quasistatic bubble expands
during their slippage time (satisfying semi-empirical condition discussed in section 2.1), the
sheath electrons can penetrate into the bubble near its rear, synchronize with it (i.e. obtain the
longitudinal momentum p|| = 7gm.c), and then travel inside the cavity, continuously gaining
energy (Kalmykov et al., 2011b). Diffraction of the driving laser pulse is usually sufficient to
cause this kind of dynamic behavior (Kalmykov et al., 2009; Xu et al., 2005). Therefore, the
quality of accelerated beam, sensitive to the details of self-injection process, appears to be tied
to the self-consistent optical evolution of the driver.

Accelerated electrons eventually outrun the slow bubble. They exit the accelerating phase
within a time interval t; = L;/c, where L; = (2/ 3)7§Rb is the dephasing length, and Ry, is
the bubble radius. Acceleration until dephasing maximizes the energy gain, yielding Emax ~
0.0857§(kpr)2 MeV, where k;, = wpe/c (Luetal., 2007). Numerical simulations presented
in this Chapter correspond to 75 ~ 16, kyR), ~ 5, yielding Ly ~ 1.7 mm and Emax ~ 550
MeV. In strongly rarefied plasmas, such as vg > 3kpR; /4, dephasing takes many Rayleigh
lengths (this estimate implies that the laser pulse spot size approximately equals to the bubble
radius). To propagate the pulse over this distance in a uniform background plasma, majority
of modern experiments rely on a combination of relativistic and ponderomotive self-guiding
(Hafizi et al., 2000; Ralph et al., 2009). The following dynamical scenario is usually the case.
Upon entering the plasma, the pulse with P/P; > 1 and 1, < T self-focuses until full
electron cavitation is achieved, and the charge-separation force of an electron density channel
(bubble) balances the radial ponderomotive force; the pulse is then guided until depletion
(here, Poy = 16.292 GW is the critical power for relativistic self-focusing (Sun et al., 1987)).
The condition of the force balance matches the peak vector potential of the pulse (normalized
to mec?/|e|) to the bubble radius as asg ~ (kpRy/ 2)2 > 1 (Luetal,, 2007). Even though the
bubble is a natural attractor for the relativistic laser-plasma dynamics (Gordienko & Pukhov,
2005), both transient dynamics before the onset of self-guiding (Kalmykov et al., 2010a) and
the laser evolution during the self-guiding (Froula et al., 2009; Kalmykov et al., 2010a; 2011b;
Kneip et al., 2009; Oguchi et al., 2008) may cause unwanted additional electron injection
(dark current), degrading the beam quality. The lack of balance between the light pressure
and charge-separation force makes the pulse spot size oscillate (Kalmykov etal., 2010a;
Oguchi et al., 2008); self-steepening (Vieira et al., 2010) and depletion (Decker et al., 1996)
gradually turn the pulse into a relativistically intense piston (Kalmykov et al., 2011b); and
relativistic filamentation (Andreev et al., 2007; Kalmykov et al., 2010a; Thomas et al., 2007b;
2009) distorts the transverse profile of the pulse. Resulting deformations of the bubble,
to which self-injection is extremely sensitive (Kalmykov et al., 2010b; 2011b), lead to the
rapid degradation of electron beam quality (Froula et al., 2009; Kalmykov et al., 2010a; 2011b;
Kneip et al., 2009; Martins et al., 2010). Novel optical diagnostics, such as frequency-domain
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streak cameras (Dong et al., 2010b; Li et al., 2010; 2011), allow capturing the details of bubble
evolution and associating them with the final quality of electron beam in a given experimental
shot, providing necessary feedback for the real-time optimization. The combined effort of
theory and experiment should thus be aimed at suppressing dark current through a proper
optimization and control of laser pulse evolution without complicating the experimental
design (ideally, involving a single laser pulse and a single gas target).

It has been understood that to reduce the nonlinear effects and stabilize the bubble during
the pulse self-guiding, it is necessary to work with matched PW-class pulses in low-density
plasmas, g > 35 (Lu et al., 2007). At even lower densities, g > 100, initial mismatching of
the pulse (e.g. over-focusing) helps enforce and control the injection (Kalmykov et al., 2010b;
2011a). With P ~ 10P, and 71, < T,/2, the initially over-focused laser diffracts, the bubble
expands, and electrons are injected continuously. When self-guiding sets in, the bubble
stabilizes, and self-injection terminates. Secondary injection into the same bucket remains
suppressed, and low-energy tails do not develop in the electron spectra. Electrons injected
during the period of expansion travel deep inside the bucket and are continuously accelerated.
At the same time, electrons injected late are located in the region of the highest accelerating
gradient. They rapidly equalize in energy with earlier injected particles. Thus, a nanocoulomb
(nC), quasi-monoenergetic bunch forms long before dephasing (Kalmykov et al., 2009; 2010b;
2011a). It can be further accelerated without emittance dilution, reaching multi-GeV energy
near dephasing, keeping a few percent energy spread and a few mrad divergence. By varying
plasma density and/or laser focusing geometry, one can control initial mismatching, changing
the system behavior during the brief initial transient stage, thus precisely controlling the
charge and emittance (Kalmykov etal., 2011a). High optical quality of the PW pulse is
critically important for the realization of this scheme (Kalmykov et al., 2010a; Wang et al.,
2011).

With a higher power ratio, P/P;; > 10, and/or longer pulse, 7, > T,/2, the described
above scheme becomes compromised (Kalmykov et al., 2010a). The length of the transient
stage increases, giving rise to multiple oscillations of the laser spot size and periodic
injection (Kalmykov et al., 2010a), resulting in polychromatic electron energy distributions
(Martins et al., 2010). At higher plasma densities, 7g < 20, longitudinal deformation of the
pulse becomes another source of the dark current (Kalmykov et al., 2011b). The leading edge
of the pulse that pushes away plasma electrons rapidly accumulates frequency red-shift, and
group velocity dispersion concurrently compresses the pulse (Fang et al., 2009; Faure et al.,
2005; 2006; Pai et al., 2010; Vieira et al., 2010). Concomitant depletion of the leading edge
further enhances the self-steepening effect (Decker et al., 1996; Lu et al., 2007). Initially smooth
driver thus turns into a relativistically intense “piston”, or a “snow-plow” that pre-accelerates
and compresses the initially quiescent electron fluid. A large charge separation immediately
behind the piston results in sheath electrons receiving strong longitudinal kick, increasing
their inertia, and delaying their return to the axis. As a result, the bubble elongates,
and massive, uninterrupted self-injection follows (Froula et al., 2009; Kalmykov et al., 2011b;
Kneip et al., 2009). In spite of high injected charge, this scenario remains the same in both
quasistatic and fully explicit, 3-D EM particle-in-cell (PIC) simulations (Kalmykov et al.,
2011b). Beam loading (Rechatin et al., 2010; Tzoufras et al., 2009) becomes important only
in the final stage of this process. Notably, in this situation, transverse matching of
the pulse precludes neither periodic nor continuous injection (Martins et al., 2010), and
thus does not help improve the beam characteristics. However, the dark current-free
acceleration can be achieved even in these unfavorable regimes. Giving up acceleration until
dephasing, and limiting the plasma length to one cycle of laser waist oscillation results in a
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quasi-monoenergetic beam formation (Hafz et al., 2011; Kalmykov et al., 2009). This approach
does not maximize electron energy and thus does not optimize the accelerator performance.
However, high-quality, a few-hundred MeV electron beams with tunable parameters can be
produced, which is valuable for applications. In addition, as we show in section 3, using a
broad bandwidth, negatively chirped pulse may help compensate for the nonlinear red-shift
and delay formation of the relativistic piston, thus reducing the amount of dark current.

In this Chapter, we elucidate the intrinsic connection of electron injection with the laser pulse
optical evolution and demonstrate the mechanism of monoenergetic electron beam formation.
We also discuss adverse scenarios of the pulse evolution leading to the continuous injection,
and propose ways to mitigate them. To examine electron injection during various stages of
laser pulse evolution in a single numerical experiment, we use two complementary simulation
approaches. In section 2, we explain the physics, and develop the conceptual framework of
the problem using the quasistatic, cylindrically symmetric, fully relativistic PIC code WAKE
(Mora & Antonsen, 1997). A fully 3-D, non-averaged, dynamic test electron tracking module
incorporated in WAKE (Kalmykov et al., 2009; Malka et al., 2001) emulates the non-quasistatic
response of initially quiescent electrons to a high-frequency quasi-paraxial laser field and
slowly varying EM plasma wakes. In section 2.5 we validate the test-particle results in a
full 3-D PIC simulation using the code CALDER-Circ (Lifschitz et al., 2009).

The formation of a quasi-monoenergetic electron bunch during one period of laser spot
oscillation is the subject of sections 2.1, 2.2, and 2.3. By analyzing quasistatic trajectories
and using the results of test electron tracking in section 2.1, we identify precisely the
injection candidates, collection volume, and evaluate the minimal bubble expansion rate
for the initiation of self-injection. Formation of the quasi-monoenergetic beam during one
period of the bubble size oscillation is described in section 2.2. Results of section 2.3 show
that self-injection and subsequent acceleration of an electron require initial reduction of its
moving-frame Hamiltonian. Laser pulse self-compression and resulting continuous injection
are considered in section 2.4. In section 2.5, we validate the self-injection scenarios discussed
in sections 2.1 — 2.4 in a CALDER-Circ simulation. We find that the test-particle modeling
correctly identifies physical processes responsible for the initiation and termination of
self-injection. Using our fast simulation toolkit (WAKE with test particles) and CALDER-Circ
code, we explain in section 3 that laser self-compression and concomitant continuous injection
can be suppressed by using a negatively chirped, broad bandwidth driver pulse. In section 4
we summarize the results and point out directions of future work.

2. Self-injection scenarios in the blowout regime

We study self-injection and acceleration of electrons until dephasing in a standard regime
of LPA experiments at the University of Nebraska (Ramanathan et al., 2010). We examine
various scenarios of injection and relate them to nonlinear dynamical processes involving
the laser pulse. The quasistatic behavior of the bulk plasma makes it possible to
elucidate the physics of self-injection using a conceptually simple and computationally
efficient toolkit: a fully relativistic 3-D particle tracking module built into the cylindrically
symmetric time-averaged (over w 1) quasistatic PIC code WAKE (Mora & Antonsen, 1997).
WAKE uses an extended paraxial solver for the slowly varying laser pulse envelope,
which preserves the group velocity dispersion in the vicinity of the carrier frequency and
calculates precisely radiation absorption due to the wake excitation. Electron response to
the time-averaged ponderomotive force is calculated assuming that all plasma electrons
(macroparticles) eventually fall behind the bubble. This approach, termed the quasistatic
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approximation (QSA), tremendously speeds-up the simulation, enabling serial runs and
extensive parameter scans using small workstations. On the other hand, neglecting the
long-term contribution of near-luminous-speed macroparticles traveling with the bubble
prohibits self-consistent modeling of electron self-injection and trapping. To simulate
self-injecton without compromising computational efficiency, we use test particles. The
test-particle module is fully dynamic, making no assumption of cylindrical symmetry, and is
not time-averaged. In particular, it takes into account the interaction of test electrons with the
non-averaged, linearly polarized laser field with non-paraxial corrections (Quesnel & Mora,
1998). To capture the laser pulse interaction with non-quasistatic background electrons (and
thus to model self-injection into non-stationary quasistatic wakefields), a group of quiescent
test electrons is placed before the laser pulse at each time step. In this way, electron
self-injection associated with bubble and driver evolution is separated from the effects brought
about by the collective fields of the trapped electron bunch, i.e. from effects due to beam
loading. This simulation approach allows us to fully characterize the details of self-injection
process and relate them to the evolution of the laser and the bubble using a non-stationary
Hamiltonian formalism (Kalmykov et al., 2010b; 2011b).

In the simulation, a transform-limited, linearly polarized Gaussian laser pulse with a full
width at half-maximum in intensity 7, = 30 fs and central wavelength Ay = 0.805 ym is
focused at the plasma border (z = 0) to a spot size ry = 13.6 um, and propagates towards
positive z. The plasma has a 0.5 mm linear entrance ramp followed by a 1.7 mm plateau. The
length of the plateau is equal to the dephasing length. Plasma density, g = 6.5 x 10! cm~3,
corresponds to yg = wp/wpe ~ 16.3. The laser power is 70 TW, which yields P/ Py = 16.25, a
peak intensity at the focus 2.3 x 10'° W/cm?, and normalized vector potential ag = 3.27. The
WAKE simulation uses a grid dr ~ 0.1k;j1 ~ 0.21 ym, with 30 macroparticles per radial cell,

d¢ = dr/3 (where ¢ = z — ct), and time step dt = dz/c ~ 1.325w0’1.

2.1 Injection candidates, collection volume, and minimal expansion rate to initiate injection
Upon entering the plasma, the laser pulse self-focuses and reaches the highest intensity at
z ~ 0.8 mm. Full blowout is maintained over the entire propagation distance. Bubble
expansion and electron injection begin soon after the laser pulse enters the density plateau.
The wakefield potential, time-averaged (over w 1) Lorentz forces, electron density, and
sample trajectories of macroparticles r;(&) are shown in Fig. 2 for the fully expanded bubble
after 1 mm of propagation (cf. position (2) of Fig. 3).

The quasistatic electron density and number density of non-quasistatic test particles in (7, {)
space are strikingly similar in Fig. 2(c). Thus, even though the macroparticles cannot be
trapped, analysis of their trajectories helps identify the injection candidates, and specify
the scenario of bubble evolution favorable for injection. This analysis also provides precise
estimates of the collection volume and the bubble expansion rate necessary to initiate the
injection. Each macroparticle can be put into one of three clearly defined groups [color coded
in Figs. 2(d) — 2(f)]. The majority of electrons, viz. those expelled by the radiation pressure
(black) and those attracted from periphery to the axis (green), are passing. They fall behind
the bubble roughly within a time interval 7, = L;/c (where L, ~ 2R}, is the bubble length).
The bulk plasma electrons thus obey the QSA restrictions exceptionally well, which enables
precise WAKE modeling. Sheath electrons (red) are different; they may travel with the bubble
over a long distance. Figure 2(e) shows that their slippage time,

Ly d
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Fig. 2. Fully expanded bubble from the WAKE simulation (cf. position (2) of Fig. 3). Solid
white and dashed red contours in panels (a-d) are the iso-contours of laser intensity at
exp(—2) of the peak (the pulse propagates to the right). (a) Wake potential ® = ¢ — A; in
units mec?/ le|. (b) Focusing (—E, + By, top) and accelerating (—E., bottom) Lorentz forces (in
GV/cm). (c) Top: the quasistatic electron density (in cm—3). Bottom: radial positions of
non-quasistatic test electrons. Red markers are the test particles with ¢ > 75 = 16.3. (d)
Trajectories () of the quasistatic macroparticles. Green and black trajectories correspond to
passing electrons. Red trajectories correspond to sheath electrons — injection candidates. (e)
Normalized slippage time as a function of the impact parameter, Rimp = (¢ > c7). (f)
Longitudinal (p;, solid line) and transverse (p,, dashed line) momenta of macroparticles at
the rear of the bubble (the point of trajectory crossing). Sheath electrons have the largest
slippage time, and become relativistic before crossing the axis. The yellow dashed curve in
panels (a—c) is a trajectory of the macroparticle with the greatest slippage time (“the
innermost electron”). (g) Impact parameters of test electrons from panel (c) vs energy.

significantly exceeds 1;, (here, { = —¢, and { = L;, ~ 18 um is the coordinate of the rear of the
bubble). A yellow broken line in Figs. 2(a) — 2(c) shows the trajectory of the macroparticle with
the largest slippage time, Ty, ~ 4.27;,. Figure 2(d) indicates that the sheath electrons originate
from a hollow cylinder with a radius close to the laser pulse spot size. While slipping through
the structure, they are exposed to the highest wakefields. At the rear of the bubble, they are
strongly pre-accelerated in both longitudinal and transverse directions: Fig. 2(f) gives p; max ~
21mec > ygmec, and |prmax| =~ 4me.c. The large longitudinal momentum of these electrons
makes them the best injection candidates; their promotion to fully dynamic macroparticles
may result in their self-injection and acceleration (Morshed et al., 2010).

Longitudinal synchronization of sheath electrons, p; > 7gmec, is necessary and, in high-
density plasmas (such as g ~ kjRp), also sufficient for their injection (Kostyukov et al., 2009).
In the opposite limit of strongly rarefied plasmas, g > 10k, R}, the sheath electrons do not
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Fig. 3. Electron injection into the oscillating bubble. (a) Peak laser intensity (red) and length
of the accelerating phase Ly ph. (black) vs propagation distance; Ly ph. is the distance
between the positions of zero and peak accelerating gradient on axis — see Fig. 4(b). Panels
(b) and (c): energy of test electrons vs their initial longitudinal (b) and radial (c) positions
after one period of bubble size oscillation (cf. position (3) of panel (a)). (d.1) — (d.3)
Quasistatic electron density in cm 3 (color map) and number density of non-quasistatic test
particles (dots) corresponding to the positions (1) — (3) of the plot (a) (labeled accordingly).
Red contour is an iso-contour of laser intensity at exp(—2) of the peak. Data from positions
(1) — (3) are used to describe the process of monoenergetic electron bunch formation in Fig. 4.

synchronize with (and thus cannot be injected into) a non-evolving bubble (i.e. depending
on variables ¥ and ¢ only); in this case, evolution of the bucket is vital for self-injection
(Kalmykov et al., 2009; 2010a;b; 2011a). In the intermediate regime with 75 ~ 3.5k, R;
(which is the focus of this Chapter), longitudinal synchronization appears to be insufficient
for injection. The sheath electrons crossing the axis have relativistic transverse momenta, and
thus tend to exit the cavity in the radial direction. Such electrons have been earlier observed in
the laboratory in the absence of any noticeable trapping (Helle et al., 2010; Kaganovich et al.,
2008). To be injected (i.e. return to axis), the injection candidates must be confined into a
focusing cavity after crossing the axis. To this effect, the bubble must continuously expand,
changing its size by an appreciable fraction during the electron transit time Tqiip- Energetic
sheath electrons can then outrun the boundary of the bubble and stay inside long enough
to both synchronize longitudinally and make a U-turn transversely. To separate the most
energetic electrons from the sheath, elongation of the bubble over the slippage time has to
exceed the sheath thickness Ay}, at the rear of the bucket (Kalmykov et al., 2010b; 2011b),

ALy = Ly(t + Tqip) — Lp(t) = Agn, 2
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Fig. 4. Phase space rotation and formation of a quasi-monoenergetic bunch (Kalmykov et al.,
2011b). (a) Phase space rotation of injected test electrons. Longitudinal phase space is shown
at the positions (1)—(3) of Fig. 3(a). (1) Injection begins. (2) The bubble is fully expanded,
injection stops, and phase space rotation begins. (3) The bucket slightly contracts. Electrons
injected lately equalize in energy with those injected earlier. Quasi-monoenergetic bunch
forms. Test electrons are color coded according to Hyr < 0 (red), 0 < Hpr < 1 (green),
Hpr > 1 (black). (b) Axial line-outs of the accelerating gradient (in GV/cm). (c) Hyr vs
energy gain for the fully expanded (2) and contracted (3) bubble.

where the parameter Ay, has to be found empirically from simulations. For the fully expanded
bubble of Fig. 2, AL, ~ 3Agq, ~ 0.5 um (the estimate obtained using Fig. 3(a)), which is
sufficient to maintain the injection. Indeed, a group of test particles accelerated to v > 7g
(red markers) can be seen at the base of the bubble in Fig. 2(c). Figure 2(g) indicates that,
in agreement with earlier studies (Pukhov et al., 2010; Tsung et al., 2006; Wu et al., 2009), only
electrons with impact parameters such that they enter the sheath are collected and accelerated.
And, the condition (2) always holds, sometimes rather closely, when self-injection occurs in
low-density plasmas, yg > 65 (Kalmykov et al., 2009; 2010a;b; 2011a).

All accelerated electrons in Figs. 2(c,g) are collected from a cylindrical shell with thickness
AR ~ 2 pm and radius close to the laser spot size, R,y =~ 8 ym. The length of this
hollow cylinder equals to the interval of bubble expansion from Fig. 3(a), Azexp ~ 400 pm.
This collection volume contains 2.6 x 10'! electrons — injection candidates (42 nC charge). To
calculate the injected charge correctly, one has to take into account the self-fields of both sheath
and recently trapped electrons near the base of the bubble, making resort to the fully kinetic
simulations (Kalmykov et al., 2011b; Morshed et al., 2010). 3-D PIC simulation of section 2.5
shows that only 0.5% of particles from the collection volume are actually injected. Injection
from a very narrow range of impact parameters, together with low collection efficiency in
realistic PIC modeling, makes massive self-injection during the slippage time very unlikely.
Injected particles thus remain the minority, and their contribution to the bubble evolution is
insignificant. This justifies the quasistatic treatment of the plasma electrons making up the
accelerating structure, and validates the test-particle model of self-injection process.

The background plasma is never perfectly uniform in the laboratory experiment. Localized
density depressions, which may naturally occur in gas jet targets, can also cause electron
self-injection (Hemker et al., 2002; Suk et al., 2001). Even if the driver evolution is negligible
(as in the beam-driven case (Lu etal., 2006; Rosenzweig et al., 1991)), the bubble crossing
a density down-ramp necessarily expands; if the ramp is longer than a slippage distance,
Lramp > cTsﬁp, then the bubble evolution is slow, and Eq. (2) applies. The bubble length

in the non-uniform plasma is Ly(z) = x(271/kpo)/+/7ie(z), where the parameter k ~ 1 is



122 Femtosecond-Scale Optics

determined empirically from simulations. Assuming a power-law density profile, 7i.(z) =
ne(z)/ng = 1 — A[(z — zin)/ Lramp]®, where fi(z < zjn) = 1, and 7ie(z > zin + Lramp) =
1—A <1, and substituting z — zin = Ty, into Eq. (2), we find the relation between the
length of the ramp Lyamp and density depression A necessary to incur injection: Liamp <
cTgip [AxTT/ (kpoAsh)]l/ . Using parameters of the bubble from Fig. 2, we find that a linear
down-ramp with a 10% density depression may produce self-injection if Lyamp < 0.47 mm. If
the plasma density is more homogeneous than that, the self-injection into the bubble can be
enforced by the pulse evolution only.

2.2 Self-injection into an oscillating bubble: formation of quasi-monoenergetic collimated
electron beam
The first period of bubble size oscillations is displayed in Fig. 3. Figure 3(d.1) shows the bubble
and the laser pulse at the beginning of bubble expansion (cf. position (1) of Fig. 3(a)); Fig. 3(d.2)
at the end of expansion (cf. position (2) of Fig. 3(a)); and Fig. 3(d.3) at the end of oscillation
period (cf. position (3) of Fig. 3(a)). The laser pulse entering the density plateau at z = 0.5
mm is longer than one-half of the electron plasma period, 7, ~ 0.77y. Its head, residing in
an incompletely evacuated nonlinear channel, remains guided with an almost invariant spot
size, r(§ ~ 0) ~ 6.5 ym, whereas the tail, confined within an evacuated bubble, is strongly
mismatched. Beating of the mismatched tail, causing alternating expansion and contraction
of the bubble, are clearly seen in progression from Fig. 3(d.1) to 3(d.3).
Figure 3(a) shows that bubble expansion starts near the edge of the density plateau and
continues until z &~ 1 mm. The bubble expands by 14% of its size over a 400 ym distance
(~ 20 bubble lengths). Injection of non-quasistatic test electrons continues uninterrupted
during this stage, and, as is clear from Fig. 4(a), their momentum distribution is continuous.
Contraction of the bubble between z = 1 and 1.25 mm extinguishes injection and truncates
the bunch: electrons injected at the very end of expansion are expelled. Particles remaining in
the bucket are further accelerated. At this stage, the bunch becomes quasi-monoenergetic.
According to Fig. 4(b), the longitudinally nonuniform, co-moving accelerating gradient
changes insignificantly during the contraction. The tail of the bunch, constantly exposed
to the highest gradient, equalizes in energy with earlier injected electrons (cf. position (3)
of Fig. 4(a)). This rotation of longitudinal phase space, responsible for the formation of a
quasi-monoenergetic bunch long before dephasing, is clearly different from that discussed
in literature (Tsung et al., 2006). According to Figs. 3(b) and (c), electrons remaining in the
bucket at the end of bubble contraction are collected during the interval of bubble expansion
from a cylindrical shell with the radius close to the laser spot size. They form the bunch with
the energy E = 360f§8 MeV and 4.3 mrad divergence. Therefore, limiting the plasma length to
a single period of the bubble size oscillations gives a quasi-monoenergetic, collimated electron beam
(Hafz et al., 2011; Kalmykov et al., 2009).

2.3 Evolution of test electron Hamiltonian during injection

WAKE calculates all potentials directly, which makes the Hamiltonian analysis of test particle
tracking straightforward. Using the definitions of normalized momentum p = p/(m.c), wake
potential ® = |e|(¢ — A;)/(m,c?) (where ¢ is a scalar potential, and A, is the longitudinal
component of vector potential), envelope of the laser vector potential a = |e|a/ (m,c?), and
Ye = (14 p? + a2/2)'/2, we introduce the normalized time-averaged moving-frame (MF)
Hamiltonian Hpr(r,z,&) = e+ ® — pz. For the quasistatic macroparticles, Hyr = 1
(Mora & Antonsen, 1997). Test electrons (which are not assumed to be quasistatic) move
in explicitly time-dependent potentials; hence, Hpr changes in the course of propagation
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according to dHpr/dt = O0Hpp/0t. For a test electron moving away from the bubble,
Hyr =9 +®—p; = V1+ p% — p- > 0. Hence, the electron is confined inside the bucket
at all times (trapped) if the Hysr remains negative in the course of interaction. As soon as the
bubble stabilizes, Hysr is conserved. All test electrons can be then divided into 3 groups: (1)
Hyr < 0 — trapped; (2) 0 < Hpyr < 1 — injected (accelerated); and (3) Hyip > 1. All the
three groups are represented in Fig. 4(a), where the phase space of test electrons is shown at
the stationary points of full expansion (labeled (2)) and full contraction of the bubble (labeled
(3)). Electron phase space for the fully expanded bubble shows that the bubble expansion
causes a reduction in Hysr (Kalmykov et al., 2009; 2010b). The condition Hyr < 1 is thus
necessary for injection and initial acceleration. For instance, it can be used for promotion
of test electrons into the non-quasistatic electron beam particles in order to self-consistently
incorporate beam loading into the model. Conversely, even minimal bubble contraction may
raise Hr significantly. Figure 4(c) shows that electrons with 0 < Hjr < 2 are accelerated as
effectively as those which are formally trapped. Hence, the natural evolution of the structure
may result in violation of the sufficient trapping condition; this, however, does not disrupt
acceleration with good collimation and low energy spread (Kalmykov et al., 2011b).

2.4 Continuous self-injection caused by self-compression of the driving pulse

Although a monoenergetic electron bunch forms early, the general experimental trend is to
push the accelerator efficiency to the limit and use the entire dephasing length. Electron beam
quality, however, can be compromised in this pursuit. The driver pulse evolves continuously,
which may cause uninterrupted electron injection and emittance growth. Understanding the
physical mechanism of continuous injection will help control the beam quality by limiting
injection via a judicious choice of laser-plasma interaction geometry and target design
(Kalmykov et al., 2011a) or by manipulating the phase and envelope of the incident pulse.
Running the simulation until the nonlinear dephasing limit, we find two distinct stages of
the system evolution. Stage I, discussed above, corresponds to a single oscillation of the
laser spot size and produces a monoenergetic electron bunch. Stage II is characterized by
a gradual increase of laser intensity (up to 2 x 102 W/cm?) and a steady elongation of
the bubble. Figure 5 shows that bubble elongation is accompanied by continuous injection
and growth of the energy spread. At the end of the run, the number of continuously
injected test electrons (7 > 7g) is factor of 7.5 larger than the number of electrons in the
leading quasi-monoenergetic bunch. Similar development of self-injection process has been
reported elsewhere (Froula et al., 2009; Kneip et al., 2009). Figures 5(c.1) — 5(d.3) show that
the asymmetric growth (elongation) of the bubble is accompanied by self-compression of the
driver pulse from 25 to roughly 5.5 fs, and simultaneous 5-fold increase in intensity. The
compressed pulse (relativistic piston) acts as a snow-plow. The ponderomotive push of its
front pre-accelerates plasma electrons to y > 7¢ and, as is seen in Figs. 5(c.2) and 5(c.3),
creates a strongly compressed electron slab an order of magnitude denser than the ambient
plasma. As a result of this strong charge separation, plasma electrons entering the sheath
(as can be seen in Figs. 6(b) and 6(d)) are exposed to the positive electric field a factor 2.25
higher than in the case of smooth driver (Figs. 6(a) and 6(c)). Hence, upon passing the piston,
sheath electrons receive a large kick in the backward direction, and quickly become relativistic,
pz ~ —1.65m.c (in contrast to —0.55m,c in the smooth driver case). Therefore, in the piston
case, it takes nearly twice as long for the sheath electron to reach the point of return, p, = 0,
and to start getting accelerated; reaching the axis also takes longer time, which explains the
bubble elongation.



124 Femtosecond-Scale Optics

19 3 3
20 X 10 (_)13 x 10
— a " t
e 15 @ stagel @) 12 §'_ (b) | Stage |l RS
(8] < i
S 10 "y ! T3
= o 7 Stage | mi
x ~
B o5 () Stagell 5 05
0 8.7 0
05 1 15 2 05 1 19
z (mm) x10
20 3
(c.1)
= 2
So !
= 1
20 = 45 150 275
(d.1)
E
20 0 0 0
3 20 10 0 10 -3 -20 -0 0 10 30 -20 -10 0 10
z - ct(um) z - ct(um) z - ct(um)

Fig. 5. Pulse self-compression and continuous injection (Kalmykov et al., 2011b). (a) Peak
laser intensity (red) and the length of the accelerating phase vs propagation length (black).
(b) Energy of test electrons vs their initial positions at z = 2.2 mm. The leading quasi-
monoenergetic bunch forms during Stage I (one period of bubble size oscillation). Bubble
expansion during Stage II causes continuous injection with broad energy spectrum. The
bubble and injected test electrons at the positions (1) — (3) of panel (a) are shown in panels
(c.1) - (c.3). Grayscale: electron density (in cm—3); red dots: test electrons with ¢ > 7g- (d.1) -
(d.3) Normalized laser intensity, \a\2, at the positions (1) — (3) of panel (a); red contour:
iso-contour of an incident pulse intensity at exp(—2) of the peak. Self-steepening of the pulse
(formation of a relativistic piston) causes elongation of the bubble and continuous injection.

This physical interpretation, deduced from the analysis of quasistatic electron trajectories,
is validated in section 2.5 in fully explicit 3-D PIC simulations. It suggests that the root
cause of continuous injection is the pulse self-steepening. The steepening is partly caused
by depletion due to the wake excitation (~ 33% at z = 2.2 mm) (Decker etal., 1996;
Fang et al., 2009; Lu et al.,, 2007), and is partly a nonlinear optical effect (Faure et al., 2005;
Pai et al., 2010; Vieira et al., 2010). Figures 7(a) and 7(b) show axial lineouts of normalized
intensity and of the nonlinear index of refraction. The pulse leading edge witnesses the
index down-ramp at all times. Hence, the laser frequency red-shifts in the region of index
gradient. At the same time, the tail traveling inside the bubble remains unshifted. With
lower frequencies temporally leading higher frequencies, the pulse acquires a positive chirp.
The anomalous group velocity dispersion of plasma compresses the positively chirped pulse:
the red-shifted leading edge slows down with respect to the non-shifted tail, building up the
field amplitude first in the pulse head (Fig. 7(a)), and later near the pulse center (Fig. 7(b)).
The chirp, as shown in Fig. 7(c), broadens the laser spectrum towards w = wy,; envelope
oscillations in Fig. 7(b) result from the strong reduction of the pulse central frequency. The
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Fig. 6. Bubble elongation due to formation of a relativistic piston: quasistatic analysis.
Physical quantities are shown before (left column) and after (right column) the piston
formation. The left column corresponds to position (1), and the right column — to the position
(3) of Fig. 5(a). (a), (b) Longitudinal electric field E, (in GV/cm). Black lines are the
innermost electron trajectories, rin (¢), plotted until the point of return, p, = 0. Blue contours
are iso-contours of laser intensity at 5 x 108 W/em~2. (c), (d) Longitudinal electric field in
the points of the innermost electron trajectory, E; (rin (§)), from plots (a) and (b), respectively.
(e), (f) Longitudinal momentum of the innermost electron along its trajectory, p; (rin(¢)).

large bandwidth explains pulse compression to roughly two cycles. The red shift of central
frequency together with the continuous front etching additionally slows down the pulse and
the bubble and provides another reason for the occurrence of continuous injection (Fang et al.,
2009). We show in section 3 that negative chirp of the incident pulse may compensate for the
gradually accumulating red-shift, thus delaying the pulse contraction and partly suppressing
continuous injection.

2.5 Validation of self-injection scenarios in full 3-D PIC simulation: role of beam loading
Collective fields of the electron beam, neglected in the test-particle treatment, are known to
change the shape of the sheath and thus reduce accelerating gradient, eventually terminating
self-injection (Tzoufras etal., 2009). In this section, we verify the test-particle results by
running a fully explicit 3-D PIC simulation with the identical set of initial conditions. We
use the quasi-cylindrical code CALDER-Circ (Lifschitz et al., 2009), which preserves realistic
geometry of interaction, and accounts for the axial asymmetry by decomposing EM fields
(laser and wake) into a set of poloidal modes (whereas the particles remain in full 3-D).
Well preserved cylindrical symmetry during the interaction enables us to use just the two
lowest order modes and thus reduce a 3-D problem to an essentially 2-D one. We suppress
sampling noise by using a large number of macroparticles (45 per cell) and high resolution in
the direction of propagation, dz = 0.125¢/wy. The aspect ratio dr/dz = 15.6, and the time
step dt = 0.1244w; L. Figure 8 shows that despite a much coarser grid, larger time step and
underlying approximations, the WAKE simulation correctly captures all relevant physics of
plasma wake evolution and dynamics of electron self-injection. In addition, CALDER-Circ
having fully self-consistent macroparticle dynamics yields the complete electron phase space,
and thus calculates precisely injected charge and beam emittance.
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Fig. 7. Pulse red-shifting and formation of the relativistic piston (Kalmykov et al., 2011b).

(a) Axial lineouts of normalized intensity (red) and nonlinear refractive index (black) at the
position (1) of Fig. 5(a). (b) Same for the position (3) of Fig. 5(a). (c) Laser frequency spectra
(radially integrated). Blue corresponds to panel (a), red — to panel (b), black — to the incident
pulse. The co-moving index gradient causes frequency red shifting and spectral broadening.
The spectrally broadened pulse in panel (b) is compressed to approximately two cycles.

In spite of the great difference in the algorithms and physics content, both codes demonstrate
the same correlation between the laser and bubble evolution. Self-injection begins, terminates,
and resumes at exactly the same positions along the propagation axis in both runs.
Figures 8(a), 8(d), and 8(g) show the result of Stage I — formation of quasi-monoenergetic
electron bunch before dephasing. Self-fields of the bunch are unable to prevent the bucket
contraction and partial de-trapping of electrons. The bunch phase space has a characteristic
“U”-shape produced by the phase space rotation. The bunch has 8% energy spread around
245 MeV and a charge Qmono ~ 230 pC (in addition, electrons from the second bucket
produce a separate, rather diffuse peak around 150 MeV in Fig. 8(d)). The bunch duration,
t, = 10 fs, is the same as in the test-particle simulation; whereas divergence, 13 mrad,
is three times higher. The normalized transverse emittance in the plane of polarization is

eny = (mec)™! ((Ax2)(Ap2) — (AxApx)z)l/z ~ 8.747r mm mrad. It was understood that
the absence of beam self-fields in the test particle model leads to strong underestimation of
emittance, which validates the importance of 3-D PIC simulations for precise calculation of
the phase space volume of self-injected electrons (Kalmykov et al., 2011b).

The difference between the phase spaces of WAKE test electrons and CALDER-Circ macro-
particles, clearly seen in Fig. 8(g), can be attributed to the effect of beam loading which reduces
the accelerating gradient along the bunch and slows down phase space rotation, ultimately
reducing the bunch energy by 30%. Using the formalism of (Tzoufras et al., 2009), we find
that the repulsive EM fields of electron bunch are not high enough to prevent sheath electrons
crossing the axis and are thus unable to prevent further injection (Kalmykov et al., 2011b).
Figures 8(a)-8(c) show that continuous injection develops in both CALDER-Circ and WAKE
runs in exactly the same fashion, which validates the physical origin and continuous injection
scenario inferred from the analysis of quasi-static electron trajectories in section 2.4. Near
dephasing, continuously injected charge in CALDER-Circ simulation reaches Qcont ~ 1.06
nC; the beam divergence is 36 mrad. The ratio Qcont/Qmono =~ 4.6 is lower than the test
particle result of section 2.4 on account of beam loading. Figure 8(c) shows that, in spite
of the high injected charge, the bubble shape at the dephasing point is almost unaffected
by the presence of the electron beam; this observation rules out beam loading as a cause of
continuous injection. The bubble is still not fully loaded and injection in the CALDER-Circ
simulation continues beyond the dephasing point. Therefore, apart from slight reduction of
the accelerating gradient, beam loading brings no new physical features into the scenario of
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Fig. 8. Continuous injection in quasistatic (WAKE with test particles) and full 3-D PIC
(CALDER-Circ) simulations (Kalmykov et al., 2011b). (a)—(c) Electron density from
CALDER-Circ (top half) and WAKE (bottom) runs. Yellow dots are the test electrons with
¥ > 7g. (d)-(f) Electron energy spectrum (CALDER-Circ). (g)-(i) Longitudinal phase space
(colormap — CALDER-Circ; test electrons — yellow dots). Panels (a), (b), (c) are counterparts
of Figs. 5(c.1), 5(c.2) and 5(c.3).

continuous injection discussed in section 2.4. Continuous injection can be thus associated
solely with frequency red-shift and self-compression of the driver pulse, causing the growth
of the quasistatic bubble.

3. Suppression of continuous injection using negatively chirped driving pulse

We have learned in the last section that ploughing through the electron fluid significantly
reduces the frequency of the pulse leading edge. Subsequent self-steepening and compression
of the driver to a few cycles causes gradual expansion of the bubble, bringing about massive
continuous injection, degrading the beam quality. This physical scenario prevents effective
use of the entire dephasing length for high-energy quasi-monoenergetic electron acceleration.
Using a negatively chirped pulse may naturally alleviate this issue. If the pulse has a sufficiently
large frequency bandwidth (corresponding to a few-cycle transform-limited duration), the
blue shift of the leading edge would largely compensate for a gradually accumulating
nonlinear red-shift. This flattening of the phase would then reduce the pulse self-steepening



128

Femtosecond-Scale Optics

x 10
5 50
- @ 2 ran mochip)]  °[ (1) (o chirp)
e 15 -
Q —
; 1 \Ej; 0 ‘ 0 ‘

g 05 A _ _
o 20 ! (chirp) 20 (chirp) 0
€ 121.: (b) 20 5 d.2) (no chirp) 20 (e.2) (no chirp)] [ 150
= 4 = |

5 Eo .' 0 L

g 10 SN2 ‘

—|% 9 a i hi hi
1 2 3
84 M @ G 20 (chirp) 20 (chirp) 0
2 ?r@y ochip)| [ (€3 (no chirp)| Il 2%°
>

<) \

g 1.8 ,é\ l I
[0} = 0 ' 0 '

o 15 =
z © i hi (chirp)

o g2 oo L (chirp) 20 P 0
05 1 15 2 -30 20 -10 0 10 -30 -20 -10 0 10
z(mm) z - ct (um) z-ct (um)

Fig. 9. Effect of the negative chirp on the evolution of driver pulse and plasma bubble. Red
lines in panels (a) — (c) correspond to the chirped pulse; black lines to the non-chirped pulse.
(a) Peak intensity, (b) length of the accelerating phase, and (c) pulse energy vs propagation
distance. Positions (1) — (3) are the same as in Fig. 5(a). Panels (d.1) — (d.3) show electron
density and test electrons (red and blue dots) with v > 74 at the positions (1) - (3) (labeled
accordingly). Grayscale is linear with a cutoff at 7, = 3.25 X 10Y em—3. (e.1) - (e.3)
Normalized laser intensity, |a|2, at the positions (1) — (3). Negative chirp prevents rapid
self-compression of the pulse, slowing down bubble expansion and reducing the number of
injected test electrons.

and delay the relativistic piston formation. Elongation of the bubble, vividly demonstrated in
Fig. 8, would be thus reduced, and concomitant continuous injection partly suppressed.

We first verify this scenario in a WAKE simulation with test particles. We take the 30 fs, 70
TW Gaussian pulse with the parameters specified at the beginning of section 2 and introduce
a linear chirp, temporally advancing higher frequencies. The center of this negatively
chirped pulse corresponds to the carrier frequency, and the bandwidth corresponds to a
transform-limited 5 fs duration (viz. the relativistic piston of the last section). Multi-Joule
amplification systems delivering such broad-bandwidth pulses are not available yet; their
development, however, is being actively pursued (Herrmann et al., 2009). As in section 2.4,
we run the WAKE simulation until z = 2.2 mm. Figures 9 and 10 show that the negative chirp
profoundly changes the pulse evolution, and, hence, the dynamics of self-injection.

Figure 9(a) indicates that the initial stage of laser evolution, corresponding to the Stage I of
Fig. 5(a), remains almost unaltered. Relativistic self-focusing appears to be quite insensitive
to the frequency chirp. Figure 9(b) shows that the bubble experiences one pulsation between
z = 0.6 and 1.3 mm. The maximal bubble expansion around z = 1 mm appears to be 25%
smaller than in the non-chirped driver case, with a proportionally smaller number of injected
test particles.
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Fig. 10. Reduction of dark current using the negatively chirped driver pulse. Panels on the
left correspond to the non-chirped driver, and on the right to the chirped pulse. (a,b) Phase
space of test electrons showing signatures of continuous injection. (c,d) Accelerating
gradient. Shaded area covers the accelerating phase (E; < 0). (e,f) Energy spectrum of test
electrons (number of test particles per spectrometer energy bin). The data are extracted from
WAKE simulations at z = 2.2 mm (cf. position (3) of Fig. 9(b)). Chirp of the driver reduces
expansion of the bubble (cf. panel (d) vs (c)); early dephasing is thus prevented (cf. (b) vs (a)).
Injected electrons, exposed to higher accelerating gradient (cf. (d) vs (c)), gain higher energy.
The amount of continuously injected charge is significantly reduced (cf. (f) vs (e)).

It is during the Stage II (z > 1.2 mm) that the chirp changes the pulse behavior most drastically.
From Fig. 9(a), the chirped pulse stabilizes after one spot size oscillation and propagates until
z = 2.1 mm with almost invariable intensity. As expected, the front steepening remains almost
unnoticeable till the end of the run: the chirped pulse envelopes in Figs. 9(e.1) and 9(e.2) show
just minimal longitudinal compression. As a result, according to Fig. 9(b), the bubble driven
by the chirped pulse expands by roughly 12% between positions (1) and (3), in contrast to 35%
in the non-chirped driver case. This stabilizing effect of the pulse chirp is the most vividly seen
in progression from Fig. 9(d.1) to 9(d.3).

Figure 9(c) shows 22% depletion of the chirped pulse, in contrast to 33% in the non-chirped
driver case. Therefore, the chirped pulse energy is transferred to the plasma wake less
effectively. The chirp not only compensates for the nonlinear frequency shift and concomitant
pulse self-compression (nonlinear optical effects unrelated to the pump depletion), but also
reduces the pulse front etching due to the local pump depletion (Decker et al., 1996). As
a result, the chirped pulse propagates with a higher group velocity. The peak of the
chirped pulse in Figs. 9(e.1) — 9(e.3) is temporally advanced with respect to its non-chirped
counterpart. Larger velocity of the structure extends the dephasing length and, as we shall
see below, results in higher final electron energy.

Despite all promising tendencies, continuous injection is not fully shut down. As shown in
Figs. 10(a) and 10(b), longitudinal phase space at the end of simulation (z = 2.2 mm) consists
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Qmono | Emono|AEmono |AE / Emono ENx [ENy <A’X>mono
Chirp | 0.181 | 637 30 0.047 8.1 |7.4m 10.6
No chirp| 0.230 | 515 44 0.085 8.747|8.5T 12.9

Table 1. Parameters of the quasi-monoenergetic electron bunch (CALDER-Circ simulation,

z = 2.2 mm). Qmono is the charge in nC; Emono is the central energy in MeV; AEmono is the
absolute energy spread (FWHM) in MeV; AE/ Emono is the normalized energy spread; ey x
and ¢y, are the root-mean-square (RMS) normalized transverse emittances (in mm mrad) in
and out of the laser polarization plane; (Ax)mono is the RMS divergence in mrad.

Qcont | Emax <A’X>cont
Chirp | 0.46 | 500 33
No chirp| 1.06 | 400 36

Table 2. Parameters of the low-energy background with continuous spectrum, 50 MeV < E <
Emax (CALDER-Circ simulation, z = 2.2 mm). Qcont is the charge in nC; Emax is the high-
energy cutoff (in MeV); (Aa)cont is the RMS divergence in mrad.

of two distinct components: the leading (quasi-monoenergetic) bunch and long continuous
tail. In the non-chirped driver case (cf. Fig. 10(a)), the leading bunch has reached dephasing. In
the chirped driver case, however, the electrons are still located deeply inside the accelerating
phase and continue gaining energy (cf. Fig. 10(b)). Owing to very slow expansion of the
bubble, these particles have been exposed to a higher gradient, gaining additional 150 MeV
energy over the same acceleration distance. Comparison of Figs. 10(e) and 10(f) also shows
that the dark current is much lower in the chirped driver case, on account of much slower
bubble expansion during the second half of the simulation.

We quantify the effect of dark current suppression running a CALDER-Circ simulation
with the same initial conditions. We find that the electron beam components — leading
quasi-monoenegretic bunch and a polychromatic background — are affected by the pulse chirp
differently. Data presented in Tables 1 and 2 show that negative chirp reduces the charge of the
background more than twice, and noticeably improves the leading bunch quality, increasing
its energy by 20% and reducing the energy spread from 8.5% to 4.7%.

Poor collimation of the continuously injected electrons, (Aa)cont ~ 3(A&)mono, together
with their distribution over the energy range 10-15 times broader than the absolute energy
spread of the leading bunch, reduce dramatically the brightness of the energy tail. These
poorly collimated beam components can be dispersed in vacuum using miniature magnetic
quadrupole lenses, further improving the beam collimation and reducing the energy spread
(Weingartner et al., 2011).

More details on electron acceleration in the wake of negatively chirped pulse are shown in
Fig. 11. First, comparison of Figs. 11(a.1) and 11(a.2) indicates that the chirped driver can
accelerate the leading bunch to a given energy (515 MeV in our case) in a shorter plasma,
and with much weaker background. Figures 11(b) also demonstrate that using the negatively
chirped driver improves the LPA efficiency, increasing the dephasing length and final electron
energy without compromising beam quality. Indeed, Figs. 11(b.2) and 11(b.3) show that, in the
chirped driver case, the leading bunch with 181 pC charge, energy 660 MeV and 5.8% relative
energy spread remains the dominating spectral feature in the energy range E > 100 MeV. In
contrast, according to Fig. 11(b.1), electrons accelerated in the wake of non-chirped driver are
completely dominated by the dark current by this point.



Physics of Quasi-Monoenergetic Laser-Plasma Acceleration of Electrons in the Blowout Regime

131

No chirp Chirp No chirp Chirp
1.5 1.5 0.5
1.0 1.0]
0.5 0.5
B R . . B R . N : 0.0
2.139 2.152 1.717 1.73 1.743 2.344 2.357 2.344 2.357
z (mm) z (mm) z (mm) z (mm)
1.0 - i \ 1.0
’:',_‘ (a.3) —— Chirp (b.3) B N —— Chirp
2 A T No chirp M,"-l -H. ----- No chirp
T 0.5 A i 1t " 0.5
~ ' I \ < 1y
= A% ! | \ ! i -,\\
© IR -~ SN LS
0.0 e = — =—lo.0
100 200 300 400 500 600 700 100 200 300 400 500 600 700
E (MeV) E (MeV)

Fig. 11. Acceleration of electrons in the wake of negatively chirped pulse: suppression of
dark current (CALDER-Circ simulation). (a.1), (a.2), (b.1), (b.2) Longitudinal phase space;
(a.3), (b.3) electron energy spectra. Panel (a.1) — dephasing point of electrons accelerated with
the non-chirped driver — is the same as Fig. 8(i). The leading bunch with the energy 515 MeV
and relative spread 8.5% is followed by a continuous component carrying 4.6 times higher
charge. (a.2), (a.3) Electrons accelerated with the chirped driver achieve 515 MeV energy
earlier, and with much weaker energy tail. (b.2) Dephasing point of electrons accelerated
with the chirped driver. Leading bunch with the energy 660 MeV and 5.8% relative spread is
the dominating spectral feature in the energy range E > 100 MeV (cf. panels (b.2) and (b.3)).
At this point, electrons accelerated with the non-chirped pulse are completely dominated by
the dark current (cf. panels (b.1) and (b.3)).

In conclusion, 3-D PIC simulations successfully support the idea of suppressing the dark
current using negative chirp of the driving pulse. Even though complete elimination of
dark current is hard to achieve in high-density plasmas (g = 10 - 15), strong reduction
of the charge in the poorly collimated, continuous low-energy tail is useful for applications.
Subsequent manipulations with the beam using permanent magnets may further improve its
quality (Weingartner et al., 2011).

4. Conclusion

A time-varying electron density bubble created by the radiation pressure of a tightly focused
laser pulse guides the pulse through a uniform, rarefied plasma, traps ambient plasma
electrons and accelerates them to GeV-level energy. Natural pulse evolution (nonlinear
focusing and self-compression) is in most cases sufficient to initiate and terminate self-injection.
Bubble dynamics and the self-injection process are governed primarily by the driver
evolution. Expansion of the bubble facilitates injection, whereas stabilization and contraction
extinguishes injection and suppresses the low-energy background.  Simultaneously,
longitudinal non-uniformity of the accelerating gradient causes rapid phase space rotation.
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Although beam loading reduces the accelerating gradient and slows down phase space
rotation, a quasi-monoenergetic, well collimated electron bunch forms long before dephasing.
At the same time, extending the acceleration length to the dephasing limit without
compromising electron beam quality is not straightforward. In modern experiments,
phase self-modulation and frequency red-shift due to the wake excitation cause gradual
compression of the driver pulse, turning it into a relativistic piston. This process causes
bubble elongation and massive continuous secondary injection (dark current). Compensation
of the nonlinear frequency shift by negatively chirping the pulse is one way to delay the
piston formation. As a result, nearly 60% reduction of the dark current is observed in our
3-D PIC simulations. The same set of simulations also shows that higher stability of the
broad bandwidth negatively chirped pulse in plasma leads to a 20% increase in the central
energy, a 50% reduction of relative energy spread, and a 20% emittance reduction of the
quasi-monoenergetic, high-energy component of electron beam.

The reported results highlight the importance of reduced physics models. Reduced models
not only lower the the computational cost of simulations (sometimes by many orders
of magnitude), but also allow for the identification of the underlying physical processes
responsible for the observed phenomena. The self-injection dynamics and its relation to the
nonlinear optical evolution of the driver was understood using especially simple simulation
tools (cylindrical quasistatic PIC code with fully 3-D dynamic test particle module). In
practical terms, this means that the system performance (electron beam duration, mean
energy, energy spread, and, very roughly, divergence) can be approximately assessed without
recourse to computationally intensive 3-D PIC simulations. It appears, however, that
calculation of the beam charge and transverse emittance still needs a 3-D fully kinetic
simulation. Clarifying the nature of self-consistent effects affecting the phase space volume of
self-injected electrons in various numerical models, and establishing the true physical origin
of these effects is the subject of ongoing work.
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1. Introduction

Time-resolved laser spectroscopy has become an important method for extracting optical
and transport parameters of semiconductors and semiconductor nanostructures. In many of
the spectroscopic techniques using lasers the material is brought into a state far away from
thermal equilibrium. Interpreting the non-equilibrium state of the material often constitutes
a considerable challenge. Many different types of quasiparticles are involved, free electrons
and different flavors of holes as well as excitons in many variants, all coupled to lattice
modes or hybrid lattice/charge-carrier modes. Spin and magnetic systems are included
among the cases considered important. A simplification that can be made under low-level
laser irradiation using long pulses is to assume that carrier and lattice temperatures are
equal with no excess sample heating. Once this ‘isothermal’ assumption is broken,
sophisticated analysis tools must be used, even for seemingly simple problems and
regardless of laser pulse length.

There is now a vast literature dealing with the results from time-resolved laser spectroscopy
experiments. In particular, the book by Shah (Shah, 1999) covers the fundamentals of the
subject. However, this field is in very rapid progress, and therefore the text will mainly
emphasize later works. We describe new developments and survey the current state of the
art regarding methods used for analyzing experiments, assuming some basic a priori
knowledge of key experimental techniques. We shall do this survey by taking particular
examples from the literature which in our opinion defines some of the main trends. By
extracting the essence of selected papers and adding some of our own recent results, we
hope to provide a useful guide for those interested in the subject of laser-matter interactions.
Obviously, this type of interaction lies at the heart of many future technologies. Because of
its central position, laser spectroscopy has become a mixture of old and new theoretical
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tools, many of which takes years to learn and do well. Accordingly, any presentation of
these tools runs a great risk of being bogged down with complicated mathematical relations
and a time-consuming, heavy burden of pages. To avoid this, we restrict ourselves wherever
possible to key ideas and relations actually needed for the experiments that we discuss, and
present them in the context of their immediate use. Naturally, this comes at the expense of
some loss of theoretical completeness, but in this way it quickly becomes clear what kind of
theory is needed and how to continue with a narrow, well-targeted search for further
background material.

2. Main spectroscopic techniques

Carrier dynamics in semiconductors can be explored by means of nonlinear laser
spectroscopic techniques such as optical pump and probe spectroscopy, four-wave mixing,
and transient gratings. In addition, time-resolved photoluminescence has been used to study
hot-carrier relaxation and exciton formation. The main method used in time-resolved laser
spectroscopy is the pump-probe technique. A strong pump pulse brings the material into a
non-equilibrium state. Energetic excess charge carriers are generated by the pump pulse,
and a weak probe pulse at specific delay times after the pump pulse instantly probes the
state of the material. The delay of the probe beam provides the time resolution of the
experiment.

Many different realizations exist. Development of new mid-infrared ultrafast laser sources
makes photons with lower energies available, being well suited to probe intraband transitions.
The response of free carriers and intra-exciton transitions can be studied with sub-picosecond
temporal resolution. Mid-infrared probing of electron-hole (e-h1) droplet formation in the direct
gap semiconductor CuCl is a particularly striking example (Nagai et al. 2001). It is possible to
extract information by utilizing either the reflected or the transmitted probe signal. On longer
timescales the pump beam can give rise to luminescence from recombining excitons or
electron-hole pairs. This luminescence can be analyzed, and e.g. the time evolution of the
carrier temperature can be extracted. By using circularly polarized light instead of linearly
polarized light, it is possible to induce imbalances in the spin (spin polarization) of the
photoexcited carriers, producing, say, more spin up than spin down electrons. An accurate
analysis of spin systems is possible by time-resolved two-photon photoemission, Faraday
effect, and differential transmission spectroscopy (DTS). Also the prospect of controlling
nuclear spins using optics is currently investigated (Makhonin et al., 2010). A particularly
interesting case to study as semiconductor device dimensions shrink would be carrier
dynamics and scattering occurring at material boundaries. Recent progress in experimental
techniques suggests that five-wave mixing setups will provide access to such processes,
(Voelkmann, 2004, Meier 2005).

Another important recent development is the introduction of combined ultrafast laser and
terahertz THz methods, such as Terahertz time-domain spectroscopy (THz-TDS). Here an
ultrafast laser is the pump, and the THz beam is the probe. To an even larger degree than mid-
infrared lasers, a THz beam can probe the intraband properties of a semiconductor because the
photon energy is much too low to generate band to band transitions. Unlike optical methods,
THz-TDS enables the determination of the complex dielectric function (or optical conductivity)
from which one can quantitatively evaluate the carrier density and the scattering time of the
photoexcited carriers without resorting to the Kramers-Kronig relation. THz radiation can be
generated in many ways, see (Blanchard et al., 2011) for an overview.
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Furthermore, in semiconductors with medium or wide band gaps the excitonic effects are
often significant, and here THz probing becomes very useful. A laser pump beam can create
excitons, either directly by exciting an electron from the valence band into the 1s hydrogenic
state of the exciton, or indirectly by exciting the electron from the valence band high into the
conduction band. After a while, as the excess energy of the electron is dissipated by phonon
scattering, it condenses into a hydrogenic-like state with a valence band hole, having a total
energy less than the semiconductor band gap. The THz field can now directly probe the
intraexciton transitions.

Finally, knowledge of the cooling dynamics in photoexcited e-i plasmas may also be of
some interest in the study of low-temperature quantum-degenerate effects (Butov et al,,
2002).

3. Laser pulselength regimes

3.1 General

In laser experiments involving band-to-band transitions, two types of carriers are generated,
electrons and holes. In semiconductors electrons usually have much smaller effective masses
than holes, and therefore electrons initially receive most of the laser energy. A simplified
band structure for a direct gap semiconductor is shown in Fig. 1.
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Fig. 1. Illustration of the band structure and important absorption processes in a direct gap
semiconductor: OPA - one-photon absorption, TPA - two-photon absorption, IVA - inter-
valence band absorption. In addition there will be absorption of radiation by free carriers,
and there will be radiative or non-radiative recombination of electrons and holes. The
shaded area indicates that the valence band is essentially fully occupied at thermal
equilibrium, while the conduction band is empty. Below the heavy and light hole bands
there is a split-off band, which in cases of strong spin-orbit splitting is separated from the
former bands by a considerable energy gap (not shown).

Short pulses and short time delays between pump and probe sometimes help us to avoid the
estimation of recombination effects and provide a very direct insight into carrier relaxation
and hot phonon generation phenomena by isolating these processes from subsequent effects
that occur on longer timescales. Energy transfer due to long, high fluence laser pulses on the
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other hand, often increases the overall lattice temperature, but makes possible the
investigation of many additional physical effects. In particular, if the photon energy of the
incident radiation just exceeds the band gap, absorption can be highly non-linear and
depend strongly on wavelength, radiation intensity, carrier temperatures, and lattice
temperatures (Storebo et al., 2010).

polar optical
scattering
n e-h 5 : o
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Fig. 2. Laser energy pathways between the different carrier ensembles. Electrons and holes
initially pick up the laser energy. The ensembles are directly connected through electron-
hole scattering, as well as indirectly through the longitudinal phonon distribution. The
excess energy of the system can exit through both longitudinal and transversal phonons.

Laser energy pathways between the different carrier ensembles are illustrated in Fig. 2. We
shall now make a tour through the different timescales of the laser experiments and discuss
the physics-related issues as they arise.

3.2 Coherent ultrafast regime

In an ideally coherent regime the excitations of a laser irradiated quantum system would
maintain a well-defined phase relation with the laser field. This coherence is rapidly
destroyed by various scattering or collision processes, and therefore these influences can
never be completely disregarded, but should rather be incorporated into the theory. A
collision has a finite duration defined by the oscillation period of the energy quantum
exchanged during the collision. In GaAs, the oscillation period of optical phonons is ~ 115 fs
and the oscillation period of the electron plasma (plasmons are longitudinal collective

carrier oscillations) is ~ 150 fs at a carrier density of 5-10"cm™. The interval between
collisions can often be 100-200 fs. The dynamics of the coherent regime can be explored
using differential transmission spectroscopy (DTS) (Shah, 1999) with laser pulses much
shorter than the characteristic times given above, that is, on the order of 10 fs or shorter.
Bulk materials, semiconductor microcavities, and nanostructures are investigated. Schemes
for avoiding de-coherence is also an important aspect of future quantum information
systems.



Time-Resolved Laser Spectroscopy of
Semiconductors - Physical Processes and Methods of Analysis 143

3.2.1 Semiconductor Bloch Equations (SBE)

Much of the early analysis on this subject matter has been carried out using the
Semiconductor Bloch Equations (SBE), which we shall examine next. We note that SBE are
most frequently used in situations where the optical properties are prominent, typically for
excitations near the band gap, and for describing the dynamics of excitons and
semiconductor lasers. If we treat the charge carriers by quantum mechanics and the
radiation field classically, we arrive at the following standard equations for the polarization
density, electron density, and hole density (Haug & Koch, 2009)
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We now proceed to explain the meaning of the various terms occurring in the above
equations. In separating out the time variation of the polarization variables P, and the
carrier occupation variables f, (where i = ¢,1i) due to collisions as we have done here it has
been assumed that the non-collision terms correspond to the time-dependent Hartree-Fock
approximation and that the collision terms are corrections to Hartree-Fock. This is reflected
in the expressions for the single-particle energies e, , and e, , defined as

he; i =he g +1exan i (k) =he; 4 — Z\]‘k—q‘fi,q 2
q

In band structure terminology the single particle energies in the Hartree-Fock
approximation includes a part of the contribution from carrier-carrier interactions called
exchange (Ashcroft & Mermin, 1976, Ch. 17). The strength of the carrier-carrier interactions
are given by the parameter V, . The exchange energy Xy, renormalizes the single particle
energies fig; ) . If further interaction terms are included, this is called correlation (or
collision) terms.

When an electron is excited from the valence band a hole is created. This electron and the
corresponding hole create a microscopic polarization in the form of a dipole to which the
incoming radiation field E couples. Propagation effects of the radiation field must explicitly
be taken into account by simultaneously solving the wave equation, e.g. by a numerical
scheme such as the Finite Difference Time-Domain method. Electrons and holes can either
form excitons or free electron-hole pairs. The factor —(f, \ +f, , —1) =f, , —f_, represents the
population inversion at k, that is, the difference between electron occupation of the valence
band state k and electron occupation of the conduction band state k. This factor influences
the absorption spectrum of the material by state filling effects. The strength of the interband
dipole coupling to the radiation field is given by the generalized Rabi frequency,

1
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whered_ , is the transition dipole moment between initial and final states, obtained by a

summation over the positions of the charge carriers i,

dZQ[ZXi,ZyirzziJ )

and calculating the matrix element of the vector d.

Remember that the Rabi frequency is a semiclassical concept representing the frequency of
population oscillation between the levels of a resonantly illuminated two-level system.
When the system is illuminated it will cyclically absorb photons and reemit them by
stimulated emission. The Rabi frequency is a measure of the coupling strength between the
electronic system and the radiation field. We see from the form of the equation for ay, | that

the electron-hole system reacts to the combination of the applied field E(t) and the
polarization field of the generated electron-hole pairs. Absorption of radiation and

generation of electrons and holes are described by the factor —2 Im[a}R,kPk*J .

At first glance, the equations for electron occupation and hole occupation appear very
similar. If scattering is ignored, the rate of change in electron and hole populations are
identical, and the two equations do not seem to mix different momentum states k. But a
closer look reveals that Coulomb terms in the generalized Rabi frequency and in the
exchange energy in fact lead to such a coupling.

The original two-level SBE assume a scalar field and were not designed to account for the
degrees of freedom connected with carrier spin or with the transversality of the exciting
radiation. Spin is related to the concept of exchange, which we will encounter several times
in the following sections. The charge carriers are fermions, and as such they must have
antisymmetric wavefunctions under exchange of identical particles. Antisymmetry can
either come from the spin or the spatial part of the wavefunction, and is responsible for how
particles arrange themselves. This can be viewed as a kind of particle interaction, and
including exchange is therefore vital in many cases. Exchange effects are a manifestation of
the Pauli exclusion principle.

Spin and the transversality of the radiation field are somehow connected. Optical excitation
with circular polarization generates spin-polarized carrier populations (optical spin
alignment) and can be used to investigate spin dynamics. Research on spin-dependent
phenomena in semiconductors is progressing in many different directions. Much of the
emphasis within spintronic device research is related to long-lived electron-spin
polarization and long-range transport properties. But outside the mainstream one still finds
many interesting effects to be studied. For example, in materials lacking inversion
symmetry, the resulting small splitting of degenerate single-particle electronic states is
connected to the circular photogalvanic effect, CPGE (Ganichev, 2000, 2001). Spin relaxation
times can be measured by noticing that the nonlinear absorption is different for linear and
circular polarized excitation. (Ganichev, 2002).

In spin systems, not only the electrons are important. The hole spin may also be used to
carry information. Holes play an important role for magnetic correlations in diluted
magnetic semiconductors, as we shall see in a later section. From a fundamental point of
view, holes in III-V semiconductors are a model system for spin relaxation with pronounced
spin-orbit (SO) coupling. The SO coupling leads to a strong momentum dependent mixing
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of spin and orbital-momentum eigenstates, so that scattering processes can change spin and
orbital angular momentum. Although both electrons and holes are affected by this
relaxation mechanism, it causes a much faster spin relaxation for the p-like holes than the s-
like electrons, because the former experience the SO coupling directly, while the mainly s-
like conduction band only achieves an orbital momentum by a weak coupling to remote
bands with nonzero orbital momentum.

The mechanisms of spin relaxation for bulk and for semiconductor quantum wells are quite
similar. The dominant ones for most semiconductor structures under investigation are the
D’yakonov-Perel” (DP) mechanism, related to the spin-splitting of the single-particle states
in systems lacking inversion symmetry, and the Bir-Aronov-Pikus (BAP) mechanism,
caused by spin flip electron-hole exchange scattering processes. In addition, we have the
phonon- or impurity-mediated spin flip Elliot-Yafet mechanism.

A detailed understanding of the processes contributing to spin relaxation on ultrashort
timescales is impossible using simplified relaxation-time approximations. And we have seen
that we must consider holes as well as electrons. Before we mention alternative approaches
to include spin and the transversality of the radiation, it is useful first to take a look at the
difficulties involved. It is important to remember that the field of spin dynamics is an aspect
of carrier dynamics. Historically, numerical transport theory schemes used for the
calculation of carrier dynamics did not resolve the spin of the charge carriers. But it is
perfectly possible to incorporate spin into these schemes to analyze ultrafast spin-dependent
optical experiments. Therefore we shall first take a short step back and consider spin from a
traditional transport theory viewpoint.

In the transport theory approach, band structures are first calculated and used as input for
the calculation of the momentum and time-dependent carrier distribution functions
including the relevant interaction mechanisms.

By combining a realistic band structure with simulations of the evolving carrier distribution
function, we can achieve a quantitative physical picture of the hole-spin dynamics, which in
turn can be confirmed by optical experiments. A typical model system for such experiments
is GaAs, having rather strong spin-orbit coupling. Krauss et al. (Krauss, 2008) obtained
theoretical spin-relaxation times in quantitative agreement with measured hole-spin
relaxation times, but it also turned out that a careful analysis of the experimental setup was
necessary to achieve this agreement. They showed that different optical techniques for the
measurement of hole-spin dynamics gave different results, in contrast to the case of the
much simpler electron-spin dynamics. In particular, the relation between spin and band
eigenstates (quasiparticle states) is not as simple as for electrons. Therefore different
relaxation times for the quasiparticle polarization and the spin polarization have to be
defined, and further related to the polarization extracted from differential transmission
measurements. In electron dynamics, all these quantities coincide and can reveal the degree
of spin polarization.

Extension of the SBE formalism in order to treat the dynamics of holes including the spin and
polarization degrees of freedom can be found in e.g. (Rossler, 2003). Here a six band model is
used for the heavy hole, light hole, and spin-orbit split off band, each of these three bands
containing two spin degrees of freedom (Fig. 1). Undoubtedly, treating hole dynamics with the
SBE is complicated. We only mention here a long standing issue regarding the polarization-
dependent four wave mixing (FWM) quantum beats, which have been observed after
simultaneous excitations of two optical transitions, i.e. heavy hole and light hole. The signal
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magnitude and its beat phase depend on the polarization of the pump and probe with respect
to each other, and this can in principle be analyzed with Bloch equations (SBE) in a six-band
model. However, such a theory would predict identical FWM intensities for the two
polarization configurations, with pump and probe having either parallel or perpendicular
polarizations. Much work has been devoted to explain this phenomenon theoretically. One of
the successful, but disputed (Wang al. 2006) candidates for explanation is the bi-exciton theory,
which includes exciton-exciton interactions not included in standard SBE.

In the literature, we now find specific SBE formulations for quantum wells, wires, and dots
(Kira et al., 1999, Haug & Koch, 2009, Feldtmann, 2009). We especially mention formulations
for carbon nanotubes (Hirtschulz et al. 2008).

In carbon nanotubes (CNTs), many-body effects such as electron-electron and electron-
phonon interactions play an important role, and excitons couple to vibronic modes. Much of
the work on CNTs so far has dealt with the steady-state response of these excitations to cw
fields. Frequency domain descriptions using Hubbard models (Ma & Yuan 1998, Lopez-
Sancho et al. 2001) or ab initio density functional theory and the Bethe-Salpeter equation
(Chang et al. 2004) have been developed. The Bethe-Salpeter equation is well suited for
describing excitonic effects, but such calculations are linked to ab initio electronic structure
methods and this combination can be extremely computer intensive. See e.g. (Christensen et
al., 2011) for an update on the merits of such approaches. In contrast, Hirtschulz et al.
describe a compact dynamical method for CNT properties which seems very useful for the
study of ultrashort laser-induced nonlinear optical response. Many-body density matrix
theory was combined with tight-binding band structure calculations of CNTs. It was shown
that the derived carbon nanotube Bloch equations contained excitons as elementary optical
excitations, both for low-level excitation as well as for optical nonlinearities and gain
induced at higher excitations. They illustrated the temporal response to ultrashort pulses by
calculating the time dependence of the electron density and the optical Stark effect.

3.2.2 Simplification by the use of excitonic bases

Several approaches have been developed to study the nonlinear optical response of
semiconductors. Non-equilibrium Green’s function and density matrix techniques are
among the most common (Haug & Jauho, 1996, Haug & Koch, 2009, Mahan, 2007).
Semiconductor Bloch equations (SBEs) are based on the density matrix, as are the dynamics
controlled truncation (DCT) equations, which are an alternative to the Hartree-Fock
treatment of the SBE mentioned above. Standard SBE have some drawbacks. Coulomb
interaction between free electrons and holes require the Hartree-Fock procedure, which
readily give the excitons but cannot describe exciton-exciton interactions. In addition, the
solution of coupled SBE equations is a rather demanding numerical task.

In recent years it has become clear that using a different basis can greatly simplify this task
for cases where excitonic effects dominate. Instead of using free electrons and holes as the
starting point of the theory, one can use correlated pairs, i.e. excitons as basic operators. In
ordinary SBE, the Coulomb interactions between carriers are cut by the HF method we saw
above to get a closed, but numerically heavy set of equations. This truncation scheme leads
to a spurious divergence in the carrier-carrier scattering rate, which must be fixed by a
manual procedure. Higher-order Coulomb correlations cannot be incorporated unless other
computationally intensive methods are chosen, such as the Bethe-Salpeter Equation or non-
equilibrium Greens functions.
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Excitons being composite bosons, do not have strict commutation rules. It becomes
impossible to treat interactions between excitons through an effective exciton Hamiltonian
H, +U whereU,,, is the interaction potential between excitons regarded as

elementary bosons. As a consequence, standard many-body techniques will not work,
because they all depend on a perturbative expansion in the interaction potential U, .

By using exciton based SBE (Haug & Koch, 2009, Feldtmann, 2009) or other exciton based
approaches (Combescot et al., 2003, Wang, 2009, Wang & Dignam, 2009), to study specific
problems, we can achieve substantial simplifications. The method of Combescot et al. leads
to an analytic expression for the polarization induced by the laser pulse, with the two
sources for the polarization, Pauli blocking and Coulomb interaction becoming tracable
troughout the calculation.

An excitonic basis requires a certain mapping (or pairing) of electrons to holes. This
mapping of the electron-hole basis onto the excitonic basis is not one-to-one. For example, if
we have two electrons and two holes in specific single-particle states, there are two different
ways in which these electrons could be paired with the holes.

If we introduce a certain pairing scheme, this ambiguity may be resolved. Two such
schemes will be described here. The first is to restrict an electron-hole pair to be in a given
internal exciton state. In most cases it will be most profitable to choose the 1s state. We then
allow the center-of-mass momentum K., of the pair to take any value, and call this choice

exex / exex

the state-restricted exciton basis. The second approach is to pair electrons and holes that
have opposite momenta, meaning that the resulting exciton will have K, =0 (remember

that photons carry a very small momentum and will therefore create K, ~ 0 excitons

directly). Now these momentum-restricted excitons can have any internal state 1s,2s,2p,
including continuum exciton states.

In order to find the best scheme for a given problem, we must consider their strengths and
weaknesses. For example, a 1s state-restricted approach requires resonant optical excitation
of 1s excitons and cannot account for THz-induced transitions between different internal
excitonic states e.g., 1s to 2p. But the freedom in momentum allows us to study four-wave
mixing and examine the time evolution of exciton momenta, including scattering of excitons
to optically inactive excitonic states with nonzero K, . The state-restricted scheme can also

to a certain degree account for the formation of biexcitons.

The fixed-momentum approach cannot describe four-wave mixing and the formation of
biexcitons. Interactions between excitons are limited by the restriction in momentum, and
include only the exchange effect, which sometimes can be dominant. However, because it
includes all internal states, it allows for excitation to states other than the 1s state, and can
account for scattering of the optically active excitonic states into optically inactive excitonic
states. Furthermore, Terahertz induced transitions between excitonic internal states can be
modeled, as well as state-filling effects. In the coherent regime, most of the excitons still
have K., = 0 momentum. Including only K, = 0 excitons is therefore not a serious limitation

on short timescales.

A central problem with excitonic bases is how to deal with state-filling effects associated
with the composite nature of excitons. State-filling results in non-bosonic carrier density-
dependent commutation relation for the excitonic operators. At low carrier densities, state-
filling is negligible and the excitons will obey boson commutation rules. At moderate
excitation densities this is a reasonable approximation. Another alternative is to “bosonize”
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the excitons, resulting in creation and annihilation operators following strict boson
commutation rules. Bosonization schemes are still debated, with difficulties defining an
effective Hamiltonian (Combescot et al., 2003).

On the other hand, it is sometimes possible to just accept and use the non-bosonic exciton
creation and annihilation operators, and to explicitly take their exact density-dependent
commutation relations into account, as explained in the paper by Wang & Dignam (Wang &
Dignam, 2009). This can be done by first defining a set of quasi-boson states. These are
electron-hole pair states consisting of the natural electron and hole single-particle
eigenstates of the semiconductor structure, paired so that the total momentumK, =0.

Based on quasi-boson commutation rules and a quasi-boson Hamiltonian. the dynamical
equations for the quasi-boson operators are obtained. The true excitons are a superposition
of quasi-boson states, and this superposition then defines the actual transformation between
quasi-bosons and true excitons. Thus, dynamic equations for the true excitons finally appear
by a transformation from the corresponding quasi-boson dynamic equations.

Wang & Dignam used a momentume-restricted K, = 0 excitonic basis including state-filling
and exchange to study the excitonic influence on the ultrafast nonlinear absorption in
quantum wells. The optical pulse was resonant on the 1s exciton. They found that, the
momentum-restriction notwithstanding, resonant excitation of the 1s exciton state at
moderate carrier densities ~1.3-10"%cm ™ could be described by further restricting the basis

to 1s exciton states only. However, for higher carrier densities ~5.0- 10%cm™2, the 1s peak
was reduced and blueshifted and the band edge was redshifted. These effects on the
absorption can only be described correctly if the coupling of the 1s states to both optically
active and inactive higher exciton states is taken into account. Again, characteristic for the
use of excitonic bases, it was possible to obtain analytical expressions for the density-
dependent blueshift and bleaching of the 1s excitonic resonance for the case of moderate
carrier densities.

To summarize, the approximations we have seen here are made possible by a close scrutiny
of the excitation conditions, finding that only a small portion of the exciton states are
relevant for a given problem.

3.2.3 Systems with electrical contacts

Another issue when probing optoelectronic structures is the need to account for injection
from electrical contacts, i.e. when the semiconductor has open spatial boundaries to
exchange charge carriers with an environment (e.g. for investigation of free carrier external
field induced drift velocity optical nonlinearities). Contact or injection model problems are
natural ingredients in methods arising from transport theory, e.g. non-equilibrium Greens
functions, Wigner formalism, and Monte Carlo methods. As we have already mentioned,
such methods are also used to analyze short pulse laser experiments. SBE, on the other
hand, is a theory that has appeared directly from the analysis of optical experiments, and
carrier injection/open boundaries have obviously not been the primary concern.

In nanoscale devices both coherent - ie. scattering-free - and incoherent - i.e., phase-
breaking -processes must be treated simultaneously. In spite of the quantum mechanical
behavior of carrier dynamics in the device active region, the overall behavior is often the
result of an interaction between phase coherence and energy relaxation/dephasing, the
latter being primarily due to the presence of spatial boundaries or contacts/charge
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reservoirs. A microscopic theory for the description of quantum-transport phenomena in
systems with open boundaries was proposed by (Proietti Zaccaria & Rossi, 2003). They
showed that the application of the conventional Wigner-function quantum transport
formalism to this problem leads to unphysical results, such as injection of coherent
electronic states from the contacts. A generalization of the Wigner-function formulation was
made, able to describe both the active region and the incoherent nature of carrier injection
more akin to the phenomenological injection models already used for open quantum
devices.

A generalization to systems with open boundaries of the SBE has also been proposed (Rossi,
1998). However, the emphasis was mainly on phase coherence and energy relaxation within
the active region, and to a lesser extent on the carrier-injection from the electrical contacts
into the device.

3.2.4 Semiconductor Luminescence Equations (SLE)

Recombination of electron-hole pairs and luminescence are fundamental processes in
semiconductors. The luminescence in atomic systems is modified when atoms are optically
coupled or when they are located within a cavity. With an array of quantum wells a similar
case can be established for semiconductors. Radiation from individual QWs is partially
reflected, transmitted, or absorbed by the neighbors. By placing the quantum wells in a
semiconductor microcavity, further modifications occur. For low photon energy excitations
the semiconductor material shows excitonic resonances below the fundamental absorption
edge. In a microcavity designed so that the exciton resonance is strongly coupled to the
single longitudinal cavity mode one obtains a double peaked mode coupling spectrum
which is revealed in transmission, reflection, and photoluminescence. Like in atomic
systems, strong coupling effects and suppressed or enhanced spontaneous emission are a
result of the high-quality optical resonance.

Pump-probe experiments can usually be explained in sufficient detail by a classical
description of the electromagnetic field. A quantum treatment only leads to small
corrections as long as the classical fields exceed the vacuum fluctuations. Therefore a full
quantum theory of radiation interacting with semiconductor materials is necessary only in
situations where these fluctuations really make a difference. Experimentally this is the case
for the analysis of luminescence, i.e., for radiation spontaneously emitted when excited
electrons return from the conduction to the valence band (radiative electron-hole
recombination). Spontaneous emission is a pure quantum effect and no classical radiation
field needs to be present. Analysis of statistical properties and correlations of the
electromagnetic field requires a full quantum theory as well. A study of luminescence
properties together with the presence of classical fields should therefore both be challenging
and give valuable insight into the coupling of matter and radiation.

Within a classical description of radiation, a major problem arises from the consistent
inclusion of carrier-carrier Coulomb interactions. Excitonic effects manifest themselves
through inclusion of the Coulomb interaction between carriers. In this review, a theory for
the semiconductor luminescence of electron-hole pairs is presented which includes many-
body effects. We shall treat the interacting carrier-photon system in the electron-hole
picture. The operator equations are presented for the case of a single quantum well (QW),
but the theory is part of a more general approach for investigating quantum properties of
radiation in semiconductors. The theory is valid both in the linear and nonlinear regimes
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and can be used not only to analyze stationary emission under quasi-steady state conditions
but also for the temporal emission in transient non-equilibrium situations. Mixing of
incoherent and coherent fields can also be investigated. In the presentation by Kira et al.
(Kira et al., 99), further results explaining the emission of radiation from single-quantum
wells, quantum-well arrays, and quantum wells inside high-finesse optical cavities are
summarized.

Here we shall mainly concentrate on incoherent luminescence resulting from a population
of excited electrons and holes. As a consequence of the attractive interband interaction,
strong correlations between conduction-band electrons and valence-band holes are to be
expected. We have already mentioned earlier that for low excitation densities and low
carrier temperatures these correlations lead to excitonic (bound electron-hole pair)
resonances below the fundamental absorption edge, and that these resonances often
dominate the absorption and emission spectra. The semiconductor luminescence
equations (SLE) provide a description of incoherent excitonic photoluminescence. They
are based on a generalization of the Hartree-Fock decoupling scheme and lay the
foundations for relations between photoluminescence and absorption, the build-up of
radiation from excitons, and nonlinear radiation effects. The equations bear some
resemblance to the semiclassical Semiconductor Bloch equations describing the coherent
excitation dynamics.

When coherent sources resonantly excite the QW (optical pumping), we have to extend the
analysis to include also a classical driving field. In this case the semiconductor luminescence
equations are coupled to the semiconductor Bloch equations leading to a mixing of coherent
excitation and luminescence. So, in essence, coherent field effects are described classically,
and incoherent field effects are treated quantum mechanically. A typical situation where the
SLE can be used is after an ultrashort laser pulse has excited electrons high up in the
conduction band, and we want to study the luminescence in a narrow spectral region near
the exciton peaks which appears as the hot electrons have cooled down. The SLE equations
for a quantum well in the absence of a coherent driving field, following the notation of Kira
etal. (Kira et al., 1999) are,
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where the renormalized free-particle energy is given by the expression

Z(k“’q“) = kZVku’k\‘\ (f’:\Wu * f’: ) ®

with

v, = ‘ [g(@)g(@)e " “ldzdz: (10)

‘kll
and where g(z)is the quantum-well confinement function (product of the envelope

functions of the electrons in the conduction and valence bands), the (" / b) are photon

ho

creation/annihilation operators, ¢, = 2—‘9: ; Ugw,g = Ig (z)dz with u,(z) and o,

denoting the stationary radiation eigenmode amplitude and frequency, respectively. A QW
polarization can then be defined by

Pow (@)= X[ ey () + 4P ()] (a1)

A

Here the electron picture is used in both the conduction and valence bands for the definition

of the dimensionless operators P (q”) and P, (q”). The conduction band electron
Il

creation/annihilation (¢*/c¢) and valence band electron creation/annihilation (v*/v)
operators define

PkH (q”) kH+q|| Ky 'Pku (q”) = V’;\ kit (12)

Pk*II (q”) is a dimensionless microscopic polarization operator which creates an electron in the
conduction band and destroys an electron in the valence band, i.e., it creates an electron-hole
pair, whereas Py, (qH) destroys (recombines) the same electron-hole pair. If this
recombination occurs radiatively, the emitted photon will have momentum ¢ . In the
electron-hole picture, remembering that a hole at -k actually represents a missing valence
electron at k, the center of mass of this electron-hole pair moves with the momentum q -
The actual dipole density can now be written as a sum over the electron-hole pair momenta

[l

P(r -fZPQW(qH) g (z) (13)

L]

Where, as mentioned above, g(z) is the quantum-well confinement function (product of the
envelope functions of the electron in the conduction and valence bands), and Ais the
quantum well normalization area. This represents a closed set of equations with the
renormalized stimulated contribution
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where gqow = J g(z)g(z)dz and n is the quantum well index of refraction. In .QST(k”,q) the
first term is a source term due to field correlations and the second and third terms describe
its renormalization due to the dipole self-energy and the Coulomb interaction, respectively.

In the SLE equation describing the radiation-matter Correlation<b;’1’ku> the term

proportional to 1-f° —fhk" represents either absorption or stimulated emission
i

depending on the carrier occupation of the various quantum well electronic states. The

strength of the spontaneous emission,

Doz (9) =i uqw,4dev (ql\ ) (15)
is determined by the dipole matrix elementd_, and the effective mode strength Uqw, - The

term <b;l’kII (qH)> represents an electron-hole pair with center of mass momentum g
recombining by emitting a photon with the same in-plane momentum q,- When excited

carriers are present in the QW, this correlation builds up even if the field-particle and the

field-field correlations are initially absent, because the source term f,fH +qu,f;QSE (¢) in the

S + . o
equation is nonzero. Thus, <qu"PkH (qH)> describes spontaneous photon emission and

electron-hole recombination.

Considering the product f,f" -f,f; , spontaneous recombination occurs only if an electron at

al
k,+q,and a hole at k are simultaneously present. As field correlations begin to build up,

the stimulated contribution .QST(k”,q) becomes able to influence the photoluminescence

spectrum. What we observe as photoluminescence is therefore a result of an interaction of
field-field and field-particle correlations affected by both spontaneous and stimulated
emission.

Luminescence is connected to the carrier and photon-number operators of the system. The
total change in photon and carrier numbers follow from the SLE as

0
a2<bgbq> =2 f" (16)
q ki

meaning that any time an electron and a hole recombines radiatively, a photon is emitted.

Regarding spontaneous emission as the source of the photoluminescence, a reasonable
question at this stage would be whether or not radiation field modes of different in-plane
momentum g can be coupled. It turns out that within the Hartree-Fock approximation,
spontaneous emission from an incoherent carrier distribution (we call this incoherent
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spontaneous emission) is only allowed when the recombining electron-hole pair and the
emitted photon have the same in-plane momentum. Therefore photoluminescence from
different g can couple only via the carrier-occupation dynamics.

If, in addition to the spontaneous component there is a non-zero coherent (optical pumping)
component, quantum correlations of the type

A<b$z,qHPkH (‘In)> = <b§quPk" (‘Iu)> - <bc+12 4 ><Pku (‘Iu)> (17)

will contain coherent contributions from both the semiconductor Bloch equations as well as
from the incoherent processes described by the semiconductor luminescence equations.
When the coherent component is absent initially, it can be shown that the expectation values
of the field and polarization operators in the second term on the RH side of the above
equation are zero, and in this case the SLE given above directly gives the expectation value
of the correlation.

Stimulated emission also conserves the in-plane momentum, meaning that modes with
different in-plane momentum do not couple radiatively. We just saw that this also holds for
spontaneous emission. Incoherent photoluminescence is thereby greatly simplified, since
field-field and field-matter correlations only contain quantities with the same g . Thus, in
summary, photoluminescence contributions with different g can only affect each other via
the carrier-occupation.

Under stationary optical pumping the analysis could become even simpler since electron-
hole pairs lost due to recombination are replaced by the pump, keeping carrier occupations
constant. But coherent pumping introduces additional correlation terms leading to a
coupling of modes with different g, which is discussed in Kira et al. (Kira et al., 1999).

3.2.5 Plasmons and coupled plasmon LO phonon effects

Charge-density waves (plasmons) in the carrier ensemble and lattice vibrations (phonons)
are basic collective excitations in solids. In polar semiconductors, longitudinal optical (LO)
phonons carry long range electric fields which couple to the electric fields of the
longitudinal charge-density waves. Plasmons and LO phonons then form two new hybrid
modes at different frequencies. This phenomenon was first observed by incoherent Raman
scattering of continuous laser radiation from GaAs (Mooradian & Wright, 1966). The LO
phonon-plasmon coupled hybrid excitations exhibit fundamentally different properties
compared to the bare resonances. The mixed resonances still convey the carrier-carrier as
well as the carrier-lattice interaction. Therefore, they are of fundamental importance for
transport and relaxation dynamics in polar materials.

Free carriers in semiconductors can be introduced either by doping or by optical excitation.
Under optical excitation, both electrons and holes appear simultaneously. Because of the
large mass of heavy holes compared to conduction band electrons, holes can often be
viewed as stationary while electrons are subjected to the plasmon oscillation.

The longitudinal mode frequencies of the coupled plasmon-phonon system are zeros of the
total dielectric response function in the weak damping, long wavelength limit, i.e., where
(Ridley, 1999)

Ep =6, +6 —& =0 (18)
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The free space permittivity ¢ is subtracted once to avoid double counting, as it is included
in both the lattice permittivity &, and the electronic permittivity . These can be given as
simple Drude models,

2 2
o
£ =6, 0 (19)
W —Wro
@
£o=8)—— (20)
@

Here oro and wro are the longitudinal optical and transverse optical bare phonon
frequencies, with the bare plasmon frequency for a carrier density n defined as @2 =
ne2/m*e,. The trick of defining an optical effective mass m* accounts for a non-parabolic
conduction band; m* is essentially a fitting parameter which changes as the doping density
increases. The result is that the longitudinal phonon mode and pure plasmon mode are
replaced by the two coupled modes designated by @, and @_. Their frequencies are given

by

o' —wz(a)ﬁo + a)g)-ra)%oa)g =0 (21)

In Fig. 3 we have calculated the eigenfrequencies for the two hybrid modes @, and @_in

Cdo.2s Hgo2Te as a function of carrier density at long wavelengths (g ~ 0) of the modes. We
notice that at low carrier densities the upper mode @, resembles a bare LO phonon mode

with a fixed resonance frequency, whereas the lower mode _ resembles a bare plasmon

with a linearly increasing resonance frequency as a function of carrier density. At low carrier
densities the oscillation period of the plasmon is very long, but at higher carrier densities its
oscillation period starts to approach that of the LO phonon-like upper mode. At this level of
carrier density the effect of mode coupling becomes strong, and must be accounted for when
dealing with transport problems or relaxation dynamics. This coupling region is in fact the
most difficult domain to model. If the carrier density is increased even more, the upper
mode changes character and becomes plasmon-like while the lower mode becomes LO
phonon like. Again, we have a plasmon-like and a LO phonon-like mode, but now it is the
upper hybrid mode that is plasmon-like and the lower hybrid mode that is LO phonon-like.
A small artefact with the lower hybrid mode clearly seen in the figure is that it oscillates at
the tranverse optical phonon frequency at high carrier densities, rather that at the LO phonon
frequency. LO phonons generally have a larger restoring force than do TO phonons, and
they therefore oscillate at a slightly higher frequency. This difference is due to the long
range electric field that LO phonons carry. At high carrier densities this field is
(over)screened by the now rapidly oscillating plasmon charge carriers, and thus the
oscillation will occur at (or below) the bare TO frequency.

The physics described above is based on an assumption of quasi steady-state or quasi
equilibrium. We know that oscillating charge carriers generally emit radiation. If the
material can be brought far away from thermal equilibrium, radiation from the hybrid
modes should become clearly discernible. In addition, the formation time from bare
resonances to the fully developed hybrid modes could be revealed if the number of charge
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carriers is suddenly increased from a very low value to a value where coupling is expected
to occur.

We shall first deal with the issue of radiation from the hybrid modes, that is, free-space
radiation originating from longitudinal modes of a polar semiconductor as a function of
coupling. It is perhaps to be expected that plasmons are the strongest radiators, and that the
radiation spectrum is only significantly disturbed when entering the coupling region. If the
semiconductor is excited with a short laser pulse, we readily obtain an inhomogeneous, hot
electron-hole plasma. A colder, well thermalized plasmon-phonon hybrid would clearly be
a more ideal object of study. Therefore the sample should have a background donor doping
(giving an n-type semiconductor) in which the colder plasmon-phonon hybrid can be
established. Steady-state non-equilibrium of this colder hybrid is ensured if it is interacting
with a hot, laser-induced electron-hole plasma. The density of the hot plasma can be several
orders of magnitude higher than the background doping density. Interactions between the
cold hybrid mode and the laser-induced hot plasma are rather subtle. Samples for this kind
of experiments have a surface space-charge region. An ultrashort laser pulse creates
electron-hole pairs, suddenly screening out the surface field. Higher doping density results
in a shorter space-charge layer, resulting in faster screening of the surface field. Coulomb
coupling of the ultrafast surface field transient to both the electronic and the lattice
subsystems then initiate the collective oscillations which form the hybrid modes. Both
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Fig. 3. A plot of the frequencies associated with the hybrid modes. Calculations done for
Cdoos Hgo72Te at 300 K. The band gap is 0.271 eV.
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components of the cold hybrid mode have intrinsic damping rates, for LO phonons a decay
time of 1-2 ps describes the disintegration of the LO mode into acoustic phonon modes, and
for electrons sub-ps momentum relaxation times connected to various carrier scattering
processes define the damping rate of the plasmon. Presence of a hot, laser induced plasma
of high density in the same sample will change the cold plasma carrier scattering rates
(especially the rates concerning donor electron scattering with laser induced hot holes) and
enhance the damping of the cold hybrid mode. The altered damping rates can be extracted
from the radiation emitted by the hybrid mode, and compared with rates extracted from
electric mobility measurements of the doped sample.

Time-resolved measurements of hybrid modes in polar semiconductors can be made by
reflective electro-optic sampling (REOS) (Dekorsy et al., 2000). Charge carriers are generated
by an ultrafast laser pulse, and the hybrid modes weakly modulate the surface field as
observed by reflection. Among the drawbacks of REOS is a lack of sensitivity to oscillations
beyond the surface field layer and less distinction between photocarrier and background
doping carrier densities.

Two other detection techniques are optically gated antennas and free-space electro-optic
sampling, which give the phase of the THz pulse relative to the excitation pulse. Phase data
can in principle reveal details of the starting mechanism of the hybrid oscillations, but they
are technically difficult to obtain due to dispersion and absorption effects in the
semiconductor (Leitenstorfer et al,. 1999, Kono et al., 2000).

Ignoring this phase information, Hasselbeck et al. (Hasselbeck et al., 2002) used a broadband
interferometric method with two 30 fs pump pulses directed at nearby regions in InAs to
extract transient THz radiation signals interfering in the far field. The angle of incidence for
the Ti:sapphire laser beams was 45° and the pump pulses exceeded the band gap by 1.2 eV.

Excited carrier density in the pump absorption region was estimated to be >10"®cm™ , with
an absorption depth of the pump > 200 nm, and the surface accumulation field depth was ~
5 nm. This ensures that the pump penetrated well into the neutral bulk region where the
hybrid oscillations are created. Response times of the surface field screening were 52 - 76 fs,
decreasing with increased doping.

By adjusting the time-delay between the pump pulses an interferogram is created, which
could be Fourier transformed and analyzed in order to extract vital data regarding the
hybrid modes.

In (Kersting et al, 1997) a simple model is presented which can be used to calculate the
power spectrum of the emitted THz radiation of the experiment, assuming homogeneous
broadening (Hasselbeck et al., 2002);

’
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with Q = wr02(es- €x)/47 (& is the static dielectric constant) and yyn, ye as LO phonon decay
and electron momentum relaxation rates, respectively. At the edge of the space-charge layer

the surface electric field transient is modeled as E(t) = Eo[tanh(t/7)+1], giving | E(w)|2 ~
csch?(mwr/2), where T is an analytic approximation to a calculated response time of the
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surface field screening. The center frequencies of the spectral peaks are quite insensitive to a
change in optical excitation power, since they are determined by the cold plasma density.

The laser-generated, hot charge carriers do not emit coherently due to their inhomogeneous,
i.e., quasi-exponential distribution in the bulk region adjacent to the surface. Distinguishable
contributions from both @, and @_ hybrid modes can be directly observed in the radiated

signals. By varying the donor doping, the plasma frequency changes, and we can study the
different regions of hybrid mode coupling similar to those depicted in Fig. 3.

Having discussed the emission of radiation from non-equilibrium hybrid modes, we shall
now turn our attention to the formation of hybrid modes after a sudden increase in carrier
density. Femtosecond laser pulses create a dense, excited carrier plasma in an intrinsic
semiconductor within a time shorter than a typical oscillation cycle of the bare LO phonon
and plasmon resonances. It is to be expected that the hybrid mode resonances will not be
established instantaneously in such a strongly non-equilibrium situation. Transition from an
LO phonon resonance to a fully coupled phonon-plasmon hybrid will be governed by
many-body quantum correlations. Screened Coulomb and phonon interactions must
therefore be considered self-consistently within the same approach.

We shall briefly outline the key ingredients of a quantum kinetic theory in the framework of
Keldysh non-equilibrium Greens functions (Haug & Jauho, 1996). The analysis can be
viewed as a generalization of the steady-state theory presented above, where we found the
longitudinal hybrid eigenmode resonances as the roots of the dielectric function. Manybody
system response can quite generally be obtained via the dielectric function, usually
expressed via its inverse form &1 (Ridley, 1999, Mahan, 2007). For a NIR pump-THz probe
experiment we are interested in the inverse dielectric function &;1(ts,®) where t; is the delay
between pump and probe, and ¢q, ® are the wavevector and frequency of the hybrid phonon-
plasmon resonance, respectively. Re(1/¢;) essentially describes the screening effects of the
manybody system, in particular the resonant overscreening of the long range electrostatic
restoring force of the LO phonon, which was seen earlier to reduce the @_ oscillation

frequency to lie below the TO phonon frequency at high carrier densities (Fig. 3). The
imaginary part of the dielectric function reflects the energy loss of a carrier interacting with
the many-particle system. Sustained longitudinal electromagnetic eigenmodes are identified
from the peaks of Im(1/¢,).

The two-time particle interaction is calculated self-consistently with the semiconductor
Bloch equations, and the Dyson equation determines the effective screened interaction
potential,

W, (1,2)=W, (1,2)+ W, (1,3)L,(3,4)W, (4,2) (23)

where the polarization function L,(#; t') is based on the random-phase approximation (RPA).
The effective screened interaction potential Wq’(1,2) describes the combined Coulomb

interaction and the interaction due to LO phonon scattering. Exponential damping is
introduced into the phonon propagator, and the corresponding two-time Greens functions
are modeled according to the generalized Kadanoff-Baym ansatz. Then an incomplete

Fourier transform of the resulting effective interaction potential Wq'(ty,t,)is taken,
considering the relative time t; —t,, and the inverse dielectric function is finally obtained
by setting tp =t; (Huber et al., 2005b, Vu & Haug, 2000),
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t A
W, (ty, @)= j dt,W, (tl,tz)e“"(tl t)

—0

ggl(tD,a)) = qu(tD,a))/ v,

(24)

with V,; denoting the strength of the bare Coulomb interactions.

Huber et al. (Huber et al., 2005b) investigated the formation of hybrid modes in intrinsic InP
using a 12-fs Ti:sapphire laser pump with a single-cycle THz probe at 28 THz, delayed with
the time tp. Real-time evolution of the probe THz electric field was directly measured by

means of the ultrabroadband electro-optic sampling technique with sampling delay time t,.
The measured data allowed access to both real and imaginary parts of £, (tp, @) in a 7 - 60

THz window.

Delaying the probe with respect to the pump resulted in characteristic trailing oscillations
long after the original probe signal had died out. The trailing oscillations represent a change
in the probe signal which was monitored by varying the sampling delay time t, . Increasing

the delay between pump and probe resulted in more trailing oscillation cycles. These
oscillation cycles are manifestations of a quantum beating between the newly developing
upper and lower hybrid modes @, and @_in Fig. 3.

The hybrid resonances can be followed by a Fourier transformation with respect to t, of the

change in the real-time probe signal for various pump-probe delays tp, thereby extracting
the inverse dielectric function sq’l(td,a)) in the long wavelength limit g = 0. For an unexcited

semiconductor only the bare LO phonon resonance is found, which vanishes after
photoexcitation and then two new hybrid modes arise after a while. By varying the carrier
densities the position of the peaks in of Im(1/¢,_y) can be followed. As a reference, TO

phonons in InP oscillate at @wrg /27 =9.7 THz, and LO phonons at @;q =10.3 THz. In the

time-domain, it was demonstrated both experimentally and theoretically that the time for
establishment of fully developed hybrid modes depends on the carrier density as
74 = 1.6, / 27 . This means that the buildup takes shorter time in denser systems, c.f. Fig 3.

Typical values of 7 for InP would be ~ 140 fs at a carrier density of 10 cm™>.

3.2.6 Magnetic systems

Diluted ferromagnetic semiconductors are currently explored for use in information
processing and storage devices. By introducing Mn atoms in GaAs or other III-V
semiconductors a new, ferromagnetic material is obtained in which fast spin manipulation
seems possible. Other candidate material classes investigated in the literature are chrome
spinels, manganese oxides, transition metals, rare earths, pyrochlore, EuO, and EuS.

Spin manipulation is a basic ingredient in spintronics, spin-photonics and quantum
computation applications. Carrier density induced ferromagnetic effects can either be
controlled by light or current via electrical contacts and gates. Magnetic field pulses and
spin-currents can control the spin on the picosecond timescale, but for femtosecond
manipulation, ultrashort laser pulses will have to be introduced. For the investigation of
candidate materials a particular experimental method is used, ultrafast pump-probe
magneto-optical spectroscopy. Here the pump optical pulse creates carrier populations
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whose subsequent interactions starts the magnetization dynamics which can be followed as
a function of time via Faraday or Kerr rotation.

Natural timescales for phonon mediated spin relaxation and magnetization precession lie in
the picosecond range. This was considered to be the ultimate limit for the attainable speed
of magnetization switching prior to investigations with fs pulsed lasers. Then ultrafast
demagnetization with the aid of fs lasers was demonstrated and this opened up new
possibilities for high-speed magnetic devices. We shall first consider the metals because a
large body of results has been obtained here and the corresponding theory has matured
considerably in the last few years.

The ultrafast demagnetization process seen in transition metals such as Ni, Co, Fe
(delocalized magnetism of d-electrons) and the rare-earth metal Gd (magnetism of f -
electrons), is related to three characteristic timescales: 1) a femtosecond demagnetisation
with timescale ¢, 2) a picosecond magnetization recovery with timescale 7y, and 3) a
hundred picosecond-nanosecond magnetization precession.

Finding a satisfactory theory from first principles of the ultrafast physics going on under 1)
is not straightforward. Instead, it seems at the moment more profitable to start with simpler
models in order to describe the influences of the different subsystems (charge carriers, spin,
photons, and phonons). For example, it is known that spin-orbit interactions are important,
but modeling of all three temporal regimes on the same footing is currently not possible
using quantum theory.

Early attempts assumed a three-temperature (3T) phenomenological model with rate
equations for electron, phonon, and spin temperatures (energies). Using a spin temperature
is quite unsatisfactory, considering that the spin system is not in equilibrium on the
femtosecond timescale. If the spin is instead coupled to a two-temperature (2T) model for
phonon and electron temperatures, we can obtain some improvement. Such a model deals
with an energy flow concept, interpreting the ultrafast demagnetization as a non-coherent,
"thermal" process. The energy goes from photon to electron and then to the spin system,
without the need for stating any underlying quantum mechanism behind the spin flip.
Among the candidates for underlying quantum mechanisms are Elliott-Yafet (EY) electron-
phonon scattering, EY electron scattering with impurities or other electrons and the
electron-electron inelastic exchange scattering. The EY model for phonon scattering seems to
be a strong candidate in many of the metals.

Further progress in the field of phenomenological models (Atxitia & Chubykalo-Fesenko,
2010) has resulted in three central branches: 1) Langevin dynamics based on the Landau-
Lifshitz-Gilbert (LLG) equation and classical Heisenberg Hamiltonian for localized atomic
spin moments, 2) the Landau-Lifshitz-Bloch (LLB) micromagnetics model, and 3) the
Koopmans’s magnetization dynamics model (M3TM).

The LLB model includes the dynamics governed by both the atomistic LLG model and the
M3TM model, with both classical and quantum versions. The LLB equation for a quantum
spin S is based on the density matrix approach. For simple quantum spin systems modeled a
s a two level system with spin-up and spin-down bands (i.e. S = +1/2) it has been shown to
be equivalent to the M3TM model (Atxitia & Chubykalo-Fesenko, 2010). The LLB equation
for classical spins is equivalent to an ensemble of exchange-coupled atomistic spins modeled
by LLG equations.

Quantum mechanisms responsible for the ultrafast demagnetization in the LLB model are
described by the coupling parameter A, which defines the rate of the spin flip. Relations
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between such parameters in the phenomenological models are a key to understand whether
or not a given mechanism can act on more than one of the three characteristic timescales of
the demagnetization process mentioned above.

The LLB equation can handle large spatial scales, which is a prerequisite for modeling
multiscale magnetization dynamics. Coupling the spin to the electron temperature from the
2T model, we automatically include a purely carrier-based spin flip process. If both electron
and phonon temperatures are coupled to the spin dynamics we automatically include the
carrier-phonon scattering induced Elliott-Yafet mechanism. Coupled to the 2T model, the
LLB equation has recently been shown to describe correctly all three stages of the ultrafast
demagnetization processes: the sub-picosecond demagnetization, the picosecond
magnetization recovery and the nanosecond magnetization precession (Atxitia &
Chubykalo-Fesenko, 2010).

As regards semiconductors, similar magnetization effects have been demonstrated
(Kapetanakis et al., 2009). Using density matrix equations of motion a nonequilibrium
theory of ultrafast magnetization reorientation in ferromagnetic (Ga,Mn)As was presented.
Interactions and coherent nonlinear optical effects were treated in a similar way as the
Semiconductor Bloch equations. Both resonant and non-resonant photoexcitation were
included, taking into account the relevant bands. A femtosecond collective spin tilt was
induced by nonlinear, near-ultraviolet (3 eV), coherent photoexcitation with linearly
polarized light. The magnetization was initiated by the interaction of non-thermal itinerant
carriers (holes) with local Mn spins. The dynamics generated a subsequent uniform
magnetic precession. This was interpreted as a possibility of non-thermal magnetization
control by tuning the laser frequency and polarization direction.

3.3 Incoherent ultrafast regime

We shall now consider ultrafast phenomena after coherence has been completely destroyed
by scattering. This is the particular branch of scattering dominated carrier relaxation
dynamics which is representative for traditional micreoelectronics devices.

When electrons are photoexcited high into the conduction band, scattering processes are
initiated and the initial configuration of excited charge carriers in the bands starts to
change. First the charge carriers thermalize among themselves within 1 ps due to carrier-
carrier scattering. Thermalization means that the charge carriers obtain a common
temperature which is different from the lattice temperature. Then the cooling of the
carriers towards the lattice temperature starts, and this can take tens to hundreds of
picoseconds depending on the amount of photoexcited carriers and how high above the
band gap the electrons were excited. Screening of the carrier-phonon scattering
mechanisms at high photoexcitation densities can reduce the energy transfer rate to the
lattice. Considerable feedback from the lattice to the carriers are related to bottleneck
effects when the most active phonon types receive too much energy in a short time. These
hot phonons obtain much higher temperatures than the less active phonons, which tend to
have temperatures very close to the initial lattice temperature. Usually the energy of the
pump pulse is very small in these kinds of experiments, so the hot phonons are essentially
due to poor energy distribution between different phonon modes. Consequences of
having hot phonons are a substantially prolonged carrier cooling time. After the cooling
has resulted in equilibration of carrier and lattice temperatures, a final ‘condensation’
process where electrons and holes recombine completes the photoexcitation cycle. Before



Time-Resolved Laser Spectroscopy of
Semiconductors - Physical Processes and Methods of Analysis 161

we embark on a study of the carrier cooling and hot phonon effects, we shall investigate
another type of condensation. As the photoexcited carriers start to cool, the free carrier
electron-hole pairs begin to condensate into excitons. Both excitions and free electron-hole
pairs have rather long lifetimes, often in the ps range. Recombination can happen within a
free electron-hole pair or go via exciton recombination.

The Saha equation (Kaindl et al., 2009, Suzuki & Shimano 2011), gives the equilibrium ratio
between the density of excitons N,x and free carriers (i.e. when these two populations are
reciprocally thermalized) in the Boltzmann limit. For bulk materials it reads,

N1 2L Y ()

“Yeh _ 7( HKp cjz o\ kel (25)
N, 4\ &z

where p and Ej are the exciton reduced mass and the binding energy, respectively. For a
given total e-h pair density N = Ng, + N, it yields the relationship between carrier
temperature T, and free-carrier density Ng,.

Free electron hole pair populations obtain thermal equilibrium with excitons within 2 ps. If
we consider long timescales of some ps to hundreds of ps after the pump pulse with no
external disturbance, this could be considered an instant equilibrium. The Saha equation
implies that hot carriers have a low exciton density while cold carriers contain a high exciton
density. However, the above equation only represents an exclusive equilibrium between
free electron-hole pairs and excitons. As we saw above the carriers will still not be in
equilibrium with the phonon system within a 2 ps timescale. What can happen under the
carrier cooling phase is a thermal re-ionization of excitons by the phonons to create free-
electron-hole pairs. The result will be a slow formation time of excitons on the order of
several hundreds of ps when lattice and excitons eventually reach an equilibrium. We can
consider the temporal region of carrier cooling to be free from recombination lifetime effects.
After the cooling phase a final equilibrium of all subsystems is reached by recombination of
excitons and free carriers.

This effect has been investigated in Si by Suzuki et al. (Suzuki & Shimano 2011) using optical
pump and THz probe measurements. They evaluated the time-dependent fraction of free
carriers and excitons. The waveforms of the THz pulse transmitted after the sample with
and without the optical pump were recorded by electro-optic sampling. The complex
transmittance change was then obtained by Fourier transformation, thereby yielding a
photoinduced change in the complex dielectric function. To estimate the free e-h pair density
at each delay time, the data were fitted with the free-carrier based Drude model in the low
photon energy region (2.0-7.8 meV), where the Drude component dominates the spectrum.
The Drude component decreases with increasing delay time, and an exciton component
(Kaindl et al., 2009) emerged as a peak at ~ 10-12 meV, an energy that corresponds to the 1s-
2p transition of excitons in Si. Thus the formation dynamics of excitons was revealed
through the observation of the 1s-2p transition at ~ 3 THz. Contrary to a free-carrier
behavior, the exciton density, as indicated by the 1s-2p absorption at 12 meV, gradually
increased after the photoexcitation and reached a constant value after 400 ps for an initial
lattice temperature of 30 K. Long after this period, recombination eventually will influence
the populations.

As we have just seen, the interaction between the hot free electron-hole plasma and the
phonons constitutes a very important basis for the formation of a stable exciton
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population. In (Suzuki & Shimano 2011), cooling of the hot carriers was studied using a
set of cooling rate expressions. A very flexible, but more computationally heavy
alternative for studying this particular cooling dynamics would be to use a particle-based
Monte Carlo (MC) simulation. The flexibility lies in the fact that very few assumptions
have to be made about the system at hand, so that not only special cases can be
considered. In the following we present some of our recent MC results in order to
demonstrate the physics behind the dissipation of short laser pulses. In this case we shall
investigate a low-gap semiconductor, Hgp72Cdo2sTe (MCT). As shown in Fig. 2, laser
energy can be exchanged between carriers and phonons in several ways before finally
escaping through the phonon distributions. Plots of the rate of energy exchange for
Hgo72Cdo2sTe due to the interactions are shown in Fig. 4, for coupled MC simulations
with hot phonons and exact screening.

Longitudinal optical phonons constitute the most important route for energy relaxation
when carrier densities are low. Almost all the energy relaxed out of the system goes by this
route, through polar optical interaction with high energy electrons. Relaxation through
transversal phonons occurs via the non-polar deformation potential interaction and is
usually less important.
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= = = hto L-phon via PO
51074 /N0 e h to L-phon via nonPO i
h to T-phon via nonPO
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Fig. 4. Energy transfer rates of the different mechanisms at a carrier density of n=10"cm?.

Hot phonons are simulated and the screening length is calculated from the simulated
distributions.

We also see from the figures that the green graph representing the hole energy loss rate to
longitudinal optical phonons goes slightly negative after 5 ps. This means that some energy
is flowing into the hole ensemble indirectly via the mainly electron-heated hot longitudinal
optical phonons. This can help energy relaxation and even out the temperature difference
between electrons and holes. For the particular case investigated here however, the flow is
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not large. Electrons in MCT will mainly interact with small wavevector longitudinal optical
phonons, since electrons occupy a very narrow band in k-space with small electron wave
vectors. Thus, only longitudinal optical phonons with small wavevectors will become really
“hot”, as illustrated in Fig. 5.

6 T T T
—0.5ps
2 ps
= — 10 ps 7
20 ps
30 ps
4 P .
N
3- i
2 i
1 T T T
0,0 5,0x10° 1,0x10° 1,5x10° 2,0x10°

-1
Phonon wavenumber (cm')

Fig. 5. Longitudinal phonon occupation at select times in simulations of coupled electron
and hole ensembles at 17 =10"%cm?®, with hot phonons accounted for.

Longitudinal optical phonon modes with larger wavevectors have a phonon occupancy
corresponding more closely to the lattice temperature.

Transversal phonons do not become hot either, as we can see from Fig. 6. Holes receive less
of the laser energy and occupy a much broader range of wave vectors and will therefore
interact with a much broader range of phonon wave vectors. Because the phonons that are
hot have small wave vectors these phonons will not interact as efficiently with the broad-
wavevector hole ensemble as one could expect.

At high laser fluences carrier densities will increase. Then the interaction with polar optical
phonons tends to be weakened by carrier induced screening, and transversal phonons
becomes a more important relaxation route. Another complication at high carrier densities
and laser fluences is the occurrence of plasmons or longitudinal hybrid mode oscillations.
An individual carrier can also be scattered by plasmons in elemental semiconductors such
as Ge, Si etc., but not by hybrid modes.

In polar materials however, such as the compound semiconductors GaAs and MCT the
plasmon mode and the longitudinal optical mode combine via their respective long range
electrical fields, as we saw earlier. The combined modes replace the plasmon and polar
optical mode as scattering agents of the charge carriers, and can be simulated by the same
method as we have outlined here.
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Fig. 6. Transversal phonon occupation at select times in simulations of coupled electron and
hole ensembles at 7 =10"°cm?®, with hot phonons accounted for.

3.4 Long pulse regime

We shall devote some space (albeit small) also to this case, because of all the non-linear
optical effects that appear. Using infrared (IR) wavelengths, intraband free carrier (FCA)
and inter-valence band (IVA) absorption between e.g. the light and heavy hole bands can be
studied, see Fig. 1. Although the total number of carriers generated in the conduction band
can be comparable to that of a short pulse experiment, the majority of the carriers are well
thermalized at temperatures which lie close to the overall lattice temperature. Nevertheless,
differences between carrier and lattice temperature smaller than 100 K can have a major
impact on processes occurring near the band gap, according to (Storebo et al., 2010). For
example, it was found that a slightly elevated carrier temperature can strongly reduce the
Pauli-induced saturation or “bleaching” of one-photon absorption across the band gap, or
affect other long-timescale parameters, like carrier lifetimes and impact ionization rates. The
difficulties within the modeling in this regime lies not only in the solution of many coupled
differential equations, but also to a large degree on severe inaccuracies in recombination
rates and TPA, FCA, IVA absorption coefficients which has now lasted for decades. The
discrepancies have persisted because it has been experimentally very difficult to isolate and
quantify all the simultaneous absorption and recombination effects. Theoretical estimates
could be used to eliminate the uncertainties, but the methods used in the past have proven
much too primitive for this task. With the advent of ab-initio band structure numerical codes
it will become possible to obtain accurate estimates of each process, and examples of
progress in this direction will become available in the near future. An important point which
we would like to emphasize in this context is that even if the data is obtained numerically, it
is crucial for the usefulness of the data that analytical expressions are extracted, so that the
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results can be incorporated in laser irradation simulations. In addition, the data must also
take into account the possibility of different carrier and lattice temperatures, a feature which
we have seldom seen considered for cases involving low-intensity laser irradiation.

4. Conclusions

As we have seen, no single post evaluation tool or method will suffice to cover all
pulselength ranges, and not all tools are suited for a given experiment. Combining time
resolved laser experiments with satisfactory analysis of the results can therefore become a
demanding task. When evaluating potential analysis tools, we will take the view that it is
vital to have access to flexible methods, even if we see that this often comes at the expense of
heavy numerics. It is true that the analysis of e.g. a semiconductor device by simple
analytical models often benefits the physical understanding. But in the field of laser
spectroscopy many processes contribute in unpredictable ways, and to have some of these
ways sporadically blocked by a priori assumptions or limitations within the method of
analysis can become a frustrating experience. Some of the methods reviewed in this chapter
introduce substantial simplifications, and should be used, but not without focusing on their
limitations and assuring the access to more flexible tools. As regards the future prospects of
laser spectroscopy, it is clear that the techniques developed in this field will play a crucial
role in achieving quantum coherent control of information bearing variables such as spin as
well as continuing to be a central method for device and material characterization.
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1. Introduction

In the more than 50 years since its conception, the laser and its variety of applications has
covered most of the scientific and technological areas of science, from fundamental physics
to biophysics and medicine. Probably, the scientific area that has benefited the most is the
same area from where the laser originally came: Atomic, Molecular, and Optical (AMO)
Physics. The purpose of this chapter is to present, through a selection of examples, how
the applications of the laser in atomic collisions, cold plasmas and cold atom physics is still
opening new areas of research. The examples chosen are a sample of what is the current
research at the Instituto de Ciencias Nucleares (Nuclear Science Institute) and the Instituto de
Ciencias Fisicas (Physics Science Institute) at the Universidad Nacional Auténoma de México.
We hope that, in choosing these examples, the reader will have the opportunity to get a wide
view of three main areas of research in applications of lasers to AMO physics.

The chapter is separated in three sections. Section 2 deals with applications of numerical
calculations related to laser assisted collisions, in particular the chapter deals with Finite
Difference methods to the calculation of charge transfer cross sections. It shows the bits and
pieces of how this numerical technique can be implemented. Section 3 shows an example of
a calculation for experimental work with cold atoms. It discusses the technique of stimulated
Raman adiabatic passage to produce highly excited Rydberg states. Finally, Sec. 4 shows
the reader applications of the Optogalvanic Effect, and in particular to the new emergence
of applications that are coming about due to the availability of solid state sources in the UV,
and mid infrared. The applications of this technique go from simple basic physics research, to
National Security, Biophysics and Medical applications.

2. Laser assisted charge transfer collisions

The study of ion-atom and ion-molecule interactions in the presence of an intense laser is
a new and exciting field in atomic physics. Laser intensities up to I = 3.5 x 101 W/cm?
that correspond to the atomic unit of electric field E = 5.1 x 10° V/cm are so intense that
compete with the Columbic interaction force in the control of the electron dynamics. As
a result, atoms and molecules in the presence of intense laser fields exhibit new properties
and behavior which can be studied by means of multiphotonic processes. Those properties
generate new behaviors of matter in the presence of intense lasers, with applications that go
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from the study of ultra-fast phenomena, the development of lasers of high frequency (XUV
and X-rays), the investigation of plasma properties and condensed matter under extreme
conditions of temperature and pressure, up to the control of atomic and molecular reactions
in the presence of intense lasers.

When an asymmetric collision occurs between an ion and an atom in the presence of an intense
laser, the collision cross-section for the charge transfer induced by the laser can be several
orders of magnitude greater than when it occurs without the presence of the laser (Anis et al.
(2006); Cabrera-Trujillo (2009); Copeland & Tang (1976)).

In the first theoretical works on charge transfer induced by laser in a collision, the attention
focused in resonant effects where the frequency of the laser was tuned to a transition in
the colliding system (Copeland & Tang (1976); Ferrante et al. (1981); Gudzenko & Yakovenko
(1972); Pindzola et al. (2003)). These calculations were carried out for very small intensities, or
by means of perturbative calculations or for systems that could be considered coupled by two
states in the presence of a laser field (Errea et al. (1983)). More recent work Kirchner (2002;
2004; 2005) has focused on laser intensities above 1013 W/cm? by using the basis generator
method (BGM) with a CW laser. The BGM is a nonperturbative approach that has been
successful in the study of field-free ion-atom collisions.

The objective of this section is to show the reader how the technique of finite differences can be
used in problems of atomic collisions assisted by an intense laser as well as in the calculation
of the cross-section for the charge transfer.

2.1 The problem

As an example, let us consider the case of a a particle (He?") colliding with a hydrogen atom.
For this, we will consider favorable conditions to the experiment, that is to say, a laser of
Ti:Sapphire of wavelength around 780 nm commonly used in experimental laboratories with
an intermediate intensity of 3.5 x 1012 W/cm?. In atomic units this corresponds to an electric
field of Ey = 0.01 a.u. and frequency w = 0.057 a.u.. These values guarantee that the effects
of ionization and excitation due to the laser can be neglected.

A complete calculation based on quantum mechanics for the charge transfer induced by a laser
is a very difficult problem, even computationally. For sufficiently high collisions energies,
semi-classical models that consider classic trajectories and quantum electrons can be used. In
addition, the interaction with the laser can be represented by means of the dipole approach.
Thus, the electronic wave function satisfies the Time-Dependent Schroedinger equation (in
atomic units)

i%‘?(r, t) = [T+ V(t)]‘l’(r, 1, )
where
T = —%vz, )
_ 2t Zp gy
V(rt) = i TR E(t)-d. 3)

are the kinetic energy operator and the interaction potential, respectively. In this expression,
Zr and Zp are the charges of the target and projectile, Rp(t) is the trajectory of projectile
and d = —r is the dipole moment of the electron. In this case, we will use the approach of
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rectilinear trajectories for the projectile along the z-axis, that is to say,

Rp(t) = bx + vtz )

where b > 0 is the impact parameter, v is the speed of the projectile commensurate to
the collision energy, and X and Z are the unitary vectors throughout the x— and z—axes,
respectively. For the laser we consider a pulse that reaches its maximum value at t = 0
and that agrees with the point of maximum approach between the projectile and the target.
Explicitly, we used a Gaussian laser pulse given by:

E(t) = Ege (+)? cos(wt + ¢), 5)

where Ej is the amplitude of the electric field, T+/4 log 2 defines the Full Width Half Maximum
of the pulse (FWHM), w is the frequency of the laser, and ¢ are the phase of the laser at the
point of maximum approach in the collision. From this, it is clear that the dynamics of the
collision is governed by a differential equation of second order [Eq. (1)], which we required to
solve as a function of time.

2.2 Physics on a numerical lattice

The physics of many time-dependent problems can be described by a systems of coupled
partial differential equations (generally nonlinear), complemented by the initial and boundary
conditions of the system. An example is the Schréedinger equation (in 1-D)

n? 92 .0
{ “ el + V(x)}‘{’(x, t) = zhg‘i’(x/ t), (©)

or in the time-independent case
s
{552+ V@ ) = E¥ (). @)

Here y is the mass of the particle under the effect of the potential V(x). To solve this system of
differential equations, we use the finite difference method. The concept of the finite difference
approximation to systems that evolve in the time can be illustrated if we consider a problem
in 1+1 dimensions (x, t). A numerical lattice is shown in the Fig. 1 which consists of a system
of fixed positions x, that may or may not be spaced uniformly, and that are defined in the
discreet time #".

2.2.1 Functions
If the value of a function f(x, t) in the point (x, f) is associated to a point in the lattice, then

flat) = flout") = £ ®)

Note that we use subscripts to represent spatial dependence in the lattice point and superscript
to denote temporal dependence.
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n+1

Aty

k-1 k k+1

Fig. 1. Uniform numerical lattice in space-time with constant Ax = Axj’ and At = At

2.2.2 Partial derivatives
The finite difference approximation of the partial derivative of f(x, ) can be constructed from
the Taylor expansion around xg. This gives

>f

_ of 1 2 3
flxo+ Ax,t) = f(xo) + 3r XOAx +5 52 XOAx + O(Ax®) 9)
and 5
°) 10
f(xo— Ax,t) = f(xo) — a*]; onx +5 #; XOAxZ +0(Ax%). (10)

From Eq. (9) to first order, we obtain what is known as a forward difference equation

af
ox

_ flxo +Ax) — f(x0)
W= 0 A 9 4 O(Ax?). (11)

Similarly, from Eq. (10) we obtain what is know as a backward difference equation

% = f(xo) _J;(xxo — Ax) +o(ad). (12)

An approximation to second order for the second derivative is obtained by adding Eqgs. (9)
and (10):
rf

ox2

S (%0 + Ax) & (;fzo) 0 =A%) L 5a). (13)

Let us suppose that f(x, ) correspond to a point in the spatial lattice: xg — xy, xo + Ax —
xps1,and f(x,t) — fF, then from Eq. (11)
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fk+1 fk ( ) (14)

Xg+1 — xk

0x I,

which represent a forward approximation in space to (9f /9dx)y, in the k-th lattice point. In the
same way, from Eq. (12) the backward approximation is

fk_fk 1 (A.X') (15)

X — Xk— 1

ox |,

And for the second order partial derivative of f(x, t) in the uniform spatial lattice point x; one
obtains:

_ % +O(A). (16)

ox?2 Xk

2.2.3 Integrals
If we are required to calculate an integral, for example, when normalizing the solution to the
Schrodinger equation, we can use the Riemann definition for an integral, that is

. N-1
[ Fx = ¥ il — 0, (17)
=1

that for a uniform lattice becomes

N—1
/f(x)dx: Y. fibx. (18)
k=1

2.3 Time-independent case

In the particular case in which we are required to solve the Time-Independent Schrodinger
equation the approximation to the differential equation in finite differences is obtained
replacing Eq. (16) into Eq. (7). Therefore, for a uniform lattice with xj 1 — x; = Ax

;’V {Y"“ ifx’; + Ye-t } Vit = B (19)
where we have omitted the temporal dependency.

Since k = {1, ..., N}, where N is the number of points in the lattice, then Eq. (19) has a complete
solution when we specify the initial and boundary conditions. In our case, ¥(x, t) € L2, that
is, it is square integrable such that in the boundary {—oo, 00} the function is zero. In our case,
we do not have a lattice that covers an infinite extension of the space, so we adjust ourselves
to a finite lattice where the initial and final points form the boundaries. From here, ¥;_g = 0
and Y;_y1 = 0 such that

hZ

. W{% . 2‘1’1} T WY, = EY, (20)
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and
h2
_ W{ ¥y ‘I’N_l} 4 VYN = E¥y. @1)

Equation (19) together with the boundary conditions (20) and (21) can be written in matrix
form by making a vector array ¥ = {¥;}. Thus

HY = EY (22)

where H has the matrix elements given by

2
H7/1 = TJAXZ + Vk 7
hz
Hij1 = —W ’ (23)
hz
H: = — ,
4i-1 2uAx2
which is a Hermitian tridiagonal matrix of the form:
Hl,l Hl,Z 0 0 s 0
Hy1 Hap Hy3 0 0
0 Hsp Hzz  Hay e 0
H=| . . , : (24)
0 - 0 Hy-1N—2 HN-1,n-1 HN-1N

Equation (22) thus represents an eigenvalue problem in matrix algebra with the advantage
of being a tridiagonal matrix. The number of eigenvectors and eigenvalues depends on the
number of points in the numerical lattice.

2.4 Time-dependent case
For the time-dependent case, we use Eq. (6) and applying the finite difference approximation
we get

Y -2 Yy,
BT v e B 2

Thus, for a constant increment in time At = #'T1 — ¢ we have that the wave function at time
t = t" 4+ At is given by
hAt iAt 1
- W{‘I’ZH — 2 ¥ | - SV = (26)

This equation is an example of a explicit method, since the solution at a later time is given in
terms of the previous time. The last equation can be written as
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5 iNt g
Gl {1— %H}‘I’” 27)
But from Eq. (6) we know that the time-dependent solution for the time-independent
Hamiltonian H is e
¥(x,t) =e i n H¥(x,t), (28)
thus we can use the previous equation together with the finite difference method to obtain a
improved solution in time for the wave function.

2.4.1 Crank-Nicolson method
By using the split-operator technique, we can write Eq. (28) as

¥(x,t) = e ATV @ by, 1) (29)

where At =t — t(. Separating the operator for the kinetic energy

Y (x,t) ~ e_i%fe_"%fe_"%v(x)?(x, to), (30)
therefore i e
e VY (x,4) ~ e 3 T H VIO (1, 1) . (31)
Defining
Flatto) = e 0 VO¥(x, 1), (32)
we get, to first order in the exponential,
AV IR LY IR
{1+15T}‘I’(x,t) = {1—1ET}f(x,t,to). (33)
n

Since the kinetic energy operator is T = then applying the finite difference method

T 2pox7’
to the previous equation, we get

hAt hAt
+1 +1 +1 +1) | _ .
{‘PZ - ZW (‘I’}§+1 —2¥} +‘FZ_1>} = {fk + ZW (fer1 —2fk +fk71)} , (34)
or in matrix form
AT AT, (35)
therefore
gl — (AT)TAF. (36)

This is the implicit Crank-Nicolson method, where in both sides of the equation the final time
appears. The matrices A" y A~ are tridiagonal matrices with elements given by

Af =1+2v,
£

Al = T,
£ _

A =Fv,

(37)
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where v = 41;1AA;2' That is
1+2v Fv 0 o - 0
Fv 1£2v Fv 0 0
0 Fv 1+2v Fv 0
AF=| . . (38)
0 e 0 Fvili+2v Fv
0 cee 0 0 Fv 14+2v

Thus, the temporal evolution of a system can be solved by means of linear algebra approaches,
for example, the LU matrix decomposition (Press et al. (1992)).

The extension to a 2- or 3-D case is straightforward since the procedure can be nested in several
loops, each one for a dimension.

2.5 Implementation

Although the finite difference method is straightforward, the calculations are computationally
intensive and we must take care in obtaining stable and precise results. One of the problems
that arises is when the charged projectile moves in the numerical lattice, since when the
projectile passes over the Rp = r, i.e. a point on the lattice, there appears a singularity in the
potential and the numerics will behave as if a collision with a wall. Inclusively, if the projectile
passes close, there is a periodic oscillating effect when the projectile approaches each point
of the lattice as it moves. In order to solve this problem, a damping or soft-core parameter
can be introduced in the Coulomb potential. Nevertheless, one finds that this procedure
overestimates the charge transfer. A simple solution to this problem consists of placing the
trajectory of projectile in the center of the squares defined by the points of the lattice in the
plane defined by the collision. One second approach is to fix the position of the He?* ion to
the origin to diminish fluctuations due to the large nuclear charge of the projectile. Thus, the
hydrogen atom becomes the projectile in this reference system (Galilean transformation). This
change only introduces a phase factor in the wave function. In this work we opted for the
center of the lattice method.

The numerical lattice used in our implementation of finite differences covers the region [—6 :
15]x x [=6 : 6], x [=25 : 25]; u.a. The size of this lattice was chosen in such a way that it
balances the time of calculation and the precision of the physical results. The size of the lattice
was chosen of Ax = Ay = Az = 0.2 u.a., which gives a ground energy for the hydrogen atom
of Eg = —0.490 u.a and of Epj,+ = —1.90 u.a for the ground state of the Helium ion.

Our calculations cover the temporal range from f; = —200 to tf = 200 u.a which gives us
sufficient time to separate clearly, the projectile and target at the end of the collision for a
collision energy of 1 keV. The size of the temporary step was chosen as 0.06 u.a in such a
way that it balances the time that the dynamics take and to preserve the precision of the
calculations. It was chosen on the basis of several tests of energy conservation.

2.5.1 Charge transfer
We calculate the charge transfer probability by means of the integration of the electronic
charge density over a box Qr, that encloses the projectile at the final time of the collision
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tr,

Zmax

P= [ [¥(rtp)’dr= | pu(ztf)dz, (39)
! /

where zT defines the mid point distance between target and projectile and where the charge
density p,(z,t) is given by

Xpnax Ymax
pz(z,t):/ /\‘I’(x,y,z,t)|2dxdy.

Xmin Ymin

Therefore it is required that the contributions of the target and the projectile to the wave
function are clearly separated in the space, as is shown in the example of the Fig 2. Once
the capture probability of electrons is obtained as a function of the impact parameter, we can
calculate the cross-section for charge transfer. From conservation of the number of particles
in the collision, we have that if I is the intensity of colliding particles per unit area, unit time
(that is to say, the particle flux), then Ibdbdé¢ is the number of particles per unit time that
interact with the target. This number must be equal to the number of scattered particles in
collision per unit of solid angle, I(do/dQ)dQ), that is to say, the number of scattered particles
is proportional to the number of colliding particles per unit of solid angle. Here, the constant
of proportionality, do/d(), is the scattering probability and has units of area, and therefore the
name of cross-section of the collision. Therefore, since dQ) = sin(0)d6d¢ then

do b |db

dQ  sin(6) ’%‘

is the differential scattering cross section.

0.25 T T T T T T

02 r .
He2+

0.15 .
N
(o8

01 f -

0.05

0 1 1 1 1 1
-15 10 -5 0 5 10 15 20 25

z (a.u.)

Fig. 2. Example of electronic density p, for He™"+H at b = 0.4 u.a., Eg = 0 (No field) and a
collision energy of 1 keV/amu. The dotted line at z = 10 a.u. separates the boundary Qr for
the projectile (see text).
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Fig. 3. Impact parameter weighted probability for charge transfer, bP(b), as a function of the
impact parameter for laser phase ¢ = 0, 90, 180, and 270 deg. The results are shown for
collision energies of a).- E = 1.5;b).- E = 1.0 ;c).- E = 0.5; and d).- E = 0.25 keV/amu. The
results are for a laser field of intensity I = 3.5 x 1012 W/cm?, wavelength A = 780 nm, and
FWHM of 6 fs with polarization parallel to the axis of the collision.

For the case of a processes with probability P(b) for each impact parameter or scattering angle,
the differential cross section is given by

~ sin(6) | d6

do bP(b) |db
dQ  sin(6) ’

Integrating over all the scattering angles we find the total scattering cross section is:

U:ZH/OOObP(b)db. (40)
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Fig. 4. Electron charge transfer cross section as a function of the projectile energy. The
dashed line is the finite difference result without laser. The dotted line is the result with laser
field averaged over the phase ¢. The up-triangle symbols are the experimental data from
from Havener (Havener et al. (2005)), as well as the dot-dashed line that corresponds to their
recommended laser-free theoretical results, respectively.

2.6 Results

In Fig. 3, we show the results for the weighted electron capture probability as a function of the
impact parameter for a laser carrier phase of 0, 90, 180, and 270 deg and electric field parallel
to the axis of the collision and for collision energies of E = 1.5 keV/amu (Fig. 3a), E = 1.0
keV/amu (Fig. 3b), E = 0.5 keV/amu (Fig. 3c), and E = 0.25 keV/amu (Fig. 3d). In the same
figure, we show the results without laser field (solid line). The effect of the laser field occurs
for impact parameter larger than b > 2.0 a.u. in the so called radial region (Stolterfoht et al.
(2007)). For impact parameters b < 2.0 the effect is small, in the so called rotational region.
This two regions are shown by the vertical line in Fig. 3. In the high energy cases, the largest
contribution comes from ¢ = 90 deg, while the lower contribution is from ¢ = 270 deg. At
high energies, they average mostly to the case without laser field. For low collision energies,
however, the electron capture can be up to one order of magnitude larger for the collision
energies considered in this work. The total cross-section for the charge transfer induced by
the field laser is shown in fig 4 for the case in that the electric field of the laser parallel to the
axis of the collision and we compared with the results without field laser as a function of the
collision energy. In the same figure, we compare our results to the experimental data without
laser field of Havener (Havener et al. (2005)) as well as their recommended theoretical values.
First we noticed a good agreement between the experimental results and our cross sections
obtained by the finite difference approach for the case of no laser field. In the case of laser
field we observe an increase in the cross-section for charge transfer by a factor of up to ~ 10
for low collision energies.
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2.7 Conclusions

The presence of an intense laser field in the atom interaction produces a great variety of
effects that allow us to the control processes such as generation of harmonics, above threshold
ionization, Coulomb explosion, etc. The dynamics of these processes is governed by the
time-dependent Schrodinger equation. In this section we have shown how the finite difference
method can be used to obtain dynamic numerical solutions and thus to study the interaction
process. In the case of atomic collisions in the presence of a laser we have found that for the
case of He?* colliding with atomic hydrogen the cross-section of electronic capture intensifies
up to a factor of six in average, for a 10 fs Gaussian laser pulse and intensity of 3,5 x 10'2
W /cm? for energies of collision in the region of keV.

3. Laser pulses for the coherent manipulation of quantum states in cold atoms.

A controlled sequence of laser pulses can be used to manipulate quantum states of
matter. In particular, the technique of stimulated Raman adiabatic passage (STIRAP) uses
a counterintuitive pulse sequence to efficiently transfer population between two long lived
states of a system (Carroll & Hioe (1988); Kuklinski et al. (1989); Oreg et al. (1985; 1984)). The
basic STIRAP scheme involves three states, the initial state |0), the intermediate state |1) and
the final state |2), excited by two laser pulses that partially overlap in time. Usually the
intermediate state |1) is short lived, and it may decay into other states of the system. The
goal is to transfer the entire population initially in state |0), to the target state |2). This is
accomplished by applying a first (Stokes) pulse in near resonance with the energy difference
between states |1) and |2) followed by a pump pulse in near resonance with the |0) to
|1) transition. If this counterintuitive sequence of pulses is applied maintaining adiabatic
evolution conditions, a trapped or dark state is produced and it evolves from the initial state
|0) into the final state|2) without ever passing through the intermediate state.

There are several examples of both theoretical and experimental studies of three-level
two-pulse STIRAP (Bergmann et al. (1998)). There are also detailed theoretical studies that
extend the analysis of STIRAP processes to more than three levels (Malinovsky & Tannor
(1997); Oreg et al. (1992); Smith (1992); Vitanov (1998); Vitanov et al. (1998)). Here a clear
difference can be established between systems with an odd number of levels, for which a
dark state can be immediately identified, and systems with even number of levels, that strictly
never have such state (Smith (1992); Vitanov (1998)).

Cold atoms are the perfect laboratory to test coherent state manipulation using light. The
cooling and trapping process allows one to produce a cloud of atoms in a specific quantum
state (Metcalf & van der Straten (1999)). The translational temperature can range between a
few mK to a few nK, and therefore Doppler effects in the interaction between the atoms and
electromagnetic radiation are strongly reduced. At these temperatures the atoms move so
slowly that in the interaction time they suffer no collisions. The first experiments to study
STIRAP with cold atoms used the 55 — 5p — 5d ladder excitation in rubidium (Stiptitz et al.
(1997)). STIRAP to produce coherent excitation of cold atoms into Rydberg states has also been
demonstrated in rubidium magneto-optical traps (Cubel et al. (2005); Deiglmayr et al. (2006)).
Cold rubidium atoms have also been used to study in great detail the population dynamics
in a STIRAP process (Gearba et al. (2007)). In all these examples the basic three-level and
two-pulse STIRAP scheme was used.
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Cold Rydberg atoms are at the core of very interesting proposals for quantum information
processes with neutral atoms. A recent review was published by Saffman et al. (Saffman et al.
(2010)). The central idea is to use long range interactions between Rydberg atoms to produce
quantum gates. An important requirement posed by these quantum gate protocols is a precise
coherent excitation and de-excitation of Rydberg states (Saffman et al. (2010)). The widely
used scheme is to excite into a Rydberg state by two-photon excitation starting from the
atomic ground state. For example, the excitation 55 — 5p3,, — nf in rubidium requires a
780 nm photon for the first step and a wavelength of about 480 nm for the second step, in
order to reach the Rydberg state. These were the excitations used to show efficient population
transfer into Rydberg states using STIRAP (Cubel et al. (2005); Deiglmayr et al. (2006)). The
transition matrix element for excitation into a Rydberg state n is small and it decreases
with increasing quantum number according to the power law n~3/2 (Saffman et al. (2010)).
Using the 5p3/; level in rubidium for STIRAP production of Rydberg states therefore requires
high laser powers and tight focusing into the cold atom cloud. Also, to extend the STIRAP
efficiency to higher n’s the laser power has to be scaled by 13.

In this section we present a theoretical analysis of an alternative, four-level STIRAP scheme
to transfer the population of the 5s atomic ground state into long-lived Rydberg states of
cold rubidium atoms. It considers as intermediate states the 5p3,, and 5d atomic levels and
therefore has the advantage of requiring the use of lower power diode lasers to produce the
STIRAP pulses (Thoumany et al. (2009)). Furthermore, because the 5d radial wave function
extends further out, one expects the transition matrix elements connecting to the np or nf
Rydberg states to be larger than the corresponding transition matrix elements between the
5p3,2 and the ns or nd states. We also show the results of a calculation of these electric dipole
matrix elements. The overall study predicts an efficient population transfer and provides
a time scale for the STIRAP pulse sequence that ensures permanence within the adiabatic
regime.

3.1 Overview of three- and four-level STIRAP.

For completeness a brief review of three-level STIRAP (Bergmann et al. (1998)) is presented

here. Consider a system with three energy levels and two radiation fields. A schematic

representation of a system in a ladder configuration is shown in Fig. 5(a). It is assumed that

the Stokes radiation field is detuned by Ag with respect to the frequency of the dipole allowed

transition between levels |1) and |2), and that the pump beam is detuned by Ap with respect

to the |0) to |1) electric dipole transition. This also implies that the direct |0) — |2) transition

is forbidden. One can write the Hamiltonian matrix H that describes the time evolution of the

system:

0 Qp(t) 0

H= 5| Qe(t) 28p  Os(t) (41)
0 Qg(t) 2(Ap +As)

where Qg (t) and Qp(t) are, respectively, the Rabi frequencies of the Stokes and pump beams.
Furthermore, it will also be assumed that the whole system is in resonance, thatis, Ap = —Ag.
The time dependent Schroedinger equation reads

ihes = He (42)
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Fig. 5. Schematic representation of a STIRAP process. (a) Three-level STIRAP; (b) four-level
STIRAP.

The vector ¢ is formed with the expansion coefficients of the state under consideration. We
seek a solution to this equation that allows an efficient transfer of population between the

initial and final states.

If the time variation of the radiation fields is slow enough the process satisfies the adiabatic
condition (Bergmann et al. (1998)) the coefficient vector ¢ is an instantaneous eigenvector of
the Hamiltonian matrix (41). A direct calculation gives the following eigenvalues for the

Hamiltonian:
wh = Ap+ /A3 +0E+ 03
W =Ap— AL+ O+ 03

W’ =0 (43)

The eigenstate that corresponds to the last eigenvalue is:

‘v°> = cosf|0) —sin |2) (44)
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Fig. 6. Pulse sequence (top), mixing angle (middle) and state populations (bottom) in a
three-level STIRAP process.

and itis the only one that at all times has no component of the intermediate state |1). The time
dependent mixing angle is

Qp(t)
Os(t)
It is now clear that by using light pulses in a sequence in which the Stokes pulse precedes
the pump pulse, the mixing coefficient can be varied continuously between 0 and 7r/2 and
therefore the atomic population can be completely transferred from state |0) to state |2),
without ever passing through the intermediate state. This pulse sequence and its effect in
the mixing coefficients are graphically represented (Bergmann et al. (1998)) in Fig. 6.

For the system to remain in the dark state throughout the pulse sequence it is necessary that
the projection of the rate of change of the expansion coefficient ¢y onto the other states is small

tanf =

(45)
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compared to the difference in eigenvalues (Bergmann et al. (1998)):

acy
- . C
ar

<< ‘wi—wo‘ (46)

The extension of STIRAP to systems with more than three levels has also been discussed
extensively ( Bergmannetal. (1998); Oregetal. (1992); Smith (1992); Vitanov (1998);
Vitanov et al. (1998)). In the case that the intermediate state detunings are zero the behavior
of systems with an odd number of states is similar to the one already discussed (Smith (1992);
Vitanov (1998)). The Hamiltonian matrix always has a zero eigenvalue and its eigenvector
contains only even states in our notation (Smith (1992)). Before all pulses are turned on the
corresponding eigenvector is equal to the initial state, and it evolves into the target state as
the pulse sequence is applied. The process is robust, in the sense that adiabatic passage is not
very sensitive to the detailed forms and delays between pulses, as long as the first and last
ones are applied in the counter-intuitive order.

The situation is quite different for an even level system (Oregetal. (1992); Smith (1992);
Vitanov (1998)). There is no adiabatic channel for zero intermediate detunings. In the general
case the Hamiltonian matrix has no zero eigenvalue, but it is possible to establish conditions
that lead to an eigenstate for adiabatic population transfer (Vitanov (1998)). The conditions
require intermediate detunings different from zero and the scheme now depends on the actual
pulse sequence because the populations of the intermediate states are different from zero. If
the intermediate states can decay by spontaneous emission they may leak population out of
the STIRAP process.

Four state STIRAP, shown schematically in Fig. 5(b), is particularly interesting to test these
ideas. The Hamiltonian matrix for the system is:

0 Qp(t) 0 0
o Qp(t) 28p Q) 0
H=5170" 0 2n 0s(t) (47)

0 0 Qg(t) 0

Here Q). is the Rabi frequency of a laser that couples the intermediate states |1) and |2) and is
detuned from resonance by Aj;. Also, the intermediate detuning A. = Ap + Ayp and the
assumption is made of overall resonance. This Hamiltonian allows a rather complicated
general analytic solution (Oreg et al. (1992)). However, a much simpler condition for the
existence of an adiabatic channel can be obtained (Vitanov (1998)). The condition can be
extended to general n-level STIRAP processes (Vitanov (1998)). In the case of four levels it
is directly expressed in term of the frequency detunings as ApA. > 0. Therefore, an adiabatic
channel exists if there are nonzero intermediate detunings that satisfy this condition (Vitanov
(1998)).

Among the schemes proposed for four-level STIRAP there is the production of an intermediate
dressed state through the resonant coupling of states |1) and |2) (Smith (1992); Vitanov (1998);
Vitanov et al. (1998)). In this case, it is convenient to make A = 0 and the condition for
existence of an adiabatic channel, A2 > 0 is met as long as the pump beam (and therefore
the Stokes beam) is detuned from resonance. It is assumed that the Stokes and pump lasers
are turned on in the counter-intuitive sequence while the the coupling laser intensity does
not vary in time. Also, to reduce the population of the intermediate states the coupling laser
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intensity is assumed much larger than both Stokes and pump laser intensities. In order to
propose a model for adiabatic population transfer in rubidium it is important to use sensible
values for the Hamiltonian parameters. Among them, the Rabi frequencies of the three steps
play a significant role. The pump and coupling pulses connect, respectively, the 5s to the 5p3 /»
and the 5p3 /, to the 5d states. Both transitions are easily saturated with extended cavity diode
lasers. We will therefore assume that ()p can be controlled to make it comparable to (2g, and
that ()c can be made several times larger than (0 p. Thus, we must obtain reasonable values
for Q.

3.2 Calculation of 5d—n/ transition matrix elements.
Rabi frequencies are the product of an electric dipole transition matrix times the electric field
amplitude (Metcalf & van der Straten (1999)):

hQ) = ]leE(t). (48)

The electric dipole matrix element 1, is also a product of a geometric factor times the radial
matrix element

{ee]
Tnen' e = /0 Pné‘(r)rpn’/l’ (r)dr (49)

where P,y(r) and P, (r) are, respectively, the radial wave functions of the initial and final
states.

A standard procedure to numerically calculate radial wavefunctions for the valence electron
of alkali atoms uses the Numerov algorithm (Gallagher (1994); Zimmerman et al. (1979)). It
requires knowledge of the electron potential and the level energy. Starting at large values of r
it recursively generates numerical values of the radial wave function for a logarithmic radial
mesh. If it is simultaneously applied to initial and final wave functions it allows a direct
evaluation of the radial integral. This procedure was used to calculate radial matrix elements
for transitions into ns and nd Rydberg states starting from the 5p3, state (Cubel et al. (2005);
Deiglmayr et al. (2006); Saffman et al. (2010)). The resulting transition matrix elements were
found to be in good agreement with measurements of the Rabi frequencies through the
Autler-Townes splitting induced in the lower transition by the upper laser in a two-photon
experiment (Cubel et al. (2005); Deiglmayr et al. (2006)).

We followed the same procedure to calculate the Rydberg radial integrals originating in the 5d
state. For the Numerov algorithm we used a model potential for alkali atoms (Marinescu et al.
(1994)) and the energy levels obtained from a quantum defect analysis (Gallagher (1994);
Lorenzen & Niemax (1983)). For comparison we also calculated radial integrals between the
5p3,, and the ns, np Rydberg states, with n ranging between 32 and 64. The results are shown
in Fig. 7, where we only plot the absolute values of the radial integrals. For each individual
series we fitted power expressions of the form C, x n*~3/2, where n* = n — 4, is the effective
principal quantum number (Gallagher (1994); Lorenzen & Niemax (1983)). The results for
the coefficients C; are shown in Table 1. Our values for the ns and nd series are in good
agreement with the previous calculations (Deiglmayr et al. (2006); Saffman et al. (2010)). As
expected, our results show that transitions originating from the 5d state have larger radial
integrals compared to the transitions originating from the 5p3/, state. The C, coefficient is a
factor of 1.9 larger than Cs, and C Y is a factor of 3.1 larger than Cj.
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Fig. 7. Results for the absolute values of the 5p3,, — nf and 5d — n/ electric dipole radial
matrix elements. The symbols are the results of the calculation and the continuous lines are
n*—3/2 power fits (for details see text).

Rydberg series 5p3/2 —+ ns 5p3/, — nd 5d — np 5d — nf

Coefficient/ag Cs Cy Cy C y
This work 4414 8.521 8.537  26.692
Deiglmayr et al. (2006)  4.508 8.475
Saffman et al. (2010) 4.950 8.485

Table 1. Results for coefficients Cy of Rydberg radial integrals.

3.3 Four-level STIRAP to produce cold Rydberg rubidium atoms.

Three-level STIRAP has already been used to coherently produce Rydberg states in cold
rubidium atoms (Cubel et al. (2005); Deiglmayr et al. (2006)). The atomic states are the 5s,
5p3,/2 and ns or np, and the wavelengths of the pump and Stokes lasers are, respectively 780
nm and 480 nm. Because of its small dipole matrix element, the transition between the 5p3,,
intermediate state and the target Rydberg level usually requires a high intensity Stokes laser
tightly focused into the atomic cloud (Cubel et al. (2005); Deiglmayr et al. (2006)). Recently it
was shown (Thoumany et al. (2009)) that continuous excitation of Rydberg states in a vapor
cell can be achieved using three relatively inexpensive diode lasers, connecting the 5s —
5p3/2 — 5d — np or nf ladder sequence. Their wavelengths are, respectively, 780 (pump),
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776 (coupling) and about 1259 (Stokes) nm.! Also, a three-photon process has the added
advantage of being able to excite into Rydberg states of higher orbital angular momentum nf.
For the four-level STIRAP calculation we consider the time dependent Stokes and pump fields

Os(t) = O exp [~ (t — 75)2/T]
p(t) = O exp [~ (t —7p)*/T°] (50)

where both pulses have the same width at half maximum T* = 2,/In(2)T. For convenience
the time scale will be expressed in terms of this pulse width. If one uses the times

TN P 4
=Ty g Q)
r T2 Y
— 4 InP 51
Tp 2+2Tan ()

then the origin of the time scale occurs when the two pulses cross, and they are are separated a
delay 7. Furthermore, for three level STIRAP it was found that the optimum pulse separation
is equal to the pulse width (s + 7p = T*) (Gaubatz et al. (1990)). The coupling field (), will
be assumed to be on resonance (A} = 0), its amplitude to remain constant throughout the
STIRAP process, and its value to be larger than both Q% and QY. This constant coupling field
dresses states |1) and |2), producing frequency shifts of Q). /2 (Vitanov etal. (1998)). The
only entry left in the Hamiltonian matrix (Eq. 47) is the frequency shift Ap. It will be taken
sufficiently close to Q):/2 so that the pump step is nearly resonant with one of the dressed
states. This will have the effect of moving one of the eigenstates out of the picture and the
system to behave as in three-level STIRAP.

The Rabi frequencies chosen for these simulations are shown in Table 2, where we also give
the values of the transition matrix elements and the required laser power densities. The Rabi
frequency can be expressed in terms of the power density I as (Metcalf & van der Straten
(1999))

Q 21

o M2 (52)

eoch?
where ¢ is the vacuum permitivity, ¢ is the speed of light and & is Planck’s constant. For
the upper 5d— nf transition matrix element we use the transition matrix element to produce
the state with n = 50. Two cases are presented. In case A the Rabi frequency of the Stokes
pulse is approximately equal to the Rabi frequency for the 5p3,, —45s transition studied by
Deiglmayr et al. (Deiglmayr et al. (2006)). The gain in the transition matrix element reduces
the required laser power density and puts the experiment within reach, even using a relatively
low power diode laser. The Rabi frequency of the pump field was made equal to twice Qg and
there should be no major requirements in terms of the laser power density. The coupling field
Rabi frequency is about three times Qp. It can also be obtained from a diode laser, and its
power density means that some focusing will be required. In case B the Rabi frequencies
of both Stokes and pump pulses are equal, both within reach of our laboratory. It will be
shown later that this symmetric configuration simplifies the analysis of the time dependent

! The actual wavelength of the Stokes laser depends of the target Rydberg state.
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Rabi frequency Q%/27 Q%/2m  Qc/2n
]412 /Llo .075 5.1 2.1
Case A 15 MHz 30 MHz 100 MHz

I(W/m2) 3.6 x 10° 2.8 x 10% 1.9 x 10*
Case B 25 MHz 25 MHz 100 MHz
I(W/m?) 1.0 x 10° 1.9 x 10% 1.9 x 10*

Table 2. Parameters used in the STIRAP simulations.
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Fig. 8. Results of the simulation of four-level STIRAP for case A. We took equal widths for
both Stokes and pump pulses. The pulse delay is equal to the pulse width. (a) pulse
sequence; (b) adiabatic eigenvalues 1y and its closest eigenvalues 11 and v,; (c) populations of
the adiabatic channels; (c) populations of the intermediate states.

condition for adiabatic following. In both cases the frequency shift Ap = 48 MHz, which is
slightly smaller than Q). /2.

For both cases the eigenvalues and eigenvectors of the Hamiltonian matrix (Eq. 47) were
calculated. The adiabatic state corresponds to the eigenvalue that during the STIRAP process
is closest to zero. The result of the calculation is shown in Fig. 8 for case A, and in Fig. 9
for case B. The figures include plots of the pulse sequence, with the Stokes pulse preceding
the pump pulse, of the three closest eigenvalues and of the populations of the adiabatic state.
The eigenvalues show the same qualitative behavior. The adiabatic eigenvalue wy and one
of the other eigenvalues (w; ) tend to zero for large times both before and after the STIRAP
process. The other eigenvalue (w;) tends to a constant, negative value. Both cases clearly show
an adiabatic population transfer between states |0) and |3). But unlike in tree-level STIRAP,
there is a small transient population in the intermediate levels |1) and |2). In both cases these
transient populations are under 0.004 and last only one pulse width T*.
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Fig. 9. Results of the simulation of four-level STIRAP for case B. We took equal Rabi
frequencies and widths for both Stokes and pump pulses. The pulse delay is equal to the
pulse width. (a) pulse sequence; (b) adiabatic eigenvalue vy and its closest eigenvalues v; and
1p; (c) populations of the adiabatic channels; (c) populations of the intermediate states.

A detailed analysis of the effect of the pulse delay 7 in both intermediate state population and
the condition for adiabatic following (see below), indicates that the optimum pulse sequence
corresponds, as in the three-level case, to T = T*. Also, the separation of the adiabatic
eigenvalue to the other two eigenvalues, which is one of the determining factors of the
adiabatic condition, is largest for Ap = ()./2. For larger values of Ap the adiabatic condition
severely worsens. However, the numerical analysis is complicated for this value of the shift
because the other two eigenvalues start to cross. We found that for values of Ap between 30
and 49 MHz we obtained reasonable conditions for adiabatic transfer and at the same time the
transient populations of the intermediate states remained small.

Recalling that our unit of time is a pulse width allows us to write the time dependent adiabatic
condition as:

aé
=%

dat
where the projection is made onto the non-adiabatic eigenstates. To calculate A; a numerical
time derivative of the adiabatic eigenvector was projected onto the other eigenstates. The
results for both case A and case B are shown in Fig. 10. In both cases the curves for A; and A,
have a local maximum close to t = 0. However, the projections A; have large contributions
towards the wings. This occurs because in both t — F-oco limits the adiabatic eigenvalue wy
and the nearest eigenvalue w; both tend to zero and the denominator in Eq. (53) rapidly
becomes smaller than the numerator.

-1
\ <<T (53)

X ‘(AJO—(U]'
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Fig. 10. Time dependent adiabaticity criteria (Eq. 46) for the two closest eigenvalues. Upper
panel: case B; lower panel: Case A.

The adiabatic ratio is thus an indication of the time scale of the transfer process. In order to
analyze the best conditions for adiabatic transfer one has to consider, on the one hand, the
adiabatic condition, an on the other the population of the intermediate, short-lived states. It
is convenient to have small values of the adiabatic ratio A; so that the time scale of the whole
process is small, comparable to the shortest lifetime in the system. It is also desirable to have
small values for the intermediate state populations. These two quantities depend on the delay
between pulses T. We calculated the adiabatic ratio A; as function of both time and delay.
We took as an indication of the population of the intermediate states the sum of coefficients
¢ + ¢5 that also depends on the delay 7. Contour plots for these two quantities are shown in
Fig. 11. Both plots were obtained for case B, in which the Rabi frequencies of both Stokes and
pump pulses are equal. Similar behavior was found for case A. For low values of the delay
the adiabatic ratio near t = 0 takes the smaller values and the contribution from the wings
is largest. As the delay increases the wing contribution diminishes, but now the values near
t = 0 start to grow. At the upper end, near T = 1.5 the adiabatic ratio at ¢t = 0 is close to one,
and this would impose the need for transfer times that are much larger than the intermediate
state lifetime. The behavior of the intermediate state population sum is the opposite. It takes
its largest value, close to 0.1 for small delays, and then it decreases. The condition T = T is the
one that results in small enough values of A; and at the same time small intermediate state
populations. This is precisely the condition that was used to obtain figures 8 and 9. Thus one
can use the adiabatic ratios in Fig. 10 to obtain the condition for the pulse width

0.16
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T

Fig. 11. Adiabatic ratio (top) and populations of the intermediate states as functions of time
and delay between pulses. These plots correspond to case B. The abscissae correspond to
reduced delay 7/T and the ordinates to the reduced time ¢/ T in the pulse sequence.

This is satisfied with 500 ns pulses which are about a factor of 20 longer than the lifetime of
the 5p3/, state. At the same time it is possible to obtain them in the laboratory using standard
acusto-optic modulators.

3.4 Summary

In summary, in this section we presented a calculation of the 4-level STIRAP process to
efficiently transfer population between the 5s ground state in rubidium to nf Rydberg states.
The transition matrix elements between the second intermediate state 5f and the Rydberg state
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result in a gain of a factor of 3 in the Rabi frequency. The whole process should be possible
in the laboratory, with commercial diode lasers and in time scales that are at the same time
attainable with acusto-optic modulators and not much longer than the shortest lifetime in the
four level system.

4. Laser interactions with glow plasmas

Low temperature (2-20 eV in electronic temperature) plasmas provide one of the richest
natural sources of radical, excited, neutral, metaestable and clustered atomic and molecular
species Marcus &Broekaert (2003). When a laser pulse is made to interact with a plasma of
these characteristics, practically any of the processes allowed by molecular or atomic selection
rules may take place within the plasma. In this respect, a plasma-laser experiment provides, in
an integrated fashion, a very comprehensive set of possibilities to study molecular processes
in a single experimental set up. In these experiments one may study and quantify processes
such as electron photo-detachment of anions, photo-ionization of metastable states, molecular
predissociation and resonant excitation of short lived species. This serendipity provided by
plasma laser interaction is hampered, however, by the fact that these processes take place
simultaneously within a relatively dense medium. For this reason, it takes some ingenuity
to extract and unravel a specific part of information and to make quantitative assessment of
a particular process induced by the laser Baribieri et al. (1990). A well established technique
that has been used for many years to extract spectroscopic information from plasma-laser
interactions is the optogalvanic effect (OGE). In this section a brief on the fundamental
characteristics and features of the optogalvanic process will be presented. In addition to this,
a discussion on the fundamental processes which give rise to impedance changes within the
plasma, as induced by laser light will be commented upon. Based on this basic principles,
both the slow and fast optogalvanic effects will be presented and described. Since the slow
optogalvanic effect has been studied and used for many years, the focus of the examples
on applications in this section will be devoted to the fast optogalvanic effect. To illustrate
the power and versatility of the fast optogalvanic effect, an example on the study of atomic
photoionization from metastable states will be discussed. The final part of this section will
be devoted to outlining the recent trends in optogalvanic studies, especially those related to
applied use of novel light sources in the mid infrared spectral ranges. Some selected actual
and potential applications in biology as well as the most salient applications in medicine will
be presented, as derived from OGE studies.

4.1 The Optogalvanic effect (OGE)

The optogalvanic effect was first observed (Penning, 1926) when, during the observation
of the current characteristics of a neon discharge, a change in the impedance was observed
when irradiated by an emission of a nearby neon discharge. However, systematic, extensive
and practical applications of this interesting effect were only possible when tuneable dye
lasers were available in the decade of 1960. In 1970 the technique was mature enough to
allow studies of electron excitation from metastable states with high resolution (Green et al.
(1980)) and the spectroscopic studies of refractory elements in hollow cathode discharges.
Incidentally, the study of refractory elements had been hampered in the past due to the
need of complex ovens of high temperatures. Plasmas in hollow cathode discharges provide
a good source of refractory materials in the gas phase as these species are produced with
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Fig. 12. Voltage current curve illustrating the different discharge regimes that may occur in a
gaseous discharge, as a function of the discharget’s current.

ion sputtering processes, within the discharge. The technique has grown stronger with the
coming decades and is now widely used in a wide range of applications ranging from trace
gas detection, studies of autoionizing states, isotopic ratio analysis, and laser stabilization
applications, to name just a few.

The optogalvanic effect consists, briefly, in a change of the conductivity properties of a plasma,
as induced by a pulse of electromagnetic radiation. This change in conductivity may be
incremental or decremental, and presents a strong dependence with wavelength. In addition
to this, the OGE can be fast, i.e. the conductance changes are as fast as the exciting laser
pulse width, or slow, where the response can be 2 or 3 orders of magnitude slower than the
exciting laser pulse. Before presenting a brief description of this process, it is convenient to
revise briefly the basics of steady low-pressure gaseous discharges. Gas discharges can be
separated in different regimes according to the voltage-current characteristic curve presented
in Fig. 12. Although the optogalvanic effect has been observed both in the Townsend region
(Kravis & Haydon (1981)) and in the arc region the most interesting and relevant studies have
been carried out in the normal glow discharge. This is in part due to the fact that the geometry
of a discharge in the glow regime is well established and can be understood based on simple
atomic collision models.

Figure 13 shows the typical layout of a glow discharge between parallel plates. This schematic
representation corresponds to a direct-current discharge in a tube filled with a rare gas, in a
pressure range between 0.1 to 1 Torr. The physical explanation of these differentiated regions
can be consulted in depth elsewhere (Engel (1965)). For the slow optogalvanic effect, the most
relevant region corresponds to the positive column. The slow response of the conductivity
changes as compared to the pulse width occur if the laser pulse is focused in this region. In
this region, the axial component of the electric field is nearly constant and several orders of
magnitude smaller as compared to that of the dark space. The fast optogalvanic effect takes
place if the laser is focused in the small region depicted in Fig. 13 and labeled as the Aston
space. This region is characterized by the fact that the largest electric field gradient takes
place in this region. In this region, the presence of a bimodal electron energy distribution of
electrons slowed by inelastic collisions with the gas, and fast electrons whose energy is too
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Fig. 13. Spatial distribution of a discharge between two parallel plates in the glow regime.
The upper figure shows the electric field (E) distribution, space charge p™, o~ and current
densities J* and J~.

high to contribute to the electron impact cross section. The above mentioned characteristic is
the responsible for the differences in time response of the slow and fast optogalvanic effects.
The fast optogalvanic effect has its origin in photoionization events. Due to the bimodal
structure of the electron energy distribution, this region is rich in excited states. A laser
pulse, even in the visible energy range, can induce a transition from one of these excited
states into the continuum. Due to the high electric field present in the Crookes space, any
photoelectron produced induces the production of a cascade of electrons in a nanosecond time
scale. The slow optogalvanic process, on the other hand, is due to the resonant absorption
of light, and its subsequent conversion of electromagnetic energy into kinetic energy. This
conversion is mediated by super-elastic collisions which transfer the internal energy of the
photon, molecule or radical, into kinetic energy. The scale of time for the propagation of the
slow OGE is of the order of micro or milliseconds, depending on the size and geometry of
the vessel containing the discharge. Experimentally, the simplest set up required to carry out
optogalvanic measurements is depicted in Fig. 13.

In its simplest case, the experimental arrangement to measure optogalvanic transitions in
plasmas is depicted in Fig. 14. A CW laser, tunable in wavelength is modulated in intensity
with a mechanical chopper. The modulated light source is made then to interact with a
discharge in the normal glow regime, either in the positive column or close to the Aston dark
space. The variations in the plasma current is recorded with a phase sensitive lock in amplifier.
These variations are recorded as a function of wavelength and the resulting spectrum can then
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Fig. 14. Schematic of the most basic experimental arrangement required to carry out
optogalvanic measurements. Most advanced schemes include a pulsed laser source and a
boxcar integrator.
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Fig. 15. Experimental optogalvanic spectra of neon illustrating the decrease and increase of
conductivity (hence of current) as a function of wavelength.

be analyzed. A spectra of the optogalvanic effect in neon, as obtained with such a simple
experimental arrangement is shown in Fig. 15.

In figure 15 one may notice a characteristic feature of the optogalvanic effect: the current
can vary positively or negatively. The increase is possible because the resonant interaction
of light with the plasma may increment both the density of ionized atoms or molecules and
the increase in conductivity due to inelastic transfer of light to atomic or molecular kinetic
energy. The decrease is usually produced by the quenching on the metastable population due
to optical pumping, followed by optical emission in a cascade of dipole allowed transitions
down to the ground state. This quenching effectively decreases the density of ionized targets
and, hence the resonant transfer of electromagnetic energy into heat or ion electron pairs. This
latter effect is, in turn reflected on the decrease of current as a function of wavelength of the
laser light.
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4.2 Photoionization studies with the Fast OGE

The use of Resonance Ionization Spectroscopy (RIS) has been very useful in the study of
several interesting physical processes. With this technique it has been possible to study highly
excited Rydberg states (Babin & Gagné (1992) and references therein), carry out isotopic effect
studies and isotope separation (Letokhov & Chebotayev (1977)) and reach the single atom
detection limit (Hurst etal. (1979)). However, the usefulness of this powerful technique
is hampered by the need of a relatively complex experimental arrangement. The use of
RIS usually requires the availability of an atomic or molecular beam two or more laser
systems to reach intermediate resonance states prior to ionization and fast charged particle
detectors to obtain the photoion or photoelectron yield as a function of wavelength. The
fast optogalvanic effect (FOGE) may offer an interesting alternative to these techniques, with
the advantage over the previously mentioned RIS techniques of its inherent experimental
simplicity. The FOGE method was initiated with the observation of (Broglia et al. (1987)),
of a rapid optogalvanic signal 10710 s in the dark space of a hollow cathode discharge (HCD).
This fast pulse arises solely from photoionization events which take place in the Aston dark
space. In this scheme, the discharge is used as a photoelectron detector as well as a neutral
atomic vapor generator via cathodic sputtering and is thus particularly appropriate to the
study of refractory elements. The FOGE scheme has been used to study high resolution
photoionization transitions of uranium (Gagné et al. (1983)) and to carry out fundamental
studies of the dark space properties of a hollow cathode (Babin & Gagné (1992)) as well as
the photoionization spectroscopy of the copper atom (Widiger et al. (1994)). The value of this
method is its capability of measuring the photoionization cross section as well as the volume
density of the initial state of the sample under study. This can be obtained directly from the
time dependent quantification of the evolution of the fast optogalvanic signal generated in the
discharge Aston dark space (Stockhausen et al. (1996)).

4.2.1 Experimental arrangement of the FOGE

Figure 16 shows a schematic representation of the simplest FOGE set up that can be used to
carry out photoionization measurements. In the example shown the laser pulse is produced
by a pulsed dye laser pumped with a nitrogen laser, with mean pulse energy and duration
of 200 uJ and a pulse width of 5 ns respectively. The beam radius at the waist, positioned
in the dark space and grazing the cathode, is 0.17 mm and is focused by a set of cylindrical
lenses not shown in the schematic representation. The laser pulse width and energy delivers
a fluence of 5 x 102 photons/ cm?/s. The FWHM of the laser is 0.6 cm™!, but this width is
not significant as most of the line broadening in the photoionization experiments arises from
Doppler broadening. The discharge is maintained with a current-stabilized voltage source, to
which we added a 550 ballast resistor mounted in series with the lamp. This resistance value
was chosen in order to limit the discharge’s current and prevent it from becoming an arc. A 0.1
uF capacitor is connected in parallel with the discharge in order to maintain the voltage drop
during the laser pulse. A current divider directs the photoionization current towards a boxcar,
which is protected from the high voltage DC of the lamp and high frequency instabilities by a
decoupling capacitor and a pair of fast diodes mounted in parallel.

In order to maximize the atomic vapor production, one should keep the gas pressure as
low as possible whatever the carrier gas used. Operating the discharge at a high current
may cause premature erosion of the cathode and the formation of secondary zones of
variable conductivity, which would ruin the stability of the discharge. Recall that the hollow
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Fig. 16. Experimental arrangement for photoionization measurements employing the Fast
Optogalvanic Effect (FOGE). More complex arrangements may involve the use of another
laser for ground state pumping used to simplify spectroscopic analysis. HCD stands for
Hollow Cathode Discharge.

cathode geometry and the operating conditions must be so that the negative glows overlap
in the middle of the discharge. At the same time, the fast electrons accelerated on one
side of the hollow cathode and going across the plasma must not strongly perturb the
facing dark space. Figure 16 shows the simplest experimental arrangement that can be
used for FOGE measurements. One of the most useful uses of the FOGE effect is on the
study of photoionization of refractory materials. The usual acronym used for this use of
the FOGE technique is PIOG, standing for Photoionization Optogalvanic effect. Fig. 17
shows a part of the PIOG spectrum (Levesque et al. (1997)) recorded using a 150 mTorr Xe
discharge. On the same plot a slow optogalvanic effect spectrum is recorded for calibration
purposes. The wavelength scale is not shown in the figure but can easily be inferred by
using the simultaneously acquired slow optogalvanic spectrum, along with the Fabry- Perot
fringes. Instead, the scanning time is recorded in the x axis in order to illustrate that,
due to the nonlinear nature of the scanning of the dye lasers, it is convenient to record
a Fabry-Perot interferogram along with the PIOG and TOG. Using such a reference, the
nonlinear wavelength scanning of the dye laser is evident here. Those scanning speed
variations restrict the wavelength calibration reproducibility of the PIOG spectra to 0.3 cm .
However, when care is taken to minimize these non-linearities with a closed loop positioning
control, the PIOG technique can easily yield, on a specific spectrum, consistent from line to
line within 0.1 cm~1.

One also observes that the PIOG and TOG spectra are really different. Even though it
frequently happens that strong photoionization lines regroup around an intense TOG line,
as shown on figure 17 (lines marked A and B), other intense lines are not related to TOG lines,
or, if so, to very weak ones, as exemplified by the lines marked C and D. In summary, the
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Fig. 17. PIOG Spectra of a Xenon discharge, along with a thermal OGE spectra and
Fabry-Perot interferogram. The nonlinear scanning properties of dye lasers are made
evident. (with permission from IOP publishing, Levesque et al. (1997))

FOGE technique provides a useful tool to assess the photoionization yield of gas phase and
refractory elements, and, combined with other techniques, may yield very useful results.

4.3 New developments and future trends of OGE

The optogalvanic effect and techniques is a relatively old and well established technique.
However, with the development of new, simple and affordable light sources of solid state
and in wavelengths previously inaccessible, the technique is still producing a wealth of new
applications. In this section a brief outline of these new applications and new trends will be
presented. One of the most salient features is its great sensitivity. The efficiency of detection
of the optogalvanic technique can be very competitive, reaching the part per billion detection
level. This technique can then be favorably compared to other trace gas detection alternatives
such as Cavity Ring Down, optoacustic spectroscopy or Resonance Ionization spectroscopy.
Trace gas sensing, in turn, is of great interest in numerous areas. These include atmospheric
chemistry, volcanic activity, agriculture, industrial process and workplace surveillance, gas
certification, medical diagnostics, etc. The competence of the OG effect to provide a tool for
trace detection allows foreseeing that its use will continue to be intensive in the future.

4.3.1 Laser sources for use with OGE
In the past, the only choice of lasers to implement the OGE and FOGE studies were pulsed
N2 or Nd:YAG lasers. With the recent development of external cavity diode lasers, or ECDL,
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Laser wavelength range|Power range
External Cavity Diode Laser 800-1600 nm| 1-200 mW
CO laser 2.7-4,5.1-6, ym| mW-Watt
CO2 laser 9-11 ym Watt
Lead salt diode 4-30 ym 0.1 mW
Quantum Cascade Laser 4-24 ym mW
Optical parametric Oscillator 3-16 ym <1W
Difference frequency generator 3-16 ym mW

Table 3. Typical ranges and parameters of laser sources available for optogalvanic and
spectroscopic studies.

the capabilities and potential of the optogalvanic studies is more appealing today. For mid
infrared application there are alternatives provided by quantum cascade lasers, as well as
nonlinear optical devices, based on four wave mixing, but operating with very low powers
(Markus (2003)). This very recent developments on mid infrared off the shelf optics, based
on photonic band gap hollow fibers allow to forecast a very intensive use of the technique in
trace detection in the mid infrared. Table 3 briefly summarizes the current situation related to
the current accessible wavelengths, tuning characteristics, typical power range, and operation
parameters of laser sources available for optogalvanic and spectroscopic studies in general.

4.3.2 Application of OGE spectroscopy in biology and medicine

Trace gas detection is currently a very active area of applied research. With the high sensitivity
provided by the optogalvanic spectroscopy, there is a great potential for this technique in
the trace gas detection area. In this final part of the section devoted to the OGE some
illustrative applications in the area of biology and medicine will be presented. Of particular
interest for these applications is the Infrared spectral range. The applications range from the
monitoring industrial processes, specially of flames and catalytic reduction of pollutants, to
air quality monitoring in great cities, the quantification of CO; sinks and sources, to national
security to the monitoring of biological processes in living organisms (including the human
body). In all of these applications, the use of trace detection spectrometers coupled with
laser-based spectroscopic gas are indispensable (Sigrist (2003)). The most intense absorption
bands of organic molecules lie in the wavelength region between 2.5 and 20 yim, where these
molecules have their fundamental rovibrational transitions. The areas of interest where the
optogalvanic spectroscopy could find a future niche will involve the detection of organic
molecules which absorb in this range of wavelengths. To be more specific, the detections such
as ethylene, methane, CO, and CHy4 could open up a wealth of possibilities for the technique
(Cristescu et al. (2008)).

In the case of ethylene, it is a well know plant hormone that is conspicuous in many biological
processes of the plant and fruits, such as death cell signaling, nitrogen fixation processes,
circadian clock system of several plants, molecular alarm systems of fungi infection of fruits
and tomatoes and even in the metabolic changes of human physiology induced by the light
from the sun (Cristescu et al. (2008)). Acetone is a biomarker the increase of which in the
human breath signals the onset of diabetes. A sensitive detector based on optogalvanic
spectroscopy to quantify the presence of this molecule would have potentially a great use
in hospitals and small clinics (Aman & Smith (2005)). Nitric oxide detection in the part per
billion sensitivity could be of great clinical use in the early detection of lung pathologies and
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organ rejection monitoring, hepatopulmonary diagnostics, malaria and even gastritis, through
the detection of the helicobacter pillory bacteria through its metabolic signature in the human
breath. The scope and importance of these applications and several others make the area of
research of new OGE detectors and techniques a very promising area of research in the future.
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1. Introduction

Spectroscopy is of great interest for exploring the structure or composition of unknown
matter. In 1813 Joseph von Fraunhofer discovered, independently from William Hyde
Wollaston (1802), the dark lines in the spectrum of the sun, which has been later explained
by the absorption of hydrogen. In 1859 Gustav Robert Kirchoff and Robert Wilhelm Bunsen
discovered that the flame of gas burner changes its color, if different elements are heated up.
In 1895 Wilhelm Conrad Rontgen (Rontgen, 1895) detected a new kind of radiation and
named it X-ray radiation. In the first hundred years since their discovery, x-rays have played
an important role in helping us understanding the structures of materials. Due to their short
wavelength, x-rays are capable to resolve the structure of condensed matter but also the
internal structure of atoms. The x-ray spectroscopic methods have been refined over the
years. Nowadays physicists, chemists, biologists and material scientists rely on x-ray static
structural analysis on a routine basis (Michette and Pfautsch, 1996).

In addition to the static structural information, transient structural information is required
for a deeper understanding. Such dynamic processes include the breaking and formation of
chemical bonds, protein motions, charge transfer, phase transitions and so on (Sundaram
2002; La-O-Vorakiat, 2009; Woerner 2010). In Figure 1, we summarize the main applications
of the time resolved spectroscopy. Many of these problems have already been tackled by
means of conventional optical pump/probe spectroscopy. Unfortunately, such optical
measurements cannot be directly inverted to give the position of the atoms as a function of
the times expect in very favorable cases. Unlike optical spectroscopy, x-ray diffraction (XRD)
and x-ray absorption (XRA) do in principle provide direct ways to reconstruct the motion of
atoms during dynamic processes. Thus, time-resolved XRD and XRA may serve as a more
direct way to observe the microscopic processes by which biomolecules perform their tasks
or to observe ultrafast processes in solid-state materials. An ideal x-ray system for time-
resolved diffraction should have sufficient temporal and spatial resolution to resolve the
dynamics of fast processes. It took almost one century since the discovery of x-rays to realize
x-ray sources providing a temporal resolution which is sufficient to follow the atomic and
molecular motion, or to monitor the dynamics of molecules such as rotation, vibration,
dissociation, or to study the dynamics of electrons on their natural time scale. Atom motion
takes place on a picosecond to femtosecond time scale, whereas attosecond resolution is
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necessary for revealing the electron dynamics (Bressler et al., 2004, Rousse et al., 2001). Now,
in the 21th century, we are in the fortunate situation to routinely generate bright
femtosecond and attosecond x-ray pulses. In this chapter we review the current progress of
time resolved x-ray spectroscopy and present some of our recent results about x-ray source
development and x-ray absorption studies of transient states of matter. This chapter is
divided into the following sections:

Introduction

X-rays and x-ray absorption spectroscopy

Pulsed x-ray sources

High harmonic generation

Time-resolved X-ray spectroscopy
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Fig. 1. Typical time scales for structural and electronic processes in solids.

2. X-ray radiation

X -ray radiation is a part of the electromagnetic radiation spectrum. The wavelength of X-
rays, extends from 0.02 A to 100 A, and corresponds to the atomic and molecular length
scales. X-ray radiation can be divided as follows:

e ultra-soft <1 keV (A >1 nm) and XUV

e soft1keV <E<10keV as (0.1 nm - 1 nm),

e hard 10 keV <E <100 keV (0.1 nm - 0.01 nm)

e  ultra-hard E > 100 keV (A < 0.01 nm)

The use of radiation in this wavelength range provides, direct information about the
structure of matter (Agarwal 1991; Rose-Petruck et al., 1999; Bressler et al., 2002). Therefore,
the development and application of X-ray sources for the structure determination is of great
scientific interest. The first X-ray tube was realized by W. C. Rontgen. He discovered a new
type of radiation arisen from the interaction of accelerated electrons with matter. The
decelerated electron beam radiates a broad continuous spectrum with sharp characteristic
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lines on it. The continuous part is referred to as “bremsstrahlung” and its maximum
frequency depends only on the applied voltage and is independent of the anode material.
The frequency of the line radiation depends on the anode material. The impacting electrons
excite electrons from core levels into the continuum. The created hole is filled by an electron
from a higher shell and the excess energy is emitted as a photon with an energy
corresponding to the energy difference of the two involved states. For an anode material
with atomic number Z, Moseley law predicts the frequency of the line:

M \,f1 1
v=R_c| —— |Z°| ——— 1
mC[m+M) [nj% n?] @

Here m and M is the mass of the electron and the mass of the nucleus, ns and n; indicate the
principal quantum number of initial and final states, R, is the Rydberg constant.

2.1 X-ray spectroscopy methods

Both the bremsstrahlung and the characteristic radiation are used to investigate the
structure of matter. Moreover, information about the atomic structure can be also obtained
from the x-ray generation itself. The sample under investigation is illuminated with an
electron or x-ray beam and its properties can be obtained by measuring the absorbed,
diffracted, or scattered x-rays, the emitted x-ray fluorescence, or the ejected photoelectrons.
In the X-ray diffractometry (XRD) the X-ray beam interacts with the electron shells of the
atoms fixed in a lattice. The diffraction pattern provides information about the atomic
distances of the crystalline structure. At not too high photon energies, this scattering is
elastic: there is no energy loss and then we also speak of coherent scattering (Rayleigh
scattering). In this case, the wavelength of the scattered X-rays is the same as the original X-
ray wavelength. When a core electron is ejected, then it may be followed by a recombination
from higher occupied levels and a photon is generated. This effect is described and
characterized by X-ray fluorescence (XRF). XRF is primarily only an element-specific
method and allows not only qualitative but also quantitative analysis of the components
contained in the sample volume. For special cases it can provide also information about the
structure. X-ray spectroscopy for chemical analysis (ESCA) is based on the generation of
photoelectrons. This technique is essentially limited to the surfaces. Typically, it is possibly
to receive information from only two or three atomic layers, although the exciting X-rays
penetrate much deeper.

X-ray absorption spectroscopy (XAS) provides information about the atomic structure and
also about the atomic distances and chemical bonds. Matter can be characterized by the
transmitted X-ray intensity I, if the sample is illuminated by an X-ray beam with intensity of
10:

I=I,e", )

where d is the thickness of the material and p is the linear attenuation coefficient. The
incoming X-ray beam can excite core electrons to a higher unoccupied states or to the
continuum. When the energy of the photons is increased, pronounced edges appears in the
absorption spectrum, if the photon energy is high enough to excite electrons from a deeper
core state (Figure 2) into the continuum.
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Fig. 2. X-ray absorption spectrum of Ti with K, L and M-edges.

A closer examination shows that only the K-edge consists of a simple jump. Near the L-
absorption edge well-resolved jumps can be seen. The M-edges are not so well resolved.

2.1.1 Fine structure of the XAS signal
If the X-ray absorption spectrum is measured with high resolution, then a fine structure can
be observed and resolved. The position and shape of the absorption edges is determined by
the atom and is independent from environment of the atom, at least in a first approximation.
The reason is that the x-ray absorption is related to the core levels, and only electrons from
outer shell are involved in chemical bonds. However spectroscopy with sufficiently high
resolution can detect an influence of the chemical bond on the energy and structure of the
absorption edges. For determining the structure, i.e. getting information about the
neighborhood of the atom of interest, we can rely on the following X-ray absorption
methods:

e XAMES (X-Ray Absorption Main Edge Spectroscopy). The position of the absorption
edge contains information about the electronic structure of atoms and the structure of
the material. The pre-edge contains further information about the electron
configurations and the symmetry around the absorbing atom. The measurements are
made in a range from -10 eV to +10 eV around the absorption edge of the atom. The
shift of the edge position is often referred as “chemical shift”.

e XANES (X-Ray Absorption Near Edge Spectroscopy) provides information on the
valence electrons and chemical bonds. It is necessary to record the signal in a range of
10 - 40 eV above the edge.

¢ EXAFS (Extended X-Ray Absorption Fine Structure) contains structural information, i.e.
the distance to the neighboring atoms. The absorption spectrum is measured and
evaluated in a range from 40 eV to 1000 eV beyond the absorption edge.
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Fig. 3. Structure of the absorption edge can be divided into the ranges of XAMES, XANES
and EXAFS.

2.1.2 EXAFS signal at the K-edge

In principle, structural information can be obtained with XANES or EXAFS. The
measurement in a narrow range is easier, but XANES does not allow a simple
determination of the distance to the next atoms from the experimental data. The basic
principle of EXAFS is summarized in the following. The incident photons excite an
electron from a core level into the continuum. The generated and outgoing photoelectron
waves are elastically scattered by neighboring atoms. Quantum mechanically speaking,
part of the wave function of the photoelectron is reflected by the neighboring atoms and
the wave functions interfere. The modulation in the absorption spectrum depends on the
path difference of the partial waves, and at a fixed atomic distance it is a function of the
incident X-ray photon energy. (Stern 1974; Lytle et al., 1975; Lee et al, 1981; Rehr et al,
1992; Rehr & Albers 2000; Sipre, 2002.) The evaluation of a measured EXAFS spectrum
requires the following steps. First, x(E), the normalized EXAFS signal is calculated from
the measured absorption spectrum:

_ H(E)— 4o(Eyp)
)= Ay (Ey) ' ®)

where p(E) is the measured absorption coefficient, jo(E) is the smooth background function,
or the absorption coefficient of the atom, and Apg(Eo) is the measured jump of the absorption
P(E) at the edge and the energy of the absorption edge is Eo. Then the signal is converted

into k-space: k= %(Iw—EO) , where hv is the incident energy of X-ray photons. The

calculated signal x(k) carries information about the distances and the type of neighboring
atoms:
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Here, Nj is the number of backscattering atoms at the same distance rj from the absorber
atom. f(k) and W(k) corresponds to the amplitude and phase shift of the scattered wave, and

0? is the standard deviation of atomic distance. The factor e_zkfaf2 also known as Debye-
Waller factor is a measure for the smearing of the interference signal. Due to the spatial
dispersion of the outgoing wave only backscattering from the next neighbors must be
considered. Furthermore, the photoelectron must be scattered before the generated hole was

filled. If these approximations are not valid a correction term of iAW s required. The
size \j(k) depicts the energy-dependent mean free path of photoelectrons. Phase shift
impressed on the scattered electron wave is given

W (k) =@, (k) +25,(k) 4)

with @j(k) phase shift through the backscattering from the jth neighboring atom and §; is the
phase shift of the photoelectron in the potential of an atom in the Ith shell. The amplitude of
the backscattered wave is given:

flk,7)=|f(k, )| e :2%,;(2”1)(8"@ ~1)(-1) )

With the help of the given formalism, the atomic distance can be precisely determined by
EXAFS. Additionally it may be necessary to determine the composition of the nearest
neighbors by other methods (Bzowski et al., 1993; Filiponi et al., 1989; Johnson et al.; 2003,
D'Angelo et al., 1996, Bianconi et al., 1987, Farges et al., 1997; Faraci et al., 1997).

2.1.3 EXAFS signal at the L-edge

Previously it was assumed that the electron is generated by an excitation from the K-shell.
However, EXAFS is also possible from e.g. the L-shell. For considering absorption from
the L; shell, the same formalism as for the K-shall can be used. However for electrons
from the L3 shell the evaluation is more complicated. The reason is that the electron in
the initial state is a p-state instead of a s-state. Because of the selection rule, the
photoelectron generated can be a s or d-like electron. The difference is not only the energy
but also the phase in the scattering is different and in addition, there is a superposition of
two states. For EXAFS from the L3 shell the signal can be calculated according to the
following formula:
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where My and My, are the elements of the radial dipole matrix between the I = 1 initial state
and the 1= 0and I = 2 final state. The measured signal depends also on the orientation of the
atoms. In the case of polycrystalline material, the third term of equation (6) disappears.
Additionally the transition probabilities have been calculated and the p to d transition
dominates over the p to s transition by a factor of 50, so the second term can be neglected. In
a first approximation EXAFS spectra from the L-edge can be evaluated with the same simple
approach as spectra above the K-edge.

3. X-ray sources

Synchrotrons represent the major source of powerful X-rays and will continue to play a
dominant role for X-ray science in the foreseeable future. Nevertheless, a wide range of X-
ray applications in science, technology and medicine would greatly benefit from i) X-ray
pulse durations much shorter than routinely available from synchrotrons (few hundred
picoseconds), ii) synchronizability of ultrashort pulses to other events, and iii) availability of
useful fluxes from compact laboratory X-ray sources. Triggered by these needs, we
witnessed in the last few years huge attempts towards the realization of such x-ray sources.
Advances in ultrashort-pulse high-power laser technology over the last decade (Perry and
Mourou, 1994; Umstadter et al., 1998) triggered extensive research activity aiming at the
development of compact, versatile laboratory X-ray sources in a number of laboratories for
ultrafast as well as other applications. As a result, ultrashort-pulsed X-ray radiation became
available from femtosecond-laser-produced plasmas (FLPP), ( Murnane et al., 1991; Giulietti
and Gizzi, 1998; and references therein).

These sources are now capable of converting up to several per cent of the driving laser pulse
energy into incoherent X-rays emitted in a solid angle of 2n-4w and delivering pulses with
durations down to the subpicosecond regime. FLPP sources matured to a point where a
wide range of applications can be tackled all the way from the soft to the hard X-ray regime.
Already demonstrated examples include time-resolved X-ray diffraction and absorption
spectroscopy (Raksi et al., 1996; Rischel et al., 1997; Rose-Petruck et al., 1999) and medical
radiology with improved contrast and resolution (Gordon III et al., 1995).

Many laboratory X-ray applications would greatly benefit from or rely on (spatially)
coherent sources with high average and/or peak power. One of the major approaches to
laboratory production of coherent X-rays is the development of X-ray lasers. Whereas short-
wavelength lasing has been successfully demonstrated with compact, table-top setups using
several promising schemes at A > 15 nm in the XUV range (Rocca et al., 1994; Lemoff et al.,
1995; Nickles et al., 1997; Korobkin et al., 1998), lasing at shorter (soft-X-ray) wavelengths
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could only be achieved at large-scale facilities so far (Nagata et al., 1993; Da Silva et al., 1994;
Zhang et al., 1997).

Another promising route to developing compact coherent X-ray sources is high-order
harmonic generation (HHG) with ultrashort-pulse lasers (L'Huillier and Balcou, 1993;
Macklin et al., 1993; Wahlstrom et al., 1993; Perry and Crane, 1993; Kondo et al., 1993).
Extensive theoretical (Lewenstein et al, 1994; Antoine et al., 1996) and experimental
(Salieres, 1995; Ditmire et al., 1995, 1996) research provided valuable insight into the
microscopic (strongly-driven atomic dipole) and macroscopic (propagation effects, e.g.
phase mismatch) phenomena relevant to HHG (for a review see Salieres et al., 1999). Recent
investigations revealed that ultrashort drivers with pulse durations well below 100 fs (Zhou
et al., 1996) can produce HH conversion efficiencies comparable to XUV lasers in the 50 - 20
nm range, Neonv = 105 - 107, respectively (Sommerer et al., 1999; Constant et al., 1999).
Recently, few-cycle, sub-10 fs laser pulses produced HH radiation at 13-10 nm with
efficiencies in the range of Neonv = 107 - 108 and with pulse durations estimated as <3 fs at a
repetition rate of 1 kHz, resulting in the highest average and peak powers ever
demonstrated from a coherent laboratory soft-X-ray (Epn > 100 eV) source (Schniirer et al.,
1999). Pulses in the 5-25 fs range have extended HHG even down to the water window, 2.3 -
4.4 nm (Spielmann et al., 1997; Schniirer et al., 1998). Theoretical investigations suggest that
few-cycle-driven harmonic emission is confined temporally to a tiny fraction of the laser
period in the cut-off region of the spectrum (Kan et al., 1997; Christov et al., 1997; Spielmann
et al. 1998), resulting in a single XUV /X-ray burst of attosecond duration.

SOURCE P/I_II)?J{(S);S PULSE ENERGY REPETITION
01% BW WIDTH RANGE RATE
High
Harmonic >80 as <4 keV kHz
Generation
Laser
generated 102 ~300 fs <3 keV 10 Hz- 1 kHz
plasmas
Third
generation 1041090 10-20 ps | 0-100 keV <500 MHz
synchrotrons
Slicing scheme 101-10° ~100 fs 0-100 keV 1-10 kHz
Short pulse .
photon source 108 ~100 fs el:g:d 10 HZ
(SPPS) 24

Table 1. Summary of the x-ray sources usable for time-resolved x-ray spectroscopy.

In spite of these advances, applications of coherent laboratory X-ray sources are at the
beginning. E.g. the photon fluxes available from state-of-the-art harmonic sources are still
low, and allow only selected experiments. However, increasing the power of the few-
cycle-driven harmonic source by 1-2 orders of magnitude holds promise for opening up
further intriguing application fields in science and technology and pushing the frontiers
of physical sciences. The former include X-ray spectroscopy, X-ray microscopy, X-ray
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photoelectron spectroscopy and possibly X-ray interferometry all of which have had to
rely on large-scale synchrotron facilities far. The unprecedented pulse durations and X-
ray peak intensities that may become available from harmonic sources, opening the way
to attosecond science.

4. High harmonic generation

High harmonics (HH) are generated by the interaction of intense linearly polarized laser
pulses with atoms, molecules or atomic clusters, where photons are generated in the
extreme ultraviolet spectral region and in the soft X-ray regime. The generation takes
place in a gas jet with a focused, ultrashort, intense laser pulse. The relatively modest
demands on the parameters of the laser pulses and the excellent temporal and spatial
coherence of high harmonics pave the way for developing a brilliant compact short-wave
radiation source. The rapid progress in high harmonics generation has made it possible
for the first time to realize sophisticated inner-shell spectroscopy with a compact
laboratory system.

These achievements are mainly based on the rapid development of ultrashort pulse lasers.
With them, it is possible to build small, stable and high repetition laser systems. The
intensity also plays an important role, since the maximum photon energy is directly
proportional to it. Despite a number of advantages and excellent properties of HH sources
they have the weakness of the relatively low conversion efficiencies of visible or near-IR
laser light into XUV radiation. HH generation is a coherent process, so the signal grows
quadratically with the propagation length. The fortunate length scaling is only applicable, if
the generated short wavelength radiation remains in phase with the generating laser, which
is termed as phase matching. If the condition for phase-matching is not fulfilled, the signal
grows only along the often very short coherence length. Beside the linear (atomic)
dispersion the major contribution to the phase mismatch is the plasma dipersion of free
electrons. During the interaction of the laser pulse width the atoms, not only XUV photons
are generated, but also lots of free electrons. The shorter the wavelength, the higher must be
the laser intensity and the higher is the free electron density and larger the phase mismatch.
So a major task in HHG is the development of phase-matching or quasi-phase matching
schemas to extend the coherence length and hence the obtained photon flux. In this section
we will briefly review the theoretical description of HHG and will present experimental
results on approaches to extend the phase matching length.

To describe the process qualitatively, a bound electron can be released in the presence of a
strong laser field by tunneling ionization, which can be only treated by applying quantum-
mechanic. The subsequent motion of the free electron will be described by the classical
equations of motions. The free electron first is accelerated away from its parent ion, and
after changing the polarity of the field, it is accelerated toward the ion again. The returning
electron can recombine and the excess energy is emitted as a photon with an energy
corresponding to the binding energy plus the kinetic energy at the instant of recombination.
The highest photon energy, the so called cut-off in the harmonic spectrum corresponds to
the maximum energy and can be written:

N hay =W, +3.17U, @)
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Where W, is the ionization potential, N. the number of the "cut-off” harmonics and

202
a

p= is the ponderomotive potential, with the electron charge e and electron mass m,
the frequency wo and amplitude E; of the laser field. This process is repeated in each optical
cycle twice and the signal has a point symmetry compared to time zero. These two findings
imply, that the spectrum will only contain the odd harmonics of the laser frequency. At very
high intensities, the speed of the electron will be comparable to the speed of light. In this
relativistic case, we must also consider the influence of the magnetic field on the motion of
the electron. The resulting trajectories did not show a return to its parent ion, so no high
harmonic signal will be generated.

However, for a more detailed description and explaining features like conversion efficiency
and so on we must rely on a quantum mechanics. The nonlinear response of an atom to
intense radiation can be divided into different intensity-dependent processes. At low and
moderate intensity, if the external electric field is smaller than the static Coulomb field
(perturbative nonlinear optics), the laser field modifies the atomic states: the energy levels
are shifted by an energy proportional to electric field strength E, which is known as Stark
shift. The border between the region of the perturbative and nonpertubative nonlinear
optics is determined by the following equations:

(k+1) pk+1
% By _ oy, <<1 (Bound —bound Transition) 8
Z( )E AA
1 eE, _eE,ap

—= =, <<1 (Bound — free Transition 9

With e the elementary charge, m the mass of the electron, W, > Za@, is the binding energy,
n

B o,
radiation, and vy is a scaling parameter, the Keldysh parameter (Brabec et al., 2000). If the
laser field is comparable to the binding Coulomb field ('Strong Field" area), the binding
potential is deformed and a potential barrier appears. An initially bound electron can now
tunnel through this barrier in a fraction of the laser - oscillation - cycle (To). Then, the
electron follows adiabatically the variation of the optical field. It can move significantly
away from its original position and acquires high kinetic energy (Brabec et al., 2000). The
production of HH radiation takes place on the return of the electron to its parent ion.

The maximum energy E. of the generated harmonic photons and the shape of the emitted
spectrum critically depends on how and when the ionization takes place. The ionizing

electric field is E(t) = E,(t)e" " +c.c. where the electric field with amplitude E (E, =2|E,|)

and with a frequency of @ deforms the atomic binding potential. Through the formed
Ea)o, where 7:£<<1
Ey @,
(Ammosov 1986, Krainov 1997). The dipole apprioximation assumes a linearly polarized
laser field, and requires the validity of the following assumptions:

¢ All bound states except the ground state are neglected.

the Bohr radius, E, is the time-dependent amplitude of the linearly polarized

Eﬂ

. . E
barrier, the electron can tunnel with a frequency of @, =—=
K
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e The laser intensity is lower than the saturation intensity, so the ground state is not
depopulated.

e In the continuum the electron can be treated as free particles. The influence of the
potential of the ion is negligible.

For very high intensities, however, the validity of the dipole approximation must be

questioned and it is necessary to extend the theory with multi pole effect (Walser et al., 2000)

to obtain an adequate description.

- o , , , 4
The emission of harmonic radiation from single atoms is determined by the ?CPM‘I‘)

dipole acceleration arising as the solution of the Schrodinger equation. Here r is the vector of
space and y is the wave function of the electron. Under the assumption of y < 1, the
quantum-mechanical expected value of the generation of high frequencies <D(t)> can be
represented as a product of three atomic probability amplitudes:

D(t Z\/’ lon(tb prap(tb't) rec(t) (10)

The electron can be released at the time t, with the probability of a,,(t,) by tunneling

ionization. After that, it propagates in the laser field and returns back at time t with
probability a,,,,(f,,t) to the origin atom, where fall back to the ground state width the

recombination probability of a,,.(f) and creates a photon. The sum shows that there are

several possible values for t,. The resulting dipole emission spectrum is discrete and consists

only of odd multiples of the fundamental laser frequency .

The conversion efficiency of high harmonic radiation is defined by the generation processes

and the propagation processes. (Lewenstein et al., 1994; Scrinzi et al., 1999). Unfortunately,

we do not have easily accessible experimental parameters to optimize the generation
process, but there are several methods to enhance the signal by controlling the propagation.

As for all coherent processes the signal grows only over the coherence length, i.e. as long as

the condition for phase matching is fulfilled. In the following we discuss the major effects

limiting the harmonic yield:

e Absorption of the radiation. During the propagation in the gas, the harmonic beam excites
the core electrons and is re-absorbed. Although the absorption can be minimized by
reducing the gas pressure or shortening the length of the gas jet, but it also reduces the
conversion efficiency. It has been also shown that in the short wavelength range the
absorption length is much longer than the coherence length and it is no longer the
primary limitation. Its influence can be further reduced, by keeping the background
pressure as low as possible in the vacuum system for generating and detecting HH
radiation.

e Loss of phase matching. There are three effects that contribute to a phase mismatch.
First, the phase shift between the HH pulse and the laser pulse by the dispersion of the
free electrons background. Most of the freed electrons will not recombine, and remain
as free electron background in the interaction region. The resulting coherence length is

2

ey , where o, = ¢ the plasma frequency, depending on the free-electron

£ @ ()N P me,

density ne. Secondly, the curved wave front of the laser pulse (focused Gaussian beam)
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produces a phase factor, which corresponds to a negative contribution to the refractive
_mzy  mw)
N Nj
and wy are the confocal parameter and the radius of the beam waist. This contribution
is particularly large in the vicinity of the focus of the laser beam; therefore it is
convenient to place the gas jet either before or after the focus, to minimize this
contribution. Thirdly, the dispersion of the refractive index of the gas also causes
dephasing. Since the refractive index is very close to 1 for the gas at the laser
wavelength, and at the XUV wavelength it is approximately 1, this contribution is
small and can be often neglected.
o Defocusing of the laser. During high harmonic generation, the laser pulse creates a free-
electron density profile, which causes defocusing. This effect can be compensated with
a spatially formed laser pulse profile. (Brabec et al., 2000).
After propagation over a distance longer than the coherence length, the generated x-rays
destructively interfere with the already generated beam. Introducing a suitable long gap,
where only propagation and phase shift happen, the signal can be enhanced in a subsequent
region once again. Compared to the perfectly phase-matched case, quasi-phase-matching
(QPM) leads to lower conversion efficiency, but for HH, QPM with its periodic structure is
the only choice, because perfect phase-matching cannot be realized. Several
implementations of this technique have been realized, including spatially modulated hollow
fibers or using a gas jet sequence (Gibson et al., 2003, Paul et al., 2003, Zepf et al., 2007; Seres
et al., 2007). Using a sequence of gas jet sequence, QPM has been successfully realized over
a wide spectral range around 300 eV (Seres et al., 2007), see figure 4.

, where z

index. The corresponding coherence length is given by L, ¢
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Fig. 4. Principe of the quasi-phase matching at 300 eV using two gas jets. When the two jets
are merged (without QPM), the generated x-ray beams interfere destructively in the second
jet and the photon yield after the second jet (green) is smaller than it would be after the first
jet. When the two jets are moved to a suitable distance (with QPM), the generated x-rays in
the second jet constructively interfere with the x-rays generated in the first jet. The photon
yield (blue) get larger and the enhancement (black error bars) can be up to one order of
magnitude with good agreement with the theory (orange dashed line).
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Especially for radiation above 100 eV, the coherence length can be as short as a few microns
representing a severe limitation for the obtainable flux. However, the conversion efficiency
can be substantially increased by applying the method of nonadiabatic self-phase matching
(NSPM) (Seres, 2005, 2006a). As mentioned above the free electron background strongly
modifies the phase velocity for the laser beam. As a consequence the radiating atoms are no
longer in phase, limiting the achievable flux. Recently it was shown, if the free electron
density changes substantially within one optical cycle, the phase velocity of the laser beam
will be strongly modified. Choosing the laser parameter right, i.e. the peak intensity should
be one order of magnitude above the ionization threshold and the pulses should consist of
only few cycles, this ionization induced phase shift cancels the free electron phase shift. This
process is known as nonadiabatic self-phase matching (NSPM) (Tempea et al., 2000). With
this method it was possible to extend the phase matching length by orders of magnitude
even in the keV photon energy range and generate more than 2000t harmonics of
Ti:sapphire laser wavelength of 800 nm (1.54 eV) with improved photon yield (Seres et al.,
2004; Seres et al., 2005; Seres et al., 2006a). Figure 5 shows a typical spectrum generated in
Ne gas with the 12-fs-long, 2.5-m] pulses of a Ti:sapphire laser system (Seres et al., 2003).
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Fig. 5. Measured high harmonic spectrum (red) generated in Ne gas with the 12-fs-long, 2.5-
m] pulses of a Ti:sapphire laser system. The absorption edges of the used Ti foil, the used Ne
gas and the Pt coating of the x-ray grating are well recognizable on both the measured
spectrum and the calculated transmission curve (blue).

5. Time resolved x-ray spectroscopy

There is a broad spectrum of ultrafast processes in nature. For an experimental investigation
we trigger the ultrafast process, i.e. we introduce an instantaneous structural change, with
an ultrashort light pulse, the pump pulse. The characteristic of the material is probed by
another light pulse with an adjustable delay in respect to the pump pulses. In an
conventional pump-probe experiment both pulses are in the visible optical range. The
development of reliable femtosecond solid-state laser brought new possibilities into time-
resolved spectroscopy (Zewail 2000). For the first time it became possible, in principle to
monitor the nuclear motion of molecules, crystal lattices and other out-of-equilibrium
structures. However, usually it is very difficult to map the experimental observations to the
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structural dynamics. Therefore, experimental approaches are needed which can overcome
the limitation of optical studies for structural determination, while the high temporal
resolution of femtosecond lasers is maintained. Techniques such as X-ray diffraction (XRD)
(Rousse 2001), X-ray absorption spectroscopy (Nakano 1999), or X-ray photoelectron
spectroscopy deliver much more direct information about the structure. The key to the
successful realization is the development of laser driven x-ray sources. Various schemes
have been demonstrated but all of them rely on availability of state of the art femtosecond
solid-state laser system. In this section we will describe our apparatus, which allowed for
the first time time-resolved x-ray absorption spexctroscopy with femtosecond resolution.

CHOPPER

+
LOCK-IN-AMPLIFIER

12 fs, 60 pJ,
800 nm, 1 kHz

Xuv
SPECTROGRAPH

DIFFERENCE
ABSORPTION SPECTRUM

SAMPLE

Fig. 6. Experimental setup for time-resolved x-ray absorption spectroscopy. A Ti:sapphire
based CPA laser systems delivers energetic ultrahsort pulses. In a gas jet the laser pulses
upconverted into the XUV range via high harmonic generation. The sample is pumped by a
visible laser pulse. The structural changes are probed with a delayed XUV pulse. With a
lock in amplifier and a spectrometer we can measure the XUV difference absorption
spectrum, i.e. the change of the spectrum between the pumped and unpumped case.

Our pump-probe experimental setup is based on a state-of-the art multi pass Ti:sapphire
CPA amplifier system. The front-end of the system is a mirror dispersion controlled
Ti:sapphire oscillator delivering 10 fs, 5 nJ pulses. After a gentle stretching of the pulses to
few picoseconds the pulses are amplified in a ten pass amplifier to amplifier to more than 1
m] more than 1m] at a repetition rate of 1 kHz. The pulses are compressed with double
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prism compressor to less than 30 fs and a final energy of 800 pJ. Such short pulses after
compression are only possible by carefully compensating the residual high order dispersion
with chirped mirrors and specially designed filters to counterfeit gain narrowing. Further
spectral broadening is obtained with a hollow fiber filled with Ne. The output spectrum has
a width supporting pulses in the order of 10 fs.

The phase and amplitude of the broadened pulses are shaped with an acousto-optic-
modulator (“DAZZLER”), which proved later to be an indispensable tool for high harmonic
optimization. The broadened and shaped pulses are launched into a second and third
amplifier stage and finally compressed with triple-prism-compressor (Seres et al., 2003).
After the third amplifier stage the compressed pulsesare 12 to 15 fs long and the pulse
energy is 3 mJ. Adding an additional compressor stage consisting either of a filament (Seres
et al., 2007) or a gas filled hollow-core fiber (Seres 2006a) and chirped mirrors we were able
to compress the pulses down to 5-6 fs with energy in the range of 1-2 m]J. These laser pulses
were up-converted in a noble gas jet into XUV via high harmonic generation. For
maximizing the photon yield we applied quasi phase matching (Seres 2007) and NSPM
(Tempea 2000, Seres 2004)

For the quasi-phase matching experiments we need intense pulses as short as possible. The
output pulses of this system were spectrally broadened in an Ar filament and compressed
with chirped mirrors to about 6 fs at pulse energies of 1.5 mJ. With a spherical mirror the
pulses were focused into a sequence of two gas filled nickel tubes with a diameter of 0.2
mm. With a backing pressure of 80 mbar in He, the highest HH yield in the 400-600 eV
spectral range was reached with a jet distance of 1.3 mm (Seres 2007).

For non-adiabatic technique, the 3 mJ, 12 fs laser pulses were strongly focused into a Nickel
tube filled with Ne or He reaching an intensity of 2x1016 W/cm?2. The laser beam interacted
with He atoms in 0.4-mm-long volume. The fast ionization gave the proper addition to the
phase matching terms, so we could reach approximately the 2000th harmonics of the laser
frequency corresponding to photon energies in the order of 3500 eV (Seres 2006a, 2006, Seres
2004). The broad spectrum of the x-ray pulses is well suited for static x-ray absorption
spectroscopy. Different thin foils were inserted (200-nm-thick copper, 1-pm-thick aluminum,
300-nm-thick silicon) into the x-ray beam and the transmitted spectra were recorded with a
scanning x-ray monochromator (248/310G, McPherson) equipped with a photoelectron
multiplier Channeltron® 4715G. The absorption edges of Cu, Al, and Si at 0.94, 1.5, and 1.8
keV were clearly resolved, respectively. The shape of the measured spectra below and
slightly above the absorption edge contains no information, which is of interest in our study.

5.1 Time resolved x-ray spectroscopy with HH radiation in material science

In this section we report on the generation of soft x-ray pulses via high harmonic generation
and their first use for time resolved x-ray absorption spectroscopy (XAS) to investigate the
structural dynamic of amorphous silicon with a temporal resolution of about 20 fs. To our
knowledge this is the highest temporal resolution ever demonstrated in XAS (Seres E. 2008).
To tackle time-resolved XAS in the soft x-ray regime the light source must meet the
following requirements: a) it must provide continuum radiation, b) it must provide ultrafast
pulses, and c) it should have a sufficient photon flux (Bressler 2004). We realized it via high
harmonic generation. HHG is a line radiation, and therefore of limited use for XAS.
However, using very short driving laser pulses the line spectrum becomes continuous near
the cut off (Brabec 2000). Due the generation process the XUV pulses are also always shorter
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than the driving laser pulses. The short pulse duration and the excellent spatial and spectral
characteristic make HHG based sources well suited for time-resolved XAS.

Our pump-probe experimental setup based on a single-stage Ti:sapphire CPA amplifier
system. Most of the energy of the output beam was tightly focused with a broadband mirror
with a focusing length of 150 mm into a Ne gas jet at an intensity of about 1015 W/cm2. The
XUV radiation hits our sample, which is a 100 nm thick silicon film, consisting of randomly
oriented micro-crystallites (amorphous silicon a-Si). The transmitted beam was launched
into a scanning grazing incidence monochromator the output of which was connected to a
lock-in amplifier. The laser and gas jet parameters have been optimized to maximize the
signal at around 100 eV, where we wanted to study dynamical structure modifications of
silicon via changes of absorption near the L-edge. The signal has been safely above the noise
level up to energies of about 500 eV opened the way to EXAFS (Rehr 2000). A small fraction
of the output beam energy was delayed and focused onto the sample obtaining a pump
fluence nearly two orders of magnitude below the damage threshold. Due to chopping of
the pump beam and using a lock in amplifier it was now easily possible to detect changes of
the transmitted spectra as small as a 104 .
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Fig. 7. Measured x-ray absorption difference spectra above the silicon L- edge after excitation
with an ultrashort laser pulse. The delay has been varied in 20 fs steps in a range up to to 800
fs. From these data we can calculate via EXAFS the evolution of the interatomic distances.

To follow structural changes we opted for EXAFS (Oguri 2005, Brown 1999). From the
measured absorption curves, the EXAFS signals x(k) were calculated as a function of
photoelectron wave number (k given in A1) and from the measured absorption
coefficient, the slowly varying contribution of the single atom absorption have been
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eliminated with a high pass filter. After applying an amplitude window function and
weighting the data with k? the atomic distance has been evaluated from the power
density spectrum. The estimated interatomic distances are 2.20 + 0.02 A for Si which
agrees very well with measurements at synchrotrons (Glover 2003). These measurements
clearly demonstrate that it is possible generate HH signal up to several keV and the
photon flux is sufficient for x-ray absorption spectroscopy. These results are the basis for
our subsequent experiments, which made it possible to follow atomic motions in disorder
materials with time resolved EXAFS.

The x-ray absorption spectra have been recorded in delay range of -300 fs to 800 fs in steps
of 20 fs. The evaluation of the EXAFS signal gives the averaged atomic distances at the
instant of probing. The calculated atomic distance shows a fast and slow oscillatory
motion as a function of the delay. We fitted to the data the sum of two sinusoidal waves
and found the best agreement for frequencies of 3.1 THz and 17 THz, respectively (Seres E
2007, Seres E 2008). As a check of the reliability of our evaluation and to minimize the
influence of amplitude and phase noise we calculated the two dimensional FT of the
whole data set. The evaluated spectrum shows again two distinct maxima at 3.6 THz and
17 THz. With two independent evaluation methods namely two-dimensional FT and least
square fitting we identified two dominating oscillations at the same frequencies, making
us confident that we have observed atomic oscillations. Moreover these frequencies agree
very well with the predicted numbers for coherent phonons in Si after laser pulse
excitation and have been published recently (Seres 2006, 2008, 2009).
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Fig. 8. The evaluated time resolved EXAFS signal at the Si L edge.
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5.2 Changes in the atomic electronic levels, orbits

Most electronic devices have yet a limited temporal resolution, which prevent to detect fast
electronic, magnetic changes on the atomic or molecular scale. But these changes come
always together with the changing of the optical parameters in the x-ray regime. The
absorption, reflection, or even the polarization of the x-ray light are sensitive to the
electronic or magnetic states. Exciting a core electron from the valence level into the
conduction level, the absorption cross-section is influenced by the changed density-of state
(DOS) (Figure 9).
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Fig. 9. The form of the absorption edge follows the changes of the electronic states produced
by excitation.
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A similar setup as for the time resolved EXAFS can record not only the atomic motion but
the electronic changes after the short pump laser pulse. The laser pump light is absorbed
through single and two photon absorption, creating a non-thermal electron distribution in
the conduction band. The hot electron distribution thermalizes over different channels and
time scales such as fast inter band thermalization via electron-phonon scattering and finally
on a longer time-scale via recombination. The excitation of the electrons creates occupied
states in the conduction band and unoccupied states in the valence band. These
modifications have their signature also in the fine-structure of the soft-x-ray absorption
spectrum ( Nakano 1999).
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Fig. 10. Measured shift of the position of the (a) K- edge (1.8k eV) and (b) L-edge (100 eV) of
silicon after excitation with an ultrahsort laser pulse (Seres 2009).

To investigate the carrier dynamic we recorded the difference absorption spectra in the
vicinity of the L and K-edge of silicon as a function of the delay. The measured difference
spectrum has been modified in very complex way and a full analysis would require a
detailed knowledge about the exact band structure. To gain some information about the
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relevant time constants we calculated the expectation value of the difference signal near the
edge. The position of the L and K absorption edge of silicon oscillate with different
amplitude and frequency as shown in Fig. 10. From a long-range measurement we have
identified a fast and a slow time constant. The fast time constant is in the order of approx.
200 fs and the slow one in the order of 50 ps (Seres 2005). Comparing our findings with
experiments based on conventional optical spectroscopy of silicon the fast time constant of
about 200 fs is in reasonable agreement with the previously observed electron-phonon
relaxation time in a-Si. The longer time constant of about 80ps corresponds to the carrier
recombination time of electron and holes across the Si band gap (Sundram 2002).

Our pulsed XUV source delivering sub-20 fs pulses in an energy range up to 3 keV is bright
enough for time-resolved XANES experiments. In a series of proof-of-principle experiments
we have studied the electronic dynamics of the amorphous silicon bove the Si L edge and
the C K edge, respectively. Further measurements are necessary to explore the underlying
physics in full detail.
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1. Introduction

In this chapter we will focus on the subject of spectroscopical investigation of matter (gas,
liquid, solid, low dimension materials, etc) using ultrashort (ps, fs) laser pulses in different
wavelength region (visible, infrared, UV, X-ray). We will point out the rigorous difference in
aims of classical spectroscopy using highly narrowed electromagnetic waves with high
temporal and spatial coherence compared to the wide narrowed spectral structures of
ultrashort light pulses.

We will discuss briefly the main characteristics of light-matter interaction on the base of the
linear and nonlinear optics assumption. Some outlook of facilities of classical spectroscopy
will be made with attempt of time resolved techniques e.g., time of flight and pump and
probe techniques. We will also demonstrate some interesting results of ultrafast time
resolved spectroscopy in material science and solid state physics.

2. Elements of linear and nonlinear optics of light-matter interaction

The study of phenomena induced by laser beam (continuous (CW) and pulsed) on solid
surfaces is a widely investigated subject of modern solid state physics and chemistry. From
the advent of the first lasers (late 60s) a huge number of scientific papers had been devoted
to the investigations of different kinds of laser - matter processes such as laser induced
damage, plasma formation, phase transition in different circumstances, micro- and
macroprocessing, laser-induced chemical reaction at solid - gas and solid - liquid surfaces
etc. The laser became a very useful tool for initiating unique chemical reactions to produce
advanced materials (ultra hard ones for example). Number of technological applications, for
example laser induced deposition of metals on porous materials and semiconductor surfaces
are already in service of high-tech industry (micro- and nanoelectronics). Production with
tailored properties of different nanostructures and components serves in chemical industry
as catalysators, etc. [1]

Some preliminaries of the light-matter interaction are treated in a quasi-classical
approximation:

Semi-classical approximation means that the electromagnetic wave is described classically
on the base of Maxwell’s equations while the material is described on quantum
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mechanical level (taking into account the electronic, vibration and rotation energy levels
of the atoms).

3. Linear optics approximation

From Maxwell’s equations we get:
D=gE+P(E) and B= uyH + pyM(H) 1)

where D - electric flux density, E - electric field vector, B - magnetic flux density, H -
magnetic field vector, g, - dielectric constant of vacuum = 8.851012 C2NIm?2 [F/m], u, -
permeability of free space = 4 107 H/m (we will care materials for which M =0 B = g4,H ).
The polarization

P(E)= &2 E @
where y - electric susceptibility.
The wave equation for electric field:

- o’E o’E o’E

V2E = gy —+ HoEo ) —s = HoEgE, — 3

Ho&o 6t2 HoéoX atz Ho&opéy atz ( )
where &, =(1+ y) is the relative dielectric constant.

It is well known from optics that the frequency v of electromagnetic wave and the material
refractive index n are related to ¢, (speed of light in vacuum)

2
V2= 1 1. a and n="< 4)
Hoéo & & v

where ¢, =3108m/s.

The solution of the wave equation can be expressed:

E(z,t) = Re{E(z, w)exp(—ikT +iot)} ()

where z is the direction of propagation, @ =27zv the circular frequency and k is the wave
vector (k=27 /A, A=c /v the wavelength).
For the materials we have the

- group velocity
dow
- phase velocity
w ¢
=—== (7)
O k n

and the Beer-Lambert law
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I(z)=1Iye** 8)

where I, is the intensity of the light at the incidence plane, I(z) the intensity in the depth
level z, and « is the absorption coefficient.

The real (&' ) and imaginary (&") parts of dielectric constants at given frequency are related
to optical material parameters n and k through Kramers-Kronig relations.

©)

The above-mentioned equations describe the light - matter interaction events for relatively
low beam intensities where the material constants do not depend on the intensity, but only
on the frequency.

4. Nonlinear optics approximation

For the laser beam intensities comparable to the electric field strength inside the atoms we
have to take into account the higher-order (nonlinear) terms in the field to get the

polarization P . (For H we got E~10°V /cmand [ ~10"°W / cm? )

P(t)=¢, (;((1)?: + Z(Z)EZ + ;((3)E3 + ) (10)

where 7™ is the nth order of the susceptibilities of the medium.

As a result we can get different phenomena e.g., 2nd and higher order harmonic generation,
sum- and difference frequency generation, parametric generation, etc.

We note that in all processes the conservation laws for photon energy and momentum
(phase matching) should be fulfilled as

Oo=o+o, +aoy+... and k=kj+k, +k3+... (11)

Non-linear optical effects usually called as N wave mixing processes, where N is the number
of photons participating in reactions. The more photons the weaker the probability of the
effect. At very high laser intensities e.g., at very short pulses very high order effects might
have been realized. The materials usually have different refractive indices for different
frequencies and polarizations; therefore the phase matching for them will be satisfied only
for special directions e.g., second harmonics birefringence.

A number of special methods have been developed (due to nonlinear crystals to produce
effects such as second harmonic generation (SHG), optical parametric generation (OPG),
optical parametric oscillation (OPO), optical parametric amplification (OPA), quick
switching features as electrooptical Kerr and Pockel cells [2-4].

5. The spectroscopy

5.1 General remarks

Spectroscopy in general is the study of the interaction between light and matter such as
determination of quantum energy levels in substrates (gas, solid, liquid, etc.). In this
“traditional” simple form, one measures the spectroscopic components of the reflected beam
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after transmitted through the medium or emitted from it due to the external excitation of the
energetic levels. In a classical his performance one uses - normally - spectrally narrow light
beam. This beam may be tuned across discrete energetic levels of the studied target.
Different regions of the electromagnetic spectrum provide different kinds of information as
a result of the interaction.

The spectroscopic instrument represents - as its main part - a dispersion element (prism or
grating with high separation capability of beam wavelengths). Usually this consists also of a
slit, light collecting optics, and a detector (see Fig. 1.) called monochromator.

exit slit
focusing
(> mirror
diffraction
grating
collimating
mirror
entrance slit

Fig. 1. A general scheme of a monochromator

Depending of the target material structure, composition, and the light-matter interaction
type such as direct absorption, transmission, emission of scattering (type Rayleigh, Brillouin,
Raman) one can summarize the classical spectroscopy methods as follow [5-11].
e  Atomic spectroscopy:
e absorption (AA)
e emission (AES, OES)
e fluorescence (AFS)
e  Electron spectroscopy:
e Auger electron spectroscopy (AES)
e  X-ray photoelectron spectroscopy (XPS, ESCA)
e Infrared spectroscopy
e molecular spectroscopy
e near infrared absorption spectroscopy (NIR)
e ultraviolet and visible spectroscopy (UV-VIS)
e Nuclear and electron spectroscopy
e electron paramagnetic resonance spectroscopy (EPR, ESR)
e nuclear magnetic resonance spectroscopy (NMR)
e  Fourier transform spectroscopy (FT)
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e  Laser spectroscopy
e laser-induced fluorescence spectroscopy (LIF)
e Raman spectroscopy (RAMAN)
e resonance ionization spectroscopy (RIS)
e X-ray and y-ray spectroscopies
e  Mossbauer spectroscopy (MOSSBAUER)
e Newton activation analysis spectroscopy (NAA)
e  X-ray fluorescence spectroscopy (XRF)
e extended X-ray absorption fine structure (EXAFS)
and numerous other combined type spectroscopic methods [7-8].

6. Ultrafast spectroscopy

Ultrafast spectroscopy is based on using ultrashort laser pulses with pulse duration of ps-fs
time region. This technique involves temporally short, therefore spectrally broad light
pulses. These kinds of pulses are used to probe directly the dynamics of the system rather
than the energy levels themselves. It is very important that the duration of the laser pulses
must be shorter than the time scale of the dynamics that one wants to observe.

Taking into account the quantum mechanical considerations we reach the appearance of
uncertainty principle e.g., time and energy resolution are related to each other through the
Fourier transformation [7].

For Gaussian profile pulses the spectral bandwidth Av of the pulse and its temporal
duration 7 on the full width at the maximum level (FWHM) can be written as

Avr>2(n(2) /)« (12)
e.g., if 7=>5 fs we get Av=8,8103 Hz (2940 cm-1).

7. Ultrafast laser excitation in materials

7.1 Impact of laser beam energy to a matter

Elementary excitations in solids show a complex nonequilibrium behavior. The fastest
nonequilibrium processes occur on ultrafast time scales and strongly influence both optical
properties and carrier transport. Among condensed phases metals and semiconductors
represent an interesting class of practically important targets of nano and microelectronics.
During these processes the electronic band structure, optical transition energies, carrier
concentration, and phonon frequencies vary over a broad range leading to a variety of ultrafast
phenomena. Moreover, the quantum confinement of wave functions in low-dimensional
semiconductor nanostructures allows a systematic variation of material properties.

Optical spectroscopy with ultrashort pulses provides direct insight into these processes
occurring on a time scale between about 10-4 and 1010 s,

High amount of laser light energy can be deposited in a very small volume determined by
the laser focal spot and penetration depth at a given wavelength. The electromagnetic
incident wave will lead to photo-excitation of the electrons due to the large difference of
electron and phonon heat capacities (¢, >> c.). Therefore in the target material, especially in
the case of metals and metal-based nanostructures - one creates a non-equilibrium electron
distribution leaving the lattice temperature essentially unchanged (T ~ 300 K). The rise time
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of non-degenerate electron distribution creation is in the order of a few fs, thus we can say
that high temperature non-equilibrium electron distribution has the same rise time as the
laser pulse duration. Then over a time scale of a few fs the non-equilibrium electrons
redistribute their energy among themselves. It takes place through e.g., electron - electron
coulomb interactions resulting in a local equilibrium with temperature T, called the
thermalized electron redistribution (with relaxation time z,_,).

The excited thermalized electron gas then transforms the energy through electron - phonon
interactions within a relaxation time 7,_,, .
Energy transports between electron and phonon subsystems [12-16].

This mass energy transferred to phonon bath will be redistributed among phonons during

the relaxation time z,_, leading to the equilibrium phonon temperature T:.

Therefore we can consider the kinetic evolution of a photo-excited electron - phonon

system.

- fast, involving the electron subsystem thermalization (at quite high temperatures) and
electron-phonon scattering (at quite moderate temperatures). These are called non-
thermal processes. The average time scale is about 1-500 fs.

- slow, involving the phonon-phonon scattering leading to heat conductions, thermal
melting and probably ablation (called thermal processes). The average time scale in the
case of metals is about 1 ps to a few ns.

In semiconductors and complex nanostructures, the relaxation processes are multistep ones

and include different mechanism such as:

Below band gap excitations:

Transitions between electronic states may have different origins, such as:

Transitions from atoms or vacancies,

Transitions from impurity levels into the valence or conduction band continuum,
Transitions (indirect) between excited intraband levels,

Transitions due to the so-called free carrier absorption,

Inter-valence band transitions of holes, and intersubband transitions between valence
and conduction subbands

Transitions in low-dimensional semiconductor nanostructures, e.g.,, quantum wells,
wires and dots.

Indirect interband excitations: free carrier absorption due to the presence of free charges in

both conduction and valence bands. This requires coupling to a third particle, e.g., a phonon

or an impurity because of the conservation laws for wave number vectors.

Inter valence band transitions: due to dipole-allowed transitions of free holes from states in

one valence band to states of higher energy in another valence band. For bulk

semiconductors with a diamond-like, e.g., silicon and germanium, or zinc-blende lattice like
most III-V semiconductors, inter-valence band absorption is dominated by transitions
between the heavy hole (HH) and light hole (LH and split-off bands).

Intersubband transitions in quasi-two-dimensional nanostructures: They are characteristics

for quantum wells or superlattices in which carrier motion is restricted to a quasi-two-

dimensional semiconductor layer. Quantum confinement occurs in a situation where the
length scale of the potential structure, i.e., the well width, is on the order of the de-Broglie
wavelength of the carriers.

Dephasing of coherent polarizations
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Resonant interaction of a coherent ultrashort pulse with a particular transition in the
semiconductor creates both a coherent optical polarization between the optically coupled
states and carriers (electrons or holes) from energetically lower to higher states in the same
or a different band.

With time evaluation this well-defined phase relation is destroyed by a variety of scattering
processes which change the relative phase of the wave function between the ground- and
excited states. This phase relaxation or so-called dephasing process means a fast decay of the
macroscopic polarization and results in a homogeneous broadening of the particular optical
transition.

Therefore, the overall excitation-relaxation process could be characterized as it can be seen
in Fig. 2.

inter-band

relaxation
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thermalization

fs pulse 1 .
. | cooling
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0.01 0.1 1 10 100

time (ps)

Fig. 2. The scheme of excitation-relaxation processes [12]

8. Measurements and instrumentations

As it had been mentioned before the ultrashort laser pulses provide an excellent tools to
realize time-resolved experiments with which one can observe transient species in different
chemical reactions and follow the dynamical behavior of physical-, chemical- and biological
processes. Another important property is that with modest energy, the fs pulses can have
huge peak powers. This also makes them suitable for many tasks that we would not
normally think of as ‘time resolved’, including laser ablation of materials, multi-photon
absorption (for imaging of biological materials), fragmentation (e.g., DNA into fragments
that may be analyzed using mass spectrometry), the conversion to a range of new
wavelengths using nonlinear techniques, e.g., infrared light to visible light conversion and
2-photon excited fluorescence, etc. Semiconductor processes and collisions in liquid phase
materials are also in the range of a few hundreds of fs [18-20].
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Direct measurements in fs region are not possible using electrical methods and other non-

optical techniques. The use of specialized photodetectors such as streak cameras or

avalanche photodiodes that can resolve picosecond or even 100s of femtoseconds transients

in real-time, but are not able to resolve a necessary few fs events, therefore alternative

detection techniques are required.

The techniques that are used most frequently are based on the auto- or cross-correlation of two
beams of femtosecond pulses. If the target is a nonlinear crystal used for sum-frequency
generation, this technique can be used to determine the shape and relative arrival time of two
short pulses. If the sample consists absorbing materials normally one uses pump-probe
experiments for temporal registrations of events [1,21-30]. Therefore, if we want to measure
the dynamics of a fast event, we have to apply a faster tool to do it. Moreover, the use of a not
as short as possible laser pulse can induce the shortening transient behavior [31]. The most

commonly used scheme of a general pump and probe equipment is sketched in Fig 3. [24]

The excite pulse changes the sample

.< absorption seen by the probe pulse.
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Fig. 3. Schematic of a general pump and probe equipment [24]
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Fig. 4. Sketch of pump and probe for different sources
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The delay in the probe arm is usually realized with an optical path enhancement done by a
mirror system (Fig 4.).

As we can see the main laser beam is split with a mirror into 2 parts: pump beam with
intensity of about 90% of the original and a probe beam of about 10 % of original. Both
pulses are focused upon the target with their spatial overlapping. The delay is realized with
variation of a beam path length compared to probe one. The weaker pulse in some of his
characteristic (e.g., intensity, polarization, temporal duration) will be modified varying the
delay (At). This is the results of excitation in target material by the pump beam. Repeating
the measurements by varying the time delay one determines the temporal dynamics of the
excitation.

In some of more sophisticated measurements, one tries to use a focusing object as it can be
seen in Fig 5.
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)
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Fig. 5. Schematic of the transient grating experiment. Two excitation pulses are crossed in
time and space in the sample. The resultant spatially periodic material excitation is probed
by diffraction of a third, variably delayed beam [32].

Different variations of this technique can be used to determine dynamics of events in
different fields, such as electron transport in solids, hetero- and nanostructures, induced
spin dynamics by magnetic influences etc. Numerous applications had already been
developed for chemistry, biology, and life sciences. The resolution achieved by pump and
probe method nowadays reaches as hundreds of attoseconds.
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9. Ultrafast X-ray spectroscopy

X-rays are very useful tools of modern science as well as solid state physics. The
determination of the atomic structures became possible with achievement of coherent X-ray
applications. In that frame one uses the static X-ray diffraction technique based on Bragg
reflections.

However, the appearance of new pulsed coherent X-ray sources with extremely short pulse
duration had opened a way for time dependent investigations. Femtosecond X-ray pulses
enable atomic spatial (~0,1 mm) and high enough temporal resolution to observe the
evolution of atomic configurations. In such a way one gets a direct dynamic structural
picture [31-35].

Until now, a variety of methods have been developed to generate fs X-ray beams. For
example, during the interaction of very high intensity laser pulses with material due to
results of electron-atom interaction processes one yields to characteristic brehmstrahlung
and line emission. The time duration of X-ray beam generated like as generating fs laser
pulse duration, and the energies are in range of 10 eV ~ 1 MeV. Also high intensity coherent
X-ray beams may be emerged from laser-produced plasma sources or laser-driven electron
X-ray sources and synchrotron radiation induced sources [31, 33, 35].

To perform time-resolved measurements in the X-ray regime one can use suitable variants
of pump and probe techniques like in optical region (Fig. 6.).
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X-ray CCD camera

Fig. 6. Schematic of an optical pump- X-ray probe experiment [42].

One of the advantages of using X-ray beams for spectroscopic aims is the deeper penetration
of coherent X-ray beam into the material if the wavelength is less or in the order of lattice
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spacing. Under these conditions X-ray diffraction would be strongly dominated by the bulk
crystal ignoring the damaged or melted subsurface layers.

In such a way, different X-ray spectroscopical techniques have been developed as X-ray
absorption spectroscopy (XAS), extended X-ray absorption fine structure spectroscopy
(EXAFS) absorption near edge spectroscopy (XANES) inelastic X-ray Raman scattering
(XRS), and X-ray emission spectroscopy (XES).

As an example, we demonstrate the concept of XRS (Fig. 7.).
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Fig. 7. Left: Concept of XRS. The energy transfer from an inelastically scattered photon
results in the excitation of a core electron into an empty state. Right: Complete scattering
spectrum from graphite. Intensity versus incident energy Eois plotted, analyzer energy E' is
fixed at 6460 eV [41].

Concerning the instrumentation different kinds of wavelength dispersive devices are in
utilizations for spectroscopical applications e.g., cylindrically curved analyzers and position
sensitive detectors (PSD) (see Fig. 8)

PSD . .
vertical cut top view

analyzers analyzers

spectrum PSD ’ \
'J sample i‘ |l ( )
¢ L) analyzers
sample analyzer
beam

beam

Fig. 8. Schematic setup four arrays of cylindrically curved crystals in sagital focusing mode.
Scattering of a point source beam is analyzed at different energies (see vertical cut) resulting
in a spectrum on the PSDs. For XRS the setup is rotated by 90° for scattering in the
predominantly vertical plane [41].

As a sample of nice characteristic results of XANES/EXAFS we turn to Fig. 9.
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Fig. 9. XAS spectrum of a molecule (PtPOP) in solution illustrating the two regions: the low-
energy XANES region up to ~50 eV above the IP and the high-energy EXAFS region >50 eV.
The spectrum has been normalized.

10. Time resolved THz spectroscopy

In the optical wavelength scale the THz region makes a bridge between microwaves and
infrared domains. This is located at about 1012 Hz, so called terahertz region. Because of the
quite low phonon energies in this region, the terahertz spectroscopy mainly is devoted to
carry investigations in the exploration of infraband/subband excitations (transition). The T-
rays are harmless for the human body; therefore, one can find applications in basic medical
research and security [34].

The materials used for generation of terahertz radiation by optical rectification can also be
used for its detection by using the Pockels effect where certain crystalline materials become
birefringent in the presence of an electric field. The birefringence caused by the electric field
of a terahertz pulse leads to a change in the optical polarization of the detection pulse,
proportional to the terahertz electric-field strength. With the help of polarizers and
photodiodes, this polarization change can be measured.
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Fig. 10. Setup for the measuring of polarization change

A typical setup for transmission THz spectroscopy is shown in Fig. 11.
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Fig. 11. A typical setup for transmission THz spectroscopy
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As a nice example of THz transient conductivity spectrum we do example of Si measured
and fitted by Drude model (Fig. 12) [37].

0 0.4 0.8 1.2 1.6 2
Frequency (THz)

Fig. 12. Variation of conductivity in Si [37]

11. Ultrafast infrared spectroscopy

In the infrared spectral region (1-25 um wavelengths) the consequences of Heisenberg
uncertainty principle are especially significant, e.g., for a 200 fs pulse duration we get
spectral bandwidth about 75 cm-1.

For investigations of large and complex molecules the use of visible spectrum is not so
convenient because of the overlapping features due to broad spectrum one can get only a
few structural information. Therefore, to get useful information with high temporal
resolution and sensitivity with proper reliability, we usually use combined (visible and IR)
pump and probe variations [38].
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As an example of a possible IR ultrashort arrangement, we show a scheme of experimental
equipment devoted to examine charge-carrier dynamics in a polymer (PoV) (Fig. 13).
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Fig. 13. Diagrams of the beam and sample geometries used for (A) 2D IR and (B) visible
pump IR probe experiments. These geometries eliminate non-resonant signals that
frequently interfere with ultrafast vibrational spectroscopic studies. The symbols represent:
etalon — tunable Fabry-Perot interference filter, T —optical delay between the pump and
probe pulses, P— polarizer, MCT Array —mercury cadmium telluride multichannel infrared
array detector [33].



242 Femtosecond—Scale Optics

With the help of continuous wave IR source is used as a probe beam. Passing through the
sample this probe beam is overlapped with fs pump beam. The time resolution is
determined by applying a second fs visible pulse to gate the probe beam by up conversion.
As a result of interaction we get a pulse with a sum frequency of IR and visible beams while
the intensity will be related to the IR absorption.

The temporal delay changing of up conversion one can swap the dynamics of the event.
Moreover due to such a up conversion linear detectors in visible are used with high
sensitivity and resolution. The CW IR source usually have a very narrow line width,
therefore the resolution depends only on homogeneous and inhomogeneous broadening
caused by the sample itself.

There is another method avoiding the consequences of Heisenberg principle based on using
a short IR pulse to be passed through the sample. After that this beam is dispersed in a
monochromator to raise the frequency resolution [40].

In such a realization, the short pulse causes polarization field in the sample. As a
polarization a coherent radiation emerges with the probe beam. Therefore, the resolution
will be limited with the interaction time of the field with the sample (optical dephasing).

The ultrafast infrared spectroscopy proved to be an excellent tool to carry out structural and
dynamical investigations in different areas of chemistry, biophysics, and organic chemistry,
especially in the diagnostic of transient states. As an example of the dynamics of dissociation
of ICN molecule is shown in Fig. 14.
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Fig. 14. Dissociation of ICN molecule

12. Some results of ultrashort spectroscopy methods’ applications in
different fields of material science

e  Observations of ultrafast phase transitions
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It is well known that VO, at moderate temperature T > 67 °C goes through a phase
transformation from an insulating to a metallic phase [41-43].
The conductivity changes dramatically (~ about 105 fold) while the crystal structure changes

from monoclinic to rutile.

VO, Insulator
(Monoclinic structure)

Fig. 15. The “structural bottleneck” in the transition arises from the time needed for the
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vanadium atoms to change from the monoclinic structure associated with the insulator to

the rutile structure of the metal. [44].

The difference in a reflectivity of the structures is also dominant.
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Fig. 16. The reflectivity of the metallic state is higher than that of the insulating state; use of
an ultrafast probe pulse allows the measurement of the transition time with 15 fs resolution

(1 fs = 10-15 second) [44].
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The dynamics of the changes of electron correlation and so far reflectivities was studied
with pump and probe spectroscopic methods; using ultrashort X-ray spectroscopy. The time
transition limit for phase transformation from monoclinic to rutile was found about 80 fs
[44].
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Fig. 17. The observed transition time for the insulator-metal transition (red data points)
becomes progressively shorter with pulse duration down to 80 fs, at which point a
fundamental limit is imposed by the material properties [44].

Direct band-to-band recombination in silicon nanocrystals and porous silicon

The silicon-bulk-crystal has interband optical transitions only with the participations of
phonons (to evaluate the energy and momentum conservation laws). The reduction of size
of silicon crystal e.g. nanosized or porous silicon show zero-phonon optical transitions
which is promising for fabrication of light emitting devices for Si microelectronics. [44]

To demonstrate the existence of such a transition and to get data for dynamics of the
different ultrafast spectroscopic methods had been used such as time resolved
photoluminescence, pump and probe phonon echoes and for wave mixing,.
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Interaction of Atom with Laser Pulses
of Intra-Atomic Field Strength

A.V. Andreev, S.Yu. Stremoukhov and O.A.Shoutova
Physics Department, M.V. Lomonosov Moscow State University
Russia

1. Introduction

In spite of the twenty-year history, the effect of the high-order optical harmonic generation
(HHG) is still under great interest of both experimentalists and theoreticians (see review
(Ganeev, 2009)). The origin of this interest is manifold. From the practical point of view,
the HHG is one of the effective mechanisms for producing coherent emission in broad range
of electromagnetic wave spectrum. The plateau in the harmonic amplitude distribution
in extreme ultraviolet (XUV) region affords grounds for development of subfemtosecond
pulse formation methods (Paul, 2001). As a result, the new frontiers are opened up in
science by extending the nonlinear optics and time-resolved spectroscopy to the XUV region
(Papadogiannis, 2003) and pushing ultrafast science to the attosecond domain, enabling XUV
spectroscopy and imaging of molecular orbitals (Itatani, 2004), surface dynamics (Tobey,
2007), and electron motion. Hence, the HHG effect opens up the new perspectives in
attosecond science (Corkum, 2007; Sola, 2006).

At present days, the efficiency of conversion to high-order harmonics turns out to be
insufficient for using them as real coherent short-wavelength radiation sources in biology,
plasma diagnostics, medicine, microscopy, photolithography, etc. Hence, the search for ways
of increasing the cut-off frequency and HHG efficiency in the XUV spectral range is still among
the most topical problems of nonlinear optics.

The HHG effect was observed with the large number of periodic table elements having usually
small and middle atomic numbers (Ganeev, 2009; 2005; 2007a;b; Redkin, 2010). As a rule, the
interaction medium is gas jet, cell or laser plasma which is prepared by irradiation of metal
surface by laser pre-pulse. The maximum harmonic order, or cut-off frequency (CF), obtained
in plasma media to date varies from the sixties to seventies harmonics of fundamental
frequency (Redkin, 2010; Suzuki, 2007). The highest-order harmonics (the 101st harmonic,
A =79 nm) have been obtained in manganese plasmas (Ganeev, 2007b). The efficiency of
conversion in the plateau region amounts to ~ 1075 (Ganeev, 2007a). Recently, in experiments
with silver plasma the CF values approximating seventies orders have been obtained (Ganeev,
2005). This value depends on both atomic levels structure and laser pulse parameters
(intensity, energy and duration, envelope time-dependence, carrier-envelope phase). CF
extension into higher frequencies band promises new possibilities in creating X-ray coherent
sources and so the study of its behavior in dependence on media features and external laser
pulse parameters is the problem of significant scientific and technical interest.

From the general point of view, it is clear that the emission spectrum is sensitive both to
the spectral composition of the laser field and its polarization structure. At the beginning of
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the 1990s, the method of two-pulse and two-frequency HHG spectrum control was proposed
in (Watanabe, 1994; Yin, 1992), and the idea of polarization control was seemingly first
introduced in (Corkum, 1994). Recently, it has been shown that the use of the two-color
schemes, where two pulses with fundamental and double frequencies (w and 2w) interact
simultaneously with atomic or molecular media, enable to enhance significantly the power
of THz emission (Bartel, 2005; Cook, 2000; Kress, 2004) in comparison with the single pulse
schemes (Hamster, 1994; 1993; Sprangle, 2004). In the latter case the ultrashort pulses of
the high intensity are usually used. Earlier theories suggest the basic mechanism of THz
emission is based on the four-wave-mixing rectification (FWMR) process in laser induced
plasma (Gorbunov, 1996; Sprangle, 2004). This phenomenological models, formulated in
terms of plasma nonlinear susceptibilities, have been also used to interpret the results of
experiments based on the two-color schemes.

Up to now, there have been developed a number of different theoretical models to describe the
dynamics of atomic electron motion in strong laser field. These models are based on different
approximations, which are usually valid in the restricted area of laser pulse field strength.
The intra-atomic field strength, E;; = e/ a% (where ag is the Bohr radius), is used as unit for
measure of field strength. The approximations are different for subatomic, Ey < Eg, and
overatomic, Ey > Eg4, fields. The unified theory applicable for both weak and strong laser
fields has not yet been developed. Indeed, let us make some short review of the proposed
theoretical approaches. The foundation of the atom ionization theory has been laid by the
paper of Keldysh (Keldysh, 1965). In the frame of this theory it is assumed that the atom
has one bound state and the wave functions of continuum are calculated in quasiclassical
approximation. The Keldysh theory has got further development in the series of papers
(Perelomov, 1967a;b; Popov, 1968). The theory developed in these papers is known as the
Perelomov—-Popov-Terent’ev (PPT) model. Similar approach based on the calculation of the
matrix element of the transition from the initial bound state of a system belonging to the
discrete spectrum to the final state described by the Volkov wave function was developed in
(Parker, 1990). The approach proposed in (Faisal, 1973; Keldysh, 1965; Reiss, 1980) is usually
called the Keldysh—Faisal-Reiss (KFR) approximation. The model known as the strong-field
approximation (SFA) was proposed and developed in the series of papers by Reiss (Reiss,
1990; 1992; 1980). In contrast to the Keldysh’s theory, this approximation does not use the
saddle point method in calculating the matrix element of the transition from initial atomic
state to ionized state of the Volkov continuum and, hence, it does not need an assumption that
the photon energy is much smaller than electron binding energy. The Kramers-Henneberger
model developed in (Kulander, 1991; Marte, 1991; Pont, 1990) is the model of dressed atom,
the ionization potential of which decreases with laser field strengthening.

Among others there is a method of direct numerical solution of time-dependent Schrédinger
equation (TDSE). The first numerical calculations for the case of hydrogen atom have been
done in (Krause, 1992). Later this approach was successfully applied in studies of the one-
and multi-photon ionization of the different hydrogen-like atoms (see e.g. (Rae, 1994)) and
during this time undergo certain improvement getting more and more sophisticated (Bauer,
2006; Muller, 1999). With rapid progress in computer technique there appeared a conception,
that this method is the most effective one in studies of light-atom interactions at strong laser
field regime, which could serve a criterion of rightness for other theoretical approaches. But
this seems to be a delusion. There are some reasons for that. Firstly, any computer simulation
inevitably deals with a modeled atom. To avoid the singularity of the Coulomb potential,
some empirical approximations for intra-atomic potential are usually used (see e.g. (Volkova,
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2006; 2001; 2007) and references therein). Secondly, it is usually supposed that the wave
functions of the continuum spectrum states are the Volkov wavefunctions. However, in the
limit of zero field strength these wave functions tend to the free particle wave functions but
not to the wave functions of a particle in the Coulomb field. Thirdly, it has been shown that the
gauge choice dramatically change the results of numerical solutions of TDSE down to obvious
contradiction with other models (Bauer, 2005).

In the frame of above models, the harmonics of laser radiation frequency result from a
three-stage process that comprises the ionization of an atom, the electron acceleration in the
electromagnetic field, and the subsequent recombination with ion and emission of harmonics.
This process is periodically repeated every half cycle of the electromagnetic wave. The
evolution of the ionized electron is usually described with the help of Volkov wave functions
or classical electrodynamics equations. Notice, that the use of the Volkov wave functions is
due to the variation of the spatial profile of the atomic continuous spectrum eigenfunctions in
the presence of external field. However, the spatial profile of the atomic discrete spectrum
eigenfunctions is also changed in the presence of the external electromagnetic field. This
is the principle inconsistence of the above methods, because the wave functions of discrete
(hydrogenic) and continuous (Volkov) spectra, which are used as basis for TDSE wave
function expansion, do not compose the complete basis of the orthogonal functions.

The alternative approach in the theory of light-atom interaction has been proposed in
(Andreev, 1999). This approach is based on the exact mathematical solutions of the boundary
value problem for electron moving in superposition of centro-symmetric intra-atomic field
and field of external electromagnetic wave. In the non-relativistic approximation the spectrum
of eigenvalues for this problem coincides with that for free atom boundary value problem and
eigenfunctions ¢, (7, t) are related by ¢, (7,t) = u, (¥) exp (ie/ heA (t) ?) with the free atom
eigenfuctions u, (7) . The set of eigenfunctions ¢, (7,t) provides the complete basis of the
orthonormal functions which is used to calculate the matrix elements of quantum-mechanical
operators. In the case of hydrogen-like atom or ion the dynamics of atomic electron over the
states of both discrete and continuous spectra is calculated in consistent mathematical form.
The main advantage of the proposed approach is its non-perturbative manner. The ratio of
laser field strength Eg to intra-atomic field strength E;; = e/ a%, where agp is the Bohr radius,
is not constrained by any conditions.

The paper is arranged as follows: Section 2 is devoted to the theory of eigensolutions of
the boundary value problem for "atom in external field" and its applications to the general
non-relativistic theory of light-atom interaction. The equations for atomic response are
presented in Section 3. The results of computer simulations on the laser pulse interaction
with silver atom are presented in Section 4. Finally, we summarize our findings in Section 5.

2. Basic principles of the theory

The traditional approach in the description of electromagnetic wave scattering by a single
atom is based on the use of the eigenfunctions of free atom boundary value problem as
the basis for wave function expansion. By solving the set of equations for probability
amplitudes we can calculate the polarization of an ensemble of atoms. The polarization of
atomic ensemble is the sum of the dipole moments of the individual atoms of ensemble. The
eigenfunctions of the boundary value problem for an atom with the spherically symmetric
intra-atomic potential have the following form
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Ui (F) = Ry () Yo (6, ), )
where n is the principle quantum number, [ and m are the angular momentum and its
projection, respectively. The angular distribution of wave functions (1) possesses the spherical
symmetry for the states with zero angular momentum and cylindrical symmetry for the states
of non-zero angular momentum. Each state is characterized by the spatial parity P = (—1)1.
The matrix elements of dipole moment operator are defined by

jnm:€<n‘?‘m>' 2
Notice, that each of the states |1) is characterized by the three dimensional quantum number
n = (nlm). One can see from Eq.(2) that the dipole moment matrix elements take the non-zero
values only for transitions between the states of opposite parity.
The angular dependency of the wave functions (1) is specified in the coordinate set of the
individual atom configurational space. Indeed, the quantum mechanical average of the
angular momentum in the states (1) reads as

(nlm| T |nlm) = fihm. 3)
So, the direction of axis z in configurational space coincides with the direction of the average
angular momentum of any individual atom. Under calculation of the matrix elements (2)
it is usually assumed that the polarization vector of the linearly polarized wave is parallel
to the axis z, i.e. 70 = 7i,, and polarization vectors of circularly polarized wave lie in the
perpendicular plane, i.e. &#*) = (iiy £ iiy) /V/2.
By expanding the wave functions of the time dependent Schrodinger equation (TDSE) into
the series of eigenfunctions (1)

Zﬁn ”n ? 4)

and making summation over the physically small volume Vi, for the polarization of atomic
ensemble we get

rOr Z Z an am ) [iglr)nr @)
i€V, nm

where 7 is the center-of-mass coordinate of the physically small volume Vi, and i is the

summation index over the atoms located in this volume.
By summarizing the short sketch of the traditional methods based on the TDSE wave function
expansion into the series of the free atom eigenfunctions we can conclude. Firstly, the atomic
response is observed only in the process of inelastic electromagnetic wave scattering. Indeed,
the matrix elements (2) have non-zero values only in the case when the initial and final
states of transition have the opposite parity. As far as the eigenvalues corresponding to the
eigenfunctions (1) depend on the angular momentum, [, hence, the atomic electron energies
in the initial and final states of transitions are different. Secondly, the directions of dipole
=(7)

moments of all atoms in ensemble coincide. Indeed, the assumption on #9 || i and

&) J_ng " Jeads unambiguously to the following relationship Eﬁ,m = dym.

However, both these conclusions are in contradiction with the results of experimental
measurements. Firstly, the dielectric permittivity of atomic gases does not equal unity even
in spectral region of frequencies which are a few orders of magnitudes smaller than the
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frequency of the nearest dipole allowed transition. In this case the population of the excited
atomic states is negligibly small, and the atomic response is mainly due to the processes
of electromagnetic wave elastic scattering. Secondly, the direction of electromagnetic wave
polarization vector is strongly fixed at any spatial point of atomic ensemble. At the same
time, the angular moments of different atoms of ensemble are chaotically directed. Hence, the
assumption on <7;> || € could not be valid in principle.

Here we develop the theory of light-atom interaction, which is free of the above
contradictions. The most principle innovation of the proposed theory is in the fact that
the basis of eigenfunctions of the boundary value problem for "atom in the external field"
is used to calculate the matrix elements of quantum mechanical operators. It was shown
in (Andreev, 2010) that the bases of the "free atom" un (7) and "atom in the external field"

¢n (7,t) eigenfunctions are related by ¢, (7,t) = uy (¥)exp |i [ (q/ hc) ?}. Each basis is

the complete set of orthonormal functions, hence, any eigenfunction of any basis can be
expanded into series of another basis eigenfunctions. For example, u, (¥) = 2 Vi @m (7, ).

By substituting this expansion into (4) we get for some individual atom

Bt)= Y ay(®)am (1) Vi (1) dpgVim (1) ©)
nim,p,q
By comparing the Egs. (5) and (6) one can see the following principle difference between these
equations. Firstly, the dipole moment matrix elements became time dependent

Z (t) dpg Vg (£)-

It is seen that the matrix elements Vnm( ) play the crucial role in the frames of the
developed approach. These matrix elements are the nonlinear functions of the electromagnetic
field strength and they determine the temporal evolution of matrix elements of quantum
mechanical operators. Secondly, and this is the most principle, the atomic polarization is
time dependable even in the case when atom is in the ground state during the whole process
of light-atom interaction. Indeed, let the state n = 0 be the ground atomic state. Assuming in
(6) an (t) = bpo we get

ZVOp ) dpgVyo (1)-

Thus we can see that an atom, being the whole time in the ground state, produces the response,
the spectrum of which depends on temporal evolution of matrix elements V;,, (t).

2.1 Boundary value problem for an atom in the external field
The boundary value problem for an atom with a spherically symmetric potential has the form

=2

B+ U0 0 () = B (), )
Despite the explicit form of the spherical interatomic potential, the eigenfunction of this
problem can be written as

Unim (?) =Ry (7‘) Yim (6/ (P) ’ ®)
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where Y}, (0, ¢) are spherical functions and R, (r) are radial functions determined by the
given boundary conditions at ¥ = 0 and r = co.

Now we turn to the boundary value problem for an atom in the external field. Restricting
our frames to the nonrelativistic approximation and taking A (7,1) ~ A (t), we obtain the
boundary value problem:

L (ﬂ—ﬂA’(t))2+u(r) (71) = Exon (7,1) ©)
o P70 N (7, NN (T, E).
Substituting the wavefunction
N g 2o
on (7,1) = un (Fexp (i1 A (1)7 (10)
into (4), we obtain an expression duplicating (7), where
En = En. (11

Hence, we should conclude that the eigenvalues of the two problems (7) and (9) explicitly
coincide and the eigenfunctions differ. As mentioned above, quantum number 7 represents
a set of three quantum numbers n = (nlm), which uniquely define the angular and radial
functions within the u,,,, (7). Due to the simplicity of expression (10), it is reasonable to put
N = (nlm). However, note that the angular and radial parts of wavefunctions ¢y (7, t) are,
in the general case, time-dependent features and therefore (nlm) no longer have the sense of

quantum numbers, which are per se conservative values. Note that |¢x (7, 1) 2 = |ux ()%
which means that the spatial distribution of probability does not change. This means that
the energy of Coulomb interaction between the electron and atomic nucleus does not vary.

Furthermore, the same can be stated about all spatial moments: P,,Enm) = f U XpuydV =
(nm)

J @ixaq@mdV, sz/S
equality of eigenvalues (11).

= fu;k,x,xx/gumdv = @rxaxgpmdV, etc. This lies at the base of the

2.2 Relation between two sets of eigenfunctions

Set of functions ¢, (7,t) also forms the complete orthonormal basis as the set u;, (¥). The
orthonormality and completeness conditions for functions ¢, (7, t) are
o5 Ft) o (7 t)dV = [u); (F) um (F) dV = Sum

Z(pn (7 1) u (7, 1) = exp [_lhc t)(F-7 )] ;un (P un (7)) =8 (F—7).

Therefore, any function from one set can be represented as an expansion into series of
eigenfunctions of the other:

(Pn 7, i’ ZVWW Mm Up (?) = Zvnmqom (?/ t)/ (13)
n

(12)

where transformation operator V, according to (10), takes the form
g =
V= (——At). 14
exp (—iz ()7 (14)
Introducing the three-dimensional form of indexes, we can rewrite (13) as

(pnlllml (F’ t) = Z <n212m2‘ V71 ‘n111m1> uﬂzl2Wl2 (?)' (15)

lelsz
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Using the well-known expansion for the exponent,

exp (iA(NF) =4m & ¥ Bt (LAB) Y, E(0) Y (1), (16)

1=0m=-—1

where & (t) = A (t)/ A (t) and j; (z) are spherical Bessel functions, for matrix elements on RHS
of(15), we obtain the following expression:

o | 0
(nolyma| V=1 [nylymy) = 47Tl§ il fRn212 r)ji (LA (£) 1) Ry, (r) r2dr-

Z lm f lzmz 6 QD Yim (9 (P) Yllml (6 (P)
where do = sin 0d0d¢. Integration over angular variables can be performed analytically:

f Lym (6, 9) Y1, (6, 9) Yim, (6, ¢)do =

S TN (LN I W (X B DRV UCTESV PR E IR 17)
—my m my 000 4r

so, the matrix element is modified as follows:

L+
(nalomp| V=H [mlymy) = % Yy, (€(4)) C (In |lama, lymy ) (nala ||y (e A (8)7) [ maly),

(18)
where we have introduced the coefficients C (Im |lpmy, [ymy ) in the way seen from comparison
(17) and (18) and the reduced radial matrix elements are

(nala |1 (A ||”111>*fRn212 )it (2 A () 7) Ry, (r) rdr. (19)

Hence, the angular part of matrix elements V,,;;, is calculated analytically. The radial part can
also be calculated in analytic form if we choose the set of hydrogenic eigenfunctions, which is
only, known up to date, complete of three - dimensional boundary value problem.
Substituting (18) into (15), we finally obtain

Li+1
Pty (Ft) = X X Ry, (r) (malz |1l mal1) Y5, (€) Yiym, (i) - C (Im |lpmy, Iymy ).
71212}77212‘11—12‘
(20)

This expression reveals that the angular part of ¢, (7,t) depends on both the electric field
direction ¢ and on the angular momentum of the atom (1.

Wavefunctions ¢, (7, t) take the form of axially symmetric function in two cases: (1) /; = 0,
@) e || 7iz.

In the first case, wavefunction (15) takes the form

(Pn111:0 (?/ t) = zﬁ Z (_1)12 RVI212 <n212 H]lz H n10> Z Y12n12 ( )lem2 (ﬁ) ’ (21)

lelz m2*7 2

and if we use the relation
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we would see that function (15) is axially symmetric with the axis of symmetry, which
coincides with the external electric field polarization.
In the second case, due to the relation

- g 21+ 1
Yim (e)|5:ﬁz =i 4 dmo,
L+l

Pty (Frt) = & X i/ EE R, (1) (n2la ||l maly) Yim, (i) C (10]1gmy, lymy ). (22)

nzlz 12‘11—12‘

we obtain

Note, that wavefunction (15) is the superposition of wavefunctions u,,;, (¥) with an identical
value of the angular momentum projection on the external field direction. This testifies to the
fact that only the angular momentum projection is a conservative value of problem (9) and the
angular momentum itself is not.

2.3 Equations for the probability amplitudes
In the subrelativistic region of the electromagnetic field, the laser pulse interaction with a
single atom is governed by the time-dependent Schrodinger equation (TDSE)

ihaa—‘f - { ! (ﬁ—gﬁ(t)>2+u(r)} P. (23)

2m

The Hamiltonian matrix elements within sets of eigenfunctions (8) and (10) are, respectively,
2 . -

[ () [ﬁ (7-24)" +u (r)} tn () AV = £ Vi (6)Ey Vo (),

N2 (24)
[ o5 (7 1) [ﬁ (;‘9‘— %A) + U(r)} @ (F,£)dV = Epbup.
We see that the matrix elements within the set of eigenfunctions ¢, (7,t) have rather plain
structure, since they are the eigenfunctions of the Hamiltonian of Eq. (23). So, at first
glance, we should find it more reasonable to expand the wavefunction of the TDSE into
series of eigenfunctions of the boundary value problem (9). However, the presence of
the time derivative on the left-hand side of Eq. (23) forces us to deal with the integral
f @5 (7, )@ (7,t) /otdV. And since the Hamiltonian of problem (9) is time-dependent,
derivatives 0¢y (7,t) /9t cannot be eigenfunctions of problem (9) and are therefore not
orthogonal to functions ;.
At the same time, as mentioned above, the eigenfunctions of the problems (7) and (9) are
related to each other in a simple way, so, we can expand wavefunction of the TDSE into series

of free atom eigenfunctions
P (7t) =Y an (t)un (7), (25)
n

and then use the relation equation (13). Omitting some evident details, for the probability
amplitudes a;, (t) we can get the following set of equations

.. da _
zhd—t" =YV EViam. (26)

m,k
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We see that the matrix elements of operator V play the very important in the frame of
developed theory. We now introduce the compound matrix elements:

Mum =YV ExVi. (27)
k

According to definition (14), operator V can be represented as an infinite series of the vector
potential powers. If we restrict our consideration by the linear terms only, then in the weak
field approximation we get

Muw ~ Y (1+isl A7 4--) B (1L A7+ (28)
k

hic hic

km'

Retaining on the right-hand side only linear field terms, we obtain:
MVIWI = Enénm — iwnmg (K?) + ..
c nm

In the case of A (t) = Agexp (—iwpt) and wy ~ Wny, the relation between the field strength
and the vector potential is

E’(t):_lﬁ:i‘ﬂg%%g.
¢ ot c c

Finally, for the compound matrix elements in the weak field approximation we get

Mym =~ Enbum — q (E7) + -
nm
So, one can see, that in the weak field approximation the set of equations (26) transforms
to the set of equations for a two-level atom interacting with the field within the resonant
electro—dipole approximation. Therefore, Eqs. (26) include not only resonant electro-dipole
interaction (i.e. without the assumption wy ~ wum), but the non-resonant electro-dipole
interaction, as well as interactions of higher multipolarity order, which originates from the
terms in Eq. (27) with higher field power.

2.4 Basic peculiarities of the proposed theory

The general expression for the matrix elements Vj;;; is given by (18). Nevertheless, let us make
some simple examples. These matrix elements have the most compact and simplest form
when one of the states is |ns) state:

(ns| V1 |n's) = (ns||jo ()| ns), (29)
(ns| V=1 0" pm) = iVar (ns||jy (2)| #'p) Yim (8), (30)
(ns| V=1 n'dm) = —Vam (ns||j2 (z)|| n'd) Yo (€) . (31)

where z = %A (t) r. In this case the dependency of matrix elements on the electromagnetic
wave polarization vector is described by the spherical harmonics. The dependency on the
field amplitude is associated with the reduced matrix elements (1l ||j; (z)|| n1l1). As we
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have mentioned above, in the case of hydrogenic wave functions the reduced matrix elements
are calculated in the explicit analytic form. For example,

. 1-312+2
(1s] jo |1s) = (4:;2)2, (2s]jo|2s) = (117;)/‘,
10 oy 1 — 0l _ ) — -5
(2pm=1ljol2p,m=1) = 55, (2p,m=00jo[2p,m =0) = 5,
2 2
(sl jol2s) = ZOVHZ g oy = BV g gy = VO
(9 +4u2) (9 +4u?) (16 + 9u?)
where
(t) _ qA (t) ag
K hc

and ap is the Bohr radius. By introducing the vector potential amplitude Ay, it is convenient
to define the problem control parameter as follows

quaB eanB ZUO Eo

Fo= hic  hw  hw Eg Eu’ (32)

where Uy = Ry is the hydrogen atom ionization energy and E,; = e/a% is the strength of
intra-atomic field.

It is seen that in the case of the hydrogen atom the parameter y is explicitly related with the
adiabatic parameter of the Keldysh’s ionization theory (Keldysh, 1965)

w+/2mUy
€E0 ’

Indeed, for the case of the hydrogen atom the parameter < reads

_mew  hw
- hEO o EanB'

Thus, the parameters iy and <y are related by

Hoy = 1.

Some reduced matrix elements for discrete — discrete transitions are shown graphically in
Fig. 1a. The presented curves illustrate the main properties of these matrix elements. The
diagonal matrix elements (nl || jo|| n!) tend to unity at u — 0, which is due to the eigenfunction
normalization condition. The asymptotical behavior of the matrix elements at 19 << 1 can be
obtained from the asymptotical expansion of the Bessel function

. r(1/2)
(mala ljr (1 (1) p) | maly) = ' gt me P) Ruy, (p) p'*2dp—
(33)
r(1/2)
_‘ul+221+31" 1+5/2) Ianlz R”lll (o) pl+4dp+ Tt

where p = r/ap. In accordance with the Wigner 3j symbol properties there are the following
constraints: |l; —I1| < I < I + ;. As aresult, in the case of weak fields the matrix elements
have the following asymptotics (nsls ||ji|| n1l1) ~ pl2=11l. On the other hand, in the region
of the overatomic field strength, i.e. py >> 1, the Bessel functions have the following
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Fig. 1. Matrix elements for (a) discret-discret transitions as function of field strength, 1o, and
(b) discret-continuum transitions as function of photoelectron wave number, kap:

L. Vis_k(po = 0.05,k), 2. Vis_k(po = 0.5,k), 3. Vis_k(po = L k), 4 Vis_k(po = 3,k),

5. Vis—k(o = 5,k)

asymptotical behavior j; (up) = sin (],tp — %) / np. Hence, the matrix elements decrease with

the field strength. Such behavior can be seen from Fig. 1a.
The matrix elements as function of photoelectron wave number for some discrete — continuum
transitions are shown in Fig. 1b. One can see that the energy width of the populated
continuum states increases with the increase of laser field strength.
Let us compare the common and distinctive features of equations (26) and equations for the
probability amplitudes which follow from TDSE in electro-dipole approximation

ihddit” = ; (Enénm - Ednm) Am, (34)
where E,; are the eigenvalues of the boundary value problem (7), 6, is the Kronecker delta
function, and d;,m are the matrix elements of dipole moment operator. The most principle
difference between the equations (26) and equations (34) is in the following.
It is seen that the diagonal elements of equations (34) coincide with the eigenvalues for “free
atom” boundary value problem (7). At the same time, the diagonal elements of the Eq.(26)
depend on the instantaneous laser field amplitude, because they are

M (£) = Y Vi (1) ExVi (8)- (35)
k

Taking into account the above mentioned properties of the matrix elements V;,, it is seen that
the diagonal elements (35) depend on the laser field amplitude. This dependency is due to the
shifts of the effective energy of atom which in the presence of the external field is still in the
"free atom" state (8). However, by comparing equations (8) and (10) we can see that state (8)
is not an eigenstate of atom in the external field. Hence, its energy should depend on the field
amplitude, and Eq.(35) describes the energy shifts, which are usually associated with the Stark
shift, quadrupole splitting, etc. For the diagonal compound matrix elements (nlm |M|nlm) in
the case of |ns) states we get

(s Mlns) = 1 [Ews (sl (2)1'5)+3Busy | s s (2) ') [+5Ewa | (ns 12 2) | ') ]
(36)
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One can easily guess that the coefficients 3 and 5 appear due to the intermediate summation
over the angular momentum projections of |np) and |nd) states. The diagonal matrix elements
of |npmy) states with m = 0 are

(npm| M{npm)|,, o = = {3E,ss (np [ (2)] 's)? cos? 6.
n/

+552 [2.(np o ()| #'p)” + 2 (np ljo ()| w'p) ('p (12 2)]| mp) +5 Gmp ljo (2)] w'p)” +

+3(np 12 () 7'p) @ (n'p o ()| np) + (0'p |2 (2)] np)) cos 26] +
[7 np Il (=) w'd)? +6 np |1 (=) w'd) (0'd s (2)]| np) + 12 (np s (2)] n'd)* +
(<np ljr ()| w'd)? + 18 (np |[s (2)]| w'd) (n'd |3 (2)]| np) + 6 (np |3 (2) | n'd)* ) cos 20] |
(37)

+3E '

where 6 = arccos (7;€). In the case of m = +1 the matrix elements are
. 2 .
(npm| M |npm)|, oy = & {3Ews (np s (2)]| n's)? sin? 0+
n

+552 [4np o ()| #'p) = 2 (np ljo ()| w'p) (n'p 2 (2) | mp) +7 (np Lo (2) | n'p)?
= 3{nplljz ()| n'p) 2 (n'p ljo ()| np) + (n'plj2 (2) | np)) cos 26] ~
(=13 (p s ()11 w'd)? + 6 (np lj2 (2) | w'd) (w'd |3 (2)]| np) — 18 (np||js (2)] w'd)* +

(<nn ljr @)1 #'d)* +18 np [ (2)]| w'd) (n'd 3 (2)] np) + 6 (np |3 ()] n'd)* ) cos26] |

(38)
One can see from Egs. (36) - (38) that the effective energies of states are the non-linear
functions of laser field strength, which can be expanded into the infinite series of the even
powers of field. The effective energies of |ns) states do not depend on the orientation of the
electromagnetic field polarization vector. It is quite evident because the spatial distribution of
wave functions of |ns) states is spherically symmetric. At the same time the effective energies
of |npm) states depend on the polarization vector orientation, because the wave function
spatial distribution for the states with > 0 possesses only cylindrical symmetry with respect

3E ya

to direction of angular momentum <T> Hence, if the vectors T) and @ are non-collinear

the energy of the atomic electron interaction with the electromagnetic wave depends on the
mutual orientation of these two vectors.

Notice, if it is assumed that atom during the whole process of light-atom interaction is
unpolarized, i.e. a,;,, = a,, then the effective energy reads as

l

1
— I Im).
21"'1,,1;1(” m| M |nlm)

(nl| M |nl) =
In this case the diagonal compound matrix element (np| M |np) is

1
(np| M |np) =} ¥ (npm| Mnpm) =
=% [Ews (np 1 (2)]'5)° +Enp(np|\;o n'p)? +2(mplljp @) 'p)?) + 49
+ Ewa (2 (npljs ()| w'd) + 3 (np |3 (2) | 'd)?)]

One can see that the effective energy of |np) states averaged over the angular momentum
projections does not depend on the polarization vector orientation. It should be noted that the
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approximation a,,;,, = a,; can have some sense only in the case when atom interacts with the
unpolarized light.
So, one can see that there is a cardinal difference between the diagonal elements of equations
(26) and (34). The compound matrix elements M, approach E;; only in the limit of the very
weak fields. It is evident that the non-diagonal matrix elements of these two sets of equations
differ most principally. The non-diagonal compound matrix elements for transitions |ns) —
|n's) are
(ns| M |ns) = ¥ [Eprs (ns [ljo (2) | n's) (n"'s [ljo (z) | n's) + (a0)
nll
+3Eyp (15 |lj1 ()| 0"p) (0" |2 ()] 1's) + 5Eg (ns lj2 () n"d) (n"d |z (2) | n's)]
For transitions |ns) — |n'pm) they are
(ns| M[n'pm)l, o=
3cos0 1 [Ers (ns [ljo (2) ]| n"'s) (n"'s [|j1 (2) || n'p) +
nll

+Eurp (ns |[j1 (2)[12"'p) ((0"pljo (2) | n'p) +2 (n"p lj2 (2)]| #'p))
+Ewa (ns |lj2 (2)[|n"d) (2 (n"d [[j1 (2) | w'p) + 3 (n"d |3 (2) [ 7' p))],

(41)

<7’ZS|M|7’I pm ‘m il

)
= iy/Jsin0e 5 (B, (ns o (=) 1) (' 2 ()] n'p) + W)
+Eurp (ns |1 (2)]| n” p) ((n"p ljo (2) | 7'p) +2 (n"p |2 (2)]| 'p)) +
+Ewq (ns |lj2 (2) || n"d) (2 (n"d [j1 ()] #'p) + 3 (n"d |3 (2) [ 'p))] -
It is seen that in contrast to the dipole selection rules the states |ns) and |n'pm = £1) are
coupled if the vectors T> and ¢ are non-collinear.

Additionally, the states of the same parity are also coupled. For example, for transitions
|ns) — |n'dm) we have

(l’lS| M ‘n/dem:O =
= i (14:3¢0520) X [35E,s (s ljo (2) | ) (n"s 2 (2)] w'd) +

n
+Eurp (ns 71 (2)]| n"p) (42 (n"p [[j1 (2)|| n'd) + 63 (n"'p ||j3 (2) | 'd))
+Eung (ns[|j2 (z) | n"'d) (35 (n"'d ||jo (z)|| n'd) + 50 (n"'d ||j2 (z)|| n'd) + 90 (n"d ||js (z)|| n'd))],
(43)
<7’ZS| M |n’dm) ‘m:il =
= :I:ll—4 % sin 20+ Z/; [35E,s (ns ||jo (z)]| n"'s) (n"'s ||j2 (z)|| n'd) +
n

+Ewrp (ns[[j1 (2)[|n"p) (42 (n"p [j1 (2) || n'd) + 63 (n"p |3 (2)|| n'd)) +
+Eyra (ns |j2 (z) || n"d) (35 (n"d|jo (z)|| n'd) + 50 (n""d ||j2 () || n'd) + 90 (n"d ||js (2)]| n’d>(zl]4/)
<7’ZS| M |n/dm>‘m +2 =

i/ sin? 00520 5 35E, s s [ ()] 1) (s 2 (2) | ') +

)
By (15 i @l o) (42 (n"p | (2)[| W) + 63 (n"p [j3 (2)]| w'd)) +
+Eyna (ns |j2 (z) || n"'d) (35 (n"d [|jo (z)|| n'd) + 50 (n"d [|j2 ()| n'd) + 90 (n"d ||js (z)|| n'd))] .
(45)
Thus, the selection rules which determine the limits of summation on the right-hand-side of
equations (26) and (34) are drastically different for these two sets of equations.



260 Femtosecond-Scale Optics

In conclusion of this subsection, let us notice some additional remarkable properties of matrix
elements V;;;, which will be very important for future analysis. Firstly, the polarization
vector €(t) has been defined as follows: A (f) = &(t)A(t). In the case of linearly
polarized wave we have &(t) = & and field amplitude A (t) varies in time. However,
in the case of circularly polarized wave we have the opposite situations: A (t) = Ap and
é(t) = iiycos (wt) 4 #ysin (wt). Taking this into account it is absolutely clear that the
width of nonlinear atomic response spectrum in the case of linearly polarized wave exceeds
significantly that for circularly polarized wave. Indeed, the reduced matrix elements are the
nonlinear functions of A (t). Hence, in the case of linearly polarized wave the matrix elements
(naly ||ji (z)|| n1l1) will include a lot of harmonics of laser pulse carrier frequency. Contrary, in
the case of circularly polarized wave the reduced matrix elements do not depend on time and
the nonlinear response can be only associated with the angular part of matrix elements V;;;,.

Secondly, the normalization and orthogonality properties (12) result in the following equation

Sn = Z ‘Vnm‘z =1,

m=0

where summation over m is made over the whole spectrum of atomic states. The spectrum
of any atom includes the infinite number of discrete spectrum states and the uncountable
number of continuum spectrum states. Hence, to solve the set of equations for probability
amplitudes we should restrict ourselves by some finite number of the most important states.
Let us introduce the following sum

N
SN = Y Va2 (46)
m=0

The numerical value of this sum depends on field amplitude and it does not exactly equal
unity in whole range of the field strength variation. At the same time the sum S,(IN) can serve
as a measure of completeness of the finite basis of eigenfunctions. Fig. 2 shows the sum (46)
as a function of field strength for the case of hydrogen atom. One can see that the basis of the
eigenfunctions consisting of 6 low-lying discrete and 280 continuum states can be considered
as complete basis in the following range of laser field strength: 0 < po < 1. It should be
noted, that the further increase in the number of states will not result in sufficient increase of
calculation accuracy.

3. Atom response field

3.1 Polarization features of the response field
In the far-field range the spectrum of vector potential of atomic response field is given by

A (F,w) = %&Zk}’) /7(?’,(4)) exp (—iié?’) av’,

where [ (7, w) is the spectrum of atomic current density, which is defined by the well known
expression (Landau, 1981)

jE0 = 9 (- 2A) p+ (- 14) v) 9] 47)

a1
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Fig. 2. The sum sﬁ,N) as a function of parameter y for the different finite sets of hydrogen

atom eigenfunctions
In its turn the spectral density of response field intensity is given by

dl_g

2
Jo = a do. (48)

By (7, w)?| *do = g | [7 (7, w) ] exp (—ike') av’

In the case when the long-wave approximation, kag << 1 (where ag is the amplitude of
electron oscillation in external field), holds for any harmonic, the intensity spectrum of single
atom response is given by

a2
Jo =~ 18 H](w) n] do, (49)
where i
J(w)=[]Fw)dv. (50)

However, if we deal with the spatially distributed ensemble of atoms, the equation (50) takes
the form

N
J(Fw) = YT (w)exp [ (K - wti)], (51)
i=1
where 7; is the coordinate of i-th atom of ensemble. Let kj is the wave vector of the incident

electromagnetic wave. Then the phase of the field in the position of i-th atom is wqgt — EO?} =
wo (t —t;), where t; = koF: / wo. By substituting t; into the equation (51) we get

J(F) = L hwrexp [ @) - o )],

where 71 (w) = ke/w and 7 (wo) = koc/wq. If the atoms of ensemble are identical it is
convenient to introduce the form factor f (E, E()) which is defined by

J(kw) =T(@) Y exp [ (7 () = fio (w0)) 7] =T (@) f (R Fo) - (52)
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It is seen that the form factor takes into account the retardation effects, which depend
on the dispersive properties of atomic media and the geometry of the radiative volume.
Let us illustrate the difference between the frequency-angular spectra of single atom and
spatially distributed ensemble of atoms. In the case of Gaussian incident beam the density
of responding atoms in illuminating area can be approximated as follows

N . _ Nob(z+L/2—6z—L/2) N
V(r)_ vV 2 exp( p(z) 7

where 0 (z) is the unit step function, py is the beam radius, and L is the length of gas volume
in direction of the laser pulse propagation. We assume that the z axis is directed along the
direction of the wave vector kg of the incident wave, and the wave vector of the response
field is defined by k = {ksinf cos ¢, ksin#sin ¢,k cos6}. In this case the form factor f (6, w)

defined by Eq. (52) takes the following form
£(0,0) = sin [kL (n (w) cos 6 — ng (wp)) /2]
’ kL (n (w) cos — ng (wp)) /2

exp —%(kpon (w)sin6)?|,

It is seen from the last equation that if we neglect the atomic media dispersive properties, i.e. if
we assume | (w)| = |fp (wg)| = 1, then the intensity of all harmonics reaches the maximum
at 8 = 0. However, if we take into account the dispersive properties of the atomic ensemble
then we get the conical emission. The intensity of different harmonics reaches maximum at
different angles 0y with respect to the direction of the laser pulse wave vector. It is well
known that the refraction index # (w) is varied significantly in the visible and UV ranges
and approaches unity in XUV spectral range. So, it is supposed that the frequency-angular
spectrum of emission is strongly varied in the visible and UV ranges and becomes more rigid
in XUV and x-ray region.

The matrix elements of the generalized momentum operator P = p— qﬁ/ c in sets of
eigenfunctions for problems (7) and (9) appear as

[ @) (5= LA) wn (1 av = LVl 6)Fep Vo (0, (53)
P

S o 7t) (5= 14) o (7,)aV = [ 5 (F) pitns (7) AV = Pam,

respectively. Substituting (25) into (47) with the use of (53) for the total current of atomic
electrons, we obtain

J( =5 ¥ a5 an (8) Vi (1) BpgVam (- (54)
n,m,p,q

Note that Eq. (53) manifests the relation between the matrix elements of generalized

momentum and the matrix elements of momentum in the basis of free atom eigenfunctions

Pum = —ih [u}; (F) Vi (F) dV. In contrast to the generalized momentum matrix elements,

the matrix elements of momentum operator p are directly related with the coordinate matrix

elements puy = imwumFum. So, finally, we get

-

J(t)y=i ¥ aj(t)an (t) wpgViart (£) dpgVom (£). (55)

n,m,p,q
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We should recall that the probability amplitudes a, (t) are the coefficients of wavefunction
expansion into series of free atom eigenfunctions, so all summation indexes are
three-dimensional values n = (n,1,m). Using these 3D representation for the partial matrix
elements of expression (55), we get

(milymy|J|molyma) =i ¥ ¥ (wpyp, — wyyy,) (mlimy | V71 [nglama) (nalams| d [nglymy)
7131371’!3 71414}174
(nglymy| V [nalymy)
(56)
where w,; = E,;;/h and E,; are the energy eigenvalues for the free atom problem. Using the
angular momentum summation rules, for the dipole operator d we obtain

(n3lyma| d |nglymy) = q (naly ||r]| nals) (—1)" i /(213 +1) (204 + 1)-
1 Iz 11 1311
7 (m) 3 4 3 4
m:Z—ln (—m3mm4)(000)’

iy Fini
O = i, i) = i sz y
The matrix elements of the operator V have been calculated above. So, Eq. (56) can be
transformed as

(nilymy| ] [nplomy) = 4mqi2 =01 /2 +1) 2 +1) & T (wpyty — @pyr,) (213 +1) (204 +1)-

here

71313 1’!414
L+13 I+l . .
Y I+ 1) 1) (mahy [t nals) (sl ] mala) mals ol o) -
I= [l 1| 1=l 14|
111 1311 I 11 pat Iy I— . .
' (5 0 8) (8 0 3) (61 0 5) .mg m L . (_1) 2 Yl(rm—rm) (e) n(m)yl’(m3—n12—m) (3) '
=—lmy=—1I3

([ h I Ih 1 I Iy I I
—my my — m3 ms3 —m3 m m3z —m m3z —m my — m3z +m —myp /

where, as previously, j; = j; (g A (t) /hc).

Thus, the mathematical formalism of this section allows us to calculate the angular-frequency
spectrum (AFS) of the atomic response field in the case of arbitrary mutual orientation of the
angular momentum of the atom and the external field polarization if it is linearly polarized,
as well as for arbitrary state of its polarization. As follows from (57), the polarization of AFS
components depends on both angular momentum direction and polarization vector of the
incident field.

(57)

3.2 Atom response at subatomic laser field strength

We now comprehend the main characteristics of the response field in the subatomic range
at y << 1. Matrix elements of dipole momentum are nonzero for the states with angular
momentums shifted to unity: I’ = I + 1. As mentioned above, the diagonal reduced matrix
elements (n1ly ||jo|| n1l1) are the even functions of the field amplitude and at p << 1 take
values close to unity. Reduced matrix elements (11l ||j1|| n3 (1 £ 1)) are the odd functions
and at ¢ — 0 vary as the first power of the field (n1ly ||j1]|n3(l1 £1)) ~ p. All other
matrix elements have noticeably smaller values because they vary as higher powers of the
field (n1ly [|j1 ]| n3h) ~ u? when nz # ny, and (mly |1l n3 (b £ k)) ~ p*,
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We now proceed with the analysis of diagonal matrix elements of the atomic current. Taking
into account the above considerations for the most valuable contributions in the subatomic
range, we obtain

(nalyma| T [nylymy) = ;k(nllhnl) (nily [[joll nil) (naly (7| nl) (nl ||j1|| naly) -

1 Ll .
r ”(m)Ylm (@ X 1<11m1‘ Yy () [Im") (Im'| Y. T (1) |lymy),

m=—1 m'=—

(58)

where | = I £ 1. For brevity, we have introduced the new term k (n1l1,nl), the explicit
expression of which can be found from comparison of (58) and (57). Performing summation
over m’, for the angular dependence of the matrix elements (58), we obtain

Fllml ﬁ E Z n () Ylm Cm (llml) (59)
m=—1

where

Cy (lymy) . (h=my+1) (h —my +2)

C_q (Iymy) ) (h+m+1) (h +m +2)
Specifically,

1 L
m(lh=0)= 3’ Z Cim (hmy) =
rr11:—11

Thus, from equations (59), (60) it follows that the direction of atomic current coincides with
the external field polarization vector only in the case of atom with zero angular momentum
I; = 0, or non-polarized ensemble of atoms, i.e. when the sublevels of atomic energy structure
are degenerated: a,,,;, (t) = ap,1, (t). Indeed, in these cases, we obtain

V12 Y Fp, (7,8) = Z iMmyy,, (@) = 2. (61)

mq

At the same time, Eq. (58) shows that in general case the direction of atomic current
diagonal matrix elements depend on both external field and angular momentum directions.
In principle, because the eigenvalues of both "free atom" and "atom in the field" boundary
value problems depend on the two quantum numbers (nl) only, the matrix elements
(nqlymy| T’n111m3> could be treated as diagonal. However, in the external field, the shifts
appear between the sublevels of different m. Hence, the latter approximation can be valid
only in the case when these shifts are negligible. Thus, in general case the atomic current
diagonal matrix elements posses the tensor structure and depend on both external field and
angular momentum directions.

Now, we turn to analysis of the nondiagonal matrix elements of atomic current. Taking into
account the properties of reduced matrix elements (n'l’ ||j;|| n”’1") at subatomic field strength,
we find that the main contribution comes from the term

(nilymy | ] |nolyma) = k (n1ly, naly) (naly ||jol| naly) (maly ||r| nalp) -

) i S - 62
“(maly [ljoll n2l2) X 1n<m) (limq | Y, () | I2m2) (62)
m=—
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where I, = I1 £1, and coefficient k (n111, 1212) has been introduced above. It is seen that in
contrast to diagonal matrix elements, these depend exclusively on the angular momentum
direction and not on the external field direction:

+1
Bty () = Y 10 (Iymy | Yo, (70) | (I £ 1) mp). (63)

m=—1

In subatomic fields, as follows from (27), matrix element (n! ||jo|| nl) ~ 1; therefore,

(nylymy| T |nalamy) = k (n1ly, naly) (nqlymy |7 |nalyms) - (64)

Hence, the selection rules for nondiagonal current matrix elements [y — I, = [; = 1 agree with
the dipole selection rules governed by the angular momentum of the atom, and the directions
of matrix elements (1nlm | T [nalyms) in nonpolarized media are completely chaotic.
The population amplitudes in the subatomic range are calculated using perturbation theory
if there are no resonances between the pulse carrier frequency and the frequencies of atomic
transitions. Under the assumption that |ay, (t)| ~ 1, Egs. (26) yield
an, (t) = an, exp [~i%o (1)],
t
. . 65
a, (1) = any exp [i<by ()] [ My, (¢) expli (@1 () — b ()] at, &)
—o0

t

where ®; (t) = % J Mn;n; (') dt'. As mentioned above, in the subatomic range, the matrix
—00

elements between neighboring states Iy — [; = Iy == 1 make the maximal contribution. For

such transitions, Eq. (35) takes the form

My,n, (1) = V127t =h (=1)"™ /(21 + 1) (2l + 1) (n1lq ||j1]| nolo)

. . L1 I\ (L1l ;
(Enyty (mh lljoll n1h) + Engly (mnolo [ljol n0lo) ) (_ml my—mgmy ) \ 000 ) Yitm—m) (@)

(66)
In particular, for diagonal matrix elements, we obtain
MNlNl (t) = Enlll ((”111 H]OH 71111))2. (67)
So, for the nondiagonal term of the total atomic current, we finally obtain
Taun, (1) = afy, (£) an, (t) (milymy | T [nglomo) = |an, |k (n1ly, molo) (maly [|jo (£)]| maly)
(naly [[r][ nolo) (nolo [|jo (£)|| nolo) exp [i (@1 (t) — @o (t))]
t
Jat’ (mly [|jy (¢) | nolo) (Ewyy (nala lljo (#) || n1l1) + Engr, (molo lljo (8)[ molo)) - (68)
+1
-exp [—i (g1 (') — o (t))] 1ﬁ<’”)Y1m (&(t")) Cm (Iymy, lomo),
M
where

L1 1 \?
Ci (lhmy, lgmg) = (_;11 m W?O) .
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For example, in the case when Iy = Iy + 1, for the coefficients Cy,; (Iym, lgmg) with the use of
relation m; = mg + m, we obtain

C1 (lomo) ) (Io+mg +1) (Io +mo +2)
Co (lomo) ¢ = Gimanais | 2o —mo+1) (I +mo+1)
C-1 (lomo) L E (Io —mg +1) (Ip — mo +2)

3.3 Atomic response in the case of impact of two linearly polarized pulses
We now examine the situation when an atom interacts with the superposition of two linearly
polarized pulses with arbitrary directions of polarization vectors ¢; and éy:

A(t) = &A1 (1) + &4 (1), (69)

where A, (t) are the magnitudes of vector potentials of laser field components, which can be
represented as an envelope with harmonic stuffing:

A1 (t) = f12 (t) cos (w1t + 912),

here w; 5 are the carrier frequencies, f1, () are the pulse envelopes, and ¢ ; are the phase
shifts. Apparently, the spatial direction of the superposed field changes during the pulse
propagation:

A(t) = &A1 (H) + @Ay () =2(H) A(t).

To clarify our interpretation, we turn to a certain special case without loss of generality. We
assume that vector ¢ is directed along the z axis in the laboratory system of coordinates and
vector & lies in the (y, z) plane and makes an angle fy with the z axis. Then, the vectors A; 5 ()
look like

A1 (1) ={0,0,A1 (1)}, Az (t) = {0, Ay (t) sinby, Az (1) cos 6o} .

Therefore, vector A (t) should always lie in the (y, z) plane and make an angle 6 (¢) with the z
axis, which is found to be

0 (t) = arctan A (15?1(2251(1;)9205 6 (70)

In addition, the vector ¢ (t) and magnitude of vector A (t) are determined as follows
é(t) = {0,sinb (t),cosb (1)}, (71)
A(t) = Aq(t)cosb (t) + Ay (t) cos (6 — 0 (1)) . (72)

It is seen that angle 6 (t) does not vary in time exclusively under the circumstances of equality
of amplitudes Aj (t) = Aj (t) or collinear geometry 6y = 7.

Hence, the problem of polychromatic field interaction with an ensemble of atoms requires
special examination even in the simplest case, when the ensemble consists of a single atom,
because the direction of the total polarization vector is generally time-dependent. Equation
(70) shows that in noncollinear geometry, this effect remains even in the case of identical
carrier frequencies (w; = wp) and pulse envelopes, but with some delay between them
(A (t) = Aq (t — tg)). In the linear regime, the response to a superposition of fields appears
to be a superposition of responses to each component, but the nonlinear interaction makes the
whole picture rather more complicated.
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4. Numerical research

The application of the developed method to the study of atomic response specific features in
laser fields of near-atomic strength is presented below.

In computer simulations we shall assume that the laser pulse has the Gaussian temporal
profile

o t—tg)?

A =¢Apexp (_(ﬂ) sin(wt), (73)

L
0

where w is the laser pulse carrier frequency and 7 is the pulse temporal width. The delay

time fy does not play any significant role and we have chosen it to place pulse peak at the

center of integration interval.

4.1 Selection rules

In Section 2 we have already discussed the principle differences between the set of
equations for probability amplitudes, which follow from the Hamiltonian in electro-dipole
approximation (34), and equations (26) of the proposed theory. Indeed, the angular
momentum selection rules of equations (26) are not restricted by condition Al = %1 of the
electro - dipole approximation theory. For example, this difference will manifest itself in the
angular distribution of photoelectron emission.

Let us consider the process of hydrogen atom ionization by electromagnetic wave with the
carrier frequency of fiw = 15.11eV. Because the quantum energy exceeds the binding
energy of 1s electron, then in this case we have the one-quantum ionization. As a result
the energy-level diagram can be approximated by the following way. We take into account
the ground state and continuum spectrum states with the angular momentum values lying
in the interval I = 0 — 5. The energy interval of continuum spectrum states which should be
taken into account is determined by the energy dependency of reduced matrix elements (19).
This dependency is non monotonic and reach maximum at certain value of ionized electron
wave number, Epgy = Hkmar>/2m. The matrix element (15| V]kmax!) as a function of field
strength for transitions from the ground state to the continuum spectrum states of different
angular momentum [ = 0 — 5 are shown in Fig. 3. It is seen that the dimensionless parameter
Ho is varied in the interval py = (0.01 — 5), it corresponds to the variation of the laser pulse
intensity in the interval I = 2.16 - 10'> — 5.4 - 10" W/cm?.

It is seen, that in the region of subatomic field strength the magnitude of matrix elements
(0| V|kpax,1 = 1) exceeds the magnitude of all other elements (this region is marked as "I" in
Fig.3). Such ratio of matrix elements of different multipolarity transitions indicates that in this
region of laser field amplitude the selection rules, associated with the traditional electro-dipole
allowed transitions, play the dominant role. However, when the field amplitude approach the
near-atomic field strength the magnitude of matrix elements for Al = 2 transition becomes
initially equal and then exceeds the magnitude of Al = 1 transition (the region II). Further
increase of the laser field amplitude results in the successive increase of magnitude of matrix
elements for transitions Al = 3, Al = 4, etc. Hence, the electro-dipole selection rules
are violated in the region of over-atomic field strength. In the region II the most probable
transition become the transition corresponding to the selection rule of Al = 2. In the region III
there is no any preferred transition.

As we have mentioned above, the profiles of angular spectra of photoelectron emission
corresponding to different Al transitions are different. The results of computer simulations
have shown that in the region of subatomic field strength the angular distributions are
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Fig. 3. Maximum value of matrix elements as a function of parameter . Angular
momentum / runs from 0 to 5.

described by the Legendre function of the first order. Such distributions correspond to the
electro-dipole transitions. With the increase of the pulse intensity the additional lobes in
angular distribution of low energy photoelectrons appear. The angular distribution of the
high energy photoelectrons remains approximately invariable. Fig. 4 shows the angular
distributions of photoelectron emission for the case of laser pulse of field strength yg = 5
(I = 5.4-10'7 W/cm?). The angular distributions are averaged in time over the laser pulse
duration. It is seen that the multilobe directional pattern for low energy photoelectrons
is transformed to the unidirectional angular distribution for high energy photoelectrons.
In the case of intense ultrashort laser pulses the angular spectra demonstrate the specific
feature consisting in the asymmetry of emission in direction along (0°) and opposite (180°)
to polarization vector. We suppose that this asymmetry is due to the fact that A(t) given
by (73) is odd function of time. From the general point of view, it is evident that the most
energetic photoelectrons arise in time interval near the maximum of the instantaneous laser
field strength. For the laser pulse of time profile (73) the maximum of the field strength
magnitude corresponds to its negative value. This is in agreement with the curve (c) in the
Fig. 4. It is also evident that the width of the energy region, where the selection rules differ
from the electro-dipole one, grows with the increase of laser pulse intensity.

4.2 lonization probability as a function of laser field amplitude

As we have mentioned in Introduction the first consistent theory of atom ionization has been
proposed by Keldysh (Keldysh, 1965). Keldysh’s theory is based on the model atom having
only one bound state. If it is assumed that the wave functions of continuum spectrum states
can be calculated in quasiclassical approximation then the probability of ionization reads as
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Fig. 4. Angular distributions of photoelectrons with (a) k = 0.05, (b) k = 0.95, (¢) k = 4.55 at
the external field amplitude yg =5

T

o h
Wetd(o) ~ exp | —2Im / u%smz(%f’)dr’ﬂo , (74)
1
T

where E; is the binding energy of electron, and w is the carrier frequency of electromagnetic
field. According to Eq. (74) the probability of ionization increases monotonically with the field
strength in subatomic region, and it is saturated in the region of the over-atomic field strength.
Here, we shall demonstrate that if we take into account the multi-level structure of the discrete
spectrum states then the ionization probability ceases to be a monotonic function of field
strength. The integral probability of ionization is defined as the total population of the
continuum spectrum states after the termination of the laser pulse action

Wion = Z |uk,lm (t — oo) |2' (75)
k,l,m

To specify the process under consideration let us turn on to the silver atom interaction with
the pulses of Ti:Sapphire laser at wavelength 800 nm. The spectrum of the discrete and
continuum states of silver is infinite, as for any other atom in nature. Neither analytical
nor numerical research allows us to take into account all of them. Therefore, we need for
a mathematical criterion for the selection of states making a substantial contribution to the
process of light-atom interaction. This becomes extremely important because we have gone
beyond the approximations of perturbation theory and, hence, the resonant transitions cease
to play any significant role in the dynamics of level populations. As we have mentioned in

Sec.2 the role of such criterion play the sum SS,N).
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Fig. 5. Total ionization probability as a function of laser field amplitude iy (A = 800nm)

Fig. 5 shows the total ionization probability as a function of laser field strength for the case
of atomic silver ionization by Ti : Sapphire laser pulses of duration: T = 3T (squares) and
10T (circles). Solid line depicts ionization probability dependence calculated on the base of
Keldysh model (Keldysh, 1965), in frame of which it is supposed that atom has only one
bound state. From this figure we see, that in the region of substantially subatomic fields
(no < 103) ionization rate actually does not depend on pulse duration and coincide with
the curve, predicted by Keldysh model. At the same time in near-atomic field 1073 < po <
4-107! this dependence demonstrate some new features: it ceases to be monotonic function; it
depends not only on field strength, but also on pulse duration, i.e. on pulse energy. One more
peculiarity is that ionization probability gets not only larger magnitudes than the Keldysh
curve has, but also smaller. In the region yo > 4 - 10~ ! ionization probability saturates.

4.2.1 Subatomic fields

Fig. 6 shows the population of discrete and continuum spectrum states after the termination
of laser pulse as a function of field strength for the two values of the Ti : Sapphire laser pulse
temporal width: T = 10T (a,b) and 3T (c,d). As it is seen from fig. 5, for the case of pulse
duration of T = 3T the ionization probability is well-fitted by Keldysh curve till the values
@ < 1072, In this region, as fig.6 c shows, the population of excited states rises monotonically
with the laser field strength. The total population of all excited states is less than tenth part
of percent and the population of 5p level exceeds populations of higher levels. For the case
of T = 10T the region of agreement with Keldysh formula extends to 9 < 2.5-1073. In
this case we also observe monotonic growth of discrete state populations. The distribution
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Fig. 6. Post-pulse population of silver atom energy states as a function of laser field strength
for pulse temporal width T = 10T (a,b) and 3T (c,d) (A = 800nm)

of population of discrete spectrum states is "quasiequilibrium”, i.e. the population of upper
states exceeds lower ones. At the same time, the total population of excited states is still less
than hundredth of percent.

Summarizing, we can say, that a good agreement with Keldysh model is observed when the
ionization from ground state is dominating process, while the population of excited states is
small and increases monotonically with the laser field strength.

4.2.2 lonization stabilization

At pulse duration T = 10T and field strength pg > 2.5 - 1072 the ionization probability gets
the values less, than predicted by Keldysh model. Such decrease in ionization probability is
usually called by ionization stabilization effect (see, e.g. (Popov, 2004)). Fig. 6 a provides
a clear explanation of this effect. Indeed, one can see, that in this region the population of
all discrete states is saturated. This is conditioned by the fact that the rate of population
is determined not only by the transitions from ground state, but also by recombination
transitions. As it is seen from fig.6 a, at yg > 2.5- 1073 the rates of these processes first
equalize, and then at yg =~ 5- 1072 the rate of recombination processes starts to prevail. This
dominating effect expresses in the fact that at ¢ > 5- 1073 the populations of excited states
are equalized, and the ground state population decreases, which means that the population
distribution more and more decline from "quasiequilibrium" one. Addressing to fig. 1a, one
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can see, that the reason of this declination consists in nonlinearity of the M, dependence on
field strength. Notice another specific feature of the process. By comparing figs. 6a and 6c we
can see that the level populations depend not only on field strength, but also on pulse duration
i.e. on pulse energy. We can also see that the temporal dynamics of population distribution
in multilevel atom results not only in the ionization stabilization but also in suppression of
ionization rate with external laser field growth.

Note, that figures represented above demonstrate that the model of atom with one or even a
few discrete states is insufficient for the consistent interpretation of yielded data, because the
distribution of level populations changes non-monotonically. This non-monotonic character
of the dynamics is conditioned by the competition between three kind of the processes:
ionization, recombination, and interlevel transitions within the discrete band. The final
populations depend essentially on ratio between the rates of these three processes.

4.2.3 Enhanced ionization

At field strength pg > 1072 the ionization probability starts to exceed values, predicted by
Keldysh curve. This phenomenon has quite obvious explanation associated with the temporal
dynamics of population of discrete spectrum states. Figs. 6b and 6d represent post-pulse
population dependence as a function of field strength. It is seen that total population of excited
discrete states exceeds 10% at field strength yg = 3 - 102, which means that contribution
from this states becomes noticeable. In spite of the fact that in the case T = 10T the integral
population of the continuum spectrum states is close to the integral population of discrete
spectrum states, the energy density of continuum state population, d|a|?/dE, is small, because
the energy width of photoionization cross section (see, fig.1b) increases rapidly in the region
of near-atomic field strength. As a result, in this region of field strength the processes of
ionization starting from the excited bound states become to play the dominating role. In spite
of the fact that the rate of ionization exceeds the value predicted by Keldysh’s model this
enhancement can be explained in the frame of the Keldysh theory. Indeed, the parameter
of Keldysh’s theory depends on the ratio Ny = Up/#w, which determines how much photons
need to overcome the ionization threshold Uj. It is evident that Ny decreases with the decrease
of binding energy Up. Hence, the ionization from the excited states became dominant.

4.2.4 lonization rate saturation

In fig. 5 one can see, that at 9 > 0.1 the ionization probability starts to saturate and that
is to be associated with its approaching to unity. Such kind of the dependence is predictable
from general point of view and the fact that our numerical results agree with this evident
circumstance and nowhere exceeds unity verify the fact that our theory is non-perturbative
(Andreev, 2009; 1999; 2006; 2007; 2008; 2010), i.e. it is not restricted by the small values of ratio
E/E;;. Furthermore, in full agreement with properties of matrix elements showed in fig. 1a,
the atomic silver ionization probability under action of laser pulse of duration T = 3T starts
to fall at field strength E > Ej;.

4.3 Photoemission spectrum of atomic response

We now analyze the photoemission spectra of atomic silver response. The photoemission
spectra for some values of the laser field strength are shown in Fig 7. In the region of
substantially subatomic field strength (o < 10~%) the spectrum of response include only
the fundamental frequency of incident pulse. Hence, in this case the response is linear. The
odd harmonics appear in spectrum with the field strengthening and their amplitudes rapidly
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fall with the harmonic number. At the field strength g ~ 1072 we see quantitative changes
in the spectrum profile: its width grows and the plateau with pronounced cut-off frequency
arises. Further field strengthening leads to the strengthening of these tendencies: spectrum
width considerably grows and cut-off frequency gets more contrast (g = 1.2 - 1072).
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Fig. 7. The photoemission spectra generated in silver at yg = 0.0045 (a), p19 = 0.025 (b),
po = 0.08 (c)

The dependence of cut-off frequency on the laser field strength is shown in fig. 8. One can see
that in the weak field range (9 < 0.1) there is the quadratic growth of cut-off frequency with
the field strength. However, at laser pulse intensity I > 10'* W /cm? the CF is saturated, i.e.
it ceases to be intensity dependent. The reason of such behavior is quite obvious if we take
into account that the probability of electron ionization approaches unity in this region of pulse
intensity (see fig. 5). It means that the atomic electron is mostly localized in the continuum
spectrum states and it does not collide with its parent ion. At the same time, as far as the time
profile (73) of laser pulse has relatively soft slope in front of pulse, hence, the harmonics are
effectively generated here. So, the results of computer modeling show that the most probable
reason of the cutoff frequency saturation is the total ionization of the irradiated atom.

Some interpretation of such modification of response spectra can be done with the help
of analytic solutions (65) obtained in perturbation theory approximation. To avoid the
overcomplicated mathematical expressions for definition of CF let us concentrate on the



274 Femtosecond-Scale Optics

100 4

Ocyt_off 1

0,01 0,1 1

Fig. 8. Cut-off frequency as a function of laser pulse intensity. The solid red curve is the
approximated quadratic dependence

hydrogen atom. In subatomic region of the laser field strength we can restrict ourselves by
account of the two lowest discrete states and quadratic approximation for the compound
matrix elements

Map () =~ Eap (1-10§2 (), My, () ~ Egs (1-12(1)) (76)

Here we have signed M, = M for brevity. Assuming that incident pulse profile has the
form (73) and executing time integration, we find the expression for ®,, ()

Py (B —wmpt= e 77)
= _w2p\/75}l = [2 f(i> +lexP( wOT‘]) (erfi (72”170‘00%) —erfi (%))]

Dy (t) — wist =

= —wlsf”"n’ [Zerf (‘[t) +iexp ( “ 0) (erﬁ (7_2”%‘””?%) —erfi (7Zit+Tf°T§)>] , 8

where erf (z) is the error function and erfi (z) = erf (iz) /i. The first term in square brackets
describes energy shift governed by pulse profile and the second one shows oscillations with
double carrier frequency. The second term equals zero, when external pulse has rectangular
profile, and is negligibly small, when external pulse has Gaussian profile and its duration
satisfies the condition wgty >> 1. Then in subatomic region (119 << 1) the phases ®; (t) are
finally approximated by the following expressions

<I>2p(t):w2p [i’ g[yoTotnh<ft>],
Dy (1) = wis [t— 1\/7140T0’fanh <\/;t>}
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Therefore, during the laser pulse action the level energy spacing depends on time and the
instantaneous frequency reads as

p 37 5 1 (V3
0 (t) _ o (q>2p (t) — Py (t)) = Wyp — Wis — 7]4% (EOJZp - 1(4)15) cosh 2 ('q,) .

It is seen, that the magnitude of energy shift is

/37 5 1

Energy shift AE = 71 |Aw| in hydrogen-like atom for transition 1s — 2p is found then to be

313
AE =/~ Uy,

where U, is ponderomotive potential, given by well-known expression

_ 2K
P amw?
In the previous section we have discussed the difference between the diagonal (n = m)

and non-diagonal (n # m) partial matrix elements of atomic current. As we have seen,
the diagonal elements result in sequence of odd harmonics. At the same time, the shape
of spectra resulted from the non-diagonal elements depends significantly on the laser pulse
spectral width. In the case of a few—cycle laser pulses this part of the integral spectrum takes
the shape of quasi-continuum plateau, spread till double energy shift of Eq. (6), instead of
a sequence of distinct harmonics. Hence, in the subatomic region of field strength the cutoff

energy, E., can be estimated as
3 /3n

It is seen that the obtained equation coincides approximately with the well known
semi-empirical equation E. = Up + 3.17 - Uj.

Let us remind that Eq. (79) is true only in subatomic region at yp < 1, when the approximation
(76) for compound matrix elements is legal. In Sec.2.4 we have shown that the reduced matrix
elements fall with field strength in the region yg > 1. It is this property of matrix elements that
provides the mathematical explanation of cut-off frequency saturation in over-atomic fields.
The similar calculations can be easily made for the case of silver atom. However, the
appropriate equations have the very cumbersome form, therefore we shall not bring them
here. The approximated analytical dependence calculated for silver atom is shown in Fig. 8 by
solid line with circles. In the region of the laser pulse intensity of (10*! < I < 10'2) W/cm?
the results of computer calculations are in good agreement with the approximate equation.
This agreement is due to the following. The dependency described by solid line has been
derived under account of only two discrete states, namely 5s and 5p. On the other hand, in
this region of pulse intensity the population of 5p state exceeds significantly the population
of other excited states of discrete spectrum, as it has been shown in previous section.
Under further increase in the laser pulse intensity the quadratic curve raises faster than the
numerically calculated curve. In this region of pulse intensity the population of other discrete
spectrum excited states becomes comparable and, due to the recombination process, even
exceeds the population of 5p state. Hence, the above approximation ceases to be valid.
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4.4 Atom interaction with two-color laser field

Let us now turn to the problem of atom interaction with two-color laser field. As a practical
example of the problem we shall consider the THz emission in argon gas, because there is
number of available data of experimental measurements. The incident laser field constitutes
of the fundamental frequency and second harmonic of Ti : Sapphire laser. The main goal of
research is to study the modification of photoemission spectrum under variation of laser field
parameters (field amplitudes, pulse durations, delay times, and angles between polarization
vectors of components). We have mentioned in Introduction that the traditional interpretation
of experiments on THz emission in two-color laser fields follows the theoretical description of
THz emission in monochromatic laser field, which is usually based on the four-wave-mixing
rectification (FWMR) process in laser produced plasma. Here, we are going to show that
in multi-color fields the atomic nonlinearities take the dominant role and may prevail over
the plasma nonlinearities. Therefore, in the computer simulations we shall assume that the
laser pulse intensity is below the ionization threshold intensity. In accordance with this
assumption we shall take into account the thirteen low-lying states of argon atom. The degree

of completeness of the chosen set of eigenfunctions is determined by the sum SS,N) (see Eq.
(46)). So, our calculations show that in the region of the laser field strength o < 0.1 the
chosen set of eigenstates is practically complete. Note, that the energy difference between
highest and lowest state of the modeled atom amounts to 96.5% of ionization energy of a real
argon atom. The condition yp < 0.1 means that the laser pulse intensity is limited by the value
1 < 6.77-10'2 W/cm?).

Figure 9 shows some typical spectra of the atomic response in the case of two pulses with the
following parameters: po; = 0.1, o2 = 0.0316, 77 = 120fs, 7» = 85fs, and a delay time of 100
fs. Figure 9a corresponds to the collinear geometry, and Fig. 9b, to the orthogonal geometry.
In the first case (6 = 0), the atomic response includes even as well as odd harmonics of the
external field, and in the second case (¢ = 71/2), only odd harmonics. This indicates that
the response symmetry features, which are strictly related to the character of the response
anisotropy, are sensitive to the angle between the polarization vectors of the pulses. It should
be noted that the component of the atomic response field with polarization collinear to the
polarization vector of the incident field at the fundamental frequency is shown only in Fig. 9.

/o,

Fig. 9. Atomic response spectra: (a) collinear geometry, (b) orthogonal geometry

Figure 10 provides more detailed information on the low-frequency (THz) part of the spectra,
shown in Fig 9. The enlargement of this detail of the spectrum immediately reveals that the
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shape of the THz signal strongly depends on the angle between polarizations. In order to
study this dependence more accurately, we varied the angle within the range [0, z]. Figure
11 represents the corresponding dependence of THz-signal output for laser pulses with
parameters pg; = 0.1, g2 = 0.1,71 = T» = 4.25fs and a delay of time 0 fs (a) or 13.33 fs
(b). The THz-signal output is determined as the total signal recorded at a frequency of 1 THz.
The most remarkable feature of this curve is its nonmonotonic behavior.
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Fig. 10. THz part of atomic response spectra: (a) collinear geometry, (b) orthogonal geometry

a) 0045 b)
0,164 "
. 0,040 1
- bl [ ]
o1 m | 0,035 |
. H
0127 \ . 0,030 4
e . :
0.104 \ 0,025
< 0,08 . <
(; A |\ . % 0020 -
l |
0,064 . Y f-\ 0,015 L] /
] [ ] __—n [ ]
004 ! ] - \.I /-I L ] /. 0010+ - / L]
0,02 - /| - / b " - ny
RV R P
" L]
0,004 - o - 0,000 SRRy mnEtE Ty -/ "Sagun
! . . . -
000 w4 w2 /4 b 0,00 /4 w2 3n/4 T
0 0

Fig. 11. THz response field amplitude as a function of angle between the polarization vectors
of laser field components at frequencies w and 2w for yp; = 0.1, pgp = 0.1, 71 = ) = 4.25fs
and for the delay times: 0 fs (a) 13.33 fs (b)

It is seen that a slight variation in angle may lead to a considerable change in the efficiency of
THz-signal generation. Such behavior is consistent with the above discussion, and its origin
is illustrated by the Fig. 12, where the trajectory described by the end of vector A (t) (see
Eq.(69)) is shown. It is seen that the polarization state of the laser field depends significantly
on the temporal profiles of constituents and the integral field could not be described in terms
of linear, circular, or elliptic polarization.

The spectra of atomic response in the two-color laser fields depend on a number of parameters
of constituent fields, which includes the amplitudes, temporal widths, delay times, and
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a) b) c)

=

Fig. 12. Trajectory outlined by the end of integral field vector A (t) in the plane (y,z) (see (69))
for A01 = 1, AOZ = 0.2, 90 = /2 and w1 = Wy, tOl = toz =0 (a); w1 = Wy,
tor = 0, watee = 0.5 (b); w1 = 2wy, tey = tez = 0(c); w1 = 2wo, ter = 0, watpx = 0.5 (d)

mutual orientation of the fields at frequencies w and 2w. Fig. 13 illustrates the transformations
of the response spectrum profile under variations of these parameters.

Figure 14 shows the angular dependence of the ninth harmonic of the fundamental frequency,
which corresponds to XUV emission. By comparing Figs. 11 and 14, we can easily see the
common features of the response in the long- (THz) and short- (XUV) wavelength regions.
The power of emission in long and short wavelength parts of spectrum is small, if the pulses at
frequencies w and 2w, have the same temporal profile. However, we can significantly enhance
the generation efficiency by delaying the second-harmonic pulse. It should be noted again that
the component of response field with the polarization collinear to polarization vector of laser
field at fundamental frequency has been shown in above figures.

The dependency of the THz emission power on mutual orientation of polarization vectors
of waves at frequencies w and 2w have been experimentally studied in recent work (Kim,
2008). The results of comparison of dependencies shown in fig.14 with the experimental data
are presented in fig. 15. One can see that there is a good agreement between the results of
computer simulations and in-situ measurements.

Thus, the results of computer simulations clearly demonstrate that variation in the mutual
polarizations and temporal profiles of two-color field pulses is an effective tool for modifying
the nonlinear atomic response spectra in a strongly controllable way.
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Fig. 13. Spectra of argon atom response in two-color field: (a)
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Fig. 15. THz emission power under variation of the 2w polarization angle: experiment
(squares) and computer simulations (circles)

5. Conclusions

The new theoretical approach in the theory of an atom interaction with the intense laser
pulses has been developed. The proposed approach is based on the exact analytical solutions
of the boundary value problem for "atom in the external field". The obtained solutions
form the complete basis of the orthonormal eigenfunctions including both the discrete and
continuous spectrum states. The spectrum of eigenvalues of "atom in the external field"
problem coincides exactly with that for free atom boundary value problem. The eigenfunction
bases of these two boundary value problems are the one-to-one sets. The transformation

matrix is (nlm|exp (Z%A' (t) ?) |n'l'm’), where n is the principle quantum number, | and m
are the angular momentum and its projection. For any atom with the spherically symmetric
intra-atomic potential the angular part of transformation matrix is calculated in explicit
analytic form; the radial part is also calculated in analytic form for the case of hydrogenic
radial functions. The developed approach is non-perturbative one, because it is free of some
constraints on the ratio of laser to intra-atomic field strengths. This is the most principle
benefit of the developed approach. Notice, that as far as the theory is based on the Schrodinger
equation we can speak here on the non-relativistic interactions. The generalization of the
proposed approach for the region of relativistic field strength is given in book (Andreev, 2009).
The developed theory has been applied to study the specific features of non-linear atomic
response in the case of the laser pulses of near-atomic field strength and multi-color laser
fields. The presented results of the mathematical modeling provide the interpretation of
a number of phenomena, which has been observed experimentally and closely related to
near-atomic field strength of laser pulses. (i) The violation of the electro-dipole selection
rule. This phenomenon is due to the nonlinear dependency of compound matrix elements
My on the laser field strength. As it has been shown these matrix elements are linear
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functions of laser field amplitude only in region of subatomic field strength. The growth
of the field amplitude results in the dominating role of high order terms with respect to
the degrees of field amplitude. (ii) The stabilization of ionization, enhanced ionization, and
saturation of ionization rate. The nature of these phenomena is at least twofold. Firstly, the
account of multilevel structure of bound atomic states affects drastically on the ionization
probability dependency on the laser field strength. This is due a number of different reasons.
The integral rate of level population is a sum of the rates of ionization, recombination, and
interlevel transitions among the atomic discrete spectrum. Any of these rates is nonlinear
function of the field amplitude. The energy width of continuum populated states is also
nonlinearly depends on the field amplitude. The stabilization ionization process occurs
when the recombination process becomes dominating. The enhanced ionization is due to
the ionization from the excited bound states and it occurs when the population of excited
discrete spectrum states becomes appreciable. The saturation of ionization probability is due
to the total single ionization of an atom. (iii) The cut-off frequency saturation. The good
agreement of the results of computer simulations on the silver atom photoemission spectra
and experimentally measured spectra shows that the cut-off frequency saturation is due to
the total single ionization. (iv) The developed theory, supported by results of computer
simulations, shows that in multicolor laser fields the variation of mutual polarization of
field constituents provides the most effective method of photoemission spectrum control
both in short and long wavelength regions. The results of calculations of THz emission
power as a function of mutual orientation of two-color field polarization vectors show that in
multicolor fields the atomic response is due mainly by atomic but not plasma nonlinearities.
The significant enhancement in the intensity of high harmonics under variation of mutual
orientation of two-color field polarization vectors is of great practical interest as a source of
intensive x-ray emission and for development of subfemtosecond pulse formation methods.
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1. Introduction

Generation and measurement of quantum states of the electromagnetic field represent a hot
and widely discussed topic in the Physics community, since optical states are useful not only
in fundamental experiments but also in several applications in the fields of Quantum Optics
and Quantum Information (Bouwmeester et al., 2000). In fact, optical radiation is endowed
with relevant characteristics as it travels at maximum possible speed, it is almost unaffected
by the interaction with the environment, which in many cases represents an unavoidable
decoherence source, and it can be integrated in optoelectronic circuits to implement quantum
computing protocols (Sansoni et al., 2010). The possibility of using optical fields in applicative
protocols depends on the capability of generating and manipulating optical states that are
robust with respect to losses (i.e. that contain a sizeable number of photons) and that can be
produced and measured at high rate. For all these reasons, mesoscopic pulsed optical states
containing few tens of photons per pulse seem to be the ideal candidates for applications
to quantum communication protocols in which each pulse must be addressed individually.
Moreover, the problem of generating suitable pulsed states must be considered together
with the question of their measurement and characterization. In fact, nowadays we have
many types of pulsed-light sources at our disposal, each of them characterized by different
pulse durations (from few fs up to few ns), different pulse-repetition rates (from few Hz
to 100 MHz) and a wide range of energies per pulse (from few nJ to several J). However,
not all these pulsed light can be easily measured. In the mesoscopic intensity regime, for
example, detectors endowed with photon-number resolution are required so as to determine
shot-by-shot photon numbers or, at least, to characterize some features of the optical states. In
fact, full characterization of the optical state, obtained e.g. by evaluating its Wigner function,
can be achieved with optical homodyne tomography (OHT) (Raymer, 1997), a technique that
over the years has proved its effectiveness in reconstructing both classical and quantum states,
even if further optimizations are needed in the case of pulsed fields (Zavatta et al., 2006).

Direct detection schemes are an alternative to OHT in all the cases in which knowing the
statistics of detected photons is sufficient to characterize the signal state, as demonstrated in
the pioneering work of Arecchi (Arecchi, 1965). Obviously, the implementation of a direct
detection scheme requires a proper choice of the detector, the development of a calibration
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strategy and a robust reconstruction method independent of any a-priori knowledge of the
state under investigation. For example, valuable results have been obtained by means of an
ON/OFF method assisted by a maximum likelihood algorithm (Zambra et al., 2005).

To this aim, several different strategies are being followed either to improve the traditional
detectors or to build new ones (Haderka etal., 2010). In fact, the mature silicon-based
technologies have encouraged the optimization of both photomultipliers and avalanche
photodiodes, by enhancing their quantum efficiency (QE) and reducing their dark-count
rate. More recently, a new type of detector, usually called hybrid photodetector (HPD),
as it combines a photocathode with a diode structure operated below the breakdown
threshold, has been developed and successfully tested (Bondani et al., 2009a). As in this
case the amplification process takes part in one step, the excess noise is small enough to
allow photon-number resolution (up to 6 detected photons). The QE, mainly given by the
photocathode, can reach good values (up to 0.5 in the visible range), whereas the dark-count
rate can be neglected. As an alternative, the accomplishment of photon-counting capability
can be obtained by splitting the light to be measured either in space or in time prior to
detection so that at most one photon at a time hits the detector sensitive area. Among them,
we mention the visible light photon counter (VLPC) (Kim et al., 1999); the fiber-loop detector,
which is a time-multiplexed detector based on one (Rehacek et al., 2003) or more (Fitch et al.,
2003) single-photon avalanche diodes (SPADs); the Silicon photomultiplier (SiPM), that is
constituted by a matrix of SPADs with a common output (Akindinov et al., 1997). Due to their
composite structure, SiPMs have a good photon-counting capability, though presenting large
dark-count rate (600 kHz) and cross-talk probability (Afek et al., 2009; Ramilli et al., 2010).
Finally, two types of CCD cameras can be used to detect light in the mesoscopic domain,
namely the intensified CCD (iCCD) (Haderka et al., 2005) and the electron-multiplied CCD
(EM-CCD) (Blanchet et al., 2008).

In the last decade, a tremendous progress has been achieved in the field of superconductors
so that new types of detectors have been developed, such as the transition-edge sensor (TES)
(Lita et al., 2008) and the superconducting nanowires (Gol’tsman et al., 2001). Despite having
a good QE, these detectors must operate at cryogenic temperatures and thus they are rather
cumbersome. As of today, the ideal detector has yet to appear and the optimal choice is
application specific.

2. Theory

We present the procedure for analyzing the output of a detector measuring light pulses in
order to recover light statistics (Andreoni & Bondani, 2009a). With reference to Fig. 1, we
consider a pulsed light field having photon-number distribution, P;;. The field is delivered to
the detector by suitable optics and the overall losses of the detection chain are summarized
by a single factor 17, which represents the overall photon-detection efficiency of the apparatus.
Since 7 < 1, the distribution of the number of detected photons, Py;, and the photon-number

light field detector
light delivery optics _./ internal and external gain
+ + —_—
quantum efficiency conversion
P, P Py
Bﬂ (m, n) r

Fig. 1. Scheme for light detection: # is the overall detection efficiency and v is the overall
gain.
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distribution P, are linked by

+o00 +oo n
P, = Z By (m,n)P, = Z (m) 7" (1 —n)"""P,, )
n=m n=m

from which we obtain the relation between the first moments of photons and detected-photon
distributions: (m) = n{(n), (m?) = n?>(n) + (1 — n)(n) (Bondani et al., 2009a).

We consider a detector operated within its range of linearity on pulsed light states. The output
pulses of the detector are amplified and integrated (see Fig. 1) over a time-gate synchronous
with the detector output pulse and slightly longer than its time duration (typically few
nanoseconds). The output of the integrator is then sampled and digitized. The final output
number x is stored in the memory of a computer to be processed offline. The obtained
pulse-height spectrum normalized to its integral can be interpreted as the probability density
Py of the variable x. The zero of the x-scale is set at the value that is equal to the mean of the
experimental Py distribution obtained in the absence of light. The overall conversion process
of the m detected photons into a x-value can be characterized by a single conversion factor
%, which is a stochastic variable distributed according to p, and having mean value 7 and
variance 2.

As the detection events giving different m values are mutually exclusive, Py can be written as

Py = Pm:OP'(yO) + Ppy—1py + Pm:Z(p'y * P'y) .ot Pm:k(P’Y KPy k.. k p'y)k ’ (2
where p,(yo) is the probability density of the x values in the absence of light, whose mean value
(0)

is zero by definition, and the * symbols indicate convolution products. Note that we allow p»,
to be different from p.,, which accounts for the fact that in photoemissive detectors the anodic
charge distribution for dark counts is different from that of the single-electron response (SER).
The output values x(¥) recorded when k photons are detected is given by x®) = Zle i where
all vy; are distributed according to p,. We can thus write for the cumulants (Mandel & Wolf,

k
1995) Kﬁz":l ) Zk , in which K( ") = v, Kgyi) = 0?2, K( ") = = U3, K ( )= fiy — 30*,
Ké% ) = fis — 1002713 and Hyr are the values assumed for the central moments of py- In the case
of r =1 we get
“+oo
x) =7 Z kPy—y = <m>7 (3)
k=0

We can now relate the central moments p,(x) = ((x — (x))") of the experimental P, to those
of the unknown probability density Py, p,(m) = ((m — (m))")

+o0 too
me k/ (x = (X)) (py ¥ Py * ...k py pdx = me:kﬂr(x(k))r “)
where p,(x®0) = j;o(x — ()" (py * py * ... % py)xdx. For r = 1 Equation 4 obviously
vanishes. For r > 2 we insert the binomial expansion (x — (x))" = ]’-:0 (;) x (—(x))—I
and use Equation 3 to find

¥ ~ r7'+oo /
9=1 () om0 & s, ®

j=0
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in which the "prime" distinguishes the moments from the central moments. It can be shown
(Andreoni & Bondani, 2009a) that the moments y;- (x5 are polynomials whose terms contain

the number of detected photons and the cumulants of the probability distribution p,. The
results for » = 2 and r = 3 are

() () @

) *"( ) +?) ©)
pa(x) _ o (ma(m) | pa(m)c® i3

o 7 ( (my T2 () 7”73)' @

If p, is narrow enough so that 0?/7% — 0 only one term of the polynomials survives and
y;-(x(k)) reduces to y}(x(k)) = (Kg%) ) = ki%J, which we substitute into Equation 5 to obtain
ir(x) = %", (m) (Andreoni & Bondani, 2009a) that we conveniently rewrite as

I’lr(x) _ =r—1 ‘Mr(m) (8)

@ - (my

The link between y,(x) and p,(m) in Equation 8, which holds when ¢ is sufficiently smaller
than 7, shows that the simple knowledge of 7y allows retrieving Py, from Py, since Equation 8
holds for moments of any order and guarantees that the distribution that is obtained by
binning the values x data into bins of width % coincides with Py,.

The result in Equation 8 allows adopting a self-consisting procedure to determine 7%
without calibrating both detector and signal processing electronics, but simply using the
measurements performed to determine Py for the light field under investigation and without
any previous knowledge of its statistics (Bondani et al., 2009a;b;c). In fact, by taking into
account the properties derived from Equation 1, we can calculate

£ Ha(m) _ Pua(n) + (1= 1) (n)
" (m) ()

in which F, = pp(n)/(n) is the Fano factor and Q = (ua(n) — (n))/(n) is the Mandel
parameter of the light entering the experimental apparatus in Fig. 1 and containing (1)
photons in the measure time Ty; (Mandel & Wolf, 1995). In analogy to light, we define a sort
of Fano factor for detected photons, Fy, = pp(m)/(m), and for outputs, Fx = pa(x)/(x).
Substituting Equation 9 into Equation 8 with » = 2 and using Equation 3 yields

) QP
Fy = ) 7<n><x>+7(1+72). (10)

Equation 10 is the key result of our method that allows determining 7 by a self-consistent
procedure when a2/ 72 < 1, that is when Equation 8 holds. In fact, since measurements
performed on the same input light with different #-values, thus producing different
(x)-values, would leave the factor Q/ (1) unaltered, the plots of Fy as a function of (x) should
exhibit a linear dependence with slope Q/(n) with 7 as the intercept. The value of the slope
is significant of the statistics of the number of photons P, being it zero for coherent light,
positive for light with super-poissonian variance and negative for light with sub-poissonian
variance (Mandel & Wolf, 1995). In the following Sections we will show the retrieval of the
slope values for several different light states (Bondani et al., 2009a;b;c).

:1’]F;1+1—7’]:7’]Q+1, (9)
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3. Validation of the theory

We tested the analysis method by measuring a coherent light with a number of linear detectors
endowed with different features. In all the measurements presented here, the coherent light
was provided by the second-harmonic output of a Nd:YLF mode-locked laser amplified at
5 kHz (High Q Laser Production, Austria) producing pulses of ~5.4 ps duration at 523 nm
wavelength. To minimize the collection of stray light, we used a multimode fiber to deliver
the light to the detectors. Unless otherwise indicated, the output current pulses of the
detectors were suitably gate-integrated by SR250 modules (Stanford Research Systems, CA)
over integration gates shorter than 500 ns and sampled to produce a voltage which was
digitized and recorded at each shot to produce the output x. The variation of 1 required
to implement the analysis was obtained by inserting a variable neutral-density filter or a
polarizer in the beam path. The linearity of the detectors allows the determination of the
actual value of 7.

For a coherent field we expect a Poissonian photon-number distribution

n
P = 1 exp(—(m)), an
for which mean value and variance are (1) and Q = 0. By applying Equation 1 to Equation 11
we obtain Py, = (m)™/m!exp(—(m)), that has mean value (m) = 5(n), which means that
the statistics is still Poissonian. We remark that this property of invariance of the statistical
distribution under Bernoullian convolution has a more general application and holds in
particular for all the states considered in this Chapter. For a coherent light we have

Fy = H?}E;) =7,

(12)

independent of the mean value (x). The value of % obtained from the experimental values
of Fy is then used to convert the output x into a number of detected photons m and to re-bin
the data to obtain the experimental probability distribution of detected photons Py exp. The
quality of the reconstructed distributions can be estimated by their fidelity f with the expected
theoretical distributions Py, (Jozsa, 1994)

f= Z \/ Pim,expPm - (13)

m=1

3.1 Photon-resolving photomultiplier

The first detector we tested is the Quantacon Burle 8850 photomultiplier (PMTg,j., Burle
Industries Inc.). This photomultiplier is based on a semitransparent bialkali photocathode
(maximum QE = 0.24 at ~400 nm) and a first dynode with a high-gain followed by
11 dynodes. The PMTg,, . detector is endowed with partial photon resolving capability,
i.e. it gives partially distinct outputs for different numbers of photons detected within the
pulse-response time-duration. The detector has 200 counts/s of dark noise, that give a
negligible contribution in the gate time. The after-pulse probability has no effect on the
detection since the light source is operated at 500 Hz. In Fig. 2(a) we show some typical
pulse-height spectra of the PMTg,,, at different light intensities. We note that the pulse-height
spectra lose the peak structure as soon as the field intensity becomes mesoscopic but remain
linear in the mean values over a wide range of intensities.
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Fig. 2. (a) Typical pulse-height spectra measured with the PMTg,, at different light
intensities. (b) Estimation of the single-electron response (SER) of the detector by subtraction
of the response to the dark from the response to a very weak light. Note the interruption in
the vertical axis. Inset: normalized SER. (c) Inset: Plot of the Fano factor, Fy, for the output
voltages as a function of the mean voltage (x) for coherent states having different intensities
(dots) and linear fit (line). Main panel: Reconstructed distribution, Py exp, for coherent light
reconstructed from some of the data sets used to obtain the calibration in the Inset (bars).
Line+symbols: theoretical curves, Py, from Equation (11).

To evaluate the applicability of the theory described above to the detector, we introduce a
simple analysis of its response to obtain an estimation of the SER. We consider the normalized
pulse-height spectrum Py produced by very low illumination, virtually in the so-called
“single-photon regime” (red line+dots in Fig. 2(b)) and subtract from it a fraction of the
normalized pulse-height spectrum obtained in the dark (black line). We interpret the resulting
curve obtained by varying the fraction until we get a single peak (green area) as p,, i.e. the
SER of the system. The inset shows the normalized SER together with the evaluation of
0% /%2 ~ 0.108, a value that suggests the applicability of our analysis method.

In Fig. 2(c) we show the application of the analysis technique to the recorded data. In the
inset of the figure we plot the Fano factor of the outputs (dots) along with the linear fit, that
gives 7 = (0.358 £ 0.002) V, while in the main panel we show the experimental distributions
P exp (bars) reconstructed by using 7 along with the theoretical curves Py, evaluated at the
measured mean values. The values of the fidelity reported in the figure indicate the good
quality of the reconstructions.

3.2 Hybrid photodetector

The second detector we tested is the H8236-40 hybrid photodetector (HPD, Hamamatsu,
Japan). The light-sensitive element of the detector is a GaAsP(Cs) photocathode (maximum
QE = 040 at ~550 nm). Instead of a series of dynodes, the detector incorporates a
semiconductor element into an evacuated electron tube. The photoelectrons emitted by the
photocathode are accelerated and strike the semiconductor undergoing multiplication. Since
the fluctuation in the multiplication process is very low, the HPD displays high electron
resolution and excellent stability. The HPD has negligible dark-count rate and after-pulse
probability. In Fig. 3(a) some typical pulse-height spectra taken at different light intensities
are shown. We note that the HPD has a partial peak resolution, but again the peak structure
disappears as soon as the field intensity becomes mesoscopic, even if the detector remains
linear in the mean values over a wide range of intensities. The estimation of the SER of the
HPD (see Fig. 3(b)) gives a value of 02/7> ~ 0.126, that is still small enough to apply the
theory. The results for the reconstructed distributions are shown in Fig. 3(c): in the inset we
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Fig. 3. Same as in Fig. 2 for HPD.

show the experimental results for the Fano factor of the output Fy (dots) and the linear fit that
gives 7 = (0.437 £ 0.005) V, while in the main panel we show the reconstructed distributions
and the theoretical curves. The fidelity is very high.

3.3 Single-photon-counting photomultiplier

We now check the theoretical description with a H5773P photomultiplier (PMTgjngle,
Hamamatsu, Japan) that has no photon-number resolving power but that can be used for
single-photon counting in that its output for zero detected photons can be discriminated from
SER. According to the specifications, for light pulses of duration well below its time response
(typical rise time: 0.78 ns) delivered at kHz repetition rate as in our experiments, the PMTgjpg)e
should saturate for m-values of few units. The PMTgj,g1e current output was processed by an
amplifier (ZFL 1000NL, Mini-Circuits) and integrated by a charge digitizer (V792, CAEN) with
a 12-bit resolution over a temporal gate (40 ns) synchronized by means of the Q-switching
signal of the laser amplifier. The final x outputs obtained for each ensemble of 30000 light
pulses were then recorded by a computer.

The pulse height spectra in Fig. 4(a) at increasing light intensity show that the PMT has no
photon-number resolving power, being just able to distinguish between m = 0 and m > 0.
From the estimation of the SER in Fig. 4(b), we see that the response of the PMTjingle has
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Fig. 4. Same as in Fig. 2 for PMTjjng) detector.
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0% /7? ~ 0.462, a value that could still be low enough to apply the theory.

In the inset of Fig. 4(c), we report the value of the Fano factor of the output ¥ = (16.7 +
0.3) ch. According to the main panel of Fig. 4(c), we are able to reconstruct detected photon
distributions P, with high fidelity for mean values slightly above (m) = 2, that is when the
probability of detecting photons, in the case of Poissonian statistics, remains non-negligible up
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to m = 7. We remark that this result is achieved by using a PMT that can hardly distinguish
between m = 0 and m = 1.

3.4 Proportional photomultiplier

Finally, we want to demonstrate that the condition 2/7? < 1is actually necessary for a
detector to be used to reconstruct the photon-number statistics by measuring shot-by-shot
photon numbers. To this aim we used a 931B photomultiplier (PMT, Hamamatsu, Japan) that
is endowed with a very poor photon-number resolution (see Fig. 5(a)). Although the detector
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Fig. 5. Same as in Fig. 2 for PMTpyop detector.

does not resolve even the first terms in Equation (2) as separate peaks, we try to recover its SER
(see Fig. 5(b)). The obtained value of 02 /7% ~ 0.747 confirms the expected non-applicability
of the analysis method.

If we apply our procedure to the measurements performed on coherent light, we obtain the
results displayed in Fig. 5(c): the value of o obtained from the fit of the Fano factor (see inset)
produces reconstructed statistical distributions having a limited fidelity with the expected
theoretical distributions evaluated at the experimental mean values (see main panel).

4. Applications

We exploited the capability of the HPD described above, assisted by the analysis technique, for
some different applications. First of all we retrieved the Py, distributions for light states having
different photon-number statistics. Secondly, we used the measured statistics to reconstruct
the Wigner function of some classical optical states. Third, we demonstrated that we can
measure shot-by-shot photon-number correlations between bipartite states and finally we
used correlations to produce conditional non-Gaussian states.

4.1 Statistics

We produced a number of "artificial” field states by mixing, at a beam splitter, different fields
generated by a pulsed laser source (Bondani et al., 2009c). Here we show the results obtained
for two of such states, the displaced thermal state and the phase-averaged coherent state,
which are relevant for the applications described in Section 4.2. As displayed in Fig. 6(a), both
these states were obtained by mixing two fields at a beam splitter (BS). To obtain the displaced
thermal state, we produced a single-mode thermal state containing ny, mean photons by
inserting a rotating ground glass plate (D) and selecting a single speckle by a pin-hole (PH).
Then we mixed the single-mode thermal field with a coherent field containing |«|> mean
photons at the BS, thus implementing the displacement operation. The resulting state is
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Fig. 6. (1) Experimental setup for the generation and measurement of either a displaced
single-mode thermal state or a phase-averaged coherent state. Dashed boxes: elements
inserted to obtain the different states. (b) Displaced single-mode thermal state. Inset: Fano
factor, Fy, as a function of (x). Main panel: reconstructed detected-photon distributions for
some of the data sets used to calculate the Fano factor (bars) and theoretical curves
(lines+symbols). (c) Same as (b) for phase-averaged coherent state.

described by the following photon-number distribution

&t |f? |f?
=t _ex (—7) L (—7) , (14)
! (ng +1)" P nn+1) 7"\ g (i + 1)

in which L, is the Laguerre polynomial L, for v = 0. We have (n) = ny, + |a|?, pa(n) =
g + |2 + ng, (ng, + 2|a|?) and hence, according to Equation 10, we get Fy = K(x) + 7, with
K = ng (g +2[af?) / (ng, + ‘”‘|2)2'

In Fig. 6(b) we plot the experimental results for a number of reconstructed distributions (bars)
along with the theoretical distributions calculated from Equation 14. In the inset, we show the
values of Fy as a function of (x).

The phase-averaged coherent state was obtained by superimposing two coherent fields whose
relative phase was randomized from shot to shot. We obtained phase randomization by
changing the path of one of the two fields at a frequency of ~100 Hz with a piezoelectric
device, Pz, covering a travel length of 1.28 ym (see Fig. 6(a)). If the two coherent states contain
|a|2 and |ag|? mean photons, the photon-number distribution is (Zambra et al., 2007)

At A I B\FT(1/24k/2)T (1/2) 1 kY (1. k) B?
P”_znn!k;)(k)(_A) T (1+k/2) IFZHTE}'{?“E}'Z]“S)

where A = |a|? + |ag|?, B = 2|a||ag| and 1F»(a,b,z) is the generalized hypergeometric
function. We get (n) = |a|?> + |ag|?, p2(n) = (n) (K'(n) + 1), with K’ = 2|a|?|ag|?/ (|a|?> +
lag|?)? and Fy = K'(x) + 7.

In Fig. 6(c) we plot the experimental results for a number of reconstructed distributions (bars)
along with the theoretical distributions calculated from Equation 15 and the values of the Fano
factor for outputs (inset).

4.2 Wigner function

The capability of reliably reconstructing generic light states can be exploited to directly
reconstruct the Wigner function of a state (Banaszek & Wodkiewicz, 1996; Banaszek et al.,
1999; Cahill & Glauber, 1969; Wallentowitz & Vogel, 1996), with a technique alternative to
OHT. The method consists in detecting the light exiting a beam-splitter that mixes the signal



296 Femtosecond-Scale Optics

with a variable coherent probe field (see Fig. 6(a)). The Wigner function of the state can be
written as

| agh

W(a) ==

=Y (<1)"Pua, (16)

n=0

where P, is the photon-number distribution of the field displaced by a. To obtain
the photon-number distribution, reconstruction/inversion methods must be implemented
(Allevi et al., 2009a) that require a known and sufficiently high photon-detection efficiency
(Kiss et al., 1995). If, instead of P, we consider P g, the distribution of detected photons,
where B = ,/ija is the detected amplitude of the displacement field, we obtain the Wigner
function in the presence of losses (Banaszek & Wodkiewicz, 1996)

o0

W) = gy [ #BeTPFIWE ) = Ve 1R an)

m=0

where W(B/.,/77) = W(a) is the Wigner function for photons. It can be demonstrated that,

Fig. 7. Reconstructed Wigner functions (dots) superimposed to their theoretical surfaces for
(a): single-mode thermal state, (b): phase-averaged coherent state and (b) coherent state.

for classical states such as non-squeezed Gaussian states and their linear superpositions, the
integral in Equation (17) preserves the functional form of the Wigner distribution, so that the
information directly extracted from detected photons is enough to characterize the state.

We used the experimental setups in Fig. 6(a) but with a frequency-doubled Q-switched
Nd:YAG laser at 15 kHz repetition rate (Quanta System) delivering pulses at 532 nm of
~ 200 ns duration as the laser source. The beam was spatially filtered and split into two
parts serving as signal and probe fields. The probe was left Poissonian while that of the signal
was modified in order to get the different states to be measured. The probe, whose intensity
was modified by a variable neutral density filter, was then mixed with the signal at the PBS.
We begin by considering the reconstruction of the Wigner function of the two states considered
in Section 4.1, the single-mode thermal state and the phase-averaged coherent state. Since
both these states are phase-insensitive, their Wigner function is symmetric with respect to the
origin and thus it is not necessary to control the phase of the probe field. In Fig. 7 we plot the
reconstructed Wigner function for a single-mode thermal field (2) and for the phase-averaged
coherent field (b). The dots in the figure are the experimental data and the surface is
the theoretical Wigner function evaluated at the experimental parameters including some
corrections that account for the mode-mismatching between probe and signal (Bondani et al.,
2009b).
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Fig. 8. Scheme of the experimental setup for the measurement of shot-by-shot correlations in
single-mode thermal fields.

As an example of reconstruction of the Wigner function of a phase-sensitive state, we consider
a coherent state. To perform the measurements we varied the phase of the probe field by
means of a piezoelectric movement and evaluated the actual values of the phase by exploiting
the linearity properties of the HPD (Bondani et al., 2010). In Figure 7(c) we plot the resulting
Wigner function.

4.3 Correlations

Till now, we have demonstrated that HPDs are endowed with the capability of reconstructing
the correct statistics of detected photons provided their outputs are analyzed in the proper
way (Bondani et al., 2009a;b;c). Now we exploit the fact that, in principle, our analysis
allows us to determine the number of photons detected at each laser shot correctly enough
to reveal shot-by-shot photon-number correlations between the components of a bipartite
state. We tested measurement apparatus and procedure by measuring the correlations
in a classically-correlated bipartite state, namely a single-mode thermal field divided by
a beam-splitter. The two HPDs used in these measurements were model R10467U-40
(Hamamatsu, Japan). According to the experimental setup sketched in Fig. 8, we produced
a single-mode thermal field as described in Section 4.1. The selected mode was then sent
to a polarizing beam-splitter (PBS) whose outputs were collected by two multimode fibers
and delivered to the detectors. To obtain a fine tuning of the beam-splitter transmittance we
inserted a half-wave plate (HWP) between the PH and the PBS. The light pulses were then
delivered to the detectors (D, ) through two multimode fibers (MF). Single-shot detector
outputs were then amplified, integrated, digitized and recorded. We measured 30000
subsequent shots at a number of different intensity values set by a variable neutral density
filter (F). In Fig. 9(a) we plot the joint probability distributions obtained by re-scaling the
outputs of the detectors by the proper value of 4 without rebinning the data.

Referring to Fig. 8, the field operators at the outputs of the beam splitter (¢ and d) are linked
to the input ones (@ and b) by ¢ = /T2 — /1 —tb and d = /1 — 74 + \/Tb, T being the
beam splitter transmittance. If b is in the vacuum, the moments of the bipartite state at the
output are given by (fic) = T(fi,), 02 = T [103 + (1 —71)(Aa)], (Ag) = (1 —T)(Aa), 07, =
(1—=71) [(1 = 1)03, + T(fa)] and (fic Az) = T(1 — T) ((A3) — (fi4)), from which we obtain the
expression for the normalized correlation coefficient:

= {(ne = <ﬁc>2) (’Zld — (1)) _ (1) [o5, — {Aa)] . (18)
Uit ity \/[TO'%u + (1= 1){(fa)] [(1 = T) 0F, + T(fa)]
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Fig. 9. (a) Experimental joint probability distribution. (b) Shot-by-shot correlation, I', as a
function of the total mean value. (c) Experimental results for Ps (symbols) and theoretical
predictions (full lines). Inset: measured variance (Tg of Py as a function of the total number of
detected photons (dots) and theoretical prediction (full line).

The single-mode thermal state at the input port a of the PBS can be written as

nh
Vng, :ZWMM’H :;Pn|7’l><7’l| (19)

and obviously (71,) = ny,. Equation 18 becomes

_ (1 - 1), - (1) (na)
P o T DA Ome 71 V() + D) 11 20

where (n¢) = (i) and (n;) = (i1). If the overall detection efficiencies are 7 4, the expression
in Equation (20) remains the same upon substituting the mean number of photons (11, 4) with
that of detected photons (1. ) = 7. 4(n. 4) (Agliati et al., 2005). Figure 9(b) shows the results
for shot-by-shot correlation measured as a function of the total mean value of the output
detected light (m + my ). Full line represent the theoretical curve evaluated according to
Equation (20) by inserting the experimental mean values. The results obtained with HPDs
perfectly superimpose to the theory.

Relevant applications of correlated bipartite states require the determination of the nature of
the correlations. A quite standard way to discriminate between classical and nonclassical
states (Agliati etal., 2005) is to study the statistics of the difference, Ps, in the number
of photons detected shot-by-shot at the outputs of the beam splitter.  Figure 9(c)
displays the experimental results for P; evaluated by subtracting the number of detected
photons measured shot-by-shot together with the theoretical values evaluated according to
Ref. (Agliati et al., 2005). The inset of the figure displays the measured variance Uf as a
function of the total number of detected photons, as compared to the theoretical predictions
02 = ((mc) — (my))* + (mc) + (my) (Agliati et al., 2005). The correct evaluation of o2 is crucial
for the estimation of the noise reduction in a bipartite state R = U§ /((mc) + (my)), which is
a means to discriminate classical from nonclassical states. The results superimpose to the
theory.

4.4 Conditional states

Nonclassical optical states are a crucial ingredient for fundamental tests of quantum
mechanics and represent a resource for quantum communication and high-precision
measurements. Besides squeezing, nonclassical effects are generally observed in connection
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with non-Gaussian states of light. It has been demonstrated that non-Gaussian states and
operations represent a valuable resource for Quantum Information (Genoni et al., 2010): in
fact, they have been studied in connection with entanglement distillation (Aoki et al., 2009;
Dong et al., 2008; Eisert et al., 2002; Fiurasfiek, 2002), teleportation (Cochrane etal., 2002;
Olivares et al., 2003; Opatrny et al., 2000), cloning (Cerf et al., 2005) and quantum storage
(Casagrande et al., 2007). The simplest way to generate a non-Gaussian optical state starting
from a Gaussian one consists in subtracting photons from it (Ourjoumtsev et al., 2007;
Parigi et al., 2009), an operation that can be implemented by inserting a beam splitter in the
optical path of the original state, detecting the number of photons at one output port and
selecting the output of the other port only if a certain condition on the number of detected
photons is satisfied. When short-pulsed fields are used, the challenging part of this scheme is
the shot-by-shot measurement of sizeable numbers of photons.
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Fig. 10. (a) Joint detected-photon distribution: the experimental data are plotted as dots and
the theoretical surface as grey mesh. (b) Reconstructed distributions of different conditional
states (colored symbols) obtained starting from the same unconditioned one (black squares).
The theoretical curves are plotted as lines according to the same choice of colors. (c) Mean
number of detected photons of the conditional states and (d) Lower bound of
non-Gaussianity measure, plotted as functions of the conditioning value (experimental data
(dots) and theoretical curve (solid line)).

Here we present the production and characterization of non-Gaussian states of light starting
from both classically and quantum correlated optical fields and exploiting the characteristics
of the HPDs. First of all, we report the results obtained by using single-mode thermal fields
as input states (Allevi et al., 2010b). Though photon-subtracted thermal states are not directly
involved in any quantum information protocol, they are suitable probes to investigate the
performances of our particular scheme. In fact, thermal states are Gaussian states diagonal
in the photon-number basis, thus, the knowledge of their photon statistics fully characterizes
them and their conditional non-Gaussian counterparts, which are still diagonal. Thanks to
this property, we can give a complete analytical description of the behavior of the setup,
including the actual expressions of the conditional states, and we can verify, with very high
accuracy and control, the agreement of the theoretical expectations with the experimental
results. We refer to the experimental setup sketched in Fig. 8, in which the input state at
the PBS is the single-mode thermal state v,, and the transmitted and reflected fields are
described by the operators ¢ and d, respectively. The measurements performed in the reflected
beam irreversibly modify the states measured in the transmitted arm and, in particular, make
them non-Gaussian. As an example, here we show the results obtained by choosing a set
of measurements with (m.) = Mt ~ 1.254. The joint probability Py, m, of measuring mg
photons in the reflected arm and mt photons in the transmitted one is plotted in Fig. 10(a) as
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dots together with the theoretical surface to which it perfectly superimposes. Starting from
the theoretical joint probability, we can calculate the expected photon-number distribution of
the states obtained by performing different conditional measurements in the reflected arm.
As it is shown in panel (b) of Fig. 10, the larger the conditioning value, the more different
the statistics of the conditional state (lines + symbols) is from that of the incoming one (black
squares + line). The accordance with the theoretical expectation, which can be quantified by
calculating the fidelity (see f values in the figure), is rather satisfactory. In Fig. 10(c), we also
plot the behavior of the mean number of photons of the conditional states as a function of the
different conditioning values mp. Finally, to deeply characterize the output conditional states
we define the non-Gaussianity measure as

6=S [I/N

,,R] + ;Pn log Py (21)
where N, is the mean photon number of the conditional states, and S[vy,, ] = ny, log(1 +
1/ny,) + log(1 + ny,) is the entropy of the single-mode thermal state vy, (see Equation 19).
However, due to the inefficient detection, we cannot reconstruct the actual photon-number
distribution P, but only the detected-photon-number distribution Py, ;. Remembering that
for thermal states the statistics of detected photons is still thermal, we evaluate the quantity

e=Slum, ]+ Y Prig,mg 108 Py < 6. (22)

mr

The last inequality follows from the fact that the inefficient detection may be described by a
Gaussian lossy channel that does not increase the non-Gaussianity, followed by an ideal (i.e.
unit quantum efficiency) detection. The quantity e turns out to be a lower bound for the actual
non-Gaussianity, that is, significant values of € correspond to more markedly non-Gaussian
states. The behavior of ¢ as a function of the conditioning value my predicted by the theory
(line) is well reproduced by the experimental data (dots) shown in Fig. 10(d).

As a second application, we address multimode conditional measurements on the
quantum correlated optical states produced by a pulsed multimode spontaneous parametric
down-conversion (Allevi et al., 2010c).

The experimental setup is sketched in Fig. 11(a). The pump light source was the fourth
harmonics of a Nd:YLF ps-pulsed laser (High-Q Laser Production, Austria) produced by a
non-collinear sum-frequency generation. The pump was then sent into a -BaB,O4 (BBO)
crystal (Kaston, China, cut angle 48.84 deg, 4 mm length) to produce pairwise entanglement
at 523.5 nm, in order to match the maximum quantum efficiency (QE = 0.5) of the HPDs.
The UV stray light was cut-off by a filter and by two harmonic separators. Signal and idler
were selected by two pin-holes (300 ym diameter, located at 1 m from BBO2). Notice that the
number of temporal modes, which is evaluated from the marginal detected-photon number
distribution, cannot be reduced at will. The only way to reduce the number of modes is to
select a single spatial mode, which involves the challenging matching of the collection areas
in signal and idler. The possible mismatch between the collection areas results in an effective
detection efficiency, reduced in comparison to the nominal efficiency of the detectors, which
can be estimated through the level of noise reduction R = 1 — 7 (see Fig. 11(c)) exhibited by
the two beams (Bondani et al., 2007). For our beams we obtained, without noise subtraction,
n ~ 0.06. The light passing the pin-holes was coupled to two multimode optical fibers and
delivered to the detectors. Each experimental run was performed on 50000 subsequent laser
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Fig. 11. (a) Schematic diagram of the experimental setup. BBO1 and BBO2: nonlinear
crystals; F: cut-off filter; HS: harmonic separators; PH: pin-hole apertures; L: lenses; MF:
multimode optical fibers; HPDs: amplified hybrid photodetectors; SGI: synchronous gated
integrator; ADC+PC: digitizing PC board. (b) Detected-photon correlation coefficient and (c):
shot-noise reduction, plotted as functions of the mean number of detected photons per mode
(experimental data (dots) and theoretical curve (solid line)).

shots at fixed values of the pump intensity. First of all, we characterized the entangled states
by measuring the correlation coefficient

- (Ms/ps + 1) (M;/pi +1)°

where M ; is the mean number of detected photons and i, ; is the number of modes in signal
and idler. In Fig. 11(b) we plot C as a function of the total mean number of detected photons
per mode: the experimental results are in perfect accordance with theory.

For what concerns the generation of non-Gaussian states, we notice that the intrinsic
multimode nature of our entangled states makes the theoretical description of the
photon-subtracted states non trivial. ~Moreover, a quantification of the amount of
non-Gaussianity is not possible, as all the existing descriptions refer to single-mode states
(Genoni & Paris, 2010). The experimental joint detected-photon distribution Py, plotted
in Fig. 12(a), is well superimposed to the theoretical curve derived from the multimode
description of the process. Starting from its expression we calculated the photon distribution
of the conditional states obtained by choosing the values of the measured photons on the
idler beam, m;. Panel (b) of Fig. 12 displays the detected-photons distributions of the
conditional states obtained by choosing a definite number of detected photons on the idler
(m; = 10 and m; = 15). We notice that the results are in excellent agreement with the theory
and, despite the small value of effective quantum efficiency, the conditioning power of the
measurement is appreciable. This is clearly illustrated by the behavior of the mean values of
the distributions, which is reported in panel (c) of Fig. 12 as a function of the conditioning
value: the experimental data are again in agreement with the theoretical prediction.

The conditioning protocol is thus effective even though the results are somehow limited by
the specific characteristics of the original twin-beam state and in particular by its multimode
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Fig. 12. (a) Joint detected-photon distribution: the experimental data are plotted as dots and
the theoretical surface as grey mesh. (b) Reconstructed distributions of two different
conditional states (symbols) obtained starting from the same unconditioned one (black line).
The theoretical curves are plotted as lines according to the same choice of colors. (c) Mean
number of detected photons of the conditional states as a function of the conditioning value:
experimental data (dots) and theoretical curve (solid line). The dashed line corresponds to
the mean value of the unconditioned state.

nature. The results could be improved by decreasing the number of temporal modes, either
by reducing the pump duration or by changing the nonlinear crystal: work is in progress to
follow both these lines.

5. Conclusions

We have presented the generation and characterization of pulsed optical states in the
mesoscopic photon-number regime. In particular, the good results obtained for the
reconstruction of detected-photon distributions and Wigner functions, for the measurement
of shot-by-shot photon-number correlations and for the implementation of multiple
photon-subtraction by means of HPDs open the way to the exploitation of these detectors
for several applications in the fields of Quantum Optics and Quantum Information. Their
main power is represented by the possibility to provide all the information contained in each
laser shot, which is a required feature for the implementation of quantum communication
protocols. The satisfactory experimental results obtained till now with classical states
encourage us to explore more exotic classical states, such as the non-Gaussian ones, that could
be useful as probe fields in many application schemes.

Nevertheless, beside the many advantages, we are conscious that the HPDs present an
intrinsic deviation from ideality in the single-electron response. This limitation seems to be
irrelevant for classical states, but becomes critical in case of detection of nonclassical states,
as the uncertainty in the determination of the photon peaks corresponds to a reduction of
the overall quantum efficiency. In order to minimize this problem, we could try to increase
the gain of the detection chain by operating the HPDs at the maximum voltage below the
breakdown threshold and at the minimum temperature allowed, and to refine the analysis of
the detector outputs to include this effect in the description of its response.
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1. Introduction

In recent years there has been an increasing demand for detecting the ultrafast laser pulse to
apply in environmental monitoring such as solar ultraviolet (UV) radiation monitoring,
ozone-hole sensing, flame detection for a fire alarm, and secure space-to-space
communication and many research groups focus their attention on the detector materials
and its various kinds of detecting performance parameter. Main efforts are currently
directed to wide band gap semiconductors, such as III-V nitrides,[1] silicon carbide,[2] zinc
oxide,[3] and diamond,[4] which are a much more attractive choice for selective UV
detection. A response of 8 ns rise time and 1.4 ps fall time has been achieved in UV
photoconductive detector based on epitaxial Mgo34ZnosO thin films.[5] Highly quality GaN
devices exhibit 1.4-ps-wide electrical transients under illumination by 100 fs duration and
360 nm wavelength laser pulses.[6] In general, thermal detectors such as bolometers are
independent of the wavelength with a major disadvantage of the slow response time, which
limits their applications especially where the fast measurement is required. In the past few
years, there have been active studies of the fast photoresponse of superconductor materials
such as YBa»Cu3Oy-s thin films irradiated by visible and infrared laser pulses, and the
transport measurements of photo-induced voltages have probed the time scale from
picosecond to nanosecond.[7-10] However, these devices require a complicated fabrication
process and high-cost manufacturing.

In this paper, a brief review of our recent research results on oxide single crystals and films,
such as tilted perovskite oxides,[11-13] polar crystals[14] and manganite films,[15,16] is
presented. Some experimental results are introduced and then, theoretical investigations
about interesting experimental phenomena are presented.

2. Ultrafast photovoltaic effects in oxide single crystals

2.1 Ultrafast photovoltaic effects in tilted perovskite oxide single crystals

Perovskite oxides, as one of the leading research topics, have been intensively studied due
to their intrinsic properties such as insulating, ferroelectric, superconducting, colossal
magnetoresistance, optical properties and so on. Some research groups focused their
interests on the photoelectric effect of perovskite oxide materials, and the research results



308 Femtosecond—Scale Optics

showed that perovskite oxides have the potential and foreground as the photodetector
materials in different wavelengths.

Strontium titanate oxide SrTiOs (STO) is a promising wide band gap material and appears to
be excellent in the field of electronic industry. Over the years, STO has been mainly used for
dielectric devices,[17-19] whereas very little work has been devoted to optical
applications.[20,21] In agreement with its band gap of 3.2 eV, STO absorbs lights with a
wave-length of less than 390 nm, presenting a high transparency in the visible and infrared
wavelength range and selectively sensitive to a UV light.

As-supplied STO (001) single crystals with the purity of 99.99% are mirror double polished.
The geometry of the sample is 3 mm x 10 mm with the thickness of 0.5 mm. The (001) plane
is tilted as an angle of o with respect to the surface. The angles ranged from 0 to 45°. As
shown in Fig. 1, the tilting of the c axis was confirmed by x-ray diffraction (XRD)
measurement with the usual 8268 scan. To satisfy the Bragg’s diffraction geometry, the [001]
axis was aligned carefully and the offset point was set as . Here, ® was o or a.-45° to detect
(00I) or (I0I) peaks, respectively.
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Fig. 1. X-ray diffraction patterns of tilted STO crystals. The inset shows the configuration of
6-268scan. To get different diffraction peaks, (00), (101) and (202), ® was adjusted as shown
in the angle arrays (o, 0) for different o.. [11]
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For the photovoltaic measurements, two indium electrodes separated by 1 mm were
prepared on the laser-irradiated surface of the STO, and were always kept in the dark to
prevent the generation of any electrical contact photovoltage. The third harmonic of an
actively passively mode-locked Nd:yttrium-aluminum-garnet (Nd:YAG) laser was used as
the light source, operating at a wavelength of 355 nm (3.49 eV photon energy) with 25 ps
duration at a 1 Hz repetition rate and an energy density of 0.05 m] mm2 . Thus the on-
sample energy is 0.15 m]. The photovoltaic signals were monitored with a Tektronix
sampling oscilloscope (2.5 GHz bandwidth) terminated into 1 MQ.

The pulsed photovoltage was observed when the tilted STO surface was irradiated directly
by a laser pulse. Figure 2(a) presents a typical transient open-circuit photovoltage of a 15°
tilting STO single crystal. The peak photovoltage ViF is 52 mV, the 10%~90% rise time (RT)
is 80 ns, and the full width at half maximum (FWHM) is 2.8 ps. To reduce the influence of
the circuit in the measurement and the long tail of the decay time due to the RC effect in the
photovoltaic signal, a 0.5 Q load resistance was connected in the two electrodes and parallel
with the STO crystal. As shown in Fig. 2(b), the RT is dramatically reduced to about 130 ps,
which is limited by the oscilloscope, and the FWHM is also reduced to be about 230 ps. The
peak photocurrent It P is 4.7 mA, here, I, =V1/0.5 Q.
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Fig. 2. (a) A typical open-circuit photovoltage and (b) a typical photoresponse signal with a
0.5 Q resistance in parallel with the STO single crystal under an excitation of 25 ps duration
and 355 nm laser pulses. The tilted degree a is 15°. The inset displays the schematic circuit of
the measurement. V1P and ItP denote the peak value of the transient photovoltage and
transient photocurrent, respectively. [11]

We did not observe the photovoltaic signal when the STO crystal was irradiated by the 532
or 632.8 nm pulse lasers. To characterize the photo-generated carriers of the samples used in
present study, we determined the optical absorption spectrum from the optical transmission
measurement using a SpectraPro500i spectrophometer. Figure 3 shows the UV-visible
absorption spectrum of STO samples as a function of the wavelength. The sharp absorption
edge is at ~385 nm, which is in agreement with the optical band gap of STO and the
experimental results, indicating that photovoltaic signals cannot have been observed when
the samples are irradiated by lasers with the photon energies smaller than the band gap of
STO. This property demonstrates that the production of the photongenerated carriers plays
a crucial role in the process of laser-induced voltage in this system.
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Fig. 3. Spectral absorption of STO single crystal with a thickness of 0.5 mm. [11]

To understand the mechanism of the photoelectric effect, we illuminate the STO crystal
through the reverse face which is opposite to the side where leads are attached. The signal
polarity reversal is obvious, and the response is essentially mirror images of each other. In
addition, no photovoltage was generated along the nontilting [010] direction. These facts can
be considered to support the suggestion that this phenomenon is due to a transverse
thermoelectric effect.[22] In this case, the voltage can be represented by

Ex = 1(5[100] - S[o[n])Sin(?.OL)(dT/ dZ)/Z. (1)

Here [ is the illumination length, Sji00) and Sjoo1) are the Seebeck coefficients along the [100]
and [001] axis, and dT/dz is the temperature gradient in the direction of irradiation (the
surface normal direction of STO crystal).

Furthermore, we chose several STO samples with different tilting angles (1°, 7°, 10°, 15°, 20°,
30°, 40°, 45°) and measured ViP and I;F as the function of a. The experimental procedures
are the same as shown in Figs. 2(a) and 2(b). Results are plotted in Fig. 4. The signal
amplitude increases with a until 20°, and then decreases. At a = 45°, the detected signal,
similar to that at a = 0°, is basically a random noise due to the electrical-magnetical emission
by the operation of the excimer laser. The maximum of the signal height, a photovoltage of
63 mV and a photocurrent of 67 mA, appears at a = 20°. It has been well known that each
element of Seebeck tensor is proportional to the corresponding electrical resistivity of the
system, and the electrical resistivity along each axis is reverse proportional to the transient
carrier density correspondingly. In this way, Seebeck tensor strongly depends on the
transient carrier density along each axis. The inset of Fig. 4 shows the schematic drawing
under the irradiation of a UV pulse laser. If we divided the laser into two components of
being parallel and being perpendicular to the tilting direction, the transient carrier density
along each axis is proportional to the illuminated power perpendicular to the tilting
direction, leading to (Sji00]- Sjoo1)) o« (cosa - sina). So, we can get

E. « I(cosa - sina)sinRa)(dT/dz)/ 2, (2)
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where the maximum occurs at o = 20.9°. From Fig. 3, we can see that the calculated results
(dashed lines in Fig. 4) from Eq. 2 are in very good agreement with the measured points,
which indicates that the present model of the mechanism for laser-induced voltage becomes
convincing. This result also suggests the importance of the anisotropic thermoelectricity.
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Fig. 4. Peak photovoltage (open circle) and peak photocurrent (open square) dependence of
the tilting angle. The dashed lines show the fitting results using Eq. (2). [11]

To demonstrate the mechanism presented above, we also measured the irradiated area
depended photovoltage, and the result showed that the measured voltage depended weakly
on the length and linearly on the width of the irradiated area.[12] Figure 5(a) shows a
diagram of the photoresponse measurement setup. The output of a Lambda Physik LEXTRA
200 XeCl excimer laser (308 nm wavelength, 20 ns pulse duration) was used as the laser
source, with a single pulse energy density of 1.6 mJ/mma?. The irradiated area was wl. The
two electrodes were always kept in the dark to prevent any photovoltaic effect from the
junctions. The photoresponse signal was monitored with a digital oscilloscope with 500
MHz resolution terminated into 50 Q at ambient temperature.

Figure 6 displays the dependence of Vp on the irradiation area. For w = 3 mm and 10 mm, Vp
is constant at ~ 0.05 V and ~ 0.15 V, respectively, independent of the value of I. However, Vp
varies linearly with w for fixed I. Thus, from basic circuit theory, the total resistance in the [
direction, can be expressed as

pl pl
R =F_- 3
Sy ®)

Where p s the electrical resistivity along I direction and f is the thickness of the sample. Due
to the configuration of the measurement setup (Fig. 5(b)), the circuit acts as a voltage
divider, and the readout voltage Vr will be determined by
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— VSRT ~ VSRT
T - -~ 5 7

= 4
Rr+Rg  Rg ®

where Rt = 50 Q is the impedance at the input channel of the oscilloscope, and Vs is the
actual signal generated by the sample, given by equations (2). Finally, according to the
equation (2), one can obtain:

Vr = VsRy oc &l(cosa - sin()sin(Zoz)d—T1 oc w(cosa — sina)sin(Za)d—T . )
Ry AL dz 2 dz
wt

J\

Digital
Oscilloscope

- electrodes
E irradiation area

.

T
[
ey
VT
Fig. 5. (a) Schematic of the optical response measurement setup. [ and w denote the length

and width of the irradiated area, respectively. (b) Corresponding equivalent electrical
scheme of the single crystal along the I direction. [12]

The suggested model for the source of the laser induced voltage in STO is fairly simplified,
and only qualitatively explains the dependence of Vp on the irradiated width and length, as
well as its dependence on the vicinal angles.

Picosecond photovoltaic effect has been observed in tilted Nb 0.7 wt %-SrTiOs (NSTO)
single crystal under Nd:YAG pulse laser (a wavelength of 355 nm, a 25 ps duration, a 1 Hz
repetition rate and an energy density of 1.07 m] mm-2) irradiation at ambient temperature
without an applied bias.[23] The RT and FWHM are 828 and 670 ps, respectively.
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In addition, ultrafast photoresponse were also observed in LaSrAlO; and MgO single
crystals with their (001) planes tilted to the surface wafer at an angle of 10°.[24,25] When the
samples were irradiated by 248 nm KrF laser pulses of 20 ns duration, open-circuit
photovoltages were obtained. The RT and FWHM were ~10 ns and ~20 ns for tilted MgO
and 6 ns and 19 ns for tilted LaSrAlO,.
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Fig. 6. The peak voltage Vp as a function of (a) length I and (b) width w of the irradiated area
for 15° tilting angle. [12]

2.2 Thickness-dependent photovoltaic effects

The photovoltaic effects of tilted NSTO with different thicknesses were systematically
investigated under the illuminations of ultraviolet pulsed lasers with the wavelength of 248
nm.[13] The as-supplied NSTO (001) (0.7 wt% Nb) single crystal wafer was investigated. The
sample geometry is 5 x 5 mm? with a thickness of 0.5 mm and polished into several different
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thicknesses mechanically (d = 120 ~ 460 pm). The wafer orientation is 10° tilted from the
exact (100) orientation which was confirmed by an XRD measurement with the 8~26 scan.
For the photovoltaic effect measurements, two Ag electrodes were applied and separated by
1 mm on the back of irradiated surface of the NSTO to avoid the photovoltaic effect due to
contact barrier. Compex50 excimer pulsed laser with a laser spot of 5 x 13 mm?, operating at
a wavelength of 248 nm with 20 ns duration at a 2 Hz repetition rate, was used as the light
source. The effective irradiation area is about 5 mma?. The open-circuit photovoltaic signals
were recorded using a digital oscilloscope terminated into 50 Q.

Figure 7 shows the dependence of the peak photovoltaic signals (Ryg) on crystal thicknesses.
With the decrease of thickness Ryg increased and reached to a maximum of 4.52 mV at 180
pum, which is ~2.63 times larger than that at 460 pm. However, Ryg decreased to 2.08 mV
smaller than half maximum when the crystal is thinned from 180 pm to 120 pm. From the
inset of Fig. 7, the Ryg linearly depended on the on-sample laser energy density E. Thus the
thickness dependence of Ryg can be explained as following: there are many kinds of defects
and traps (recombination centers) where the electrons and holes can locate in samples,
owing to the doped 0.7 wt% Nb impurity, which is often found in single crystals and can be
considered as carrier dilution effect. Only those carriers reaching to the electrodes in the
back can be collected and give rise to photovoltaic signals. On one hand, with decrease of
crystal thickness the amount of carriers collected by electrodes in the back increase due to
lower loss, which is resulted from the shorter transport distances as well as less traps and
recombination in thinner samples. Thus the photovoltaic signals for thinner samples are
much larger than that for thicker samples. On the other hand, the decrease of thickness also
leads to decrease of autologous carriers in NSTO single crystals, which limits the amount of
carriers collected by electrodes. The competion between the above two factors results in a
maximum photovoltaic signal.
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Fig. 7. Thickness and on-sample laser pulse energy density (inset) dependences of peak
value responsivities of photovoltaic signals. [13]
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Figure 8 shows the thickness dependence of the RT and FWHM of the photovoltaic signals.
The response time is faster for the thinner sample. The differences of the RT and FWHM
between the thickest and the thinnest crystals are about 4.49 ns and 9 ns, respectively. This
dependence can be understood easily: the carriers induced by laser pulse were separated by
lateral field in the NSTO single crystal, and traveled shorter distance to reach the electrodes
for thinner samples so that faster photovoltaic responses can be observed.
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Fig. 8. Thickness dependence of RT (solid point) and FWHM (open point) of photovoltage.
[13]

Experimental results show that the decrease in the crystal thickness is an effective method
for improving the photovoltaic sensitivity in single crystals, suggesting the potential for
optoelectronic detection applications.

2.3 Ultrafast photovoltaic effects in polar crystals

Silicon dioxide (SiO2), which has good abrasion resistance, electrical insulation and high
thermal stability, is widely used in electronics industry, refractory materials or glass
production and so on.[26-28] Picosecond photovoltaic response has been observed in quartz
single crystals under spectrally broadband laser irradiation from ultraviolet to near infrared
without an applied bias at room temperature.

A mirror polished commercial quartz single crystal with 3 x 5 mm? in area, 0.5 mm in
thickness (MTI Corporation Production, USA) and c-axis oriented (parallel to the normal of
the illuminated surface) was used for the photoresponse studies. The samples have pure
single crystal structures characterized by x-ray diffraction using Cu K, radiation.

Figure 9 displays the temporal response of the open-circuit photovoltage responsivity Rve
equal to the photovoltage/on-sample-energy, and the primary photovoltaic signals are
almost symmetrical. The inset of Fig. 9 displays the schematic circuit of the measurement.
The Nd:YAG laser (pulse duration of 25 ps, repetition rate of 10 Hz) was used to irradiate
the sample operating at the wavelengths of 1064, 532 and 355 nm. The photovoltaic signals
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were recorded using a sampling oscilloscope terminating into 50 Q. The RT and FWHM are

about 465 and 586 ps, 403 and 570 ps and 419 and 720 ps for 1064 nm, 532 nm and 355 nm,
respectively.
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Fig. 9. Temporal response of a quartz single crystal under the irradiation of a Nd:YAG

pulsed laser at room temperature without an applied bias. The inset displays the schematic
circuit of the measurement. [14]

The peak amplitudes Ry of Ry as a function of the on-sample pulsed laser energy Ei, are
plotted in Fig. 10. It is found that the Ry shows a high value when the sample was irradiated
by a low energy pulse laser and drops gradually with the increase in Ej,.
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Fig. 10. Peak photovoltaic responsivity R as a function of the on-sample laser pulse energy
Ein. [14]
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In addition, the samples were also illuminated directly by continuum solid state lasers (on-
sample power: 20 mW) in the absence of an applied voltage at ambient temperature. The
open-circuit photovoltaic signals were measured by a standard lock-in amplifier technique
and recorded by a sampling oscilloscope terminating into 1 MQ.

Figure 11 shows that the responsivity Ryp, equal to photovoltage/on-sample power, is about
0.476 pVmW-1, 0165 pVmW-1 and 0.188 pVmW-1 for 1064 nm, 808 nm and 532 nm,
respectively, which resembles that under a bromine-tungsten lamp illumination (on-sample
power: 1.08 mW). We also measured the picosecond laser-induced photovoltages in 10°
tilting quartz single crystals and the signals were very close to those in the present nontilting
samples, indicating that the Seebeck effect is ruled out.
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Fig. 11. Photovoltaic responsivity Ryp of a quartz single crystal under continuum laser
illumination at room temperature without any bias. [14]

The present photovoltaic effect should relate to the trap centres existing in quartz single
crystals. Based on metal-insulator contact theory,[29] the energy-band diagram for the
interface between Ag and SiO; is shown in Fig. 12. The Fermi level (Ef) of Ag immediately
after contact is higher than that of SiO,. Thus, electrons will be transferred from the metal
into SiO; to equalize the E;. During the transmission, a portion of electrons are trapped by
positively charged centres in the crystal and accumulated in traps. The contact potential
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difference (C.P.D.) in the equilibrium state is estimated as ~0.64 eV, which is determined by
the difference between the metal and insulator work functions. Under illumination a
number of trapped electrons are freed into the conduction band (C.B.) of SiO, and removed
by the built-in electric field. Eventually, photovoltage occurred in the present system. In this
case, the trap level below the C.B. was estimated to be ~1.165 eV (1064 nm photon energy).
From Fig. 9, the transient photovoltaic responsivities under picosecond irradiation are about
0.375 pyVmW-1 and 1.31 x 106 uyVmW-1 at 0.081 mJ and 0.056 m] for 1064 nm and 532 nm,
respectively, are about six orders of magnitude smaller than that under continuum light
illumination. This indicates that the above factor cannot be responsible for the photovoltage
under picosecond laser irradiation. In short-pulse materials processing, where the transient
power density is very high (107108 Wem2 in our case), it is necessary to consider such
physical events as internal electron-lattice coupling, thermal transport or lattice distortion,
etc. The laser radiation is first absorbed by the electrons within the ultrashort pulse duration
and subsequently transferred to the crystal lattice through electron-phonon interactions
over a characteristic time. In addition, the crystal structures of a-quartz (trigonal form) and
B-quartz (hexagonal) do not give rise to pyroelectricity due to the symmetry of quartz. In
contrast, the B2 tridymite quartz with internal strains is a candidate for pyroelectric material
owing to its lower symmetry and intricate structure.[30] Here, the secondary and tertiary
pyroelectric effects, which are produced by deformation and inhomogeneous temperature
distributions within the crystal, were introduced to meet our present results.
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Fig. 12. The schematic band structure of the Ag-SiO; contact. C.P.D., V.L., C.B., V.B. and Ef
denoted the contact potential difference, vacuum level, conduction band, valence band and
Fermi level, respectively. [14]

From the heat flow equation Q = xVT ~ yEin/ 1, where Q is the heat current density, y ~ 1%
the absorption coefficient, k ~ 1.38 Wm-1K-1 the thermal conductivity and t the response
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time. With these values, the surface temperature can be estimated to be about 2 x 104 K
when the sample is irradiated by a picosecond pulse laser. So the . tridymite structure
can be formed in crystals since the surface temperature is much higher than the transition
temperature of 1143 K from B-quartz to B2 tridymite phases.[31] And also a non-uniform
transient tempe