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Preface 
 
Invention of solid-state transistors and integrated circuits has spawned the information 

age and the growth in the past 50 years has been phenomenal and unrivaled. Nowadays, 
information is at people’s fingertips and communications take seconds rather than days like 
20 years ago. Such rapid development stems from tremendous developments in both 
hardware and software such as solid-state circuits. The field of integrated circuits has 
obeyed Moore’s Law for 40 years but as materials are being pushed to the limit, scientists 
and engineers are finding it harder to continue on the trend predicted by Gordon Moore.  
Approaches such as parallel processing, new circuit design, and particularly novel materials 
are necessary. This book brings together contributions from experts in the fields to describe 
the current status of important topics in solid-state circuit technologies. It consists of 20 
chapters which are grouped under the following categories: general information, circuits 
and devices, materials, and characterization techniques. 

The first two categories consist of chapters about CMOS nonlinear signal processing 
circuits, transconductors, dynamically reconfigurable devices, new unified random access 
memory devices, low-voltage fully differential CMOS switched-capacitor amplifiers, low-
voltage, high linear, tunable, and multi-band active RC filters, multi-clad single mode 
optical fibers for broadband optical networks, continuous-time analog filters for CMOS and 
VHF applications, CMOS low noise amplifiers, PCM performance, ESD protection elements, 
directional tuning control of wireless / contactless power pickup for inductive power 
transfer systems, regulated gate drivers in CMOS, millimeter-wave CMOS, CMOS 
integrated switched-mode transmitters, and metal-oxide-semiconductor memories and 
transistors.  The chapters covering materials science and engineering include hafnium-based 
high-k gate dielectrics, liquid phase oxidation on InGaP and applications, as well as 
germanium-doped Czochralski silicon. The final two chapters pertain to miniature dual-
axes confocal miscroscopy for real time in vivo imaging and scanning near-field Raman 
spectroscopic microscope. 

These chapters have been written by renowned experts in the respective fields making 
this book valuable to the integrated circuits and materials science communities. It is 
intended for a diverse readership including electrical engineers and material scientists in the 
industry and academic institutions. Readers will be able to familiarize themselves with the 
latest technologies in the various fields. In addition, each chapter is accompanied by an 
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extensive list of references for those who want to obtain more detailed information and 
perform more in-depth research. 

The tremendous cooperation from contributing authors who devoted their valuable 
time to write these excellent chapters and meticulous assistance provided by the editorial 
staff to make this book a reality are highly appreciated. 

Editor 

Paul K. Chu 
City University of Hong Kong 
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CMOS Nonlinear Signal Processing Circuits 
Hung, Yu-Cherng 

National Chin-Yi University of Technology 
Taiwan, R.O.C. 

1. Introduction 
In VLSI circuit design, nonlinear signals processing circuits such as minimum (MIN), 
maximum (MAX), median (MED), winner-take-all (WTA), loser-take-all (LTA), k-WTA, and 
arbitrary rank-order extraction are useful functions (Lippmann, 1987; Lazzaro et al., 1989). 
In general, median filter is used to filtering impulse noise so as to suppress the impulsive 
distortions. The MAX and MIN circuits are important elements in fuzzy logic design. With 
regard to WTA application, it is the major function in pattern classification and artificial 
neural networks. Thus, design of these nonlinear signal-processing circuits to integrate 
smoothly within SoC (System-on-a-chip) applications becomes an important research. 
Recently, complementary metal-oxide-semiconductor (CMOS) technology is widely used to 
fabricate various chips. In this chapter, the designs of all circuits are realized by using 
CMOS process. However, since CMOS transistor is continuously scaled down via thinner 
gate oxides and reduced device size, supply voltage is necessary to reduce in order to 
improve device reliability. Therefore, a high reliable WTA/LTA circuit, a simple MED 
circuit, and a low-voltage rank-order extractor are addressed in the chapter. The 
organization of this chapter is as follows. Section 1 introduces the background of these 
nonlinear functions, including definitions and applications. Section 2 describes conventional 
WTA/LTA architectures and presents a high reliable winner-take-all/loser-take-all circuit. 
Section 3 shows an analog median circuit, with advantage of simple circuit. Section 4 
describes a CMOS circuit design for arbitrary rank order extraction. Restrictions and design 
techniques of low voltage CMOS circuit are also addressed. Section 5 will briefly conclude 
this chapter. 
Given a set of external input n variables a1, …, an, the operation of MAX (or MIN) circuit 
determines the maximum (or minimum) value. A median filter puts out the median variable 
among a window of input samples. The function of a WTA network is to select and identify 
the largest variable from a specified set of variables. A counter part of WTA, LTA identifies 
the smallest input variable and inhibits remain ones. Instead of choosing only one winner, 
the k-WTA network selects the largest k numbers among n competing variables ( nk ≤ ), 
which allows for more flexibility in applications. For arbitrary rank order identification, a 
rank-order filter (extractor) is designed to select the k-th largest element ak among n 
variables a1, …, an. Depending on application requirements, these input variables are either 
voltage, or current signals. 
In order to clearly describe these nonlinear functions, taking one example indicates these 
definitions. Two output responses of a circuit corresponding to a set of input currents Iin1, 
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Iin2, …, and IinN : one is analog output current Io, the other one is digital outputs set Vo1(rank), 
Vo2(rank), …, and VoN(rank). Assuming five external input currents are 9, 7, 10, 5, and 3 μA. 
Depending on various functions requirement, the output current Io and the corresponding 
digital outputs responses are as follows. 
1. MAX: Io = Maximum(Iin1, Iin2, …, IinN)= Iin3= 10 μA 
2. MIN: Io = Minimum(Iin1, Iin2, …, IinN)= Iin5= 3 μA 
3. MED: Io = Median(Iin1, Iin2, …, IinN)= Iin2= 7 μA 
4. WTA: Output voltages Vo1(rank), Vo2(rank), …, and Vo5(rank) respond to logic high to identify 

which one is the maximum value among Iin1, Iin2, …, and IinN. In this case, (Vo1(rank), 
Vo2(rank), …, Vo5(rank))= (0, 0, 1, 0, 0), where “0” and “1” are the logic low and logic high, 
respectively. 

5. LTA: A reverse operation of WTA function, and outputs set is (0, 0, 0, 0, 1) for this case. 
6. k-WTA: Depending on k value, k winners are selected. The function has more flexible in 

application than WTA. For example, the outputs of 2-WTA is (Vo1(rank), Vo2(rank), …, 
Vo5(rank))= (1, 0, 1, 0, 0) in this case. 

7. Rank order: The function of the rth rank-order extraction identifies the rth largest 
magnitude among Iin1, Iin2, …, and IinN. For example, outputs of the 2nd and 3rd rank 
order are (1, 0, 0, 0, 0) and (0, 1, 0, 0, 0) in this case, respectively. 

 

x y z

x y z

Rule 1: IF x is PL and y is ZR, then z is NS.
Rule 2: IF x is ZR and y is NL, then z is ZR.

PL

ZR

ZR NS

NL ZR

MIN

MIN

MAX
z

 
Fig. 1. Applications of MIN and MAX operations in fuzzy inference. 
 

(a)

(b)
 

Fig. 2. Application of MED filter. 
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(a)                                                                   (b) 

Fig. 3. Two-dimension application of MED filter. 
 

WTA
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Input

Pattern
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Outputs

Template
Patterns

 
Fig. 4. Applications of WTA/LTA function in artificial neural network. 

Various applications for these nonlinear functions are described as follows. The MAX and 
MIN circuits are important elements in fuzzy logic design (Yamakawa, 1993). Fig. 1 shows 
the MAX and MIN operations in fuzzy inference. Variables “x” and “y” are inputs; variable 
“z” is the corresponding output response. In a specific status, either rule 1 or rule 2 is 
satisfied. MIN function realizes the “and” operation in fuzzy rules, and MAX function 
realizes the “or” operation. In image signal processing, MED function in general is used to 
filtering impulse noise so as to suppress the impulsive distortions. Figure 2 shows a one-
dimension application for noise cancellation. Fig. 2(a) shows a Vpp 1.2 V sinusoidal signal 
corrupted by noise, and Fig. 2(b) shows the processed signal after MED filtering with a 
window of size five. In addition, Figure 3 shows a two-dimension application also for noise 
cancellation of image. With regard to WTA application, it is the major function in pattern 
classification, vector quantization, data compression, and self-organization neural networks. 
Figure 4 shows WTA application for pattern identification. Commonly, an analogue rank 
order filter is widely used in signals sorting and classification. 
In general, these nonlinear functions are achieved either by using digital or analog 
implementations. Under digital implementation, since most of signals obtained from the real 
world are continuous forms, the continuous inputs must first be transferred to digital type 
by using one-or-multiple analog-to-digital converter (A/D). As a result, the circuit 
complexity, chip area, and power consumption are increased due to the extra data 
converters in digital realization. Whereas for analog implementation, the circuit accuracy is 
slightly lost than digital operation and there is weaker tolerance to fabricate process 
variation. However, without extra data transfer, the analog operation is with many 



 Advances in Solid State Circuits Technologies 

 

4 

advantages such as saving time, bandwidth, and computation at the system level. 
Considering the practicality and flexibility, design issues of a CMOS analog signal 
processing circuit therefore must include 1) precision; 2) speed; 3) high tolerance to 
fabrication process variation; 4) wide range of supply voltage; 5) wide input range; 6) low 
circuit complexity; 7) low power consumption; 8) scalability; 9) programmability, and so 
forth, to allow these functions easily integration within various system-embedded chips. 
Additionally, when the device size of CMOS transistor is shrunk thinner and smaller, 
supply voltage is necessary to scale down in order to improve device reliability. A forecast 
of high-performance CMOS circuit operated within low voltage had been reported 
(Semiconductor Industry Association, 2008). Figure 5 shows the trend of CMOS supply 
voltage and physical gate length. Moreover, portable equipments such as biomedical 
electronics, computer, and portable telecommunication equipments are common used 
recently. Battery operation and low-power consumption are also important design 
requirements for these circuits. 
 
 

 
 

Fig. 5. Trend for supply voltage and physical gate length by ITRS 2008 update. 

2. Winner-Take-All and Loser-Take-All circuit 
2.1 Architectures of WTA/LTA circuits 
Based on different circuit structures, conventional WTA/LTA circuits are roughly cataloged 
into four types: 1) global-inhibition structure, in which the connectivity increases linearly 
with the number of inputs (Lazzaro et al., 1989; Starzyk & Fang, 1993); 2) cell-based tree-
topology (Smedley et al., 1995; Demosthenous et al., 1998); 3) excitatory/inhibitory 
connection (He & Sanchez-Sinencio, 1993); and 4) serial cascade structure (Aksin, 2002). 
Figure 6(a-d) shows the conceptual diagrams of these topologies. In Fig. 6(a), each cell 
receives the same global inhibition, and a common current Icomn or voltage Vcomn is shared by 
all the competing cells. The cells represented in a square block are nonlinear signal 
processing elements. Therefore, the precision of the circuit is degraded as the number of 
inputs increases. Since the operation of this circuit relies on the cells matching, a stable 
fabrication process is required for manufacturing a high-precision system. The complexity of 
the connectivity of the circuit is O(N), where N is the number of inputs. Figure 6(b) shows a 
cell-based tree-topology, with N-1 cells arranged in a tree topology for N inputs. Each cell 
receives two input variables to compare and outputs the larger (or smaller) of the two input 
signals. The backward digits in the bottom cell are then successive feedback to 1st-layer cells 
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to identify the maximum (or minimum) input. The precision of this circuit is also sensitive to 
cell matching. With this circuit design, the device sizes must be rescaled when the supply 
voltage is modified. 
 

(a) (b)

(c) (d)

Cell1
...

Icomn

Vcomn

Input1 Input2 InputN

O1 O2 ON

Cell2 CellN

Cell1
...Cell2 Cell CellN/2

Cell(N-1)

...

...

Input1 InputN
...

Cell(N/2)+1 Cell3N/4

O1 O2 ON

: Forward Signal
: Backward Signal

...

Cell1
...Cell2 CellN

Input1 InputN
Input2

...

O1 O2 ON

Inhibiting Signal

Excited
Signal

Comp.
Cell

(Analog)
...

Input2 ...

Control
(Digital)

Comp.
Cell

(Analog)

Input3

Control
(Digital)

...

Comp.
Cell

(Analog)

InputN

Control
(Digital)

Input1

O1 O2 ON

Max
(in.1, in.2)

  
Fig. 6. Conventional architectures. (a) Global-inhibition structure. (b) Cell-based tree 
topology. (c) Excitatory/inhibitory connection. (d) Serial cascade. 
Figure 6(c) shows an excitatory/inhibitory connection with an O(N2) connectivity 
complexity. Each cell receives the inhibited signals from other cells and an excitatory signal 
from itself. With this design, chip area increases with the square of the number of inputs. 
Based on comparators operation, Figure 6(d) shows an N-1 analog comparison blocks and 
N-1 digital blocks cascaded in serial. Within a comparison time Tcomp, the larger magnitude 
of inputs in each analog block is sent to next stage to compare with other inputs. The result 
of the each comparison is then sent to the corresponding digital block, and a decision digit is 
feedback from right block to left block to identify the maximum input. As a result, the 
response time of the circuit is approximated to digcomp TTN +⋅− )( 1 , where Tdig is the total 
propagation time of the digital part. The offset voltage of each comparator dominates the 
precision of the architecture. Circuit implementation of Fig. 6(d) is also sensitive to process 
variation. For a high precision application, identical internal circuit blocks shown in Figs. 
6(a-d) are necessary. The primary limitations of accuracy for the conventional architectures 
are fabricated process variations and matching requirement of internal cells. The variations 
of CMOS fabricated process include transistor threshold voltage, actual device size, thinness 
of the gate oxide, and other variety of factors. In a common process, threshold voltage in 
general varies from –10% to +10% of its nominal value. Due to the non-uniform etch and 
diffusion procedures, actual device sizes are also varied. In a real CMOS process, these 
variations are hard to eliminate completely. How can we improve the accuracy of analog 
circuit in a conventional process? 
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2.2 A high reliable WTA/LTA circuit 
In the section, a highly reliable CMOS signal processing circuit with a programmable 
capability for WTA function and LTA function is described (Hung & Liu, 2004). A symbol 

),( inkinj
i

t VVCOMP  (1≦j, k≦N and N is the number of inputs) is defined such that the ith 
comparator cell receives two input variables (Vinj and Vink ) to compare in magnitude at time 
t, and the output i

tZ  of the cell is the larger variable or a binary value. For a 
),( inkinj

i
t VVCOMP  operation, i

tZ  is defined as 

 in in in

in

1 or , when
0 or , otherwise.

j j ki
t

k

V V V
z

V
>⎧⎪= ⎨

⎪⎩
  

Therefore, returning to the conventional architecture the tree topology of Fig. 6(b), WTA 
mode, is represented as:  

                              t1: ),( 21
1
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2
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/
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N
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2
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t

N
t

N
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After time O( N2log ), the maximum (or the minimum) input variable is obtained. Total N-1 
identical comparators are necessary for this operation. 
 

...Input1

Comparison
Block

(Analog)

...
Control
Cell-1

(Digital)

Input2 Input3 InputN

...

Control
Cell-N

(Digital)

Result

Control
Cell-2

(Digital)

 
Fig. 7. A high reliable WTA/LTA architecture. 

To reduce the matching requirement of internal cell, Figure 7 shows a conceptual diagram of 
high reliable circuit. In the scheme, there are N identical ‘digital’ control cells and a single 
comparator for N input variables. A single comparator block multiplexes in time to achieve 
all inputs comparisons. The operating procedures are described as follows: 

                                        t1: ),( 21
1
1 inint VVCOMP  

                                        t2: ),( 3
1
1

1
2 intt VZCOMP  
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                                             … 

                                   )( 1−Nt : ),(
)()( inNtt VZCOMP

NN
11

21 −−
. 

The strategy adopted to find the maximum/minimum among a set of variables is that two 
variables are first compared; then the result of this comparison is compared with the next 
input variable using the same comparator. The procedure continues until the comparisons 
of all input variables are completed. Conceptually, circuit operation is similar to a serial 
comparison. Unlike the traditional architectures that require N-1 analogue comparators; this 
architecture requires only a single comparator to eliminate sensitivity to component 
matching requirements. Using the same algorithm, the LTA function is easily obtained by 
only reversing the output state i

tZ  in the same architecture. 
 

Vs1

Vs2

latch_clk

Auto-zero Comparison
Tunit

N-latch

Vs1

Vs2
Vin1

Vin2

Msw1

Msw2

Msw3

Cs Cp

Vs1

VDD

A B
D

latch_clk

max/min selector

Result

Comparison Block

inv-1

 
Fig. 8. Comparison block and control signals. 

The key block in this architecture is the comparator cell. Comparator performance is a 
crucial factor for realizing high-speed data conversion systems and telecommunication 
interfaces. The precision of a comparator is usually defined as the minimum identifiable 
differential voltage (or current) between inputs, that is, the comparator’s resolution 
capability. A comparator design from (Hosotani et al., 1990) is used herein; the schematic 
diagram is shown in Fig. 8. Transistors Msw1, Msw2, Msw3 are used as switches. The circuit 
operates on two phases, auto-zero phase and comparison phase. Assuming the voltage at 
node B is Vx. Based on charge conservation, after the comparison phase, Vx arrives at the 
following: 

 2 1( ) s
x b in in

s p in

CV V V V
C C C

= + − ⋅
+ +

.  (1) 
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The effect of the )/( inpss CCCC ++  term in (1) represents a degrading factor. To reduce the 
decision time, the succeeding inverters amplify the different voltage (Vin2 - Vin1) to pull node 
D up to high (logic 1) or push it down to 0 V (logic 0). The functions of the N-latch are to 
sample the voltage at node D as latch_clk turns high and to hold the comparison result as 
latch_clk turns low. Ultimately, the output polarity of the N-latch will be changed according 
to the max/min selector setting. The max/min selector signal modifies the polarity of the 
compared result; therefore, without the need for structural modification, this circuit 
possesses win/lose configurable capability. The comparison block shown in Fig. 8 is reused 
during all comparison procedures. The architecture of N-inputs circuit is shown in Fig. 9, in 
which Control_Celln (1≦ n ≦N) are identical. N cells are required for N input variables. 
Each cell contains a status block, a control_switch block, and two latch blocks. 
 

Status Block

latch latch

own_state
(Vos1)

Result
reset

state_clk
inhibit

inhibit_sw
own_reg

reset
reg_clk latch latch

Control_Switch

latch latch
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(VosN)

fol_inhibit

fol_inhibit_sw

fol_reg
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RoNRo2

reset

max/min
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VDD

Ms3

Ms4

Ms1

Ms2

cap_comn

Comparison
Block

Vs1
latch_clk

Result

max/min selector

Control_Cell1 Control_Cell2 Control_CellN

Status Block Status Block

Vin1

feedback_state
fol_inhibit

own_state_1globe

to layer-2 input

own_state_2globe own_state_Nglobe

own_state
(Vos2)

Vin2

(Vos1_glb) (Vos2_glb) (VosN_glb)

Control_Switch

 
Fig. 9. The block diagram of the high reliable WTA/LTA. 

Figure 10 shows the clocks for the whole circuit. Signal reset and clock reg_clk must be 
generated externally; other clocks are produced by reg_clk and some logic gates. 
To describe the operations of the entire circuit, the circuit architecture in Fig. 9 and the clock 
waveform in Fig. 10 are referred. First, at t1, reset signal is used to initiate the status blocks, 
control_switch blocks and latch blocks. The N-latch in the status block and Ro1, Ro2, …, RoN 
are reset to zero by reset signal. Based on max/min selector signal, the MOS transistors Ms1, 
Ms2, Ms3 and Ms4 preset the initial sampling voltage (0 V or VDD) at node cap_comn. 
Despite the magnitude of input-1 variable, the input-1 variable must be a winner during an 
initial interval for a serial comparison. The initial sampling voltage at node cap_comn is thus 
set as 0 V when the max/min selector signal is set to logic 1 for WTA operation, and vice 
versa. 
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Fig. 10. Clock waveforms. 
Then, at t2, the Vs1 clock turns high (auto-zero phase) to sample the initial voltage (0 V or 
VDD) at node cap_comn. Next, at t3, Ro1 turns high to sample voltage Vin1. At this time, the 
clock Vs1 turns low (comparison phase) to compare the Vin1 with the initial sampling voltage, 
and the compared result is stored in the N-latch of the first status block. The state of the N-
latch is logic 1 if the variable is the winner. At t4, the present winner Vin1 is sampled again. 
At t5, a new comparison between previous winner Vin1 and Vin2 is performed. At t6, the 
winner (the result for the Vin1 and Vin2 comparison) is sampled again. After this procedure, a 
new comparison between the present winner and Vin3 is performed. The procedure 
continues until comparison of all the input voltages is completed. Ultimately, only one state 
Vosn (n=1, ..., N) in these cells is logic 1 for WTA/LTA indication; others are logic 0. 
Therefore, a WTA or a LTA operation has been accomplished. 
Figure 11 shows the status block. Figure 12 shows the control_switch block. It receives an 
input variable and controls the transmission gate to sample input level. A true single-phase 
latch composed of an N-latch and a P-latch is used to reduce the clock skew issue (Yuan & 
Stensson, 1989). 
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Result
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fol_inhibit
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feedback_state

own_stateglobe

 
Fig. 11. Status block. 
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Fig. 12. Control_switch block. 

2.3 Simulation results and reliability test 
With regard to the high reliable WTA/LTA circuit, an experimental chip with six inputs was 
also fabricated using a 0.5-μm CMOS technology. The sampling capacitance Cs implemented 
by using two-layer polysilicon is set to be 3 pF. The period of reg_clk clock is 100 ns with a 
50% duty cycle. WTA/LTA functions, supply-voltage range, and Monte Carlo analysis of 
transistor variation by simulation were also tested. 
1) WTA/LTA functions 
To test the function of the circuit, each example takes ten input voltages for the WTA/LTA 
operation. For supply voltage VDD=3.3 V, the input variables Vin1, Vin2, …, and Vin10 are 
0.003, 0.006, 1.000, 0.997, 2.000, 2.003, 2.000, 3.297, 3.300, and 3.297 V for testing WTA 
function, respectively, and 3.297, 3.294, 2.000, 1.997, 2.000, 1.000, 0.997, 0.006, 0.009, and 0.003 
V for testing LTA function. During the WTA operation, the logic state Vosn of each cell at 
each time slice becomes: 
 

Vos1= 1,0,0,0,0,0,0,0,0,0   Vos2= 0,1,0,0,0,0,0,0,0,0   Vos3= 0,0,1,1,0,0,0,0,0,0  Vos4= 0,0,0,0,0,0,0,0,0,0   
Vos5= 0,0,0,0,1,0,0,0,0,0   Vos6= 0,0,0,0,0,1,1,0,0,0   Vos7= 0,0,0,0,0,0,0,0,0,0  Vos8= 0,0,0,0,0,0,0,1,0,0   
Vos9= 0,0,0,0,0,0,0,0,1,1   Vos10=0,0,0,0,0,0,0,0,0,0. 
 

When all comparisons are finished, the outputs Vos1, Vos2, Vos3, ..., and Vos10 respond as logic 0, 
0, 0, 0, 0, 0, 0, 0, 1, and 0, respectively. Therefore, among these ten inputs, input variable Vin9 
is the maximum. Figure 13 shows the results of HSPICE simulation for the WTA operation. 
The time period of the latch clock (top trace) is 100 ns. In the same operation, Fig. 14 shows 
the results for the LTA operation. The final outputs Vos1, Vos2, Vos3, …, and Vos10 are logic 0, 0, 
0, 0, 0, 0, 0, 0, 0, and 1, respectively, and the input variable Vin10 is the minimum one. Choice 
for the above tested voltages was based on the followings: 1) input voltages of neighbor cells 
should be as close as possible to test discrimination capabilities; 2) input voltages are 
distributed from 0 V to 3.3 V to test for wide dynamic range. 
2) Supply voltage range 
All circuit parameters such as transistor dimensions, clock periods and sampling 
capacitance Cs are held constant. A supply voltage VDD varies from 2 V to 5 V, and the logic 
high of these clocks are also modified when the supply voltage alters. The supply voltage 
VDD for each iteration increases in 0.1 V steps. The simulation results show that the circuit 
operates successfully within 3-mV discrimination when the supply voltage ranges from 2.7 
V to 5 V. Without any procedure for rescaling the device size, the circuit works under 
various commonly used supply voltages. 
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Fig. 13. Simulation results of the WTA operation. 
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Fig. 14. Simulation results of the LTA operation. 
3) Process variations 
A statistical distribution of manufacturing parameters often occurs during CMOS 
fabrication. Wafer-to-wafer, run-to-run and transistor-to-transistor process variations 
determine the electrical yield and critical second-order effects. Threshold voltage, channel 
widths, and channel lengths of all MOS transistors were set to nominal values with ±5 % 
variation at the 3 sigma level, and each transistor was given an independent random 
Gaussian distribution. After 30 Monte Carlo iterations, HSPICE results indicate that circuit 
precision and speed are not degraded over this range. In addition, to verify the circuit with 
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multi-technology support capability, using various CMOS fabrication parameters also 
simulates the circuit performance. The results show that the performance of the circuit 
under various fabrication processes is functional work, without needing to tune any device 
dimension. The following reasons contribute to the robustness of this circuit: 1) the circuit is 
designed with only a single analog cell (comparator), while the other active components are 
digital; 2) the comparator itself is designed with a auto-zero property, therefore, the 
operation of the comparator is more tolerant to manufacturing process variation. 
4) Circuit precision 
The accuracy of the comparator cell dominates the identified precision. The comparator 
accuracy is dependent on two factors. One is the clock feed-through error and charge-
injection error in transistor Msw3, shown in Fig. 8; the other is the degrading factor in Eq. (1). 
Charge-injection error is a complicated function of substrate doping concentration, load 
capacitor, input level, clock voltage, clock falling rate, MOS channel dimension, and the 
threshold voltage. Therefore, this error is difficult to be completely eliminated. In general, 
complementary clock, transmission gates, and dummy transistor are adopted for a switch 
realization to reduce the error. 

3. CMOS analogue median cell 
Median (MED) filter is a useful function in image processing application to eliminate pulse 
noise. Given a set of external input n variables a1, …, an, the operation of MED circuit 
determines the median value. The extracted median operation is a nonlinear function. The 
MED circuit realizations can be classified as analog filtering and digital filtering depending 
upon what type of input signals are. The digital filtering architecture has a variety of 
sophisticated algorithms to support the circuit realization so as with advantages of higher 
flexible and higher reliability. For power consumption and chip area considerations, 
however, it is costly expensive than analog architecture. In 1994, without using an 
operational amplifier, an analogue median extractor with simple structure and high sharp 
DC transfer characteristic was presented (Opris & Kovacs, 1994). The circuit expects to 
reduce the errors in the transition region. In 1997, for the same authors, an improved version 
with high speed operation was proposed. The median circuit has transient recovery less 
than 200 ns by using 2-um CMOS process (Opris & Kovacs, 1997). In 1999, a current-input 
analog median filter composed of absolute value and minimum circuits was proposed 
(Vlassis & Siskos, 1999). The operational amplifier and transconductor are also not needed in 
design of the circuit. Based on transconductance comparators and analog delay elements, a 
fully continuous-time analog median filter is presented in 2004 (Diaz-Sanchez et al., 2004). 
By using the median filter cells, an image of 91×80 pixels can be processed in less than 8 μs 
to remove salt and pepper noise. In the section, an intuitional and simple CMOS analog 
median cell is described (Hung et al., 2007). Based on current-mirror, current comparison, 
and some basic digital logics, a simple analog median filter cell is achieved. By using TSMC 
0.35 μm CMOS technology, simulation shows that the median filter provides a 0.4-μA 
discriminability and well tracked the median value among input currents. 
Figure 15 shows a basic one-input current cell composed of current mirror and control logic 
circuits. The cell has one signal input (is), a current source (is_src) output and a current sink 
(is_sink) output, a control signal Vctr., and an output current (iout). Transistors M1-M12 are 
cascode current mirrors. Mswp and Mswn constitute transmission gate for analog switch 
function. Mdummy is designed to compensate the Mswn and Mswp loading to improve the 
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accuracy of output current. Miso is used to isolate the clock noise from transmission gate. 
Mdis1-2 and Mres are used to speedup transmission operation and control the discharge 
timing. Corresponding to Fig. 15(a), Fig. 15(b) is a symbol representation, which is named as 
current signal control unit and is abbreviated as CSCU. 
 

Mdis1

Current
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Mswn Mswp

Miso
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M2 M4

M3 M5
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M8 M10
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M11

M12
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is_sink

iout

Vctr

inv

is_sink
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is_src

(a) (b)  
Fig. 15. Current signal control unit (CSCU): (a) circuit and (b) symbol representation. 

Three input signals is1, is2, and is3, how can circuit extract the median value? Assuming is2 is a 
median current. The criteria must be satisfied. 

 MED(is1, is2, is3)= is2= 
2 3 2 1

2 3 2 1

(( ) and ( ))
or

(( ) and ( ))

s s s s

s s s s

i i i i

i i i i

> <⎧
⎪
⎨
⎪ < >⎩

 (2) 

As a result, current level comparison and logic decision are required to realize the function. 
Figure 16 shows a three-input median circuit composed of three CSCU cells and three decision 
logic blocks. The decision logic circuit is simply realized by AND-OR gate circuit to perform  

  (3) 
where  represent the corresponding the logic inputs, that is, these 
signals come from comparison results  signals. Depending on the output status of 
each decision logic, Eq. (3) determines Vctr a low level or a high level, respectively. A low Vctr 
will turn on the transmission gate of corresponding CSCU cell to switch on the input 
current; otherwise, the input current is prohibited. As a result, three-input MED filter cell is 
successfully arrived. Due to the transition pulse noise, a capacitor Cfilter is used to suppress 
the switch noise. 
In the circuit, NMOS transistor size (W/L)N=5μ/1μ and PMOS transistor size 
(W/L)P=10μ/1μ are used for M1-M12. The sizes of inverters are (W/L)N=5μ/0.35μ and 
(W/L)P=20μ/0.35μ. The device site of switch transistors Mswn and Mswp are equal to (W/L)N-

P=20μ/0.35μ. All transistors in decision logic block are sizing (W/L)N=5μ/0.35μ and 
(W/L)P=10μ/0.35μ. The filter capacitance Cfilter is designed as 10 pF. The supply voltage VDD 
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is commonly used as 3.3 V. Input current signals is1, is2, is3 have 10 μA peak value at different 
5 μs, 10 μs, and 15 μs time slot, respectively. Figure 17 shows three triangle waves and the 
corresponding median output. The red line represents the MED output. The output is 
tracked well with the median value of the three inputs current. By observing Fig. 17, when 
two input values are closed to each other, the minimum difference must be larger than 0.4 
μA. That is the discriminability of the MED filter. However, there are some little spike 
occurs in the transition point. 
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Fig. 16. Three-input median cell. 
 

   
Fig. 17. The output response of the median filter for triangle waveforms. 
Inspecting Fig. 16, the proposed three-input median cell has three input pins (is1, is2, and is3) 
and a common output pin (iout). By modifying the switch transistors and decision logic, the 
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MED cell can be easily modified as three inputs and three outputs. The modified MED cell 
will have maximum value imaxmin, median value imedian, and minimum value iminmum outputs, 
simultaneously. As a result, the multiple modified MED cells can be organized cooperation 
to perform the ‘sorting’ function. In the design, no critical components such as operational 
amplifier and precise voltage reference are required in the MED cell. These properties are 
useful for the MED cell simply embedded into a larger system. 

4. Low-voltage arbitrary rank order extraction 
4.1 Principle of rank-order extraction 
Ether WTA, LTA, or MED function, however, is only a single order operation. In 2002, a 
low-voltage rank-order filter with compact structure was designed (Cilingiroglu & Dake, 
2002). The filter is based on a pair of multiple-winners-take-all and a set of logic gates. In the 
section, a new architecture for with both arbitrary rank-order extraction and k-WTA 
functionalities is described (Hung & Liu, 2002). An rth rank-order extraction is defined that 
identifies the rth largest magnitude of input variables. In the design, the circuit locates an 
arbitrary rank order among a set of input voltages by setting different binary signals. A set 
of output voltages Vo_1, Vo_2, …, and Vo_M corresponds to the output voltages of a rank-order 
extractor for inputting of a set of variables V1, V2, …, and VM. The output status Dij of a 
comparator with two-input terminals is defined as 

 
⎩
⎨
⎧ >

=
otherwise

VVif
D ji

ij 0
1

  M, ≤≤ ji1 , ij ≠   (4) 

where M is the number of the input variables. For convenience of description, a temporal 
index Si defines the total number of winners for the ith input variable compared with the 
others. Thus, Si is represented as 

                            ∑
≠=

=
M

, ijj
iji DS

1
      M≤≤ i1 .   (5) 

Based on the definition of (5), Si is expanded as follows 

                           S1=D12 + D13 + …  + D1M   (6a) 

                           S2=D21 + D23 + …  + D2M = 12D + D23 + …+ D2M     (6b) 

                           S3=D31 + D32 + …  + D3M =  13D + 23D + …+ D3M   (6c) 

                                   … 

                           SM=DM1 +DM2 +…+DM(M-1) = M1D + M2D +… + 1)M-(MD .  (6d) 

Thus, from the left-hand side of (6), M(M-1) comparators’ cooperation is required for M 
input variables to identify the rank order. Since Dji is the complementary of Dij ( Dji= ijD ), 
the expression is replaced by ijD in the right-hand side of (6). The physical meaning is that if 
both the output of the comparator and its complementary are given, the total number of 
comparators can be reduced from M(M-1) to M(M-1)/2. 
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In this section, the comparator generates a unit current Iunit when input variable Vi is larger 
than Vj. Thus, the index Si in (5) is rewritten as 

 unit
ijj

iji IDS ∑
≠=

=
M

,

*

1
, M≤≤ i1   unitnI= , 1)-M(≤≤ n0   (7) 

where n is the number of the winner in comparison. If the inputs are arranged in ascending 
order of magnitude, V1, V2, …, VM, which satisfy V1<V2< … <VM, then 

unitunit ISISS )M(...,,, *
M

** 10 21 −=== . Obviously, the minimum, next minimum, …, 
maximum input variables can be found by checking the index *

iS . The k-WTA function is 
defined so that the outputs must be logic high when 

 uniti IkS )M(* −≥ .  (8) 

For example, if the input variables are (0.5, 0.6, 0.9, 0.2, 0.4), the first variable 0.5 is larger 
than variables 0.2 and 0.4. Thus, the index *

1S  is 2Iunit; the meaning is that the variable wins 
two other input variables among all comparisons. For the same reason, the unitIS 32 =* , 

unitIS 43 =* , 04 =*S , unitIS =*
5 . Therefore, the rank order is found among the input variables 

by checking the index *
iS . In this example, the output voltages (Vo_1, Vo_2, …, Vo_5) of the 

extractor respond to be (0, 0, 1, 0, 0), (0, 1, 0, 0, 0), (1, 0, 0, 0, 0), (0, 0, 0, 1, 0) for the maximum 
operation, next maximum operation, median operation, and the minimum operation, 
respectively. The “0” and “1” are the logic low and high. Similarity, if the extractor is 
configured as k-WTA function, the output voltages (Vo_1, Vo_2, …, Vo_5) of the circuit respond 
to be (1, 1, 1, 1, 1), (1, 1, 1, 0, 1), (1, 1, 1, 0, 0), …, and (0, 0, 1, 0, 0) for 5-WTA, 4-WTA, 3-WTA, 
…, and 1-WTA operations, respectively. 

4.2 Architecture of rank-order extraction 
The structure of the extractor is shown in Fig. 18 for five input variables (Hung & Liu, 2002). 
There are a total of M(M  – 1)/2 comparators and M evaluation cells for M input variables. 
Each comparator cell accepts two input signals, and the results of each comparison are fed 
into the individual evaluation cell. In the first row of Fig. 18, the input V1 is compared with 
other input variables. In addition, the results of the comparison will generate the proper unit 
currents Iunit. Then, these currents will be summed up in Eval-1 cell if V1 is larger than the 
other samples; otherwise, the result of the comparison will be fed into the corresponding 
evaluation cell. The connecting strategy is the same for other input variables. Therefore, 
equation (7) have been realized in this architecture. 
The signal Vchoice in Fig. 18 is used to decide the function of the circuit. Vchoice is preset at logic 
high to allow the rank-order operation; otherwise, the k-WTA function is enabled. The 
binary signals sel_1, sel_2, and sel_3 are used to determine which rank-order/k-WTA will be 
located. Based on the select signals (sel_1-3) setting, the logic states of the evaluating cells 
indicate which input variable belongs to this rank order. For example, in the seven inputs 
rank-order operation, the (sel_1, sel_2, sel_3) signals are set to logic (0, 0, 0) to find the 
minimum variable; the logic (0, 1, 1) and (1, 1, 0) setting are the median and maximum 
functions, respectively. Similarity, in the k-WTA operation, the (sel_1, sel_2, sel_3) is set as (0, 
0, 1) and (1, 1, 0); therefore, the 6-WTA and 1-WTA are obtained, respectively. 
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Fig. 18. The architecture of arbitrary rank-order extractor for five input variables. 

4.3 Circuit design 
4.3.1 1.2-V comparator 
Comparator is a key element in Fig. 18. An auto-zero comparator shown in Fig. 19 is 
designed to operate at low voltage supply. To improve the speed of the comparator, the 
succeeding gain stage is designed to operate in dynamic mode. First, in the auto-zero phase, 
the input V1 is sampled at the top plate of the capacitor Cs, and the MOS transistor M11 is 
biased at Vbias voltage. In next phase, the voltage at node E is Vbias+(V2-V1)(Cs/Cs+Cp) during 
the comparison phase. Then, a deviation voltage is amplified by transistors M11 and M12. 
To reduce the power dissipation, the adjustable biasing voltage Vbias is chosen simply to 
overcome the threshold voltage of a MOS transistor, and the biasing voltage is also adjusted 
for the comparator operation in different voltage supplies. The succeeding transistors M13 
and M14 provide the current to generate the proper voltage at node F. Depending on which 
input voltage is larger, either the voltage at node H or node G will be at logic high. The 
output node G of the comparator and its complementary node H are fed into next stage to 
generate unit currents Ilarge_1, Ilarge_2, Ismall_1, and Ismall_2. During the evaluation phase, the unit 
currents Ilarge_1 and Ilarge_2 will be presented when V1 is larger than V2. Otherwise, the Ismall_1, 
Ismall_2 are generated. The symbol representation of the comparator cell is shown in the right-
bottom of Fig. 19. 
The function of the comparator shown in Fig. 19 is summarized as 

arg _ 1 arg _ 2
1 2

_ 1 _ 2

,
,

0
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where unitI  is the unit current of the PMOS transistor Mbase. 
 
 

V1

V2

Vs1

Vs2

Cs

E

Cp

Auto-zero Comparison Evaluation

Vs2

Vs1

Veval
Comp.

Cell

V1 V2

Ismall_1~2

Ilarge_1~2

Comparator Cell
Symbol Representation

M12

Vs1

Vbias

M11

M14

M13

F

VDD

azτ cmpτ evalτ

VDD VDD
Mbase

Ilarge_1 Ilarge_2

VDD

Mbase

Ismall_1 Ismall_2

Veval

VDD

Veval

H

Veval

Veval

Vs1 G

VDD

 
 

Fig. 19. 1.2-V auto-zero comparator, clock, and symbol representation. 

4.3.2 Evaluation cell 
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Fig. 20. Evaluation cell. 
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The circuit of the evaluation cell is shown in Fig. 20. The MOS transistors Mgen and Munit 
reproduce the same unit current. The unit current is equal to the Ilarge_1, Ilarge_2, Ismall_1, and 
Ismall_2 in Fig. 19. In order to find the various rank orders for all input signals, the cell must 
identify that the unit-current summation in (7) comes from Out_com1 and Out_com2 
terminals. It is not easy to identify the exact current value in the VLSI circuit. However, 
whether the summation current *

iS  lies inside a valid range or not can be checked by the 
criterion, 

 21 δδ +<<− unitiunit nISnI * .   (9) 
 

It is a reasonable and safe design to choose 221 /unitI== δδ . Therefore, the dimensions of 
these MOS transistors are designed as 
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where W is a channel width and L is a channel length. MOS transistors Madd1 and M4 realize 
the 2δ  effect, and the M8 realizes the 1δ−  one. Depending on the sel_1-3 signals setting, the 
transistors Mcnt_1-6 enable the corresponding binary-weight current. The inverters inv4-7 
support sufficient gain to amplify the current difference between the currents which come 
from Out_com1-2 terminals and the binary-weight currents. This mechanism is similar to a 
current comparator. In the upper row of Fig. 20, the extra PMOS transistor Madd1 generates 
an extra unit current; therefore, the voltage Vout-h is always larger or equal to Vout-l. If the 
Vchoice is preset to 0, the dash block in Fig. 20 resets the Vout-l to 0. Then the effect of lower row 
in Fig. 20 is disabled. At this time, the function of the cell resembles performing only the 
 

 2δ+< uniti nIS* .  (10) 
 

Thus, this is a k-WTA criterion.  
Take an example to describe the function of the evaluation cell. The number of input 
variables is seven, and the sel_1-3 signals are set as (0, 0, 1) to find the next minimum input 
variable. Since the next minimum is only larger than the minimum one, only a single unit 
current comes from Out_com1-2 terminals of the corresponding evaluation cell. In the upper 
row of Fig. 20, the summation of one unit current and the extra unit current (Madd1) is larger 
than binary weight current 1.5Iunit; therefore, Vout_h is logic 1. In contrast with the upper row, 
in the lower row the unit current Iunit (which comes from Out_com1-2 terminals) is smaller 
than the binary weight current 1.5Iunit; therefore, Vout_l is logic 0. Thus, the transistors Mid1 
and Mid2 only allow the situation (Vout_h, Vout_l)= (1, 0) to pull up the corresponding output 
(Vo_n, n=1, …, 7) to logic 1. Otherwise, the status of Vo_n will be logic 0 or open state for other 
cases. Therefore, by inspecting the logic state of Vo_n, it is found which input variable 
belongs to this desired rank order. 



 Advances in Solid State Circuits Technologies 

 

20 

4.4 Measured results and design consideration 
A seven-input experimental chip was fabricated using a 0.5 μm CMOS technology. Bias 
voltage Vbias is set to 0.9 V in this design. The sampling capacitor Cs is 0.8 pF, and these 
analog switches in this circuit are implemented by CMOS transmission gates. The 
micrograph of the experimental chip is shown in Fig. 21, and the active area is 610 × 780 
μm2. An individual comparator cell was built in this chip for measuring the accuracy. The 
supply voltages of the core circuit and the input/output pads were all set as 1.2 V. The 
accuracy of the individual comparator was measured roughly as 40 mV, that is, the 
resolution of the comparator was near five bits under a 1.2 V supply voltage. Figure 22(a)  
 

 
 

Fig. 21. Micrograph of the 1.2-V rank-order chip. 
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Fig. 22. The measurement results of (a) rank-order (b) k-WTA operations. 
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shows the rank-order function, whereas Fig. 22(b) shows the function of the k-WTA. On the 
average, the accuracy of whole circuit was approximated 150 mV. The performance of the 
chip was degraded by many factors such as the mismatch in comparator cells, the different 
capacitance at input terminals of the evaluation cells, and the clock feed-through error. Due 
to these non-ideal effects, each rank-order function was finished in 20 μs. After increasing 
supply voltage up to 1.5 V and proper biasing voltage Vbias adjusting, the performance of the 
circuit can be improved. Including power consumption of the input/output pads, the static 
power consumption of the chip was 1.4 mW. 
Many factors such as precision, speed, process variation, and chip area must be considered 
for design of a low-power low-voltage rank order extractor. 
1. Limitations of low voltage and low power 
The average power consumption of the circuit is expressed by  

currentshortstaticdynamic PPPP _++=  

 DDscDDleakageoDD VfQVIIVCf +++= )(2    (11) 

where f is the frequency, C is the capacitance in the circuit, VDD is the voltage supply, Io is the 
standby current, Ileakage is the leakage current, and the Qsc is the short-current charge during 
the clock transient period. In order to reduce the power consumption, the voltage supply 
VDD must be reduced, and the standby current in the comparator and evaluation cell must 
be designed as small as possible. In mask layout, the clock and its complementary are 
generated locally to reduce delay and mismatch. Thus, the probability of a short current 
occurring in the circuit is minimized. 
2. Speed and precision 
The accuracy of the comparators determines the resolution of the circuit. For the comparator 
design, the smallest differential voltage, that is, distinguished correctly is influenced by two 
factors. One is the charge-injection error in analog switches, and the other is the parasitic 
capacitor Cp effect. The effect is reduced by enlarging the sampling capacitor Cs and making 
the switches dimension as small as possible. In the design, the response time τ  of the 
extractor is the summation of the auto-zero time azτ , the comparison time cmpτ , and the 
evaluation time evalτ . 

 evalcmpaz ττττ ++=  (12) 

Reducing azτ , cmpτ  and evalτ  will improve the response time τ . The minimum auto-zero 
time azτ  is required to sample the input voltage correctly at sampling capacitor Cs and to 
bias the inverter properly at high gain region. The switches shown in Fig. 19 with larger 
dimension reduce auto-zero time azτ . However, the clock feed-through error and charge 
injection error will also be enlarged during the clock transition. In the same situation, the 
smaller sample capacitor Cs will reduce the time azτ . Unfortunately, it will reduce the 
effective magnitude of the difference voltage; thus, the comparator accuracy is degraded. 
The comparison time cmpτ  dominates the response time τ , especially when the input levels 
are close each other. Since the amplification in the transition region of a CMOS inverter 
operated at low voltage supply is not high enough, the comparator must take a long time to 
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identify which input variable has a larger level. The evaluation time evalτ  is defined so that 
the time interval between the comparator cells generates the proper currents and the 
extractor has finished finding the desired rank order. Time evalτ  is a function of the current 
Iunit. The maximum number M of input variables is also influenced by the current Iunit. 
Although reducing the magnitude of the current Iunit is able to reduce the power 
consumption, however, the relationship among evalτ , Iunit, and M in this architecture is a 
complicated function. 
3. Process variation analysis 
With contemporary technology, process variation during fabrication cannot be completely 
eliminated; as a result, mismatch error must be noticed in VLSI circuit design. The match in 
dimension of the binary-weight MOS in the evaluation cell (M1 - M8 in Fig. 20) is an 
important factor for the circuit operation. If the mismatch error induces an error current Ierr 
larger (or smaller) than half of the unit current Iunit, decision of the evaluation cell fails. Thus, 
a rough estimated constraint for Ierr is 

 2/uniterr II < .  (13) 

5. Conclusion 
The chapter describes various nonlinear signal processing CMOS circuits, including a high 
reliable WTA/LTA, simple MED cell, and low-voltage arbitrary order extractor. We focus 
the discussion on CMOS analog circuit design with reliable, programmable capability, and 
low voltage operation. It is a practical problem when the multiple identical cells are required 
to match and realized within a single chip using a conventional process. Thus, the design of 
high-reliable circuit is indeed needed. The low-voltage operation is also an important design 
issue when the CMOS process scale-down further. In the chapter, Section 1 introduces 
various CMOS nonlinear function and related applications. Section 2 describes design of 
highly reliable WTA/LTA circuit by using single analog comparator. The analog 
comparator itself has auto-zero characteristic to improve the overall reliability. Section 3 
describes a simple analog MED cell. Section 4 presents a low-voltage rank order extractor 
with k-WTA function. The flexible and programmable functions are useful features when 
the nonlinear circuit will integrate with other systems. Depend on various application 
requirements, we must have different design strategies for design of these nonlinear signal 
process circuits to achieve the optimum performance. In state-of-the-art process, small chip 
area, low-voltage operation, low-power consumption, high reliable concern, and 
programmable capability still have been important factors for these circuit realizations. 
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1. Introduction     
The transconductor is a versatile building block employed in many analog and mixed-signal 
circuit applications, such as continuous-time filters, delta-sigma modulators, variable gain-
amplifier or data converter. The transconductor is to perform voltage-to-current conversion. 
Linearity is one of most critical requirements in designing transconductor. Especially in 
designing delta-sigma modulators for high resolution Analog/Digital converters, it needs 
high linearity transconductors to accomplish the required signal-to-(noise+distortions) ratio. 
The tuning ability of transconductor is also mandated to adjust center frequency and quality 
factor in filter applications. 
The portable electronic equipments are the trend in comsumer markets. Therefore, the low 
power consumption and low supply voltage becomes the major challenge in designing 
CMOS VLSI circuitry. However, designing for low-voltage and highly linear 
transconductor, it requires to consider many factors. The first factor is the linear input range. 
The range of linear input is justified by the constant transconductance, Gm. Since the 
distortion of transconductor is determined by  the ratio of output currents versus input 
voltage. The second factor is the control voltage of transconductor. This voltage can greatly 
impact the value of transconductance, linear range, and power consumption. For example, 
when the control voltage increases, the transconductance also increase but the linear input 
range of transconductor is reduced and power consumption is increased. Hence it is critical 
in designing transconducotr operated at low supply voltage. The third factor is the 
symmetry of the two differential outputs. If the transconductance of the positive and 
negative output is Gm+=IO+/Vi and Gm−=IO−/Vi, then how close Gm+ and Gm− should be is a 
critical issue, where IO+ is the positive output current, IO− is the negative output current, and 
Vi is the input differential voltage. This factor is the major cause of common-mode distortion 
of transconductor which occurs at outputs. 
In general, the design of differential transconductor can be classified into triode-mode and 
saturation-mode methods depending on operation regions of input transistors. Triode-mode 
transconductor has a better linearity as well as single-ended performance. On the other 
hand, saturation-mode transconductor has better speed performance. However, it only 
exhibits moderate linearity performance. Furthermore, the single-ended transconductor of 
saturation-mode suffers from significant degradation of linearity. Several circuit design 
techniques for improving the linearity of transconductors have been reported in literatures. 
The linearization methods include: source degeneration using resistors or MOS transistors 
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[Krummenacher & Joeh, 1988; Leuciuc & Zhang, 2002; Leuciuc, 2003; Furth & Andreou, 
1995], crossing-coupling of multiple differential pairs [Nedungadi & Viswanathan, 1984; 
Seevinck & Wassenaar, 1987] class-AB configuration [Laguna et al., 2004; Elwan et al., 2000; 
Galan et al., 2002], adaptive biasing [Degrauwe et al., 1982; Ismail & Soliman, 2000; 
Sengupta, 2005], constant drain-source voltages [Kim et al., 2004; Fayed & Ismail, 2005; 
Mahattanakul & Toumazou, 1998; Zeki, 1999; Torralba et al., 2002; Lee et al., 1994; 
Likittanapong et al., 1998],  pseudo differential stages [Gharbiya & Syrzycki, 2002], and shift 
level biasing [Wang & Guggenbuhl, 1990].  
Source degeneration using resistors or MOS transistors is the simplest method to linearize 
transconductor. However, it requires a large resistor to achieve a wide linear input range. In 
addition, MOS used as resistor exhibits considerable varitions affected by process and 
temperture and results in the linearity degradation. Crossing-coupling with multiple 
differential pairs is designed only for the balanced input signals. The Class-AB configuration 
can achieve low power consumption. On the other hand, the linearity is the worst due to the 
inherited Class-AB structure. The adaptive biasing method generates a tail current which is 
proportional to the square of input differential voltage to compensate the distortion caused 
by input devices. However, the complication of  square circuitry makes this technique hard 
to implement. The constant drain-source voltage of input devices is a simple structure. It can 
achieve a better linearity with tuning ability. However, it needs to maintain VDS of input 
devices in low voltage and triode region. Therefore, this technique is difficult to implement 
in low supply voltage. Hence, a new transconductor using constant drain-source voltage in 
low voltage application is proposed to achieve low-voltage, highly linear, and large tuning 
range abilities.  
In section 2, basic operatrion and disadvantage of the linerization techniques are described.  
The proposed new transconductor is presented in section 3. The simulation results and 
conclusion are given in section 4 and 5.  

2. Linearization techniques 
In this section, reviews of common linearization techniques reported in literatures are 
presented. The first one is the transconductor using constant drain-source voltage. The 
second one is using regulated cascode to replace the auxiliary amplifier. The third one is 
transconductor with source degeneration by using resistors and MOS transistors. The last 
one is the linear MOS transconductor with a adaptive biasing scheme. Besides introducing 
their theories and analyses, the advantages and disadvantages of these linearization 
techniques are also discussed. 

2.1 Transconductor using constant drain-source voltage  
The idea of transconductors using constant drain-source voltages is to keep the input 
devices in triode region such that the output current is linearized. The schematic of this 
method is shown in Fig. 1. Considering that transistors M1, M2 operate at triode region, M3, 
M4 are biased at saturation region, channel length modulation, body effect, and other 
second-order effects are ignored, the drain current of M1 and M2 is given by 
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where β =μnCOX(W/L), VGS is the gate-to-source voltage, VT is the threshold voltage, and VDS 

is the drain-to-source voltage. If the two amplifiers in Fig. 1 are ideal amplifiers, then 

 CDSDS VVV == 21  (2) 
 

 
Fig. 1. Transconductor using constant drain-source voltage 

The transfer characteristic of this transconductor is given by 
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The transconductance value is  

 Cm VG β=  (4) 

In fact, it is difficult to design an ideal amplifier implemented in this circuits. However, it 
can force VDS1 =VDS2 =VDS by using two auxiliary amplifiers controlled with the same VC to 
keep VDS at the constant value. Therefore, the transfer characteristic of this transconductor is 
changed as follows: 
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 ( )2121 ininDSoutoutout VVVIII −=−= β  (5) 

, where VGS1= Vin1 and VGS2= Vin2. 
Therefore, the new transconductance value is 

 DSm VG β=  (6) 

The linearity of this transconductor is moderated. It is also easy to implement in circuit. 
However, VDS of the input devices must be small enough to keep transistors in triode region. 
The following condition has to be satisfied: 

 TGSDS VVV −<  (7) 

On the other hand, the auxiliary amplifiers need to design carefully to reduce the overhead 
of extra area and power. 

2.2 Transconductor using regulated cascode to replace auxiliary amplifier 
In Fig. 2(a) regulating amplifier keeps VDS of M1 at a constant value determined by VC. It is 
less than the overdrive voltage of M1. The voltage can be controlled from VC so as to place 
M3 in current-voltage feedback, thereby increasing output impedance. The concept is to 
drive the gate of M3 by an amplifier that forces VDS1 to be equal to VC. Therefore, the voltage 
variations at the drain of M3 affect VDS1 to a lesser extent because amplifiers “regulate” this 
voltage. With the smaller variations at VDS1, the current through M1 and hence output 
current remains more constant, yielding a higher output impedance [Razavi, 2001] 

 133 OOmout rrAgR ≈  (8) 
 

 
                                           (a)                                                              (b) 

Fig. 2. (a)Basic triode transconductor structure   (b) Simple RGC triode transconductor 
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It is one of solutions using regulated cascode to replace the auxiliary amplifier in order to 
overcome restrictions on Fig. 1. The circuit in Fig. 2(b) proposed in [Mahattanakul & 
Toumazou, 1998] uses a single transistor, M5, to replace the amplifier in Fig. 2(a). This circuit 
called regulated cascode which is abbreviated to RGC. The RGC uses M5 to achieve the gain 
boosting by increasing the output impedance without adding more cascode devices. VDS1 is 
calculated by follows: Assuming M5 is in saturation region in Fig. 2(b). It can be shown that 
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ββ . Thus, Gm can be tuned by using a controllable 

voltage source VC or current source IC. However, it is preferable in practice to use a 
controllable voltage source VC for lowering power consumption since VDS1 only varies as a 
square root function of IC.  
Simple RGC transconductor using a single transistor to achieve gain boosting can reduce 
area and power wasted by the auxiliary amplifiers. However, it still has some 
disadvantages. First, it will cause an excessively high supply-voltage requirement and also 
produce an additional parasitic pole at the source of transistors. Therefore, it can not apply 
to the low-supply voltage design. Second, the tuning range of VDS1 is restricted. The smallest 

value of VDS1 is T
C VI
+

5

2
β

when VC = 0. In other words, VDS1 can not be set to zero. Owing 

to the restriction of (7), VDS is as low as possible and the best value is zero. Third, VT 
dependent Gm may be a disadvantage due to the substrate noise and VT mismatch problems 
[Lee et al., 1994]. 
In Fig. 3, another RGC transconductor that can apply to the low-voltages applications is 
proposed in [Likittanapong et al., 1998]. The circuit overcomes the disadvantages mentioned 
above is to utilize PMOS transistor that can operate in saturation region as gain boosting. 
The use of this PMOS gain boosting in the feedback path can result in a circuit with a wide 
transconductance tuning range even at the low supply voltage. In [Likittanapong et al., 
1998], it mentions that at the maximum input voltage, M3 may be forced to enter triode 
region, especially if the dimension of M2 is not properly selected, resulting in a lower 
dynamic range. Besides, β2 may be chosen to be larger for a very low distortion 
transconductor. It means that the tradeoff between linearity and bandwidth of 
transconductor is controlled by β2. Therefore, β2 should be selected to compromise these two 
characteristics for a given application.  
VDS1 is calculated by follows. Assuming M3 is in saturation region in Fig. 3. 
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. Therefore, this transconductor has a wider tuning range compared to that of 

RGC transconductor and is capable of working in low-supply voltage (3V). However, this 
transconductor still has some drawbacks. The major drawback is the tuning ability. For 

example, it is difficult to control 3
3

2
T

C
C VIV +=

β
 if VDS1 is set to zero. The minor drawback 

is that VT depends on the Gm. It also may cause substrate noise and VT mismatch problems 
[Lee et al., 1994]. 
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Fig. 3. RGC transconductor with PMOS gain stage 

2.3 Transconductor using source degeneration  
A simple differential transconductor is shown in Fig. 4(a). Assuming that M1 and M2 are in 
saturation and perfectly matched, the drain current is given by  

 ( )2
2 TGSD VVI −=
β  (11) 
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The transfer characteristic using (5) is given by 
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, where Vi = (Vin1 −Vin2) 
If VGS is large enough, the higher linearity can be achieved. Unfortunately, it can not be used 
in the low-voltage application and the linear input range is limited. Simplest techniques to 
linearize the transfer characteristic of MOS transconductor is the one with source 
degeneration using resistors as shows in Fig. 4(b). The circuit is described by 

 21 GSGSouti VVRIV −=−  (13) 

A transfer characteristic derived from (13) is given by 
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The transconductance Gm is  
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where gm is the transconductance of transistor M1 and M2.  
We should notice that in (14), the nonlinear term depends on Vi − RIout rather than Vi. Higher 
linearity can be achieved when R >> 1/gm. The disadvantage of this transconductor is that 
large resistor value is needed in order to maintain a wider linear input range. Owing to  
Gm ≈ 1/R, the higher transconductance is limited by the smaller resistor. Hence, there is a 
tradeoff between wide linear input range and higher transconductance which is mainly 
determined by a resistor.  
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                                          (a)                                                                       (b) 
Fig. 4. (a) Simple differential MOS transconductor (b) MOS transconductor with resistive 
source degeneration 
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Another method to linearize the transfer characteristic of MOS transconductor is using source 
degeneration to replace the degeneration resistor with two MOS transistors operating in triode 
region. The circuit is shown in Fig. 5. Notice that the gates of transistor M3 and M4 connect to 
the differential input voltage rather than to a bias voltage. To see that M3 and M4 are generally 
in triode region, we look at the case of the equal input signals (Vin1=Vin2), resulting in 

 11 GSinyx VVVV −==  (16) 

Therefore, the drain-source voltages of M3 and M4 are zero. However, VDS of M3 and M4 

equal those of M1 and M2. Owing to (7), M3 and M4 are indeed in triode region. Assuming 
M3, M4 are operating in triode region, the small-signal drain-source resistance of M3, M4 is 
given by  

 ( )TGS
dsds VV
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==
13

43
1

β
 (17) 

It must be noted that in this circuit the effect of varying VDS of M1 and M2 can not be ignored 
since the drain currents are not fixed to a constant value. The small-signal source resistance 
of M1, M2 is given by 
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Using small-signal T model, the small-signal output current, io1, is  equal to  
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Assuming M1 is in saturation region, the drain current of M1 is given by 
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Using (20) substitutes for (19), that leads to 

 ( )21
131

31
1

2
4

2
inin

SS
o VVIi −

+
=

βββ
ββ  (21) 

The transconductance Gm is 
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Linearity can be enhanced (assuming rds3 >> rs1) compared to that of a simple differential 
pair because transistors operated in triode region exhibits higher linearity than the source 
resistances of transistors operated in saturation region. When the input signal is increased, 
the small-signal resistance in one of two triode transistors in parallel, M3 or M4, is reduced. 
Meanwhile, the reduced resistance results in the lower linearity and the larger 
transconductance. As discussed in [Krummenacher & Joeh, 1988], if the proper size ratio of 
β1 /β3 is chosen, the balance between higher linearity and stable transconductance can be 
achieved. How to choose the optimum size ratio of β1 /β3 for the best linearity performance 
becomes slightly dependent on the quiescent overdrive voltage, VGS−VT. The size ratio of β1 
/β3=6.7 is used to achieve the best linearity performance. 
According to (22), the transconductance can be tuned by changing ISS and size ratio of β1 /β3. 
Nevertheless, the nonlinearity error is up to 1% for Iout /ISS < 80%. It is required to have a 
better linearity so as to achieve a THD of -60 dB or less in some filtering applications [Kuo & 
Leuciuc, 2001].  
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Fig. 5. Transconductor with source degeneration using MOS transistors 

2.4 Transconductor using adaptive biasing  
The transconductor using adaptive biasing is shown in Fig. 6. All transistors are assumed to 
be operated in saturation region, neglecting channel lengh modulation effect. First, 
transistor M3 is absent, and output current as a function of two input voltages Vin1 and Vin2 is 
obtained as   
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, where ISS is a tail current and equals IB. 
An adaptive biasing technique is using a tail current containing an input dependent 
quadratic component to cancel the nonlinear term in (23). Consequently, the circuit in Fig. 6 
changes the tail current by adding transistor M3. The tail current will be changed by 

 CBSS III +=  (24) 

 ( )2214 ininC VVI −=
β  (25) 

, where IB is tail current of differential pair and IC is the compensating tail current that cancel 
nonlinear term.  
Therefore, the transfer characteristic is changed by 

 ( )21 ininSSout VVII −= β  (26) 
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3M 4M

5M 6M

1inV 2inV
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outI

VDD
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Fig. 6. Transconductor with adaptive biasing 

3. New transconductor 
The conventional structure which uses the constant drain source-voltage such as RGC with 
NMOS or PMOS can not operate at 1.8V or below. The main reason is that auxiliary amplifier 
under the low supply voltage can’t provide enough gain to keep the constant drain-source 
voltage. Therefore, we propose a triode transconductor which uses new structure to replace 
the auxiliary amplifier. Fig. 7 shows the proposed triode transconductor structure.  
MOS M5, M7, M9 and M11 are made up a two-stage amplifier to replace the auxiliary 
amplifier. The two-stage amplifier is implemented using M9 with the active loads M11 
formed the first stage and M5 with the active load M7 formed the second stage. The first and 
second stages exhibit gains equal to 

 ( )11
1
991 || Om rggmA −=  (27) 

 ( )7552 || OO rrgmA =  (28) 
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Fig. 7. Proposed triode transconductor 

Therefore, the overall gain is  

 ( ) ( )75511
1
9921 ||||* OOOmv rrgmrggmAAA −==  (29) 

The proposed transconductor is shown in Fig. 8.  
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Fig. 8. The proposed transconductor 

Considering that the large gain is achieved and is able to keep transistors M1 and M2 in 
triode region, the drain current of M1 and M2 is given by 

 ( ) ⎥
⎦

⎤
⎢
⎣

⎡
−−=

2

2
1

11111
DS

DSTGSout
VVVVI β  (30) 

 ( ) ⎥
⎦

⎤
⎢
⎣

⎡
−−=

2

2
2

22222
DS

DSTGSout
VVVVI β  (31) 

The transfer characteristic is given by 
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 ( )211121 ininDSoutoutout VVVIII −=−= β  (32) 

, where β1 = β2, VT1 =VT2, and VDS1 = VDS2. Assuming that current I9 flows from M11 through 
M9 and MOS M9 is in saturation region, VDS1  can be found in (33) 

713 DSDSGS VVV =+  

77 DSTC VVV =−  

=> 713 TCDSGS VVVV −=+  

 371 GSTCDS VVVV −−=  (33) 
According to (32) 

 ( ) ( )( )213712111 ininGSTCininDSout VVVVVVVVI −−−=−= ββ  (34) 

The transconductance Gm is 

 ( )371 GSTCm VVVG −−= β  (35) 

From (35), the transconductance can be tuned by control voltage VC To keep M1 and M2 in 
triode region, the relation (36) needs to be satisfied.  

 111 TGSDS VVV −<  (36) 
Using (33) to substitute (36) 

 1137 TGSGSTC VVVVV −≤−− )( 7131 TTGSGSC VVVVV −−+≤=>  (37) 

The proposed transconductor is suitable for low supply voltage and we choose 1.8V to 
achieve a wide linear range. Moreover, M9 is needed to obtain a negative feedback to keep 
the drain-source voltage of M1, VDS1, constant. This new structure can provide enough gain 
to keep VDS1 constant at 1.8V supply voltage. It has a low control voltage VC between 
0.69V~0.72V and the large transconductance tuning range depending on applications. 
Besides, it has a simple structure so as to save area.  

4. Simulation results  
The circuits in Fig. 8 have been designed by using TSMC CMOS 0.18μm process with a 
single 1.8V supply voltage and simulated by Hspice. Fig. 9. shows the curve of input voltage 
transferring to the output current at VC = 0.7V. The slope of the curve is linear when the 
input voltage varies from −1V to 1V. The slope in Fig. 9. is equal to the transconductance in 
Fig. 10. In order to verify the performance of the proposed transconductor, we define 
transconductance error (equation 39) as the linearity of the transconductance’s output 
current. The transconductance error is less than 1% among ±0.9V input voltage, so the input 
linear range is up to 1.8V.  

 ( ) ( )
( )

100*
0

0(%)
m

midm

G
GVGTE −

=  (39) 
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Fig. 9. V-I transfer characteristic 
 

 
Fig. 10. The simulated transconductance at VC=0.7V 
In Fig. 11. it shows the drain-source voltage of the input transistors M1 and M2, VDS1 and 
VDS2, changes with the input voltage. Within ±1V input voltage, VDS1 and VDS2 are very 
small. According to equation (40), VDS1 and VDS2 are too small such that transistors M1 and 
M2 can be set in triode region. Once the input voltage exceeds ±1V, VDS1 and VDS2 will 
increase rapidly. It results in that transistors M1 and M2 enter in saturation region. In other 
words, when M1 and M2 entering saturation region the proposed transconductor can not 
maintain the high linearity.   

 TGSDS VVV −<  (40) 

When VC is set between 0.69V and 0.72V, the linear input range is up to 2.6V and the 
transconductance error is less than 1%. The smallest transconductance is 3.4μs and linear 
input range is 1.2V when VC is 0.720V. The highest transconductance is 542μs and linear 
input range is 1.4V when VC is 0.690V. Table 1 shows the linear input range and the 
transconductance tuned by different VC. Therefore, the proposed transconductor achieve a 
large tuning range. 
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Fig. 11. The drain-source voltage of input transistor M1 and M2  

 

VC 
(V) 

Linear input range 
(V) 

Transconductance 
(μS) 

0.690 1.4 542 
0.695 1.8 434 
0.700 1.8 326 
0.705 2.2 219 
0.710 2.4 122 
0.715 2.6 42 
0.720 1.2 3.4 

Table 1. VC versus Linear input range 
In Fig. 12., the simulated THD as a function of the input frequency and input signal 
amplitude is plotted. The best THD is achieved at the low input voltage and the low 
frequency. When VC is 0.7V, the linearity of the proposed transconductor is less than −60dB 
for 0.7Vpp at 100KHz. 
 

 
Fig. 12. Simulated THD for different input frequencies 

Fig. 13. shows the linearity of transconductor in three linearization techniques. The 
transconductor using source degeneration with resistor is shown in Fig. 4(b), and the 
transconductance in Fig. 13(a) is tuned by different resistors. The transconductor using 
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source degeneration with MOS transistors is shown in Fig. 5, and the transconductance in 
Fig. 13(b) is tuned by the different size ratio of β1/β3. The transconductor using adaptive 
biasing is shown in Fig. 6, and the transconductance in Fig. 13(c) is tuned by the different 
compensating tail current, IC. Fig. 14. Shows the simulation result of the proposed technique 
and other techniques. Fig. 14(a) is the full plot of the different linearization techniques. From 
Fig. 14(b) it can be easily seen that the linearity achieved by the newly proposed technique is 
better than all other implementations. 
 

 
(a) 

 
(b) 

 
(c) 

Fig. 13. Simulated transconductance of three linear transconductors  (a) Source degeneration 
using resistor (b)Source degeneration using MOS transistors (c)Adaptive biasing 
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(a) 

 
(b) 

Fig. 14. Simulated transconductance for four linearization techniques (a) Full plot  (b) Detail 

The simulated THD of the output differential current versus the input signal amplitude for 
the four linearized transconductors is plotted in Fig. 15. The proposed transconductor 
achieves THD less than −61dB for the 0.7Vpp input voltage, 11dB better than the one using 
source degeneration using resistor, 24dB better than the one using source degeneration 
using MOS, and 31dB better than the one using adaptive biasing, at the same input range. 
Table 2. shows the power consumption of the four linearized transconductors at the same 
transconductance. Power consumption changes with the different transconductances. 
Therefore, the same transconductance is chosen to be compared in each configuration. Table 
3. shows different power consumption at the different transconductance of the proposed 
transconductor. 
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Fig. 15. Simulated THD at 1MHz for the four linearized transconductors 

 

 
Source 

degeneration 
using MOS 

Source 
degeneration 
using resistor 

Adaptive 
biasing Proposed 

Power (mW) 1.31 1.19 1.38 1.58 
 

Table 2. The power consumption of four linearized transconductors 

 
VC (V) Power (mW) Gm (μA/V) 
0.690 1.759 542 
0.695 1.714 434 
0.700 1.586 326 
0.705 1.442 219 
0.710 1.263 122 
0.715 0.954 42 
0.720 0.733 3.4 

Table 3. The power consumption at different transconductances   

Table 4. shows the comparison of performance with other transconductors at the low supply 
voltage (under 2V). The transconductor in [Fayed & Ismail 2005] also uses constant drain-
source voltage. It modifies the basic structure of constant drain source voltage and uses the 
moderate amplifier. The proposed transconductor modifies the auxiliary amplifiers to 
obtain high gain under low supply voltage.  
The layout including proposed transconductor, Common Mode Feedback, and bandgap is 
shown in Fig. 16. The proposed transconductor uses STC pure 1.8V linear I/O library in 
0.18μm CMOS process. The chip area is 0.516mm2. 
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 [Galan et. 
al 2002] 

[Leuciuc & 
Chang 2002]

[Laguna et. 
al 2004] 

[Sengupta 
2005] 

[Fayed & 
Ismail 2005] Proposed 

Process 0.8μm 0.25μm 0.8μm 0.18μm 0.18μm 0.18μm 

Power 
supply 2V 1.8V 1.5V 1.8V 1.8V±10% 1.8V 

THD -40dB 
@10MHz 

-80dB, 
0.8Vpp, 

@2.5MHz 

-33dB, 
0.2Vpp, 
@5MHz 

-65dB, 
1Vpp, 

@1MHz 

-50dB, 
0.9Vpp, 
@50KHz 

-60dB, 
0.7Vpp, 

@100KHz 
Gm (μA/V) 0.6~207 200~600 67~155 770 5~110 3.4~542 

Linear input 
range 0.6Vpp 1.4Vpp 0.6Vpp 1Vpp 1.8Vpp 2.4Vpp 

Year 2002 2002 2004 2005 2005 2009 

Table 4. Comparison table 
 

 
Fig. 16. The layout of proposed transconductor 
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5. Conclusion 
The proposed low-voltage, highly linear, and tunable triode transconductor achieves the 
wide linear input range up to 2.4V. The total harmonic distortion is −60dB with a 0.7Vpp 

input voltage. The design uses TSMC 0.18μm CMOS technology and supply voltage is 1.8V. 
Moreover, it exhibits a large Gm tuning range from 3.4μS to 542μS and also keeps a wide 
linear input range. Finally, the performance comparison with other linear techniques shows 
that the proposed technique achieves better linearity, wider tuning range, and wider linear 
input range. 
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Japan 

1. Introduction 
To the present day, the performance of microprocessors has progressed dramatically. 
Recently, almost all computer systems use reduced instruction set computer (RISC) 
architectures. However, about 30 years ago, complex instruction set computer (CISC) 
architectures were widely used for almost all computer systems. The advantages and 
successes of RISC architectures are attributable to their simplified structures. 
Conventional complex instruction set computer (CISC) architectures invariably included 
various and numerous instruction sets. Each instruction was able to execute a complicated 
multi-step operation. For that reason, the CISC architectures were useful in assembler-based 
programming environments and in systems with small amounts of memory. However, such 
complicated architectures prevent increases in clock frequency or a processor’s processing 
power. 
Therefore, RISC architectures—which use simple architectures based on single-step 
instruction sets—have been developed. The RISC architectures present advantages in terms 
of higher clock frequency, smaller implementation area, and lower power consumption than 
conventional complex instruction set computer (CISC) architectures. Observation of many 
examples reveals that, in circuit implementations, a simple structure is best to increase the 
overall performance. That principle is also applicable to programmable devices. 
If clock-by-clock reconfigurable devices are used, even a single instruction set computer 
(SISC) can be implemented onto them. A single instruction set computer is one in which a 
processor has only a single instruction. During production, various single instruction set 
computers are prepared: a single instruction set computer with an AND logic function, a 
single instruction set computer with an adder function, and so on. These processor units are 
implemented at necessary times and at necessary places of a programmable device. In CISC 
and RISC architectures, the hardware is fixed. Its operations are switched using software 
commands, as portrayed in Fig. 1(a). In contrast, in a single instruction set computer, the 
operation changes are executed by hardware reconfigurations, as shown in Figs. 1(b) and 
1(c). Therefore, in a single instruction set computer, a processor with a certain function itself 
can be reconfigured to another processor with another function. 
The implementation of such single instruction set computers provides the following 
advantages under programmable device implementations. A single instruction set computer 
with the simplest architecture can operate at the highest clock frequency among all 
processor architectures. In RISC architectures, many selectors to change functions are 
implemented; such selectors have a certain delay. However, single instruction set computers  
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Fig. 1. RISC architecture and SISC architecture. 

require no selector for use in function changes. Moreover, the inherent circuit complexity 
invariably increases the load capacitance and wiring capacitance at each circuit point. Large 
capacitance always decreases the maximum clock frequency. Therefore, the clock 
frequencies of simple architectures of single instruction set computers are higher than those 
of RISC and CISC architectures. As a result, the performance of single instruction set 
computers is superior to those of multi-instruction set computers. 
Figure 1(d) shows that, since such a single instruction set computer can be implemented in a 
small area, large parallel computation can be achieved. Thereby, the total performance can 
be increased dramatically. However, to increase processing power using this concept, 
programmable devices must have a high-speed reconfiguration capability and a capability 
with numerous reconfiguration contexts to continue high-speed reconfigurations. 
Currently, field programmable gate arrays (FPGAs) are widely used for many applications 
(1)–(3). Such FPGAs are always implemented with an external ROM. At power-on, a 
configuration context is downloaded from the external ROM to an internal configuration 
memory. However, such FPGAs have been shown to be unsuitable for dynamic 
reconfiguration applications because FPGAs require more than several milliseconds’ 
reconfiguration time because of their serial transfer configuration mechanism. 
On the other hand, high-speed reconfigurable devices have been developed, e.g. DRP chips 
(4). They include reconfiguration memories and a microprocessor array on a single chip. The 
internal reconfiguration memory stores the reconfiguration contexts of 16 banks, which can 
be substituted for one another during a clock cycle. Consequently, the arithmetic logic unit 
can be reconfigured on every clock cycle in a few nanoseconds. Unfortunately, increasing 
the internal reconfiguration memory while maintaining the number of processors is 
extremely difficult. 
As with other rapidly reconfigurable devices, optically reconfigurable gate arrays (ORGAs) 
have been developed, which combine a holographic memory and an optically 
programmable gate array VLSI, as portrayed in Figs. 2 (5)–(9). Many configuration contexts 
can be stored in a holographic memory. Thereafter, they can be read out optically and 
programmed optically onto a gate array VLSI using photodiodes perfectly in parallel. 
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Therefore, high-speed configuration is possible in addition to numerous reconfiguration 
contexts. Such ORGA architectures present the possibility of opening the implementations 
of single instruction set computers. 
This chapter introduces a VLSI design of an ORGA architecture: a dynamic ORGA 
architecture suitable for implementations of single instruction set computers. 

2. ORGA architecture 

 
Fig. 2. Overall construction of an optically reconfigurable gate array (ORGA). 

An overview of an Optically Reconfigurable Gate Array (ORGA) is portrayed in Fig. 2. An 
ORGA comprises a gate-array VLSI (ORGA-VLSI), a holographic memory, and a laser diode 
array. The holographic memory stores reconfiguration contexts. A laser array is mounted on 
the top of the holographicmemory for use in addressing the reconfiguration contexts in the 
holographic memory. One laser corresponds to a configuration context. Turning one laser 
on, the laser beam propagates into a certain corresponding area on the holographic memory 
at a certain angle so that the holographicmemory generates a certain diffraction pattern. A 
photodiode-array of a programmable gate array on an ORGA-VLSI can receive it as a 
reconfiguration context. Then, the ORGA-VLSI functions as the circuit of the configuration 
context. The reconfiguration time of such an ORGA architecture reaches nanosecond-order 
(5),(6). Therefore, very-high-speed context switching is possible. In addition to it, since the 
storage capacity of a holographicmemory is extremely high, numerous configuration 
contexts can be stored in a holographic memory. Therefore, the ORGA architecture can 
dynamically implement single instruction set computers. 

3. Dynamic ORGA architecture 
A configuration context is optically applied in ORGAs. In ORGA-VLSIs, a certain detection 
circuit must be used in addition to a programmable gate array. The detection circuit is called 
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an optical reconfiguration circuit. Such an optical reconfiguration circuit is connected to 
each programming point of a programmable gate array. Therefore, the number of 
reconfiguration circuits can be as large as those of FPGAs. The resultant reduction of the 
implementation area of optical reconfiguration circuits is extremely important in ORGAs. 
In major ORGAs (5),(6), each optical reconfiguration circuit consists of a photodiode, a 
refresh transistor, and a single-bit static configuration memory, as portrayed on the left side 
of Fig. 3. A reconfiguration procedure is initiated by charging the junction capacitance of the 
photodiode using refresh transistors. After charging, an optical configuration context is 
provided from a holographic memory and is received on the photodiodes. The electric 
charge in the junction capacitance of each light-received photodiode is discharged and the 
electric charge in the junction capacitance of each photodiode receiving no light is retained. 
The resultant difference is detectable by sensing the voltage between the anode and cathode 
of the photodiode. The sensed information is temporarily stored on a single-bit static 
configuration memory. Then, the context information is provided to each programming 
point of a gate array. Using this technique, a configuration context can be retained 
indefinitely in the ORGA-VLSI so that the state of the gate array can be maintained 
statically. 
 

 
Fig. 3. Optical reconfiguration circuits of static and dynamic techniques. 

However, the static configuration memory prevents realization of high gate count ORGA-
VLSIs. The static configuration memory comes to occupy about 25% of the area of an entire 
VLSI chip. Moreover, using the memory function for storage during an indefinite period can 
be considered as over-capacity for implementation in single instruction set computers 
because a processor of a single instruction set computer is dynamically reconfigured. For 
that reason, its lifetime is very short. In addition, the configuration information is stored on 
a holographic memory; the information can therefore be read out anytime. Because of that 
feature, even when long-term functions are required, a certain refresh cycle enables such 
function implementations. Therefore, a Dynamic Optically Reconfigurable Gate Array 
(Dynamic ORGA) architecture without a long-term storable configuration memory was 
proposed (7). A photodiode invariably has junction capacitance. Therefore, the junction 
capacitance can maintain the state of a gate array for a certain time. The dynamic ORGA 
perfectly removes the static configuration memory to store a context and uses the junction 
capacitance of photodiodes as dynamic configuration memory, as shown on the right side of  
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Fig. 4. An island-style gate array constructed by optically reconfigurable logic blocks 
(ORLBs), optically reconfigurable switching matrices (ORSMs), and optically reconfigurable 
I/O blocks (ORIOBs). 

Fig. 3. Following such a concept of single instruction set computers, the junction capacitance 
of photodiodes is sufficient to retain the state of a gate array. This architecture is called a 
dynamic ORGA architecture. The dynamic ORGA architecture is a very advanced ORGA 
architecture in terms of gate density in ORGAs. 

4. VLSI design with 51,272 gates 
This section presents a description of the design of a 51,272 gate DORGA-VLSI. The 51,272- 
gate-count DORGA-VLSI chip was designed using a 0.35 μm standard complementarymetal 
oxide semiconductor (CMOS) process. The basic functionality of the DORGA-VLSI is 
fundamentally identical to that of currently available field programmable gate arrays 
(FPGAs). The DORGA-VLSI takes an island-style gate array or a fine-grain gate array. 

4.1 Photodoide cell design 
Always, the depletion depth of a photodiode between an N-well and a P-substrate is deeper 
than that of a photodiode between an N-diffusion and a P-substrate. However, the 
minimum size of a photodiode between an N-well and a P-substrate is always larger than 
that of a photodiode between an N-diffusion and a P-substrate. Since an ORGA requires 
many photodiodes, the implementation area reduction is very important. For that reason, 
photodiodes were constructed between the N-diffusion and the P-substrate. The acceptance 
surface size of the photodiode is 8.8 × 9.5 μm2. In addition, the photodiode cell size is 21.0 × 
16.5 μm2. Such a cell was designed as a full custom design. The fourth metal layer is used for 
guarding transistors from light irradiation; the other three layers were used for wiring. 
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Technology  0.35 μm double-poly  
four-metal CMOS process 

Chip size [ mm2] 14.2 ×14.2 
Supply Voltage [V]  Core 3.3 , I/O 3.3  
Photodiode size [μm2]  9.5 ×8.8  
Horizontal distance between 
photodiodes [μm]  28.5-42  

Vertical distance between 
photodiodes [μm]  12-21  

Number of photodiodes  170,165  
Number of logic blocks  1,508  
Number of switching matrices  1,589  
Number of I/O bits  272  
Gate count  51,272  

Table 1. Specifications of a high-density DORGA. 

4.2 Optically reconfigurable logic block 
A block diagram of an optically reconfigurable logic block of the DORGA-VLSI chip is 
presented in Fig. 5. Each optically reconfigurable logic block consists of 2 four-input one-
output look-up tables (LUTs), 10 multiplexers, 8 tri-state buffers, and 2 delay-type flip-flops  
 

 
Fig. 5. Block diagram of an optically reconfigurable logic block (ORLB). 
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Fig. 6. CAD layout of the optically reconfigurable logic block (ORLB). 

with a reset function. The input signals from the wiring channel, which are applied through 
some switching matrices and wiring channels from optically reconfigurable I/O blocks, are 
transferred to LUTs through eight multiplexers. The LUTs are used for implementing 
Boolean functions. The outputs of an LUT and of a delay-type flip-flop connected to the LUT 
are connected to a multiplexer. A combinational circuit and sequential circuit can be chosen 
by changing the multiplexer, as in FPGAs. Finally, outputs of the multiplexers are connected 
to the wiring channel again through eight tri-state buffers. As a result, each four-input one-
output LUT, multiplexer, and tri-state buffer has 16 photodiodes, 2 photodiodes, and 1 
photodiode, respectively. In all, 58 photodiodes are used for programming an optically 
reconfigurable logic block. The optically reconfigurable logic block can be reconfigured 
perfectly in parallel. The CAD layout is depicted in Fig. 6. This is a standard-cell based 
design. The cell size is 294.0 × 186.5 μm2. Wiring between cells was executed using the first 
to the third metal layers while avoiding the aperture area of the photodiode cell. Such 
optically reconfigurable logic block design is based on a standard cell design, except for 
custom designs of transmission gate cells and photodiode cells. Each photodiode is arranged 
at 42.0 μm horizontal intervals and at 12.0-21.0 μm vertical intervals. 

4.3 Optically reconfigurable switching matrix 
Similarly, optically reconfigurable switching matrices are optically reconfigurable. The block 
diagram of the optically reconfigurable switching matrix is portrayed in Fig. 7. Its basic 
construction is the same as that used by Xilinx Inc. Four-directional switching matrices with 
48 transmission gates were implemented in the gate array. Each transmission gate can be 
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Fig. 7. Block diagram of an ORSM. 

 
Fig. 8. CAD layout of an ORSM. 

considered as a bi-directional switch. A photodiode is connected to each transmission gate; 
it controls whether the transmission gate is closed or not. Based on that capability, four-
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direction switching matrices can be programmed as 48 optical connections. The CAD layout 
is portrayed in Fig. 8. The cell size is 177.0 × 186.5 μm2. As with the ORLBs, wiring was 
executed using the first to the third metal layers, thereby avoiding the aperture area of the 
photodiode cell. Such an optically reconfigurable switching matrix was designed using 
custom cells of photodiode cells and transmission gate cells, except for some buffers. Each 
photodiode is arranged at 28.5 μm horizontal intervals and at 12.0-21.0 μm vertical intervals. 

4.4 Gate array 
Figure 4 depicts the gate array structure. Table 1 presents its specifications. The gate array 
was designed using the Design Compiler logic synthesis tool and the Apollo place and route 
tool (Synopsys Inc.). The ORGA-VLSI chip consists of 1,508 optically reconfigurable logic 
blocks (ORLB), 1,589 optically reconfigurable switching matrices (ORSM), and 272 optically 
reconfigurable I/O bits (ORIOB). Each optically reconfigurable logic block is surrounded by 
wiring channels. In this chip, one wiring channel has eight connections. Switching matrices 
are located on the corners of optically reconfigurable logic blocks. Each connection of the 
switching matrices is connected to a wiring channel. 
The accepted surface size of the photodiode and photodiode-cell size, including an optical 
reconfiguration circuit are, respectively, 8.8 × 9.5 μm2 and 21.0 × 16.5 μm2. The photodiode 
cells were arranged at 28.5-42.0 μm horizontal intervals and at 12.0–21.0 μm vertical 
intervals: in all, 170,165 photodiodes were used. The fourth metal layer is used for guarding 
transistors from light irradiation; the other three layers were used for wiring. 

4.5 Reconfiguration performance 
The retention time and configuration time of photodiode memory architecture in a DORGA-
VLSI were estimated experimentally using another DORGA-VLSI chip. That other VLSI chip 
was fabricated using the same CMOS process. In addition, the VLSI chip has identical 
photodiode construction and characteristics. Therefore, although a 51,272 DORGA-VLSI 
chip has never been fabricated, its characteristics were measured using the other DORGA-
VLSI chip. As a result, the retention time of photodiode was measured as longer than 45 s. 
That retention time is much longer than that of current DRAMs. Consequently, the storage 
time is sufficient for the implementation of single instruction set computers. Additionally, 
the product of the photodiode response time and laser power for each photodiode was 
measured as Treconfiguration · Plaser = 12.7 pJ. That measurement demonstrates that nanosecond-
order configuration is possible. 

5. Conclusion 
This chapter has introduced and explained important concepts related to single instruction 
set computers. Such single-instruction set computers constitute an acceleration method used 
with microprocessor operations. To implement them, clock-by-clock dynamically 
reconfigurable devices are desired. However, using current VLSI technologies, simultaneous 
realization of fast reconfiguration and numerous reconfiguration contexts is impossible. To 
realize such clock-by-clock dynamically reconfigurable devices, another technology must be 
developed. As one possibility, this chapter has introduced and described an optically 
reconfigurable gate array VLSI. Currently, the gate count and performance of such ORGA-
VLSIs are insufficient. Nevertheless, such architecture presents the possibility of overcoming 
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current VLSI limitations. Realizing a device to overcome those limitations remains as a 
subject for future works. 
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1. Introduction 
Over the course of the past three decades, we have witnessed dramatic changes in our 
lifestyles. This is attributed to an unprecedented revolution of information technology (IT). 
The key element of the IT revolution is the continuing advancement of semiconductor 
technology. A major driving force of semiconductor technology lies in silicon. The silicon 
semiconductor has been applied to logic chips as well as memory chips for various 
applications. Meanwhile, the silicon memory has been at the center of an ongoing battle to 
manufacture the smallest, highest density, and most innovative product. Since their 
invention in the early 1970s, silicon memory devices have advanced at a remarkable pace. 
Silicon based memories such as dynamic random access memory (DRAM), static random 
access memory (SRAM), and Flash memory have been crucial elements for the 
semiconductor chip industry in the areas of density, speed, and nonvolatility, respectively. 
An important growth engine is scaling, which has enabled multiple devices to be integrated 
within a given area, resulting in an exponential increase in density and a decrease in bit-cost 
(Moore, 1965). The traditional scaling approach, however, is now confronting physical and 
technical challenges toward the end-point of the international technology roadmap for 
semiconductors (ITRS), indicating that the revenue from downscaling will diminish as 
scaling slows. Thus, an entirely new concept is required to ensure that silicon memory 
technology remains competitive. To meet this stringent requirement, this chapter will 
exploit a new paradigm of memory technology. 
An ideal memory device should satisfy three requirements: high speed, high density, and 
nonvolatility. Unfortunately, a memory satisfying all requirements has yet to be developed. 
Memory devices have consequently been advanced by pursuing just one of these virtues, 
and appear in many different forms. SRAM dominates high speed on-chip caches for 
advanced logic and DRAM occupies applications for high-density and high-speed 
computation; but DRAM’s data is volatile, and Flash memory is widely used for high 
density and non-volatile data storage. Therefore, if a single memory transistor can process 
different memory functions, a paradigm shift from ‘scaling’ to ‘multifunction’ can continue 
the evolution of silicon technology. In this chapter, the prototype of the fusion memory, 
named unified-random access memory (URAM), is introduced that can simplify device 
architecture, reduce power consumption, increase performance, and cut bit-cost. 
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2. Operational principle of URAM 
URAM is composed of a single memory transistor, which must be of the smallest cell size. It 
can perform nonvolatile functions or high-speed operations according to the set of 
operational biases. In other words, circuit designers can specify URAM to be Flash memory 
or DRAM in order to comply with their specifications. Before discussing the details of 
URAM, each underlying operation principle is briefly introduced. 

2.1 Flash memory operation 
Advancements in high quality and ultra-thin oxides have paved the way for nonvolatile 
memory for silicon-oxide-nitride-oxide-silicon (SONOS) devices, which have replaced 
conventional floating-gate memory (Brown & Brewer, 1998). Fig. 2-1 shows the SONOS 
device structure and the program/erase operations. The device has a multiple gate dielectric 
stack consisting of tunnel oxide/nitride/control oxide (O/N/O), and the charges are stored 
in discrete traps in the nitride layer sandwiched between the upper/lower oxide barriers. 
The stored charges are positive or negative depending on whether negative or positive 
voltage is applied to the gate electrode. If positive programming voltage is applied to the 
gate, the electrons quantum-mechanically tunnel from the inverted channel through the 
tunnel oxide, and these electrons are stored in the deep-level traps in the nitride layer. 
During erasing, the holes are injected into the traps in the nitride in a manner similar to the 
program operation. The data is identified by the difference in the drain current. Once the 
charges are stored, the information is retained for up to 10 years with 106 to 107 
program/erase cycles. Due to the superior ability of data retention, SONOS memory is 
called nonvolatile memory. From the perspective of speed, however, the writing requires 
few to few tens of microseconds, which might be too long to transfer high density data. 
Thus, the SONOS has been mainly utilized for portable applications, such as MP3 players, 
digital cameras, and memory stick solution. 
 

 
                                (a)                                                                                          (b) 

Fig. 2-1. Operational principle of a SONOS Flash memory. (a) schematic of SONOS structure 
and (b) drain current versus gate voltage characteristics for two data states. The information 
is stored as a form of nitride trapped charges. The polarity and amount of charges stored in 
nitride layer determine the threshold voltages. The data is distinguished by measuring drain 
current flow at a given voltage. Once the charges are stored, the data is retained for over ten 
years so that the Flash memory is referred as nonvolatile memory.  
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2.2 Capacitorless 1T-DRAM operation 
In conventional one transistor/one capacitor DRAM (1T/1C DRAM), Moore’s Law tends to 
be invalid as the device scaling advances. While the cell transistors continue scaling, the cell 
capacitors cannot shrink much because they should store a detectable amount of charge, 
which is equivalent to the minimum cell capacitance, 30fF/cell. Therefore, the size mismatch 
between the transistors and capacitors leads to complexity in the fabrication process. In 2001 
(Okhonin et al., 2001), the densest and cheapest DRAM, which is called capacitorless 1T-
DRAM or zero-capacitorless RAM (ZRAM), was developed. The capacitorless 1T-DRAM 
replaces the large and complicated capacitor to be fabricated with a floating-body capacitor. 
The capacitorless 1T-DRAM exploits inherent properties, known as the floating body effects 
or history effects, of transistors made on silicon-on-insulator (SOI) substrates. The floating 
body effects are generally considered as parasitic by circuit designers because they cause the 
current overshoot, and obstruct to model and implement into circuit simulator (Gautier, 
1997). While the majority of efforts are made to suppress these effects, Okhonin et al. found 
out that they can be a method to temporarily store the information. Fig. 2-2 illustrates the 
principle of the capacitorless 1T-DRAM. In the program, the impact ionization process 
generates pairs of electron and holes. While the electrons exit the channel through the drain, 
the holes are repelled by the drain, charging the body. Since the body is isolated vertically 
by the energy band offset of the buried-oxide and gate oxide, and laterally by the built-in 
potential energy of the n+ source and n+ drain with a p-type body, the confined holes are 
stored inside the floating body, as shown in Fig. 2-2. During erase, the negative drain 
voltage pulls the holes out of the floating body. The information is identified by turning on 
the transistor and measuring the amount of current flow. More current flows at 
programmed state as the positive body charges contribute to lowering the channel potential. 
Since the holes can disappear by recombination at the programmed state and the holes can 
be generated by band-to-band tunneling or thermal generation at the erased state, the data 
is volatile. However, as the generation and removal of holes only takes a few nanoseconds, 
the capacitorless 1T-DRAM can be embedded for high-speed applications such as the caches 
of microprocessor, digital signal processor (DSP), system-on-chip (SOC), etc. 
 

 
(a)                                         (b)                                                      (c) 

Fig. 2-2. Operational principle of a capacitorless 1T-DRAM. (a) Schematic of floating body 
structure, (b) energy band diagram of capacitorless 1T-DRAM, and (c) drain current versus 
gate voltage characteristics for two data states. The information is stored as a form of 
floating body charges. The excess holes inside the floating body increase the drain current. 
Since the stored charges disappear in a second, it is referred as DRAM. 
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2.3 Operation principle of URAM 
The basis of URAM lies in the difference of the inherent operational biases for Flash and 
capacitorless 1T-DRAM (Han et al., 2007). Fig. 2-3 shows an operational bias domain for two 
memory modes. For erase operation, the two erase bias regions are distinctive. For program 
operation, even though the two regions partially overlap, the Flash memory utilizes 
relatively higher biases than the capacitorless 1T-DRAM. The overlapping region might 
cause them to disturb each other, a problem that will be solved in Section 5. If the proper 
biases are selected, two functions can work without disturbance from each other. In order to 
realize two functions in a single transistor, O/N/O gate dielectric is embodied onto a 
floating body transistor. When the Flash memory mode is activated, relatively higher 
voltages are used. On the other hand, relatively lower voltages are utilized to activate the 
capacitorless 1T-DRAM mode. Once the mode of URAM is determined, the operational 
biases are accordingly selected. 
 

 
                                                    (a)                                                                  (b) 

Fig. 2-3. (a) Operational bias domain of URAM and (b) schematics device structure and the 
program mechanism of two functions. The inherent difference stems from the distinctive 
operational domain, which allows independent functions in a single memory transistor. 

The operational sequence is presented in Fig. 2-4. The memory block is firstly selected, and 
the operation mode is then decided. If the nonvolatile mode is chosen, the Flash operation is 
activated. Similarly, the capacitorless 1T-DRAM is activated if the high speed mode is 
needed. When the mode transits from Flash to capacitorless 1T-DRAM, the cell transistors in 
the selected block should be initialized to have a threshold voltage of 0.2V. If the threshold 
voltages are not initialized and high value remains, the greater gate voltage would be 
required to bias the fixed gate overdrive voltage. The high gate voltage can gradually 
impose stress on the gate oxide, which gradually increases the threshold voltage. On the 
other hand, if the initialized threshold voltage is small or even negative, excess holes can be 
generated, even in the zero gate voltage (off-state) since the carrier supplement is sufficient 
to trigger impact ionization, which can cause drain disturbance. It should be noted that the 
impact ionization process for the program operation of the capacitorless 1T-DRAM can 
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adversely affect the charge trapping into the O/N/O layer. Here, the undesirable threshold 
voltage shift caused by capacitorless 1T-DRAM program is referred to as a soft-program. 
Since the soft-program causes unstable operation, the threshold voltage should be 
periodically monitored to find out whether the cells have suffered from soft-programming. 
The memory block would be re-initialized if the cells failed the verification test. This 
verification and re-initialization loop is an essential but time consuming process. The 
method to minimize and, furthermore, eliminate this redundant loop will be discussed in 
Section 5. 
 

 
Fig. 2-4. Operational sequence diagram for URAM. The mode is selected according to the 
designer’s demand. Since the program mechanism between two modes partially overlaps, 
the verification and re-initialization loop is inserted in high-speed mode. 

3. Device fabrication and various quantum substrates 
3.1 Various quantum substrates for URAM 
To date, silicon-on-insulator (SOI) substrate has been utilized for the capacitorless 1T-
DRAM. As embedded DRAM (eDRAM) now occupies more than 50% of the total chip area, 
and advanced processors have started to pick up SOI, the capacitorless 1T-DRAM made on 
SOI substrate is highly attractive for embedded memory. However, since a bulk substrate 
still occupies a significant portion of the market share, if the floating body effect is found in 
the bulk substrate, a chip built on the bulk substrate will be fully blessed with the benefits 
from the bulk substrate technology. It is true that major memory industries are conservative 
to adopt SOI substrate for their stand-alone memory products mainly due to the cost issue. 
Therefore, the capacitorless 1T-DRAM fabricated on the bulk substrates will be explored in 
terms of not only the embedded memory, but also stand-alone memory applications. In this 
section, the various quantum substrates, in particular the bulk substrates embodied with the 
quantum energy band structure, are introduced and the device fabrication process is 
illustrated.  
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Fig. 3-1. Various templates and their energy band diagrams for excess hole storage. The SOI, 
SOSC, and SONW are potential barrier types, and the SOSC is potential well types. Unlike 
the SOI and SOSC, the SONW and SOSG confine holes by shallow trench isolation (STI) 
oxide in the lateral direction. 

The quantum substrates used for the device fabrication and their corresponding energy 
band diagram for hole storage are comparatively shown in Fig. 3-1. In SOI substrate, the 
excess holes are vertically confined between the tunnel oxide and the buried oxide and are 
horizontally isolated by the built-in potential barrier of the n+ source/drain and p-type 
body. Next, three methods for the floating body in bulk substrates are introduced. The 
hetero-epitaxial growth of semiconductor can imitate the energy band lineup of SOI. The 
introduction of carbon (C) into the silicon substrate enlarges the energy band-gap (Kim & 
Osten, 1997). Thus, the sequential growth of Si1-yCy and Si on the bulk wafer can mimic SOI 
substrate. Here, Si1-yCy serves as the role of the buried oxide. This substrate is named SOSC 
after the abbreviation of silicon-on-silicon carbon. Similar to the SOI substrate, the tunnel 
oxide and the valence band barrier at Si/Si1-yCy confine holes in the vertical direction, and 
the built-in potential at the junction boundary confines in the horizontal direction. The n+ 
ion deep implantation onto the p-type bulk substrates forms the buried n-type well 
structure (Ranica et al., 2005). The n-type well and p-type body forms a built-in potential 
barrier that prevents the holes from flowing out to the substrate terminal. This template is 
named SONW after the abbreviation of silicon-on-n+ well. Whereas the holes are 
horizontally isolated by the junction barrier at SOI and SOSC, the SONW confines hole by 
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shallow trench isolation (STI) oxide. In order to an avoid electrical short between the n+ 
source/drain and n+ well, the n+ well should be buried much deeper than the junction depth 
of the source/drain. This requirement inevitably imposes a minimum space between the 
two junctions. Therefore, that opened space should be filled by the STI oxide. The 
aforementioned three substrates: SOI, SOSC, and SONW, vertically confine holes with the 
potential barrier. Similarly, a potential well can also store the excess holes as the potential 
barrier did. Similar to the SOSC preparation, the introduction of germanium (Ge) into the 
silicon substrate reduces the energy bandgap. Thus, the sequential epitaxial growth of Si1-

xGex and Si forms the potential well (Ni & Hansson, 1990). In order to avoid the loss of the 
excess holes via recombination at the source/drain junction, buried Si1-xGex is placed under 
the source/drain junction boundary. As a result, the STI oxide blocks the evacuation of 
stored holes along the lateral direction. The silicon-on-silicon germanium is referred to 
SOSG. In addition to the fundamental interest in the well-type storage media, Si1-xGex is 
more frequently studied in the literature than Si1-yCy, and Si1-xGex has been already adopted 
for the strained technology in the mass production so that SOSG technology might be more 
practical.  

3.2 Device fabrication 
There are two common types of Flash memory array architectures: NAND and NOR which 
follow to the logical form of the cell configuration. The cell layout of URAM is the same as 
that of NOR type Flash because the drain voltage should be applied to each memory cell to 
trigger the impact ionization. The cell layout of URAM is shown in Fig. 3-2. The gates of 
each cell are coupled by a row line, and their drains are coupled with column lines. Since the 
individual memory cells are connected in parallel, random access is allowed. NOR 
architecture generally has one contact per two neighboring cells by sharing the source 
contact, thereby reducing the chip area. Some types of URAM, however, cannot use the 
shared source contact. While the shared source is possible for SOI and SOSC, SONW and 
SOSG require each source contact for all cells because each cell should be isolated by the STI 
oxide. The cross-sectional schematic along the bit-line direction in Fig. 3-3 shows that the 
source can be shared in SOI and SOSC. If the source is shared at SONW and SOSG, 
however, the lateral migration of excess holes can disturb the body charges of the 
neighboured cell. In other words, every cell should be isolated by the STI oxide and have 
their own source line. As a result, the layout efficiency of SOI and SOSC is better than that of 
SONW and SOSG. 
 

 
                                               (a)                                                           (b) 

Fig. 3-2. Two types of URAM configuration. (a) Shared source line uses one contact for two 
cells and (b) divided source lines require individual contact for each cell. 
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Fig. 3-3. Schematics of the cells along the word line direction. Whereas the SOI and SOSC 
use the shored bit line, the SONW and SOSG should utilize the divided source line. 

The schematic of the process flow is shown in Fig. 3-4 (Han et al., 2009). Except the SOI 
substrate, SOSC, SONW, and SOSG utilize the bulk silicon wafer. Whereas SOI itself 
provides the intrinsic floating body, bulk substrates require the energy band engineering to 
form the extrinsic floating body. The n+ deep ion implantation is carried out for the SONW, 
Si1-yCy/Si is epitaxially grown for SOSC, and Si1-xGex/Si is epitaxially grown for SOSG. 
After the various types of the templates are prepared, the subsequent processes are similar. 
A photolithography process with a 0.18μm design rule is applied for channel definition. The 
photoresist is then trimmed down to a line width of 30nm by plasma ashing. The silicon is 
etched by reactive ion etching (RIE), resulting in the a 30nm width fin shaped channel. High 
density plasma (HDP) oxide is deposited and planarized by chemical mechanical polishing 
(CMP) and partially recessed by diluted HF until the upper part of the fin is exposed. The 
remaining lower part of the fin is covered by the isolation STI oxide, and the exposed upper 
part of the fin becomes the active area. The gate dielectric stack, tunnelling 
oxide/nitride/control oxide, is formed, and in-situ doped n+ polysilicon for the gate is 
sequentially deposited. After the gate patterning, source/drain implantation and activation 
are carried out followed by forming gas annealing. 
 

 
Fig. 3-4. Process flow of the URAM. After the quantum substrates for the floating body are 
prepared, the subsequent process flow is identical. Whereas SOI itself provides the intrinsic 
floating body, bulk substrates are hindered by the energy band engineering to form the 
extrinsic floating body. The n+ deep ion implantation is carried out for the SONW, Si1-yCy/Si 
is epitaxially grown for SOSC, and Si1-xGex/Si is epitaxially grown for SOSG. 
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Fig. 3-5. Tilted view of the SOI URAM (upper), and cross-sectional view of four types of 
URAM (lower). 

Tilted scanning electron microscopy (SEM) image and cross-sectional transmission electron 
microscopy (TEM) images of the fabricated device on various quantum templates are shown 
in Fig. 3-5. Table 3-1 summarizes the geometric dimensions. 
 

 
Table 3-1. Summary of geometric dimensions for four types of URAM. 
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4. Device performance 
4.1 Direct Current (DC) characteristics of URAM 
Once the devices are fabricated, the fundamental properties should be investigated to find 
out whether the current-voltage characteristics are acceptable. The drain current (ID) versus 
gate voltage (VG), i.e. transfer characteristics, is commonly monitored, providing important 
parameters such as threshold voltage (VT), on-current (Ion), off-current (Ioff), subthreshold 
slope (SS), drain induced barrier lowering (DIBL), etc. Fig. 4-1 shows the transfer plot for 
URAM. The SOI exhibits the steepest SS due to the well known fact that the depletion 
capacitance is the smallest at SOI. Whereas VT of the SOI, SOSG, and SOSG are similar, that 
of the SON is larger than others because of the high body doping concentration. In order to 
avoid an electrical short between n+ source/drain and n+ well, body doping concentration 
should, reluctantly, be high. Thus, driving current degrades due to the mobility degradation 
stemming from impurity scattering. It is found that the other parameters are superior to the 
counter devices (planar single-gate structure), which is attributed to the three-dimensional 
device structure. The device parameters are summarized in Table 4-1. 
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Fig. 4-1. Drain current versus gate voltage characteristics for various types of URAM. The 
superior device properties are attributed to the three dimensional device structure. 
 

 
Table 4-1. Summary of the device performances. The high threshold voltage in SONW is 
attributed to the high body doping concentration.  
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The simplest method to verify whether the impact ionization generates excess holes that will 
be stored inside the body is to examine the kink point in the drain current (ID) versus drain 
voltage (VD), i.e. output characteristics. As the drain voltage increases, the impact ionization 
process begins to occur beyond a certain drain voltage, generating pairs of electrons and 
holes. While the generated electrons flow out toward the drain terminal, the generated holes 
are repulsed to the body by positive drain voltage. In bulk substrates, generally, these holes 
are collected by a grounded substrate terminal, appearing as a form of substrate current. If 
the body is electrically floated, however, the holes are accumulated, contributing as an extra 
quasi-gate. Therefore, the accumulation of excess holes causes current increase at certain 
drain voltage, and anomalous output characteristics can be found. Fig. 4-2 shows the output 
characteristics for URAM. The kink points assure that the excess holes are effectively 
accumulated, even at the bulk substrates, which are quantum mechanically engineered. 
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Fig. 4-2. Drain current versus drain voltage characteristics for various types of URAM. As 
the drain voltage increases, the excess holes generated by the impact ionization are stored in 
the floating body, resulting in a kink in the saturation region. 

4.2 Flash memory characteristics 
Flash memory performance is normally evaluated in terms of four aspects: program speed, 
erase speed, data retention time, and endurance cycles. For nonvolatile memory application, 
the cells should satisfy the 10-years data retention requirement with 107 program/erase 
endurance cycles. The ability to store and recover data after ten years is called ‘retention’, 
and the ability to withstand repeated program/erase cycles is called ‘endurance’. The 
program/erase can be carried out by Fowler-Nordheim (FN) tunneling or hot-carrier 
injection (HCI). In this study, the program/erase is enabled by FN tunneling. Fig. 4-3 shows 
representative program/erase transient characteristics. The characteristics are obtained from 
the SOI, representatively. As the program/erase voltages are increased, a higher threshold 
voltage shift is achieved. In addition, as the program/erase time is increased, the threshold 
voltage is at first shifted and then saturated after a certain time. Normally, the erase speed is 
slower than the program speed because the tunneling efficiency of holes is lower than that 
of electrons due to the high effective mass and energy barrier height in the valence band 
side. Thus, in a memory array, erase operation is normally carried out by block erasing to 
improve the erasing throughput. Here, a VT window of 3.3V is achieved at the program of 
11V with 80μsec and the erase of -11V with 10msec.  
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Fig. 4-3. Program/erase transient characteristics of Flash memory mode at SOI URAM. (a) 
program transient and (b) erase transient characteristics. (Han et al., 2007) 

The retention and endurance are crucial factors that determine the reliability of the Flash. 
Fig. 4-4 shows that the 10-years retention and 107 cycles are guaranteed with a 1.9V 
detection window. Table 4-2 summarizes the reliability factors for various templates.  No 
memory retention and endurance failure are obtained as long as the detectable threshold 
voltage window is greater than 1V. The endurance failure for SOSG is speculated to be 
caused not by a structure related failure, but by a process induced failure of O/N/O. 
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Fig. 4-4. (a) Data retention and (b) endurance characteristics of Flash mode at SOI URAM. 
(Han et al., 2007) 
 

 
Table 4-2. Summary of program/erase efficiency and reliability for various types of URAM.  
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4.3 Capacitorless 1T-DRAM characteristics 
A capacitorless 1T-DRAM mode is characterized by the customized system. Fig. 4-5 shows 
the measurement system. The computer controls the pulse generator (Agilent 81110A), 
oscilloscope (Agilent 54542C), and current amplifier (Keithley 428). The pulse generator 
applies voltage patterns to the device. The source current is amplified by the current 
amplifier, changed into a form of voltage, and monitored by the oscilloscope. For low noise 
measurement, a low noise cable with length of 50cm is used. The device is tested under the 
probe station (Cascade R4840). All operations utilize the gate voltage of 1V, which is not an 
indispensable condition, but for monotone waveform to simplify the sensing circuit 
circuitry.  
 

 
Fig. 4-5. Customized measurement system and the operational pulse waveform. 

In order to minimize the leakage paths in the three-dimensional FinFET, the fin width 
should be as narrow as possible. This means that a fully depleted body is desirable in terms 
of scalability. The capacitorless 1T-DRAM, however, requires a partially depleted body, i.e. 
wider fin width, to store the detectable amount of holes. To compromise the scalability and 
the performance functionality, the fin is divided into two regions (Han et al., 2009). Fig. 4-6 
compares the conventional FinFET and the proposed one as counterpart structures. Whereas 
the fin is fully surrounded by the gate at the conventional FinFET, the fin of the proposed 
one is partially covered. The essence of the proposed one is that the hole accumulation 
region is spatially separated from the inverted channel. The upper part covered by the gate, 
which is fully depleted, provides a conduction path. The lower part covered by STI oxide, 
which is partially depleted, serves for a hole storage. Therefore, scalability and performance 
functionality (the floating body effect) are attained at the same time. 
 

 
(a)                                                                      (b) 

Fig. 4-6. Comparative images of (a) the conventional fully-depleted FinFET SONOS and (b) the 
proposed half fully-depleted and half partially-depleted FinFET SONOS. The contours of the 
body potential supported by simulation assure that the existence of a partially depleted region 
to accommodate more holes is attractive for proper 1T-DRAM operation. Consequently, the 
proposed FinFET is superior to the conventional FinFET. (Han et al., 2007) 
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Fig. 4-7 shows the program/erase characteristics of the capacitorless 1T-DRAM. As 
mentioned in Section 2.3, the program/erase voltage should be optimized in order to avoid 
undesired charge trapping in the O/N/O layer. The program uses VG,PGM=1V and 
VD,PGM=1.5V, the erase uses VG,ERS=1V and VD,ERS=−1V, and the read voltages are 
VG,READ=1V and VD,READ=0.4V. Before utilizing the capacitorless 1T-DRAM mode, the initial 
VT is set to 0.2 V. The data states are clearly distinguished with a 7μA sensing window after 
80msec data retention, whereas the conventional device exhibits a smaller sensing window. 
This is attributed to the presence of increased excess hole accumulation as shown in Fig. 4-6. 
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Fig. 4-7. Source current for the capacitorless 1T-DRAM mode. The two data states are clearly 
identified because more holes are accumulated in the partially-depleted URAM. However, 
the source current difference is relatively small in the conventional fully-depleted URAM. 
(Han et al., 2007) 

In the SONW substrate, the buried n-type well is embedded inside a p-type bulk substrate. 
The junction of the p-type body and the n-type well forms the pn built-in potential barrier, 
thus the excess holes can be retained inside the p-type body region. In order to prove that 
the excess holes can really be confined, the simulated contours of the hole concentration 
after the program are shown in Fig. 4-8. In conventional bulk substrates, excess holes are 
generally collected by the grounded substrate. At the SONW substrate, the holes confront 
the n-well junction barrier, and the holes are thus accumulated inside the body. 
 

 
(a)                                                          (b) 

Fig. 4-8. Simulated contours of the hole concentration biased at hold condition after impact 
ionization, (a) convention bulk FinFET, and (b) SONW URAM.  In contrast to the 
conventional case, SONW URAM stores the excess holes in the body region. (Han et al., 
2008a) 
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Fig. 4-9 shows the program/erase characteristics. The important feature in the bulk 
substrates is that the barrier height can be modulated by the substrate voltage. In other 
words, the ability to retain holes can be improved by proper substrate voltage. An applying 
a weak positive voltage and enlarging the hole barrier height can enhance the sensing 
window. The sensing window with retention time is increased from 4μA with 8msec to 7μA 
with 30msec as the substrate voltage is increased from 0V to 0.3V. In the case of strong 
positive voltage, however, the capacitorless 1T-DRAM cannot work because the forward 
biased source/drain to the body junction diode is inevitably turned on.  
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Fig. 4-9. Source current for capacitorless 1T-DRAM of SONW. The sensing window is 
widened at a small positive substrate voltage. (Han et al., 2008a) 

Since the SONW substrate needs the deep implantation process, it is hard to define an 
accurate and abrupt quantum engineered junction profile. The SOSC would be preferred as 
its energy band is determined by epitaxial growth and the mole fraction of C in Si1-yCy. In 
addition, whereas the buried n-well should be located far from the source/drain junction in 
order to avoid the electrical short, the band offset interface of Si/Si1-yCy can be at closer to 
the source/drain so that the influence of stored holes on the inverted channel becomes 
stronger. Therefore, SOSC gives a rise to improvements in performance. Fig. 4-10 shows the 
program/erase characteristics. The sensing window of 11μA with a retention time of 50msec 
at a substrate voltage of 0.3V is wider compared to that of SONW (Han et al., 2008). Also, 
the sensing window is wider at VSUB=0.3V than at VSUB=0V as predicted. 
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Fig. 4-10. Source current for the capacitorless 1T-DRAM of SOSC. The small positive 
substrate voltage raises the sensing current window. (Han et al., 2008a) 
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The above three substrates, SOI, SONW, and SOSC, showed a quantum barrier, i.e. the 
energy band of the floating body is above that of the quantum engineered substrate. In 
contrast, SOSG is the quantum well structure because the energy band of the floating body 
is below that of the quantum engineered substrate. The quantum barrier type substrates use 
their bodies for the conduction path as well as the storage region, simultaneously. This 
condition can cause the excess holes to easily disappear by recombination with the inverted 
electrons, leading to degradation in the data retention time. However, the quantum well can 
separate the excess holes and conduction electrons; thus, the stored charge loss via the 
recombination process with an inverted electron is expected to be minimized, and improved 
performance is predicted. The Si/Si1-xGex/Si, SOSG, forms the potential well structure 
because the valence band energy of Si1-xGex is higher than that of Si, as shown in Fig. 4-7. In 
SOSG, the top Si serves as the conduction channel, and the centered Si1-xGex is devoted to 
the hole storage region. The major advantage compared to SOSC is that, whereas the solid 
solubility of carbon in silicon is limited to 5%, the germanium content can be adjusted from 
0% to 100%, which allows wide band offset modulation by changing stoichiometry of Si1-

xGex. Therefore, the SOSG can provide more degrees of freedom in the energy band design 
because the depth of the potential well is favorably determined by the germanium content. 
The impact of germanium on the band offset has been theoretically reported, and it turns 
out that the valence band offset between Si and Si1-xGex is linearly increased with content x. 
The simulated distribution of excess holes after programming and maximum hole 
concentration for various content x are shown in Fig. 4-11. The holes are found to be 
preferentially accumulated in the Si1-xGex layer. The hole concentration is exponentially 
increased as the valence band offset is increased. However, the hole concentration starts to 
saturate after a band offset of 0.24eV, which corresponds to germanium content of x=0.4. 
This means that the usage of Ge higher than x=0.4 will be ineffective in terms of the ability 
to store holes. In other word, a very deep potential well is not always necessary for higher 
performance (Han et al., 2008b). 
 

 
(a)                                                         (b)                                                 (c) 

Fig. 4-11. (a) Simulation results of hole concentration biased at hold condition after impact 
ionization. The stored excess holes are found in a Si1-xGex potential well, (b) the valence 
band offset as a function of germanium content and resultant hole concentration, and (c) the 
energy band offset in the SOSG structure. The amount of stored holes is exponentially 
increased as the valence band offset is increased, but the hole concentration starts to saturate 
after a band offset of 0.24eV. (Han et al., 2008b) 
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Fig. 4-12 shows the program/erase characteristics for two germanium contents, x=0.3 and 
x=0.5. Despite of the larger sensing window at x=0.5, the retention is found to be inferior to 
that at x=0.3 due to the fact that the higher defect density caused by an atomic lattice 
mismatch at x=0.5 induces faster recombination during read operation. In addition to the 
retention degradation at the programmed state, a deeper potential well also is found to 
degrade the retention at the erased state. The reason is speculated to be that the holes are 
easily diffused into the potential well from the neighbored p-type silicon layers, as 
illustrated in Fig. 4-13. As a result of the trade off between sensing current window and 
retention time, the optimized stoichiometry of Si1-xGex is x=0.3. The retention time (the order 
of microseconds) appears to be insufficient to practical application, however, refinement of 
the epitaxial process and geometric optimization of the 3-D structure will enhance the 
performance. 
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Fig. 4-12. Capacitorless 1T-DRAM characteristics for different germanium content in Si1-xGex 
of SOSG. The higher x exhibits a wider sensing window at the beginning of the sensing, but 
also faster charge loss. (Han et al., 2008b) 
 

 
(a)                                                         (b) 

Fig. 4-13. (a) Transmission electron microscopy images of x=0.4 and 0.3 and (b) schematics 
for retention degradation mechanisms. The high germanium content induces a high lattice 
mismatch because the lattice constant of germanium is larger than that of silicon. The 
defects originating from the lattice mismatch reduce the data retention at the programmed 
state via charge recombination, and a deeper potential well degrades the data retention at 
the erased state due to hole-to-hole repulsion and its repellent diffusion mechanism. (Han et 
al., 2008b) 
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Table 4-3 summarizes the features and performances of four types of URAM. The SOI 
substrate exhibits the fastest write speed, the widest sensing window, and the longest 
retention among the four substrates. Among the bulk types, the SOSC substrate displays 
superior performance. 
 

 
 

Table 4-3. Summary of the features and performance of various URAMs. All data were 
measured at 300K. 

5. Soft-programming issue and solutions 
5.1 Soft-programming issue 
URAM can be realized by combining the O/N/O gate dielectric to store electrons and the 
floating body to capture holes in a single transistor. Unfortunately, impact ionization for the 
program of the capacitorless 1T-DRAM can adversely affect the stored charges in the 
O/N/O layer. This gives a rise to an undesired threshold voltage shift, which is called ‘soft-
programming’. The strong impact ionization condition provides faster program speed, a 
wider sensing window, and longer retention time, but this simultaneously increases the hot-
electron injection into O/N/O, leading to instability as a result of the disturbance between 
the Flash and capacitorless 1T-DRAM modes. Thus, the program condition of capacitorless 
1T-DRAM has reluctantly been bounded in order not to disturb the Flash memory states. 
This is becoming an increasingly important concern. 
In order to clarify the soft-programming, Fig. 5-1 shows the capacitorless 1T-DRAM 
performance after 105 cyclic operations. When the drain voltage for a program is 1.8V, a 
sensing current window of 6μA is sustained, which means the interference is negligible. To 
improve the performance, when the drain voltage is increased to 2.2V, hot-electron injection 
is unpropitiously caused. This causes a gradual charge trapping into O/N/O, and the 
resultant sensing window is decreased. Therefore, a soft-program poses a constraint on the 
maximum program voltage. In order to overcome this issue, soft-programming immune 
device structures and operational methods are suggested in the following subsections. 
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Fig. 5-1. Program/erase characteristics by the impact ionization method for different 
program voltages. The sensing window is reduced at a high drain voltage as the stress 
cycles increase due to hot electron injection into the nitride layer. (Han et al., 2009a) 

5.2 Soft-programming immune structure: gate-to-S/D nonoverlap structure 
The soft-program tends to occur as the impact ionization process is triggered under the gate. 
Thus, if the impact ionization region is steered out of the O/N/O layer, hot electron 
injection can be mitigated. The impact ionization process occurs at the region with the 
highest electric field, i.e., drain end. Thus, a gate-to-source/drain nonoverlap creates an 
impact ionization region located outside of the gate. Even though the impact ionization 
triggers a hot-electron injection, the charge trapping is alleviated since there are no trap 
sites. Thus, the constraint of program bias is relieved. For this purpose, junction nonoverlap 
structure is fabricated and compared to the conventional overlap structure. Fig. 5-2 shows 
the fabricated device images. The nonoverlap length is 20nm.  
 

 
(a)                                                         (b) 

Fig. 5-2. (a) Schematics of gate-to-source/drain overlap and nonoverlap structure and (b) 
transmission electron microscopy image of the gate-to-source/drain nonoverlap devices. 
The body thickness is 50nm, the gate length is 110nm, and the nonoverlap length is 20nm. 
(Han et al., 2009a) 

Fig. 5-3 shows the memory characteristics for both structures. Even though the nonoverlap 
device may suffer from degradation in the impact ionization efficiency, the sensing current 
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window of the nonoverlap device is found to be wider than that of an overlap one (Fig. 5-3a) 
because the nonoverlap reduces the junction leakage and recombination rate. In addition, the 
effective volume of the floating body is extended by the amount of nonoverlap. As a result, 
reduced impact ionization efficiency can be compromised (Song et. al., 2008). In the Flash 
memory characteristics shown in Fig. 5-3b, a threshold voltage window of 4.3V is achieved. 
The threshold voltage for a fresh device is higher in a nonoverlap than at an overlap device, 
and the threshold voltage window of a nonoverlap structure is narrower than that of an 
overlap structure. Despite of the degradation in the threshold voltage window for flash 
memory, the window of 4.3V is acceptable to identify the data states (Han et al., 2009).  
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Fig. 5-3. (a) Capacitorless 1T-DRAM and (b) Flash memory characteristics. The nonoverlap 
structure shows a wider sensing current window in capacitorless 1T-DRAM mode, but 
narrow threshold voltage window in Flash mode. (Han et al., 2009a)  
In order to evaluate the soft-programming immunity, a stress test is carried out. While the 
program voltage is applied, the threshold voltage shift is periodically monitored during the 
operation cycles. As shown in Fig. 5-4, whereas the overlap structure shows a threshold 
voltage shift of 0.2V, the nonoverlap device exhibits distinctively superior immunity against 
the soft-program to the overlap device.  
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Fig. 5-4. The threshold voltage shift monitored during the cyclic operations. The nonoverlap 
structure shows superior immunity against the soft-program. (Han et al., 2009a)  
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It is worthwhile to note that the major weakness of the nonoverlap junction structure is that 
the parasitic voltage drops via series resistance at the nonoverlap region reduces the impact 
ionization efficiency. This drawback can be countervailed by increasing the dielectric 
constant of the gate offset spacer. The high dielectric constant of the spacer can increase the 
effect of the gate fringing field to the nonoverlap region, which is expected to boost the 
impact ionization rate (Ma et. al., 2007). Therefore, the abundance of excess holes can further 
improve the current drivability and recover performance of the capacitorless 1T-DRAM 
against the sacrificed impact ionization efficiency. 

5.3 Soft-programming immune operation: gate-induced-drain-leakage program 
To date, impact ionization was commonly used to create excess holes in the body. However, 
in place of the impact ionization, there is another method to generate excess holes; the gate-
induced-drain-leakage (GIDL). A device biased on the GIDL condition, i.e., negative gate 
and positive drain voltage, creates excess holes in the body by band-to-band tunneling. The 
impact ionization program significantly wastes power since it is triggered by high drain 
current. However, GIDL current does not require such drain current; thus, low power 
operation is feasible. If the O/N/O is in the erase saturation state prior to activating the 
capacitorless 1T-DRAM mode, the hole injection into O/N/O is effectively restricted. In 
addition, the hole injection is even suppressed because the effective mass and energy band 
barrier of the hole in the valence band side are high. Fig. 5-5a shows the program/erase 
pulse waveform of the GIDL program method and resultant sensing current. The current 
window of 12μA with 50msec data retention facilitates the data sensing. In order to verify 
the immunity against the soft-program, the stress test is carried out by the impact ionization 
and GDIL program methods. The amount of trapped charges is evaluated by monitoring the 
shift of the threshold voltage. Fig. 5-5b shows the impact of cyclic capacitorless 1T-DRAM 
on the threshold voltage shift. Whereas the impact ionization condition induces the charge 
trapping and results in a threshold voltage shift, the GIDL method does not. Thus, the GIDL 
method is the effective tool to achieve a soft-program immune operation (Han et al, 2009). 
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Fig. 5-5. (a) Program/erase characteristic of GIDL program method and (b) threshold 
voltage shift versus cyclic stress time. The GIDL program method does not shift the 
threshold voltage, while the impact ionization program does. (Han et al., 2009b)  
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It is worthwhile to note that the GIDL program method in URAM may be inefficient in 
terms of the generation efficiency of holes. As the Flash memory utilizes O/N/O gate 
dielectric, such a thick gate dielectric hampers to achievement of sufficient band bending for 
band-to-band tunneling. Thus, a programming time of 100nsec was used, which would be 
too long to apply for the embedded system. Since the thickness of O/N/O is no longer 
scalable to sustain acceptable nonvolatility, a higher gate voltage would be required, but it 
also poses power issues. In order to overcome this drawback, a p+ polysilicon gate on the p-
type body can be used. Since the flat band voltage difference between p+ polysilicon and n+ 
drain is higher than that of n+ polysilicon and n+ drain, a higher GIDL current is induced at 
a given gate voltage (Lindert et. al, 1996). Therefore, the implementation of the p+ 
polysilicon gate can yield improved memory characteristics in the GIDL method. 

5.4 High performance and soft-programming immune operation: parasitic BJT read  
In the first prototype of URAM, the impact ionization program condition caused a soft-
program issue. Next, despite the suppression of the soft-program, the GIDL program tends 
to sacrifice program efficiency. In summary, both methods have their distinctive strengths as 
well as weaknesses, simultaneously. In this section, a third method is introduced for 
improved performance with soft-program free operation. It is important to note that the 
floating body MOSFET contains a parasitic lateral bipolar junction transistor (BJT) 
composed of n+ source, p-type body, and n+ drain, which correspond to an emitter, base, 
and collector, respectively. As the p-type body is floated, the BJT with the floating base 
cannot be activated in the normal MOSFET operational conditions. However, if the high 
voltage is applied to the drain, the hole injection to the floating base can turn on the parasitic 
BJT, and the drain current is maintained even though the MOSFET is supposed to be turned 
off (Chen et. al, 1988). Fig. 5-6 shows the double-sweep transfer characteristics. At a low 
drain voltage, the normal MOSFET transfer curved is shown, and there is no hysteresis. At 
high drain voltage, however, the subthreshold slope approaches 0mV/dec at the time of the 
parasitic BJT activation, and a hysteresis loop is generated. Thus, even at the given read 
voltage, bistable current-voltage characteristics can be utilized as a single memory 
transistor, as indicated in the Fig. 5-6 (Okhonin et. al, 2007). 
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Fig. 5-6. Double sweep drain current versus the gate voltage characteristics at the SOI 
URAM. At VD=1.8V, the device shows normal MOSFET transfer characteristics. At VD=2.2V, 
the parasitic BJT alternatively begins to work, and the hysteresis loop is created.  
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Fig. 5-7 comparatively shows the capacitorless 1T-DRAM characteristics with the previous 
two program methods and the BJT read method. A pulse width of 5nsec is applied for 
program and erase in the BJT mode. The programming is carried by impact ionization or 
GIDL, and the erase is fulfilled by forward junction current. The difference lies in the read 
condition. The previous methods used low drain voltage, typically VD<0.6V, in order not to 
disturb the body charged state, resulting in a small sensing current. In addition the sensing 
current window was gradually narrowed by the generation and recombination processes. In 
contrast, the parasitic BJT read uses a high drain voltage at least VD>2V to activate bipolar 
action. While the negative gate voltage turns off the MOSFET, the parasitic BJT can either be 
activated or deactivated according to an excessive number of holes or lack of holes. When 
excess holes exist in the body, a parasitic BJT is activated in which the current corresponds 
to the point A in Fig. 5-6. On the other hand, when excess holes are eliminated, the parasitic 
BJT is deactivated, thereby causing the current not to flow, which corresponds to point B in 
Fig. 5-6. In particular, once the parasitic BJT is activated, the high BJT current is latched 
despite the MOSFET being in off state because the hole is continuously supplied as long as 
the read voltage is applied. Therefore, the BJT read method is considered to be completely 
non-destructive, and the sensing current window is high enough that a sense amplifier may 
not be necessary to identify the data. 
 

 
Fig. 5-7. Comparison of the capacitorless 1T-DRAM characteristics with various methods. In 
the conventional read method, the sensing current window is gradually narrowed with the 
read time. In the BJT read method, the source current remains constant because the stored 
data at BJT read condition is latched. 

It is important to note that the read and program operations correspond to the hot-hole 
injection conditions, which can cause a threshold voltage shift during cyclic capacitorless 1T-
DRAM operations. This situation seems similar to the soft-program, but it turns out that the 
soft-program in BJT is negligible, as shown in Fig. 5-8. If the nitride traps are saturated with 
holes that can be carried out by an initialization step before the capacitorless 1T-DRAM 
mode, there are no additional threshold voltage shifts because there are no extra available 
trap sites in the nitride. According to the stress test data, the threshold voltage shift is found 



 Advances in Solid State Circuits Technologies 

 

78 

to be negligible, resulting in stable operation. The soft-program free scheme can exclude the 
operation loop of the verification of the soft-programming and re-initialization that is 
supposed to be required in the conventional methods, as shown in Fig. 5-9. The elimination 
of the redundant loop can greatly conserve the integrity of the gate oxide, which can 
otherwise be degraded by repeated initialization processes.  
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Fig. 5-8. Threshold voltage and sensing current window versus the operation cycles. The 
threshold voltage shift and sensing current window degradation are found to be negligible, 
which guarantees very stable URAM operation without soft-programming. 

 

Mode selection of URAM

Nonvolatile mode High speed mode

SONOS flash
operation

Initialization :
Set VT of all cells to 0.2V by

adjustment of trapped charges

Block selection in chip

Capacitorless
1T-DRAM operation

Verification
VT=0.2V?

yes

no

re
-in

iti
al

iz
at

io
n

Mode selection of URAM

Nonvolatile mode High speed mode

SONOS flash
operation

Block selection in chip

Capacitorless
1T-DRAM operation

  
 

(a)                                                                                   (b) 

Fig. 5-9. Operational sequence for URAM. (a) The conventional read method and (b) the 
parasitic BJT read method. In the conventional read method, the verification and re-
initialization loop is necessary due to the soft-program issue. In contrast, the parasitic read 
method excludes the redundant loop because the interference between the two modes is 
eliminated. 
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6. Conclusions 
In this chapter, as we confront challenges of current memory technology and as the design 
rule deviates from the historical scaling paradigm, a novel memory scheme is proposed to 
continue the roadmap beyond the end point of silicon based memory. Over the scaling to 
multi-bit era, the multi-functional paradigm is proposed. Whereas the conventional fusion 
memory pursues high-cost multi-chip-package technology, multi-function is realized in a 
single memory transistor. The functions of nonvolatile Flash memory and high-speed 
DRAM are co-integrated, and this memory is named Unified-RAM or URAM. The 
combination of oxide/nitride/oxide gate dielectric and the floating body structure provide 
two functions in a single memory cell. In addition, the inherent operational bias domain for 
two functions allows independent function depending on the end user’s demand. The 
various floating body substrates designed with consideration of the quantum mechanics 
were proposed in order to confine the excess hole to operate the capacitorless 1T-DRAM. In 
addition to the conventional silicon on insulator (SOI) substrate, three bulk type floating 
body substrates were developed. The silicon on n-well (SONW) formed by the deep ion 
implantation and the silicon on Si1-yCy (SOSC) formed by epitaxial growth were presented 
for the potential barrier type approach. Furthermore, the silicon on Si1-xGex (SOSG) was 
developed for the potential well type substrate. Even though the performance of bulk might 
be inferior to that of SOI, the bulk can be still useful in terms of cost-effective manufacturing 
and heat dissipation with a moderate sensing window. After the soft-program issue was 
certificated, the parasitic bipolar junction transistor (BJT) read method was newly proposed 
for powerful performance with soft-programming immunity. 
As URAM is implemented by using standard semiconductor design and fabrication facility, 
new products can be manufactured quickly, reducing development time and investment 
cost. The beauty of URAM lies in the fact that it does not require exotic semiconductor 
materials, oddly structured parts, exploratory insulator, or an extra photolithography step. 
URAM is considered to be the next generation for advanced memory technology, which will 
open a new paradigm shift, and it will be a viable successor to the future embedded 
memory.  
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1. Introduction      
Analog signal amplification in discrete-time system can be performed by switched-capacitor 
amplifiers (Martin et al., 1987). Switched-capacitor amplifier has been used in the design of 
digital-to-analog converter (Yang & Martin, 1989). The schematic for the switched-capacitor 
amplifier is shown in Figure 1.  
 

 
Fig. 1. A differential-to-single-ended CMOS switched-capacitor amplifier. Depending on the 
input-stage clock signals, the amplifier can be either noninverting (as shown) or inverting 
(input-stage clocks shown in parentheses). 
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Assuming an infinite op amp gain, the output voltage at end of 2φ  is given by  

 1

2
( ) ( )

2out in
C TV nT V nT
C

= − ,  (1) 

irrespective of the op amp offset voltage. If the clock waveforms shown in parentheses are 
used, then an inverting function is realized, and  

 1

2
( ) ( )out in

CV nT V nT
C

= − ,  (2) 

again independent of the op amp input offset voltage. During the reset phase ( 1φ ), 3C  is 
connected in feedback around the op amp which causes the output change only by the op 
amp input offset voltage. The switches are realized as CMOS transmission gate. For low 
supply voltages, a conductance gap begins to appear around the middle of the supply range 
(Crols & Steyaert, 1994). This means that under low-voltage operation, this configuration no 
longer works. Existing solutions of low-voltage operation of switched-capacitor circuits 
include using low threshold voltage process (Matsuya & Yamada, 1994), switched-opamp 
technique (Baschirotto & Castello, 1997; Cheung et al., 2001; Cheung et al., 2002; Cheung et 
al., 2003; Crols & Steyaert, 1994; Peluso et al., 1997; Peluso et al., 1998; Sauerbrey et al., 2002; 
Waltari & Halonen, 2001; Wu et al., 2007), opamp-reset switching technique (Chang, & 
Moon, 2003; Keskin et al., 2002; Wang &. Embabi, 2003), voltage multiplier (charge pump) 
technique (Nicollini et al., 1996; Rombouts et al., 2001), clock multiplier (clock booster) 
technique (Au & Leung, 1997; Rabii & Wooley, 1997), and bootstrapping switch technique 
(Abo & Gray, 1999; Dessouky & Kaiser, 2001; Park et al., 2004). First, the use of low-
threshold transistors involves special and high-cost technology (Matsuya & Yamada, 1994). 
The switched-opamp technique (Baschirotto & Castello, 1997; Cheung et al., 2001; Cheung et 
al., 2002; Cheung et al., 2003; Crols & Steyaert, 1994; Peluso et al., 1997; Peluso et al., 1998; 
Sauerbrey et al., 2002; Waltari & Halonen, 2001; Wu et al., 2007) and opamp-reset switching 
technique (Chang, & Moon, 2003; Keskin et al., 2002; Wang &. Embabi, 2003) can only be 
applicable to filters, delta-sigma modulators, and pipelined analog-to-digital converters. The 
main limitations of voltage multiplier (charge pump) technique (Nicollini et al., 1996; 
Rombouts et al., 2001) regards: the gate-oxide breakdown reliability, the need to supply a dc 
current to the op amps from the multiplied supply (this necessitates the use of an external 
capacitor, with additional cost), and the conversion efficiency of the charge pump (which is 
lower than 100%). The clock multiplier (clock booster) technique (Au & Leung, 1997; Rabii & 
Wooley, 1997) suffers from the technology limitation associated with the gate oxide 
breakdown. Device reliability can be assured in the bootstrapped switch technique (Abo & 
Gray, 1999; Dessouky & Kaiser, 2001; Park et al., 2004), owing to keeping the terminal-to-
terminal voltages of the MOSFET devices within the rated operating supply voltage of the 
technology. The bootstrapped switch provides a small, nearly constant input resistance. The 
switch linearity is also improved, and signal-dependent charge injections is reduced. 
To improve the overall linearity, minimize the effect of common-mode interference and 
noise, the fully differential approach has obtained wider acceptance for accurate and/or 
high-speed signal processing. The switched-capacitor amplifier in (Martin et al., 1987) is a 
differential-to-single-ended design. A fully differential switched–capacitor amplifier using 
series compensation MOSFET capacitors has been presented in (Yoshizawa et al., 1999). 
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However its operating voltage is ±2.5-V. Consequently there is an increasing demand to 
extend these improvements to this circuit. 
This chapter describes the design of two 1V fully differential CMOS switched-capacitor 
amplifiers in a standard CMOS technology using improved bootstrapped switches. In 
section 2, the circuit realization of these two switched-capacitor amplifiers is addressed. In 
section 3 the circuit design of low-voltage building blocks is described. Experimental results 
are presented in section 4 to support the ideas put forth in paper. Finally conclusion is given. 

2. Circuit Description 

 
Fig. 2. First low-voltage fully differential CMOS switched-capacitor amplifier. Depending on 
the input-stage clock signals, the amplifier can be either noninverting (as shown) or 
inverting (input-stage clocks shown in parentheses). 

Figure 2 shows the first low-voltage fully differential CMOS switched-capacitor amplifier 
based on improved bootstrapped switches described in section 3.2, where switches S1-S4 
and S1’-S4’ are matched improved bootstrapped switch pairs and switches S5-S6 and S5’-S6’ 
are NMOS matched switch pairs. In order to minimize the number of improved 
bootstrapped switches, two analog reference voltages are used: SSV  at the op amp input 
where a normal NMOS switch can be used to switch the lowest supply voltage, and a 

2
DD SSV V+  common-mode voltage at the op amp output and the circuit input to maximize 
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the signal swing. The improved bootstrapped switch is used to switch signals at this voltage 
level. Figure 3 is the single-ended version of Figure 2.  
 

 
Fig. 3.  Single-ended version of Fig. 2. 

To see how this circuit operates, consider the inverting circuit during the reset phase ( 1φ ) 
and during valid output phase ( 2φ ), as shown in Figure 4. Then based on charge 
conservation principle we can write: 

1 2( ) ( )SS off cm SS off cmC V V V C V V V+ − + + −  

   = 1 2[ ( )] [ ( )]SS off cm in SS off cm outC V V V v nT C V V V v nT+ − − + + − − , 

 or 1

2
( ) ( )out in

Cv nT v nT
C

= − .  (3) 

It should be noted that the clock waveforms with the primed superscripts change before the 
nonprimed waveforms in order to reduce nonlinearities due to charge injection. 
Another technique to further reduce the number of improved bootstrapped switches is 
shown in Figure 5, where switches S1 and S4 and S1’ and S4’ are matched improved 
bootstrapped switch pairs. Those switches connected to SSV  are realized with NMOS 
transistors, while those switches connected to DDV  are realized with PMOS transistors. In 
Figure 5 a single reference voltage at SSV  is used. However, the signal still varies around 

2
DD SSV V+  at the circuit input as well as at the op amp output to preserve the maximum 

swing. The difference between the two reference voltages is compensated by injecting a 
fixed amount of charge at the op amp input using extra capacitor pairs 

1MC = 1

2
C and 2MC = 2

2
C ( 1MC′ = 1

2
C′ and 2MC′ = 2

2
C′ ) switching between DDV  and SSV  

(Baschirotto & Castello, 1997). Figure 6 is the single-ended version of Figure 5. 
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(a) 

 
(b) 

Fig. 4. Single-ended CMOS switched-capacitor amplifier, (a) during reset phase ( 1φ ), (b) 
during valid output phase ( 2φ ). 

To see how this circuit operates, consider the inverting circuit during the reset phase ( 1φ ) 
and during valid output phase ( 2φ ), as shown in Figure 7.  
Then based on charge conservation principle we can write: 

1 2 1 2( ) ( ) ( )( )SS off SS SS off SS M M SS off DDC V V V C V V V C C V V V+ − + + − + + + −  

1 2

1 2

[ ( )] [ ( )]
( )( )

SS off cm in SS off cm out

M M SS off SS

C V V V v nT C V V V v nT
C C V V V

= + − − + + − −

+ + + −
, 

     or 1

2
( ) ( )out in

Cv nT v nT
C

= − .  (4) 
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Fig. 5. Second low-voltage fully differential CMOS switched-capacitor amplifier. Depending 
on the input-stage clock signals, the amplifier can be either noninverting (as shown) or 
inverting (input-stage clocks shown in parentheses). 

 
Fig. 6. Single-ended version of Fig. 5. 
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(a) 

 
(b) 

Fig. 7. Single-ended CMOS switched-capacitor amplifier, (a) during reset phase ( 1φ ),  
(b) during valid output phase ( 2φ ). 

3. Low-voltage building blocks 
In this section, the low-voltage circuit building blocks used in the two fully differential 
CMOS switched-capacitor amplifiers are discussed 

3.1 Op Amp 
Figure 8 shows the used op amp. It is based on a fully differential folded-cascode p-type two-
stage Miller-compensated configuration. The second stage is a common-source amplifier with 
active load which also allows a large output swing. In order to avoid the common-mode 
feedback (CMFB) circuit for the first stage, transistors M51, M52, M61, and M62 are used, 
which is similar to (Waltari & Halonen, 1998). For the second stage, a simple passive switched-
capacitor CMFB circuit, shown in Figure 9, is used. The improved bootstrapped switches are 
used to connect and disconnect the common-mode sensing capacitor. 
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Fig. 8. Low-voltage op amp. 

 
Fig. 9. Common-mode feedback circuit for the low-voltage op amp. 

3.2 Improved bootstrapped switch 
The improved bootstrapped switch shown in Figure 10 is utilized in the proposed circuit.  
The circuitry is improved version of that presented in (Abo & Gray, 1999). In the circuit 
presented in (Abo & Gray, 1999), the voltage at the drain side of the main switch M11 must 
be always higher than that at the source side at the switching moment to prevent the gate-
drain voltage from exceeding DDV  during the turn-on transient. In order to overcome this 
limitation, an additional transistor M14 has been added on the drain side, such that the 
switch M11 becomes completely symmetrical. This bootstrapping circuit thus allows switch 
operation (transistor M11) from rail-to-rail while limiting all gate-source/drain voltages to 

DDV  avoiding any oxide overstress. 
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Fig. 10. Improved bootstrapped switch. 

4. Experimental results 
Based on the principles presented earlier, we have designed two 1-V fully differential CMOS 
switched-capacitor amplifiers. These two switched-capacitor amplifiers were operated with 
±0.5-V. The capacitor sizes used were 1C =1.25-pF, 2C =0.25-pF, and 3C =0.25-pF, for a 
nominal gain of -5. The circuits of Figure 2 and Figure 5 were fabricated using a TSMC 0.35-
μm double-poly four-metal CMOS technology. Figure 11 and Figure 12 show the 
photomicrographs of Figure 2 and Figure 5, respectively. The chip areas of Figure 2 and 
Figure 5 excluding bonding pads are 414×278-μm2 and 460×330-μm2, respectively. 
 

 
Fig. 11. Photomicrograph of Fig. 2. 
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Fig. 12. Photomicrograph of Fig. 5. 

Two figures of the measured input/output waveforms for 0.2V peak-to-peak sinusoidal 
differential input signal are shown in Fig. 13 and Fig. 14, respectively. The input signal was 
at 10kHz whereas the clock signal was at 1MHz. It can be seen that the gain is very close to 
the nominal value of -5.  
 

 
 

Fig. 13. Measured differential input and output waveforms of Fig. 2 (fclk=1-MHz, fin=10-kHz, 
sinusoidal differential input voltage=0.2-Vpp). 
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Fig. 14. Measured differential input and output waveforms of Fig. 5 (fclk=1-MHz, fin=10-kHz, 
sinusoidal differential input voltage=0.2-Vpp) 

Fig. 15 and Fig. 16 show the resulting output spectrum. As shown in Fig. 15 and Fig. 16, the 
even-order harmonics have been largely attenuated by the fully differential topology and 
59dB and 52dB spurious-free dynamic range (SFDR) are exhibited, respectively. The circuits 
of Fig. 2 and Fig. 5 dissipate 206.5μW and 206.6μW, respectively with a 1V power supply. 
 

 
Fig. 15. Measured output spectrum of Fig. 2. 
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Fig. 16. Measured output spectrum of Fig. 5. 

5. Conclusion 
Two fully differential CMOS 1-V switched-capacitor amplifiers have been described. Rail-to-
rail operation of improved bootstrapped switches allows very low voltage robust switched-
capacitor designs in standard CMOS technologies while avoiding transistor gate oxide 
overstress. The circuits have been fabricated and all aspects of their performance have been 
confirmed. 
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1. Introduction    
The prevalence of wireless standards and the introduction of dynamic standards/ 
applications, such as software-defined radio, necessitate filters with wide ranges of 
adjustable bandwidth/power, and with selectable degrees and shapes. The baseband filters 
of transceivers often utilize a significant portion of the power budget, especially when high 
linearity is required. Likewise, a widely tunable filter designed for its highest achievable 
frequency consumes more power than necessary when adjusted to its lowest frequency. 
Because power consumption is proportional to the dynamic range and frequency of 
operation, power-adjustable filters have recently gained popularity, as they can adapt their 
power consumption dynamically to meet the needs of the system.  
Dynamic variation in filter attributes (e.g. frequency, order, type) coupled with companies’ 
desire to reuse IP has popularized highly programmable filters. The lowpass-filter cutoff 
frequencies of several wireless/wireline standards are within the 1–20 MHz frequency 
range. Many of these standards are irregularly spaced in frequency and do not lend 
themselves well to standard binary-weighted resistor arrays. In previous designs frequency 
is solely controlled digitally, and hence, digital circuitry or an ADC is used to tune the 
frequency of the filters. Gm–C filters offer continuous frequency tunability and can operate 
at higher frequencies than their active-RC counterparts. MOSFET-C filters can also provide 
continuous frequency tuning, but both Gm–C and MOSFET-C filters lack good linearity. 
MOSFET-C filters additionally suffer from reduced tuning range at lower supply voltages; 
also, in MOSFET-C most of the voltage drop occurs over nonlinear MOSFET triode resistors, 
which appreciably degrades its linearity. Along these lines, filters with good linearity have 
been developed that tune on the basis of duty-cycle control in switched-R-MOSFET-C filters; 
however, duty-cycle control by nature necessitates a discrete-time filter. Active-RC filters, 
known to have good linearity, have been used for continuous-time programmable filters. 
Some such filters have narrow frequency ranges, with a few others providing wider but 
solely discrete ranges. Purely discrete switched resistor tuning limits filter frequency tuning 
to discrete frequencies determined by the overall frequency range and number of bits used. 
Tuning to different frequency bands precisely would require very fine resistor stripes to 
meet precision requirements for the low-frequency end.  
Newer technologies offer increased integration with smaller feature sizes, allowing the filter 
to be on the same chip with other transceiver blocks. This integration especially promotes 
reconfigurable architectures, as DSPs can be integrated with the transceiver and can control 
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the mode of operation. However, as minimum feature size shrinks, supply voltages also 
reduce, which complicates classical linearization techniques of Gm–C filters. In this respect, 
active-RC filters possess an intrinsic linearity advantage.  
The third generation standards will create a demand for cellular phones capable of 
operating both in the new wideband and in the existing narrower band systems. Second 
generation system has a channel bandwidth in range of tens of kilohertz, whereas channel 
bandwidths of wideband systems are in megahertz range. So the corner frequency of an 
analog channel select filter must be tunable over at least a decade of frequency. This will 
increase the power consumption and the area. The proposed multi-mode baseband filter can 
minimize the area and optimize the power consumption by sharing the capacitors and 
resistors. And new tuning method can reduce the number of switches in programmable 
capacitor arrays which can be dominant noise sources. 
This chapter is organized as follows. In Section 2, the multi-mode, multi-band active-RC 
filter architecture is described. Section 3 describes filter tuning circuits. Section IV shows 
experimental results from a 0.35 μm CMOS implementation and Section V concludes the 
paper. 

2. Multi-mode, multi-band active-RC filter architecture 
2.1 Multi-mode, multi-band active-RC low-pass filter 
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Fig. 1. (a) Resistor matrices and capacitor matrices  (b) schematic of the baseband filter. 

Fig. 1 shows the designed active-RC 5th-order Chebyshev filter. Resistor matrices and 
capacitor matrices are shown in Fig. 1(a). Resistor matrics are composed of resistors and 
switches. Switches are controlled by Mode_sel(3:0), as defined in Table 1. Resistor for 
WCDMA is not connected to any switch. 
The bandwidths of PDC, GSM, IS-95, and WCDMA are 13 kHz, 100 kHz, 630 kHz, and 2.1 
MHz, respectively. Mode_sel(3:0) bits are set through the serial interface and represented in 
thermometer code. The corner frequency was made tunable by using programmable 
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capacitor matrices. Capacitor matrices are composed of capacitors and switches. The control 
bits required for each mode are 2-bits. Thus, total number of 8-bits are required. The tuning 
bits, cont(7:0) are determined from the on-chip tuning block based on the mode. In PDC 
mode, the low corner frequency leads to large passive components occupying a lot of die 
area [2]. Because the capacitor matrices dominate the area, capacitors were shared between 
modes. There are trade-offs between resistor values and capacitor values. When resistor 
values are reduced to make thermal noise small, capacitor values become large. That leads 
to a large area. On the other hand, as capacitor values become smaller to reduce the area, the 
noise level rises. So, capacitor values and resistor values were optimized. 
 

Mode_sel(3:0) Standard Bandwidth 

“0001” PDC 13 kHz 

“0010” GSM 100 kHz 

“0100” IS-95 630 kHz 
“1000” WCDMA 2.1 MHz 

Table 1. Mode definition and corresponding bandwidths  

2.2 Tunable active-RC complex band-pass filter 
Fig. 2 shows the Adjacent Channel Interference (ACI) of the PHS system. The nearest 
interferer is located at 600 kHz, and its magnitude is 50 dB larger than the wanted signal.  
 

0Hz 600kHz-600kHz

Wanted 
Signal

50dBInterferer

150kHz 750kHz-450kHz

Wanted 
Signal

50dBInterferer

(b)  
                                  (a)                                                                                  (b) 

Fig. 2. Characteristic of (a) Lowpass Filter in Direct-Conversion Receiver (b) Complex 
Bandpass Filter in Low-IF Receiver 

As shown in Fig. 2(a), if the direct conversion receiver architecture is used, the interferences 
are located at ±600 kHz, which can be attenuated by the lowpass filter. However, if the IF 
frequency is 150 kHz, the interferences are shifted to -450 kHz, +750 kHz, respectively as 
shown in Fig. 2(b). If the lowpass filter is used, the attenuation characteristic is tighter 
because the worst case interferer is seemed to be located at 450 kHz. Therefore, the complex 
bandpass filter whose center frequency is located at 150 kHz is designed for the ACS 
performance. 
The transfer function of the complex bandpass filter is found by frequency translating a low-
pass filter. 

 ( ) ( )bp lp cH j H j jω ω ω= −   (1) 
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The translation of a single pole is given in Eq. (2) and (3)  
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A single complex pole cannot be realized with a real filter. Only complex pole pairs can be 
realized. The result of Eq. (2) is a single complex pole. The translated version of a single 
complex pole is also given with Eq. (3). The complex part must just be added to or 
subtracted from the complex term 2 jQ . 
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Fig. 3. Block scheme for the realization of a single complex pole. 

The realization of for a single pole is given in Fig. 3. It is nothing more than the direct 
synthesis of the transfer function. Fig. 3 is the full block schematic with building blocks for 
real signals. 
Fig. 4(a) shows the designed 3rd-order Chebyshev complex bandpass filter. The wanted 
signal is composed of the in-phase signal and quadrature signal, which are separated by the 
90° phase. Complex bandpass filter uses both signals to perform the complex operations. As 
shown in Fig. 4(a), the complex bandpass filter has the in-phase signal path and the 
quadrature-phase signal path. Internal nodes of each paths are inter-connected to other 
paths. Therefore, I/Q mismatches is one of the most critical design issues in the complex 
filter. In this design, because I/Q mismatch compensation scheme is applied, I/Q mismatch 
is drastically reduced. 
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Fig. 4. (a) Schematic (b) resistor arrays (c) capacitor arrays of the complex bandpass filter 

Resistor arrays and capacitor arrays are shown in Fig. 4(a). Resistor arrays are composed of 
resistors and switches. Resistor arrays control the center frequency of the bandpass filter and 
its control signals, rconti(6:0), rcontq(6:0), are set through the serial interface and 
represented in thermometer code.  
The corner frequency was made tunable by using programmable capacitor arrays. Capacitor 
arrays are composed of capacitors and switches. The tuning bits, ccont(1:0), are determined 
from the on-chip tuning block. There are trade-offs between resistor values and capacitor 
values. When resistor values are reduced to make thermal noise small, capacitor values 
become large. That leads to a large area. On the other hand, as capacitor values become 
smaller to reduce the area, the noise level rises. So, capacitor values and resistor values were 
optimized. 
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3. Tuning circuit of active-RC filter 
Resistors and capacitors are usually varied about ±15% due to the process variation. In 
continuous time filters, this leads to a large variation of the corner frequency, which in most 
case, must be compensated by adjusting the component values. 
Conventional full analog tuning circuit based on VCO is shown in Fig. 5(a). However, this 
tuning circuit is not suitable to tune an active-RC filter with programmable capacitor 
matrices. The output of the loop filter in the PLL is analog voltage, which cannot be 
interfaced directly with the capacitor matrices.  
On the other hand, too many digital bits are required for fine resolution in the conventional 
full digital circuit shown in Fig. 5(b). Thus, the area and noise level are too high due to many 
number of switches and capacitor matrices. 
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Fig. 5. (a) Full analog tuning method (b) Full digital tuning method. 

The concepts of the full analog, full digital and proposed two-step tuning method are shown 
in Fig. 6(a), (b) and (c), respectively. 
The block diagram of the proposed two-step tuning scheme is shown in Fig. 7. The clock 
generator provides the clocks, clk0, clk1 to coarse and fine tuning controllers. Ctu is charged 
during clk0 is high, and VCOMP is sampled by clk1. Reference voltages for comparators, 
Vref, Refl, RefH, RefM are generated in the reference voltage generator block. The operation 
is as follows. Before main capacitor tuning steps, the reference tuning loop is enabled to 
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Fig. 6. Concept of (a) full analog tuning method (b) full digital tuning method (c) proposed 
two-step tuning method. 
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Fig. 7. Block diagram of the proposed two-step tuning method. 

compensate the resistor variation. Pbias is compared with Vref, and vres(2:0) is controlled 
according to the result. When pbias is larger than Vref, resistor load should be smaller, so 
vres(2:0) is increased.  On the other hand, if pbias is smaller than Vref, resistor load should 
be larger, so vres(2:0) is decreased. Reference tuning is completed when pbias crosses the 
Vref. 
After the reference tuning, main capacitor tuning is done in two-steps, that is, the coarse 
tuning and the fine tuning.  
Fig. 8 shows the timing diagram of the proposed two-step tuning method. 
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Step 1 : Coarse Tuning Step 2 : Fine Tuning
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Fig. 8. Timing diagram of the proposed tuning method. 
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Fig. 9. (a) Block diagram (b) timing diagram of the replica filter in coarse tuning block. 
Fig. 9 shows the block diagram and the timing diagram of the replica filter in the coarse 
tuning block. When VCOMP voltage is precharged when clk0 and clk1 are high. When clk0 
goes from high to low, the VCOMP voltage is determined as Eq. 4. 

 ( )_
1

com ref ct com
tu

VCOMP V V V T
RC

= − −   (4) 

First, CCONT(1:0) are tuned until VCOMP is located between pre-determined ranges. 
VCOMP is compared with refL and refH. When VCOMP is higher than refH, CCONT(1:0) 
are increased. Whereas, if VCOMP is lower than refL, CCONT(1:0) are decreased. When 
VCOMP is located between refL and refH, coarse_Lock signal goes from low to high. 
Usually, many tuning capacitance levels are required for fine resolution. But, only two bits 
are sufficient in this design with the two-step tuning method. After the coarse_lock signal is 
asserted, the corner frequency is tuned by the fine tuning control block.  
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Fbias controls the tail current of the op-amp. Thus, the DC-gain of the op-amp is changed 
according to the Fbias voltage. If the DC-gain of the op-amp is infinite, the cut-off frequency 
does not change. However, because the DC-gain of the op-amp is finite, the cut-off 
frequency of the filter is changed as the DC-gain of the op-amp changes. Fbias is compared 
with refM. When VCOMP is larger than refM, Fbias should be increased. On the other hand, 
Fbias should be decreased when VCOMP is smaller than refM. The range of Fbias is 0.8 V to 
1.2 V. The bandwidth of the op-amp is adjustable according to the mode to save the power. 
And the transistor sizes in the op-amp are designed to be very large to reduce the 1/f noise. 

4. Experimental results 
4.1 Multi-mode, multi-band active-RC low-pass filter 
The multi-mode, multi-band active-RC low-pass filter was fabricated using a 0.35 μm CMOS 
process. The chip area is 3.8 mm2 and the supply voltage is 3 V.  
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Fig. 10. Amplitude response of the filter in WCDMA mode. 

Fig. 10 shows the amplitude response of the filter in WCDMA mode at every code. The cut-
off frequency is 2.1 MHz in WCDMA mode. The current consumptions are 5.2 mA, 6.1 mA, 
7.1 mA, and 8.4 mA, respectively. The current in PDC mode is less than that of WCDMA 
mode because the gain and the bandwidth of the op-amp are smaller in PDC mode. The 
frequency tuning range is from 10 kHz to 3MHz. Out-of-band IIP3 was determined by 
performing IM3 test. In PDC mode, when two tones of +15 dBm at 20 kHz and 30 kHz are 
applied, IM3 is –77 dBm. In WCDMA mode, out-of-band IM3 is –68 dBm, when two tones of 
+14 dBm at 1.8 MHz and 3.0 kHz are applied. Input-referred average passband noise 
densities of the filter are 250, 130, 85, and 54 /nV Hz for PDC, GSM, IS-95, and WCDMA, 
respectively. The passband ripple is less than 0.5 dB in all modes. The stopband rejections 
are 79, 79, 75, and 75 dB for PDC, GSM, IS-95, and WCDMA, respectively. Table 2 
summarizes the performance of the filter. 
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Technology 0.35 μm CMOS 

Chip area 3.8 mm2 

Supply voltage 3 V 

Tuning range 10 kHz ~ 3 MHz 

 PDC GSM IS-95 WCDMA

Current (mA) 5.2 6.1 7.1 8.4 

IIP3 (dBm) 28 25 23 21 
Noise 

( /nV Hz ) 250 130 85 54 

Passband ripple 0.5 0.5 0.5 0.5 
Stopband 
rejection 79 79 75 75 

Table 2. Performance summary  

4.2 Tunable active-RC complex band-pass filter 
The complex bandpass filter was fabricated using a 0.35 μm CMOS process. The chip area is 
3.8 mm2. The supply voltage is 3 V. Fig. 11 shows the microphotograph. 
 

Complex Bandpass Filter
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Fig. 11. Chip microphotograph 

Fig. 12 shows measured amplitude response of the complex baseband filter, when the 
temperature is changed from -10°C to 60°C. The cut-off frequency is 150 kHz ± 110 kHz. The 
cut-off frequency is almost constant as the temperature is changed due to the proposed filter 
tuning method. 
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Fig. 12. Measured amplitude response of the complex bandpass filter 

The power consumption is 13 mW. The frequency tuning range is 100 kHz, which is the 50% 
of the signal bandwidth. That is, the cut-off frequency can be adjusted by 100 kHz although 
it is shifted due to the temperature, the supply voltage, and the process variations.  
Out-of-band IIP3 was determined by performing IM3 test. When two tones of -44 dBm at 
600 kHz and 1.2 MHz are applied, IIP3 is +25 dBm. 
Input-referred average passband noise density of the filter is 85 /nV Hz . The passband 
ripple is less than 0.8 dB, and the stopband rejection at -450 kHz is 66 dB. Table 3 
summarizes the performance of the filter. 
 

Technology 0.35 μm CMOS 

Chip area 3.8 mm2 

Supply voltage 3 V 

Tuning range 100 kHz 

Power (mW) 13 

IIP3 (dBm) 25 

Noise ( /nV Hz ) 85 

Passband ripple 0.8 

Table 3. Performance summary  

5. Conclusion 
The CMOS multi-mode, multi-band low-pass filter and complex baseband filter are presented. 
Capacitors and resistors were shared to minimize the area. Proposed two-step tuning method 
can reduce the number of switches and thus, can reduce the noise and the area.  
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1. Introduction 
The demand for data communication is growing rapidly due to the increasing popularity of 
the Internet and other factors [1]. The unprecedented success of information technology in 
recent years ushers an explosive growth in demand for the Internet access in the 21st 
century. Ultra-wideband transmission media are needed in order to provide high-speed 
communications for a much larger number of users. A promising solution to the capacity 
crunch can come from wavelength-division-multiplexed optical fiber communication 
systems that are shown to provide enormous capacities on the order of terabit per second 
over long distances. These systems utilize single-mode fibers, in conjunction with erbium-
doped fiber amplifiers, as the transmission medium [2]. The optical silica fiber might be the 
only proper choice to realize this task. Optical fiber based communication is the excellent 
alternative for these purposes which needs low dispersion as well as dispersion slope and 
large bandwidth supported by optical physical medium[3]. Optical transmission began to be 
used in trunk cables about 1990; the capacity of those systems was several hundred Mbit/s 
per fiber. The capacity jumped to 2.5 (5.0) Gbit/s per fiber with the introduction of optical 
repeaters using erbium-doped fiber amplifiers in 1995. It jumped again in 1998, to 10 (20) 
Gbit/s per fiber, with the introduction of wavelength division multiplexing (WDM) [5]. 
Overall transmission capacity now exceeds 100 Gbit/s per fiber due to improvements in 
WDM techniques [6]. Usually, those techniques are called dense WDM (DWDM). In recent 
years, the increasing demands for transmission capacity have led to intense research 
activities on high capacity DWDM communication system [7]. 
 Nowadays, applications such as optical time division multiplexing (OTDM) and dense 
wavelength division multiplexing (DWDM) are usual tasks in industry [1]. Therefore by 
considering these applications, providing a large bandwidth and high-speed 
communication possibility using optical fibers is highly interesting [3]. 
In the following, we review requirements for DWDM, Dispersion properties, optical 
nonlinearity, loss properties, and design of optical fiber for DWDM. 

2. Requirements for DWDM 
The number of wavelengths (channels) in the fibers of DWDM systems is increasing. As 
discussed earlier, a WDM signal typically occupies a bandwidth of 30 nm or more, although 
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it is bunched in spectral packets of bandwidth ~ 0.1 nm (depending on the bit rate of 
individual channels) [1]. To use such new optical transmission systems, the DWDM fiber 
should overcome three transmission related limitations: dispersion, optical fiber 
nonlinearity and loss properties. For 10-Gb/s channels, the third-order dispersion does not 
play an important role as relatively wide (> 10 ps) optical pulses are used for individual 
channels. However, because of the wavelength dependence of β�2, or the dispersion 
parameter D, the accumulated dispersion will be different for each channel [4]. Wavelength 
division multiplexing (WDM) systems have been widely introduced for large capacity 
transmission. In order to further increase the transmission capacity, several techniques have 
been investigated, such as higher bit-rate transmission [8], enhancement of the spectral 
efficiency [9], and use of new transmission bands [10, 11]. In those systems, optical fibers are 
required more strongly to reduce the nonlinearity and the dispersion slope [5]. 

3. Dispersion properties 
Silica fibers suffer from some disadvantages especially dispersion and dispersion slope. 
Meanwhile, these two factors cause severe restrictions for high-speed pulse propagation [1]. 
The dispersion value becomes larger by the wavelength increasing in the conventional 
optical fibers. So owing to the dissimilar broadening for different channels, the multi-
channel application realization would be hard. A suitable optical fiber should meet the small 
dispersion as well as the small dispersion slope in the predefined wavelength interval. The 
dispersion properties are the dispersion itself and the dispersion slope of the optical fiber. 
The dispersion value cannot be in the zero-value region because FWM causes interaction 
between signals (optical channels) in DWDM systems when there is phase matching 
between the optical channels due to zero dispersion. Therefore, the dispersion value in the 
signal wavelength region must have the proper non-zero value. The sign of the dispersion 
value should be positive for short-distance transmission and negative for ultra-long-distance 
transmission [12] because of modulation instability in the positive dispersion in a long link. 
When the signal wavelength band becomes wider, the difference in the dispersion values at 
the edges of the wavelength band becomes larger. Dispersion compensation thus becomes 
difficult for long distance DWDM transmission. To achieve both long distance and high 
speed transmission with easy dispersion compensation for a wide wavelength band, the 
dispersion slope should be reduced. For single wavelength communication, dispersion 
shifted fiber is enough. But for applications such as DWDM this method cannot provide 
high speed possibility. In these applications, the physical media should provide the flat, 
minimum, and uniform dispersion as well as dispersion slope ideally. An important 
limitation induced by chromatic dispersion and its slope is broadening factor which restricts 
the bit rate parameter. 
To minimize pulse broadening in an optical fiber, the chromatic dispersion should be low 
over the wavelength range used. A fiber in which the chromatic dispersion is low over a 
broad wavelength range is called a dispersion-flattened fiber. 

4. Optical nonlinearity 
The response of any dielectric to light becomes nonlinear for intense electromagnetic fields, 
and optical fibers are no exception. Even though silica is intrinsically not a highly nonlinear 
material, the waveguide geometry that confines light to a small cross section over long fiber 
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lengths makes nonlinear effects quite important in the design of modern light wave systems 
[1]. The much higher power level due to simultaneous transmission of multiplexed channels 
and propagation over much longer distances made possible with the utilization of fiber 
amplifiers, cause the otherwise weak and negligible fiber nonlinearities to affect the signal 
transmission significantly [2]. When the number of signal wavelengths carried in an optical 
fiber increases, the average transmission power density becomes larger than that in 
conventional systems. Consequently, optical-fiber nonlinearities have emerged as a main 
issue. This nonlinearity seriously limits transmission capacity with various nonlinear 
interactions, which are generally categorized as scattering effects and optical signal 
interactive modulation. Because the signal power density is stronger due to the greater 
number of channels in DWDM systems, optical fiber nonlinearity limits the 
number/spacing of the channels and the length/speed of the transmission. In general, the 
refractive index of optical fiber has a weak dependence on optical intensity (equal to signal 
power (p) per effective area (Aeff) in the fiber. Optical fiber nonlinearity arises from 
modulation of the refractive index caused by changes in the optical intensity of the signal. 
This cause four wave mixing (FWM), self-phase modulation (SPM) and cross phase 
modulation (XPM) can be observed in the fiber. The XPM and SPM distort the signals. 
Therefore, optical fiber nonlinearity must be reduced. The most practical way to do this is to 
enlarge Aeff [13]. The relationship between Aeff and mode field diameter (MFD) is direct and 
proportional. As a result, enlarging MFD is a practical solution for low nonlinearity. The 
choice of dispersion shifted fibers (DSFs) along with erbium-doped fiber amplifiers 
(EDFAs), for operation at 1550nm window, would be an ideal one to achieve greater 
transmission distance and utilize full capacity of transmission system [5,7,15]. However, 
when the system is operated at the zero dispersion wavelengths, the nonlinear interaction 
between the channels and noise components is increased. The system working slightly away 
from the zero dispersion wavelengths can reduce these unwanted interactions. The WDM 
system reduces the nonlinear effects and enables multi-wavelength transmission through 
non-zero dispersion shifted fibers having very small dispersion in duration 1530-1610 nm.  
In order to increase the information carrying capacity, latest high speed communication 
system is based on the dense wavelength division multiplexing/demultiplexing (DWDM) 
[16, 17]. In such systems, nonlinear effects like four wave mixing (FWM), which arise due to 
simultaneous transmission at many closely spaced wavelengths and high optical gain from 
EDFA, imposes serious limitations on the use of a DSF with zero dispersion wavelength at 
1550 nm [18,19]. To overcome this difficulty, the nonzero dispersion shifted fibers having 
small dispersion in the range ~ 2−4 ps/km/nm over the entire gain window of EDFA have 
been proposed [20, 21]. In such fibers, the phase matching condition is not satisfied and 
hence the effect of FWM becomes negligible due to small dispersion [15]. 

5. Loss properties 
Progress in optical fiber fabrication technologies has resulted in a routine production of low 
loss single mode fibers. This enables us to apply the single mode fibers promisingly in high 
bit rate and long haul optical transmission systems. Structural optimization must be 
established so as to provide desirable transmission characteristics for given operating 
conditions. A basic design consideration has been made by taking into account transmission 
characteristics such as fiber intrinsic loss, bending loss, splice loss, and launching efficiency 
[22, 23]. Use of commercially available erbium doped fiber amplifiers (EDFA), which forces 
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optical communication systems to be operated in the 1550 nm window, has significantly 
reduced the link length limitation imposed by attenuation in the optical fiber [15]. The fiber 
loss is one of the significant restrictions in the optical fiber communication links. It is one of 
some reasons limit the maximum distance that information can be sent without presence of 
the repeaters. Meanwhile, due to the loss, the pulse amplitude reduces so that the initial 
information cannot be restored in the noisy conditions. Seeing that, in the fiber design one 
likes to shift the zero dispersion wavelength to the region that the fiber has the lowest level 
attenuation. The combination of natural attenuations has a global minimum around 1.55 μm 
and that is why most optical communication systems are operated at this wavelength [4, 18]. 
A kind of loss which must be taken into account in fiber design is the bending loss. Every 
time an optical fiber is bent, radiation occurs. When a bent occurs, a portion of the power 
propagating in the cladding is lost through radiation. 

6. Design of DWDM fiber 
There are three methods to increase the capacity of a DWDM transmission system, using a 
broad wavelength range, narrowing channel spacing and increasing a bit rate per channel. 
However, one of disadvantages for the last two methods is the degradation of the 
transmission performance due to optical nonlinear effects. In this area, there are three 
categories which cover all designs. There are based on using zero dispersion shifted fibers 
(ZDSFs), non-zero dispersion shifted fiber (NZDSFs) and dispersion flattened fibers (DFFs). 

7. Zero Dispersion Shifted Fibers (ZDSFs) 
Use of commercially available erbium doped fiber amplifiers (EDFA), which forces optical 
communication systems to be operated in the 1550 nm window, has significantly reduced 
the link length limitation imposed by attenuation in the optical fiber. However, high bit rate 
(~10 Gb/s) data transmission can be limited by the large inherent dispersion of the fiber. 
Dispersion shifted fibers (DSF), which has zero dispersion around 1550 nm, have been 
proposed and developed to overcome this problem. Dispersion shifted fiber for single 
wavelength optical communication is a proper choice. The much higher power level due to 
simultaneous transmission of multiplexed channels and propagation over much longer 
distances made possible with the utilization of fiber amplifiers, cause the otherwise weak 
and negligible fiber nonlinearities to affect the signal transmission significantly. The effects 
of fiber nonlinearities on pulse propagation and on the capacity of fiber optic 
communication systems have been studied extensively by many researchers. To mitigate the 
nonlinear effects in long fiber optic communication systems by zero dispersion shifted fiber, 
a new generation of optical fibers, referred to as large effective area fibers, has been 
introduced. As said earlier, in order to reduce nonlinear effects, it is preferred to increase 
effective area. Gathering zero dispersion and large effective area together will be an 
appropriate solution in this task. The large effective area fibers allow a much smaller light 
intensity inside the guiding region, thus resulting in less refractive index nonlinearity than 
the conventional single mode fibers. In addition to reduced nonlinearities, large effective 
area fibers must also provide low attenuation, low bending and micro-bending losses, low 
chromatic dispersion, and low polarization mode dispersion. In recent years, a variety of 
large effective area fiber designs have been reported in the literature. These designs may be 
broadly classified into two groups based on their refractive index profiles; R-type and M-
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type. Each of two types is divided to two other categories too named type I and II. A small 
pulse broadening factor (small dispersion and dispersion slope), as well as small 
nonlinearity (large effective area) and low bending loss (small mode field diameter) are 
required as the design parameters in Zero dispersion shifted fibers [24]. The performance of 
a design may be assessed in terms of the quality factor. This dimensionless factor 
determines the trade-off between mode field diameter, which is an indicator of bending loss 
and effective area, which provides a measure of signal distortion owing to nonlinearity [25]. 
It is also difficult to realize a dispersion shifted fiber while achieving small dispersion slope. 
Here, we attempted to present an optimized MII triple-clad optical fiber to obtain exciting 
performance in terms of dispersion and its slope [24]. The index refraction profile of the MII 
fiber structure is shown in Fig. 1. According to the LP approximation [26] to calculate the 
electrical field distribution, there are two regions of operation and the guided modes and 
propagating wave vectors can be obtained by using two determinants which are constructed 
by boundary conditions [27]. 
 

 
Fig. 1. Refractive index Profile for MII Structure. 

For calculation of dispersion and dispersion slope the following parameters are used. 
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where P and Q are geometrical parameters. Also, the optical parameters for the structure are 
defined as follows. 
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For evaluating of the index of refraction difference between core and cladding the following 
definition is done. 
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Here, we propose a novel methodology to make design procedure systematic. It is done by 
the aim of optimization technique and based on the Genetic Algorithm. A GA belongs to a 
class of evolutionary computation techniques [28] based on models of biological evolution. 
This method has been proved useful in the domains that are not understood well; search 
spaces that are too large to be searched efficiently through standard methods. Here, we 
concentrate on dispersion and dispersion slope simultaneously to achieve to the small 
dispersion and its slope in the predefined wavelength duration. Our goal is to propose a 
special fitness function that optimizes the pulse broadening factor. To achieve this, we have 
defined a weighted fitness function. In fact, the weighting function is necessary to describe 
the relative importance of each subset in the fitness function [24]; in other words, we let the 
pulse broadening factor have different coefficient in each wavelength. To weight the 
mentioned factor in the predefined wavelength interval, we have used the Gaussian 
weighting function. The central wavelength (λ0) and the Gaussian parameter (σ) are used for 
the manipulation of the proposed fitness function and their effects on system dispersion and 
dispersion slope. To express the fiber optic structure, we considered three optical and 
geometrical parameters. According to the GA technique, the problem will have six genes, 
which explain those parameters. It should be mentioned that the initial range of parameters 
are chosen after some conceptual examinations. The initial population has 50 chromosomes, 
which cover the search space approximately. By using the initial population, the dispersion 
(β2) and dispersion slope (β3), which are the important parameters in the proposed fitness 
function, can be calculated. Consequently elites are selected to survive in the next 
generation. Gradually the fitness function leads to the minimum point of the search zone 
with an appropriate dispersion and slope. Equation (6) shows our proposal for the weighted 
fitness function of the pulse broadening factor. 
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where 0 2, , , ,it Zλ σ β and 3β are central wavelength, Gaussian parameter, full width at half 
maximum, distance, second and third order derivatives of the wave vector respectively. In 
the defined fitness function in Eq. (6), internal summation is proposed to include optimum 
broadening factor for each length up to 200 km. By applying the fitness function and 
running the GA, the fitness function is minimized. So, the small dispersion and its slope are 
achieved. This condition corresponds to the maximum value for the dispersion length and 
higher-order dispersion length as well. By using this proposal, the zero dispersion 
wavelengths can be shifted to the central wavelength (λ0). Since, the weight of the pulse 
broadening factor at λ0 is greater than others in the weighted fitness function; it is more 
likely to find the zero dispersion wavelength at λ0 compared to the other wavelengths. In the 
meantime, the flattening of the dispersion curve is controlled by Gaussian parameter (σ). To 
put it other ways, the weighting Gaussian function becomes broader in the predefined 
wavelength interval by increasing the Gaussian parameter (σ). As a result, the effect of the 
pulse broadening factor with greater value is regarded in different wavelengths, which 
causes a considerable decrease in the dispersion slope in the interval. Consequently, the zero 
dispersion wavelength and dispersion slope can be tuned by λ0 and σ respectively. The 
advantage of this method is introducing two parameters (λ0 and σ) instead of multi-
designing parameters (optical and geometrical), which makes system design easy. 
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The flowchart given in Fig. 2 explains the foregoing design strategy clearly. 

 
Fig. 2. The scheme of the design procedure  

To illustrate capability of the suggested technique and weighted fitness function, the MII 
triple-clad optical fiber is studied, and the simulated results are demonstrated below. In the 
presented figures, we consider four simulation categories including dispersion related 
quantities, nonlinear behavior of the proposed fibers, electrical field distribution in the 
structures, and fiber losses. 
For all the simulations, we consider λ0=1500, 1550 nm and σ = 0, 0.027869 and 0.036935 µm 
as design constants. To apply the GA for optimization, we consider the search space 
illustrated in Table 1 for each parameter as a gene. The choice of these intervals is done 
according to two items. The designed structure must be practical in terms of manufacturing 
and have high probability of supporting only one propagating mode [24]. 
 

Parameter a (µm) p Q R1 R2 Δ 

duration [2-2.6] [0.4-0.9] [0.1-0.7] [0.05-0.99] [(-0.99)- (-0.05)] [2×10-3 - 1×10-2] 

Table 1. Optimization Search Space of Optical and Geometrical Parameters 

The wavelength and distance durations for optimization are selected as follows. For 
λ0=1550nm: 1500 nm<λ< 1600 nm, for λ0=1500 nm: 1450 nm <λ< 1550 nm, and 0 < Z < 200 
km. In this design method Z is variable. In the simulations an un-chirped initial pulse with 5 
ps as full width at half maximum is used. Considering the information in Table 1 and GA 
method, optimal parameters are extracted and demonstrated in Table 2. 
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 λ0 (µm) a (µm) Δ R1 R2 p Q 

1.55 2.0883 8.042e-3 0.5761 -0.4212 0.7116 0.3070 σ=0 
1.5 2.1109 7.036e-3 0.6758 -0.2785 0.8356 0.2389 

1.55 2.0592 9.899e-3 0.7320 -0.2670 0.7552 0.2599 82.7869 10σ −= ×
 1.5 2.5822 9.111e-3 0.5457 -0.4237 0.7425 0.2880 

1.55 2.2753 9.933e-3 0.5779 -0.4218 0.6666 0.3428 83.6935 10σ −= ×
 1.5 2.5203 9.965e-3 0.4867 -0.3841 0.6819 0.3324 

Table 2. Optimized Optical and Geometrical Parameters at λ0=1500, 1550 nm and three given 
Gaussian parameters 

It is found that optimization method for precise tuning of the zero dispersion wavelengths 
as well as the small dispersion slope requires large value for the index of refraction 
difference (Δ). That is to say that providing large index of refraction is excellent for the 
simultaneous optimization of zero dispersion wavelength and dispersion slope. First, we 
consider the dispersion behavior of the structures. To demonstrate the capability of the 
proposed algorithm for the assumed data, the obtained dispersion characteristics of the 
structures are illustrated in Fig. 3. It shows that the zero dispersion wavelengths can be 
controlled precisely by controlling the central wavelength. Meanwhile, the Gaussian 
parameters are used to manipulate the dispersion slope of the profile. Considering Fig. 3 
and Table 3, it is found that the zero value for the Gaussian parameter can tune the zero 
dispersion wavelengths accurately (~100 times better than other cases). 
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Fig. 3. Dispersion vs. Wavelength at λ0=1500nm, 1550nm with σ as parameter. 

Second, the dispersion slope is examined. The presented curves say that by increasing the 
Gaussian parameter the dispersion slope becomes smaller, and it is going to be smooth in 
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large wavelengths. Furthermore it is clear that there is a trade-off between tuning the zero 
dispersion wavelengths and decreasing the dispersion slope as shown in Figs. 3, 4, and 
Table 3. 
 

type 0( )mλ μ
Dispersion 

( )/ /ps km nm

Dispersion 
Slope 

( )2/ /ps km nm

Effective 
Area 
( )2mμ  

Mode Field 
Diameter 
( )mμ  

Quality 
Factor 

1.55 -2.57e-4 0.0695 191.92 7.95 3.04 
0σ =  

1.5 2.55e-5 0.0828 344.15 9.76 3.61 
1.55 -0.013 0.0647 194.79 7.12 3.85 82.7869 10σ −= ×
1.5 0.008 0.0597 209.95 6.70 4.68 
1.55 -0.085 0.0592 150.05 6.82 3.22 83.6935 10σ −= ×
1.5 -0.089 0.0564 164.21 6.55 3.82 

Table 3. Dispersion, Dispersion Slope, Effective Area, Mode Field Diameter and Quality 
Factor at λ0=1500nm, 1550nm and three given Gaussian parameters 
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Fig. 4. Dispersion slope Vs. Wavelength at λ0=1500nm, 1550nm with σ as parameter. 

The normalized field distribution of the MII based designed structures is illustrated in Figs. 
5 and 6. Because of the special structure, the field distribution peak has fallen in region III. 
As such most of the field distribution displaces to the cladding region. In addition it is 
observed that the field distribution peak is shifted toward the core, and its tail is depressed 
in the cladding region by increasing the Gaussian parameter (except σ=0). On the other hand 
the field distribution slope increases inside the cladding region by increasing of the 
Gaussian parameter. 
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Fig. 5. Normalized Field distribution versus the radius of the fiber at λ0=1500nm with σ as 
parameter (dashed-dotted, dotted, solid line, and dashed curves represent regions I, II, III 
and IV respectively). 
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Fig. 6. Normalized Field distribution versus the radius of the fiber at λ0=1550nm with σ as 
parameter (dashed-dotted, dotted, solid line, and dashed curves represent regions I, II, III 
and IV respectively). 
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The effective area or nonlinear behavior of the suggested structures is illustrated in Fig. 7. It 
is observed that the effective area becomes smaller by increasing the Gaussian parameter. 
Figs. 5–7, and Table 3 indicate a trade-off between the large effective area and the small 
dispersion slope. The results illustrated in Fig. 4 show that the dispersion slope reduces by 
increasing the Gaussian parameter. However the field distribution shifts toward the core, 
which concludes the small effective area in this case. Foregoing points show that there is an 
inherent trade-off between these two important quantities. 
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Fig. 7. Effective area versus wavelength at λ0=1550nm, 1500nm with σ as the parameter. 

The mode field diameter that corresponds to the bend loss is illustrated in Figs. 8 and 9 for 
both central wavelengths. It is clearly observed that the mode field diameter decreases by 
increasing the Gaussian parameter. In other words, the Gaussian parameter is suitable for 
the bend loss manipulation in these structures. Furthermore, Table 3 shows that the mode 
field diameter is ~7µm in the designed structure. 
As another concept to consider, Table 3 says that the mode field diameter is not affected 
noticeably by increasing the effective area. This is the origin of raising the quality factor in 
these structures. This is a key point why the average amount of the quality factor in the 
proposed structures is increased in Fig. 9. The quality factor of the designed fibers is 
illustrated in Fig. 10. The calculations show that the quality factor is generally larger than 3. 
It is mentionable that the quality factor is smaller than unity in the inner depressed clad 
fibers (W structures) and around unity in the depressed core fibers (R structures). This 
feature shows the high quality of the putting forward methodology. It is observed that the 
quality factor decreases by increasing the Gaussian parameter. It is strongly related to the 
effective area reduction. 
As another result the dispersion length is illustrated in Fig. 11 for the given Gaussian 
parameter and two central wavelengths. The narrow peaks at λ=1500nm and 1550nm imply 
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the precise tuning of the zero dispersion wavelengths. The higher-order dispersion length of 
the designed fibers is demonstrated in Fig. 12. It is clear that the higher-order dispersion 
length increases by raising the Gaussian parameter. 

1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9
5

6

7

8

9

10

11

12

13

14

wavelength(um)

M
od

e 
Fi

el
d 

Di
am

et
er

(u
m

) λ = 1.5um0

 

 

σ = 0
σ = 2.7869e-8
σ = 3.6935e-8

 
Fig. 8. Mode Field Diameter versus wavelength at λ0=1500nm with σ as parameter. 
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Fig. 9. Mode Field Diameter versus wavelength at λ0=1550nm with σ as parameter. 
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Fig. 10. Quality Factor versus wavelength at λ0=1500nm, 1550nm with σ as parameter. 
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Fig. 11. Dispersion Length vs. Wavelength at 0 1.5, 1.55 .mλ μ=  
In the following, the nonlinear effect length for 1 mW input power is illustrated in Fig. 13. 
First, it can be extracted that the suggested structures have the high nonlinear effect length. 
For the general distances, these simulations show that the fiber input power can become 
some hundred times greater to have the nonlinear effect length comparable with the fiber 
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dispersion length. Second, the nonlinear effect length decreases and increases, respectively, 
by raising the Gaussian parameter and wavelength. 
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Fig. 12. Higher Order Dispersion Length vs. Wavelength at 0 1.55 mλ μ=  and Variance of the 
weight function as parameter. 
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Fig. 13. Nonlinear Effective Length versus wavelength at λ0=1550nm with σ as parameter. 
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The amount of the fiber bending loss strongly depends on the bend radius and the mode 
field diameter. Figures 14 and 15, respectively, illustrate the bending loss (dB/m) versus the 
bending radius (mm) at λ0= 1550 nm and 1500nm with variance of the weighting function 
(σ) as a parameter. According to Figs. 8, 9, 14, and 15, it is clear that smaller mode field 
diameter yields to the greater tolerance to the bending loss. 
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Fig. 14. Bending loss (dB/m) Vs. Bending radius at λ0=1550nm with σ  as parameter. 
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Fig. 15. Bending loss (dB/m) Vs. Bending radius at λ0=1500nm with σ  as parameter. 
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All of the presented outcomes show that the suggested idea has capability to introduce a 
fiber including higher performance. We have presented a novel method that includes the 
small dispersion, its slope, high effective area, and small mode field diameter 
simultaneously [24]. So all options required for the zero dispersion shifted communication 
system are achieved successfully. This advantage is obtained owing to the selection of the 
basic fiber structure as well as the method of optimization. Our selected fiber structure is the 
MII, and we use the weighted fitness function applied in the GA for optimization. By 
combining the suitable structure and the novel optimization method, all of the stated 
advantages can be gathered simultaneously. The features of the proposed method are 
capable of being extended to all of fiber structures, introduce two parameters instead of 
multi-designing parameters, and tune the zero dispersion wavelengths precisely. 
The ring index profiles fibers have been closely paid attentions because it has the larger 
effective-areas that can minimize the harmful effects of fiber nonlinearity [29]. For the 
proposed MII fiber structures, the small dispersion and its slope have been obtained thanks 
to a design method based on genetic algorithm. But there is not any concentration on the 
bending loss characteristic at the design process. Here we want to enter bending loss effect 
on the fitness function directly and attempt to present an optimized RII triple-clad optical 
fiber to obtain the wondering performance from dispersion, its slope, and bending loss 
points of view. The index refraction profile of the RII fiber structure is shown in Fig. 16. 
 

 
Fig. 16. Index of Refraction Profile for RII Structure 

To calculate the dispersion, its slope and bending loss characteristics of the structure, the 
geometrical and optical parameters are defined as follows. 
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The design method is based on the combination of the Genetic Algorithm (GA) and 
Coordinate Descent (CD) approaches. It is well known that the GA is the scatter-shot and 
the CD is the single-shot searching technique. The single-shot search is very quick compared 
to the scatter-shot type, but depends critically on the guessed initial parameter values. This 
description indicates that for the CD search, there is a considerable emphasis on the initial 
search position. In this method, it is possible to define a fitness function and evaluate every 
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individuals of the population with it. So we have combined the CD and GA methods to 
improve the initial point selection with the help of generation elite and inherit the quick 
convergence of coordinate descent [30]. In other words, we cover and evaluate the answer 
zone by initial population and deriving few generations and use the elite of the latest 
generation as an initial search position in the CD (Fig. 17).  

 
Fig. 17. The Block Diagram of The Proposed Method 

To derive the suggested design methodology, the following weighted cost function is 
introduced. We have normalized the pulse broadening factor in the manner to be 
comparable with bending loss. This normalization is essential to optimize the pulse 
broadening factor and bending loss simultaneously. If not, the bending loss impact will be 
imperceptible and be lost in the broadening factor term.    
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The bending radius is set on 1 cm and kept still. The fitness function includes dispersion (β2), 
dispersion slope (β3), and bending loss (BL) impacts. In the defined weighted fitness 
function, internal summation is proposed to include optimum broadening factor for each 
length up to 200 km. as said at the beginning of this section, one can adjust the zero 
dispersion wavelength at λ0 and dominate the dispersion slope by Gaussian parameter (σ). 
The obtained dispersion behaviors of the structures are illustrated in Fig. 18 which 
obviously demonstrates the λ0 and σ parameters influences. It is clear that the zero-
dispersion wavelength is successfully set on λ0 and the dispersion curve is become flatter in 
the higher σ cases. 
To show the capability of the proposed algorithm, Table 4 is presented to clarify the 
different characteristics of these three structures. By considering on Fig. 18 and Table 4, it is 
clear that there is a trade-off between the zero dispersion wavelength tuning and the 
dispersion slope decreasing. In other words, it is found out that the zero value for the σ 
parameter can tune the zero dispersion wavelength accurately ( ~100 times better than other 
cases). 
The effective area or nonlinear behavior of the suggested structures is listed in Table 4. 
These values are high enough for the optical transmission applications. Owing to the special 
structure of the RII type fiber, the field distribution peak has fallen in the first cladding 
layer. As such most of the field distribution displaces to the cladding region. This is the 
origin of large effective area in the designed structures.  The normalized field distribution of 
the RII based designed structures is illustrated in Fig. 19. 
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Fig. 18. Dispersion vs. Wavelength at λ0=1.55 µm. 
 

type D(λ=1.55 μm)
(ps/km/nm)

S(λ=1.55 μm) 
(ps/km/nm2)

BL(λ=1.55 μm)
(dB/m) 

Aeff(λ=1.55 μm) 
(μm2) 

σ = 0.0 1.38e-4 0.048 1.90e-2 86.84 

σ =1.12e-8 -6.15e-4 0.041 1.67e-1 82.53 

σ =3.69e-8 4.50e-2 0.035 4.66e-2 86.01 

Table 4. Dispersion, Dispersion Slope, Bending Loss, and Affective Area at λ0=1.55 μm and 
Three Given Gaussian Parameters 
Due to the refractive index thermo-optic coefficient and the thermal expansion coefficient, 
the optical and geometrical parameters are altered. Consequently, the optical transmission 
characteristics of the optical fiber such as dispersion, its slope and bending loss are 
confronted to change. In order to evaluate the thermal stability of the designed structures, 
the following results are extracted and presented in Table 5. The dD/dT, dS/dT, dλ0/dT, and 
dBL/dT expressions are respectively the chromatic dispersion, its slope, zero dispersion 
wavelength, and bending loss thermal coefficients at 1.55μm. It is found out that this 
environmental factor must be considered in the desired optical fiber design. For example, in 
the worst case, the zero dispersion wavelengths can be shifted more than 3 nm with 100°C. 
In the least design we have focused on RII depressed core triple clad single mode optical 
fiber and presented a combined optimization approach to obtain desirable design goals. 
Furthermore, we have used the special fitness function including dispersion, its slope and 
bending loss impacts simultaneously. With application of this fitness function in the case of 
higher σ, we could obtain the dispersion and dispersion slope in [ 1.5 - 1.6 ] μm interval to be 
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Fig. 19. Normalized field distribution versus the radius of the fiber at λ=1.55 μm with σ as 
parameter (dashed, solid line, dotted, and dashed-dotted curve represent the core and three 
cladding layers, respectively). 
 

Type dD/dT 
(ps/km/nm/°C) 

dS/dT 
(ps/km/nm2/°C) 

dλ0/dT 
(nm/°C) 

dBL/dT 
(dBL/m/°C) 

σ = 0.0 -1.22×10-3 +2.83×10-6 +2.5×10-2 +3.97×10-6 

σ =1.12e-8 -1.21×10-3 +2.93×10-6 +3.33×10-2 +2.70×10-5 

σ =3.69e-8 -1.21×10-3 +2.93×10-6 +2.5×10-2 +8.79×10-6 

Table 5. Dispersion, Dispersion Slope, and Bending Loss Thermal Coefficients at λ0=1.55 μm 
and Three Given Gaussian Parameters 
[ ( -1.77 ) - ( +1.77 ) ] ps/km/nm and [ ( 0.037 ) – ( 0.033 ) ] ps/km/nm2. Also the amount of 
bending loss at 1.55 μm with 1cm radius of curvature and effective area are 4.66e-2 dB/m 
and 86.01 μm2 respectively. In the meantime, the thermal stabilities of the designed 
structures are evaluated.  It is possible to design zero dispersion shifted by using graded 
index structure. The main options are dispersion value and the effective area at 1550nm to 
minimize pulse broadening and nonlinearity effects. Excess investigation of large mode area 
fibers show that there is not serious focusing on design of zero dispersion shifted fiber based 
on the graded index refractive structures.  The index refraction profile of the triangular-core 
graded index optical fiber structure, which is suggested by us for the first time, is shown in 
Fig. 20. It is clear that the proposed graded index fiber has a linear variation in core region. 
According to the TMM approach, it is assumed that the refractive index of the fiber with an 
arbitrary but axially symmetric profile is approximately expressed by a staircase function. 
So the field distribution and guided modes are calculated [26]. 
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Fig. 20. Refractive Index Profile for Triangular Core Graded Index Fiber Structure 

Also for easy handling of the problem and calculating the dispersion and its slope of the 
proposed fiber, following optical and geometrical parameters are defined.  
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In order to explain layers’ refractive index, η and μ coefficients are introduced and set 
between 0 and 1. It must be declared that P parameter relates the cladding layer thickness 
with the core radius.  The design method is based on the limited coordinate descent (CD) 
approach [30]. Based on the extensive investigation, it is found out that the smaller core 
radius and larger refractive index difference lead the zero dispersion wavelength to around 
1.55μm. Therefore in order to design the dispersion shifted optical fiber, Δ and core radius 
are set to 8×10-3 and 1.8μm respectively. Also it is assumed that the core and first cladding 
layer have same thickness. Then direct search is done for η and μ parameters in the [0,1] 
interval. To derive the suggested design methodology, the following fitness function is 
introduced which includes the pulse broadening factor.  
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In the defined fitness function, the summation is proposed to include optimum broadening 
factor for each length up to 200 km. The short glance on eq.(10) shows that the above fitness 
function is a limited version of the past one [24], which the wavelength duration optimizing 
is abbreviated. Also, it is not weighted because the fitness function is evaluated at single 
wavelength (λ0). One can adjust the zero dispersion wavelength at λ0. It should be kept in 
mind that in the fiber design, one likes to shift the zero dispersion wavelength to the region 
that the fiber has the lowest level attenuation. The optical attenuation has a global minimum 
around 1.55µm wavelength and that is why the most optical communication systems are 
operated at this wavelength. Seeing that, the λ0 parameter of the applied method is set to 
1.55µm to achieve the desired zero dispersion shifted structure. Considering the parameter 
presented above and CD method, the design procedure is driven and optimal parameters 
are extracted and demonstrated in Table 6.  
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Core radius Δ p η μ 

*1.8μm 8×10-3 0.5 0.25 0.44 

                    *b=2a 

Table 6. The Optical and Geometrical Parameters for the Designed Structure. 
The value of the dispersion is –0.04549ps/km/nm at 1.55μm, which is properly small. The 
nonlinear effects in a single mode fiber are the ultimate restricting factors for bit rate and 
distance in long haul optical fiber communication system. Therefore, the large effective area 
single mode fibers have been the subject of considerable studies recently. The effective area 
of the suggested structure is 65.3 μm2 at 1.55μm, which is acceptable for this application. The 
associated mode field diameter at aforesaid wavelength is 9.03μm. 

8. Non-Zero Dispersion Shifted Fibers (NZDSFs) 
Use of commercially available erbium doped fiber amplifiers (EDFA), which forces optical 
communication systems to be operated in the 1550 nm window, has significantly reduced 
the link length limitation imposed by attenuation in the optical fiber. However, high bit rate 
(~ 10 Gb/s) data transmission can be limited by the large inherent dispersion of the fiber. 
Dispersion shifted fibers (DSF), which has zero dispersion around 1550 nm, have been 
proposed and developed to overcome this problem. However in order to increase the 
information carrying capacity, latest high speed communication system is based on the 
dense wavelength division multiplexing/demultiplexing (DWDM). In such systems, 
nonlinear effects like four wave mixing (FWM), which arise due to simultaneous 
transmission at many closely spaced wavelengths and high optical gain from EDFA, 
imposes serious limitations on the use of a DSF with zero dispersion wavelength at 1550 nm. 
To overcome this difficulty, the nonzero dispersion shifted fibers having small dispersion in 
the range ~ 2−4 ps/km/nm over the entire gain window of EDFA have been proposed. In 
such fibers, the phase matching condition is not satisfied and hence the effect of FWM 
becomes negligible due to small dispersion. Nonlinear effects like cross phase modulation 
(XPM), which limits the numbers of different wavelength signals, can be reduced by 
increasing the mode field diameter (MFD) and hence effective area of the fiber. Therefore 
large effective area nonzero dispersion shifted fibers have been developed [31]. To achieve 
large effective area and low bending and splice loss with conventional fiber, a refractive 
index profile, as shown in Fig. 21, is designed, which is mathematically described by Eq. 
(11). 

   

(11)
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where R1, R2, R3, R4 are radius parameters, R34=(R3+R4)/2 is the center of the side core, n1, n2, 
n3 are the highest refractive index of central core, refractive index of cladding, and highest 
refractive index of side core, respectively, Δ1=(n1-n2)/n2 and Δ2=(n3-n2)/n2 are the relative 
profile heights of central core and side core, respectively, and α is the curve parameter. This 
fiber consists of three parts, including a central core, side core and a cladding layer. The side 
core inside the core region (i.e., the region r<R4) is designed to allow more signal energy to 
flow into the cladding region so that a large effective area can be obtained [31]. 
 

 
Fig. 21. Refractive index profile of newly designed large effective area, low bending and 
splice loss NZ-DSF. 
From Eq. (11) it is found that the exact refractive index profile are controlled by seven 
parameters (i.e., R1, R2, R3, R4 , Δ1 , Δ2 , and α). To ensure the single mode operation, R4 must 
be less than certain number. Thus, there are six parameters need to be optimized for 
achieving the required dispersion slope, large effective area, low splice loss, low bending 
loss, and low Rayleigh scattering loss simultaneously. By using the random searching 
method, it is found that the fiber has the optimum performance under the following 
conditions: 

   

(12)

 
The Gaussian approximation method is used for calculating electrical field distribution for 
the designed refractive index profile. The designed fiber has a dispersion about 4 
ps/km/nm and dispersion slope about 0.06 ps/km/nm2 at 1.55 µm operating wavelength, 
which can be used to avoid four-wave mixing (FWM). Also the zero dispersion wavelength 
is adjusted near 1480nm. In addition, calculation also shown that the designed fiber not only 
has a large effective area over 100 µm2 but also has low bending loss (<1.3×10-3 dB with 30 
mm bending radius and 100 turns) and low splice loss (<6.38×10-3 dB) with conventional 
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fiber. In order to broaden the wavelength range – not only the conventional C-band (1530–
1565 nm) – but also the L-band (1565–1620 nm) and S-band (1460–1530 nm), the dispersion 
slope should be as low as possible, which can decrease the cost of dispersion compensation 
and suppress the self-phase modulation, especially for the 40 Gb/s communication system. 
Now we present a new depressed core index dual ring profile, which can provide a large 
Aeff and a low dispersion slope simultaneously, and the zero dispersion wavelength is less 
than 1430 nm [32]. The fibers with this refractive index profile have the low bending loss 
and low intrinsic loss. The splice loss also can reach the accepted value as it is spliced with 
conventional single mode fiber. The principal design requirements for the fibers are large 
Aeff, small dispersion slope, low bending and intrinsic loss, low polarization-mode 
dispersion, and zero dispersion wavelength that should be lower than 1430 nm. 
Relative refractive index Δni is defined by the equation: Δni=(ni-nc)/nc, where nc is the outer 
cladding layer’s refractive index. The dopant in the glass can decrease the glass viscosity, i.e, 
more dopant concentration means less glass viscosity. High difference value between Δn1 
and Δn2 may cause high difference value in viscosity property of the depressed core layer 
and the first raised ring. Therefore, more mechanical stress will be built in the optical fibers 
during the drawing process [33]. On the other hand, high difference value between layers’ 
refractive index can increase the compositional variation in the optical fiber. Therefore, more 
thermal stress can be also caused by the radial variation of thermal expansion coefficient 
due to the big compositional variation in optical fiber [34]. The residual stress in optical 
fibers can not only weaken the strength of optical fibers, but also increase the fiber’s 
attenuation and polarization mode dispersion values. According to the above description, 
the refractive index profile shown in figure 22 is proposed to overcome problems. Every 
parameters of the fiber profile are set out in Table 6, where Δni are the relative refractive 
index of different layer from the depressed core layer to the cladding, respectively. 

 
Fig. 22. Improved refractive index profile with dual ring and depressed outer ring based on 
the depressed core-index. 
 

Δn1 

(%) 
Δn2 

(%) 
Δn3 
(%) 

Δn4 
(%) 

Δn5 

(%) 
r1  

(µm) 
r2  

(µm) 
r3  

(µm) 
r4  

(µm) 
r5  

(µm) 
0.14 0.57 -0.27 0.30 -0.18 2.50 4.10 6.88 9.98 12.41 

Table 6. Parameters of refractive index profile shown in Fig. 22 

Table 7 shows the optical characteristic of fabricated fiber designed according to the refractive 
index profile parameters as Table 6, where MFD, RDS are the mode field diameter and relative 
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dispersion slope, respectively. It is noted that the fiber has a large Aeff of 105 µm2 and a small 
dispersion slope of about 0.065 ps/ km /nm2 simultaneously. Macro bending loss at 1550 nm 
is less than 0.05 dB/km (100 turns on the 60 mm diameter mandrel). 
 

Parameters item Wavelength 
(nm) 

Typical 
value 

1460 3.465 
1550 9.569 Dispersion (ps/km/nm) 
1625 14.324 

Dispersion Slope(ps/km/nm2) 1550 0.0648 
Zero dispersion wavelength (nm) - 1413 
Attenuation (dB/km) 1550 0.210 
MFD (µm) 1550 10.2 
Aeff (µm2) 1550 105.6 
Aeff ×dispersion 1550 1010.5 
RDS (nm-1) 1550 0.0068 
PMD(ps/km0.5) 1550 0.04 

1550 0.006 Macro bending loss for 100 turns on the 60mm 
diameter (dB/km) 1625 0.015 

Table 7. Optical characteristics of the fabricated fiber 

From the table7 we can see that the zero dispersion wavelength is below 1430 nm, the 
dispersion at 1460, 1550 and 1625 nm are 3.465, 9.569 and 12.324  ps/km/nm, respectively. 
Therefore, this fiber not only can be used at the conventional C band for transmission link, 
but also can be suited for S-band and L-band. With the progress being made in the practical 
application of the Raman amplifier, this fiber also can be applicable in transmission links 
using distributed Raman amplifier in the future. Furthermore, the value of Aeff × dispersion 
is also large enough to suppress the dispersion-related non-linear effects in the transmission 
system [35]. It is obvious that a large effective area fiber with non-zero dispersion about 4 
ps/km/nm at 1.55 µm wavelength band is a good approach to avoid four-wave mixing 
(FWM) effect, which in turn enhances the performance of wavelength division multiplexing 
(WDM) system [31]. However, such large effective area fibers have relatively large 
dispersion slope which also restricts the numbers of different wavelength signals [21, 36-38]. 
Therefore, considerable efforts are being made to reduce the dispersion slope of such fibers 
to deal with a rapid progress of DWDM system [39,40]. The refractive index profile of the 
fiber is shown in Fig. 23. This profile has been named RI type in the literatures. 
In order to obtain the flat modal field over the entire central dip region, the effective index (neff) 
of the mode should be equal to the refractive index of the central dip (i.e., neff = n1) [15]. The 
values of various parameters used in design of the dispersion characteristics are tabulated in 
Table 8. Here, the relative index difference Δi is given by ∆i= (ni2 –n42)/2ni2, i=1, 2, 3. 
The values of the MFD and Aeff associated with the modal field of the proposed design are 
8.3 μm and 56.1 μm2, respectively. The total dispersion coefficient (D), which includes both 
waveguide and material dispersion of the fiber, is calculated in the wavelength range of 
1530 to 1610 nm, which covers the entire C- and L-bands of erbium doped fiber amplifiers. 
In order to study the tolerance of the various characteristics of the proposed fiber design, we 
have randomly changed the values of thickness and Δ of each region by 1%. The actual and 
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the corresponding perturbed refractive index profiles are shown schematically in Fig. 23 by 
the solid and dashed curves, respectively. Figure 24 shows the variation of the total 
dispersion (D) with wavelength. The solid and dashed curves correspond to the actual and 
the perturbed refractive index profiles, respectively. This figure indicates that over the entire 
wavelength range of 1530 to 1610 nm, the dispersion value, which is within 2.6–3.4 
ps/km/nm, for both profiles are within the appropriate range (2–4 ps/km/nm) needed to 
avoid four wave mixing (FWM) [41]. 
 

 
Fig. 23. Schematic of the refractive index profiles of the proposed fiber (solid curve). The 
dashed curve corresponds to the perturbed refractive index profile. 
 

a(μm) b(μm) d(μm) ∆1(%) ∆2(%) ∆3(%)
1.0 3.1 6.5 0.03 0.48 -0.20 

Table 8. The values of various parameters used in design 

 
Fig. 24. Variation of the total dispersion (D) as a function wavelength. The solid and dashed 
curves correspond to the proposed and the perturbed refractive index profiles (shown 
schematically in Fig. 23), respectively. 
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The dispersion and dispersion values of the designed fiber at λ0 = 1550 nm is 3.0 ps/km/nm 
and 0.01 ps/km/nm2, respectively. The maximum value of dispersion slope is 0.015 and 0.014 
ps/km/nm2 for the actual and perturbed refractive index profiles over the entire wavelength 
range of 1530 to 1610 nm. This shows that the perturbation in the refractive index profile 
does not make much change in the dispersion slope. 

9. Dispersion Flattened Fibers (DFFs) 
The dispersion value becomes larger by the wavelength increasing in the conventional 
optical fibers. So owing to the dissimilar broadening for different channels, the multi-
channel application realization would be hard. A suitable optical fiber should meet the small 
dispersion as well as the small dispersion slope in the predefined wavelength interval [42]. 
The concept of providing the attractive option of low dispersion over a range of 
wavelengths was first suggested by Kawakami and Nishida in 1974 [43, 44]. They proposed 
the original “W” fiber structure and explained the importance of a relatively narrow 
depressed cladding region in modifying the waveguide dispersion to give a curve which 
turned over to give two wavelengths for zero dispersion [45]. To minimize pulse broadening 
in an optical fiber, the chromatic dispersion should be low over the wavelength range used. 
A fiber in which the chromatic dispersion is low over a broad wavelength range is called a 
dispersion-flattened fiber. The rms value, or the function f, to be minimized is: 

  
(13)

 
where C is the chromatic dispersion. A normalized W profile is given by 

   
(14)

 
where N1 > 1 and N2 < 1. The constraint that the first higher-order mode should appear 
exactly at 1.25 μm is imposed. Thus there are four variables, namely, (N1, N2, b, a), and one 
constraint. Assume that N1 and N2 are given certain fixed values. The values N1 = 1.02 and 
N2 = 0.99 will prove to be interesting. If b = a, then the W profile has degenerated into a step-
index profile. The core radius, a, of this step-index fiber is easily calculated with the exact 
cutoff condition V = 2.405, where V is the normalized frequency. The value N1 = 1.02 yields b 
= a = 1.64μm. Direct numerical calculation shows that if the outer radius, a, is increased then 
the inner radius, b, must also be increased to keep the cutoff wavelength at 1.25 μm. Hence 
the constraint λc = 1.25 μm corresponds to a curved line in the a-b plane. The rms value of 
the chromatic dispersion along this line is given in Fig. 25. The point of minimum dispersion 
is easily located.  
This procedure is repeated for different combinations of N1 and N2, and the result is given in 
Table 9. The first column of this table, i.e., N2 = 1, corresponds to step-index profiles. 
According to Table 9, the global minimum is 0.9 ps/km /nm, and the corresponding 
optimal W fiber is (N1, N2, b, a) = (1.02, 0.99, 1.91, and 2.85 μm); see Fig. 26. It should be 
observed that the global minimum is flat; i.e., there is a valley in Table 9 giving roughly the 
same rms dispersion. Another observation is that the dependence of N2 in Table 9 is weak if 
N1 is less than 1.01. On the other hand, the dependence of N2 is strong if N1 is greater than 
1.01 and N2 is close to unity. 
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Fig. 25. The rms value of the chromatic dispersion over the vacuum wavelength range (1.25 
μm, 1.60 μm) as a function of the outer radius a in a W fiber. The cutoff vacuum wavelength 
is 1.25 μm. The relative refractive-index increases in the core and in the inner cladding are 
1.02 and 0.99, respectively. 
 

 N2 
N1 1.000 0.995 0.990 0.985 0.980 

1.002 12 12 12 12 12 
1.005 8.6 8.6 8.5 8.5 8.5 
1.010 4.8 4.3 4.2 4.1 4.1 
1.015 7.9 2.3 1.8 1.6 1.5 
1.020 14 1.3 0.9 1.0 1.2 
1.025 21 1.1 1.7 2.4 2.9 
1.030 27 4.0 2.4 3.7 4.5 

Table 9. Minimum rms chromatic dispersion (ps/km/nm) for different doping level in the 
core & cladding 

 
Fig. 26. Chromatic dispersion for the optimal W fiber (N1, N2, b, a) = (1.02, 0.99, 1.91 μm, 2.85 
μm). The rms value of the chromatic dispersion over the vacuum wavelength range (1.25μm, 
1.60 μm) is equal to 0.9 ps/km/ nm. The cutoff vacuum wavelength is 1.25 μm. 
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An exhaustive method for calculating the minimum rms chromatic dispersion in W fibers 
has been presented [45]. The procedure is to generate all W fibers with a certain cutoff 
wavelength and then find the minimum rms dispersion by one-dimensional minimization 
followed by direct inspection.  It was found, in the case investigated, that the W fiber is 
capable of dispersion flattening only if high doping levels are used. Dispersion and its slope 
are responsible on the pulse broadening [4]. So we believe that mixing and gathering these 
parameters on the design procedure would lead us to a fiber with exciting performances. In 
other words, we concentrate on dispersion and slope simultaneously to achieve the small 
dispersion and its slope in the predefined wavelength interval, the band which we want to 
have flat dispersion behavior [42]. We use WII-type optical fiber structure which its 
refractive index profile is shown in Fig. 27. 
 

 
Fig. 27. The index of refraction profile for the proposed structures (WII) 

Also, for easy handling of the problem the following optical parameters are defined as 
follows. 
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For this structure the geometrical parameters are introduced in the following. 
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To achieve the flattening purpose, we have defined a weighted fitness function. Equation 
(17) shows our proposal for the weighted fitness function of the un-chirped pulse 
broadening factor. 
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It is useful to say that at first we applied this fitness function to design dispersion shifted 
fiber. But outcomes presentation will show that this function is appropriate in Flattening 
application too [42]. By using this fitness function, the zero dispersion wavelength can be 
shifted to the central wavelength (λ0). Since, the weight of the pulse broadening factor at λ0 
is greater than others in the weighted fitness function; it is more likely to find the zero 
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dispersion wavelength at λ0 compared to the other wavelengths. In the meantime, the 
flattening of the dispersion curve is controlled by Gaussian parameter (σ). To put it in 
another way, the weighting Gaussian function becomes broader in the predefined 
wavelength interval by increasing the Gaussian parameter (σ). As a result, the effect of the 
pulse broadening factor with greater value is regarded in different wavelengths, which 
causes a considerable decrease in the dispersion slope in the interval. Consequently, the zero 
dispersion wavelength and dispersion slope can be tuned by λ0 and σ, respectively.  The 
wavelength and the distance durations for the design are defined as follows: 1.50 µm < λ < 
1.60 µm; 0 < z < 200 km. In the simulations un-chirped initial pulse with 5 ps as full-width at 
half-maximum is used. From Figure 28, it is clear that the zero dispersion wavelength is 
successfully set at λ0 which is equal to 1.55 µm. Furthermore, the dispersion curve becomes 
so flat by adding the Gaussian weighting term to the fitness function. In other words, in the 
absence of weighting function, the optimized dispersion has higher slope compared to its 
presence. 
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Fig. 28. Dispersion versus Wavelength with and without weighting function 

The impact of sigma parameter on the dispersion and its slope is illustrated in Figures 29 
and 30. It is obvious that the dispersion value reduces by the sigma parameter increase in 
the predefined wavelength interval and the curve is the smoothest in the highest sigma case. 
This event can be described based on the fact that the weighting function (Gaussian 
function) has large values around the central wavelength by the increase in the Gaussian 
parameter. So, a large band of the wavelength around the central wavelength has almost the 
same chance for optimization and thus the dispersion will be small and uniform for this 
band. In other words, the duration of this band can be controlled by the sigma parameter. 
The dispersion slope is strongly affected by the presence of σ in such a manner that its 
increase has the considerable influence on the dispersion slope and decreases it obviously. 
This result is easily visible in Figure 30 which shows the dispersion slope versus wavelength 
with variance of the σ as a parameter. According to the presented weighted function based 
GA optimization, the following optical and geometrical parameters are obtained. We find 
out that the optimal value of R2 for all Gaussian parameters are near to -1. 
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Fig. 29. Dispersion versus Wavelength for different Gaussian parameter 
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Fig. 30. Dispersion Slope versus Wavelength for different Gaussian parameter 
   

type ( )a mμ P Q R1 R2 Δ  
0σ = .00 2.5462 0.6942 0.3046 7.0897 -0.9517 4.886e-3 

1.2256 8eσ = − 2.4450 0.7189 0.4049 3.0497 -0.9854 8.159e-3 
2.7869 8eσ = − 2.5763 0.8478 0.4774 2.2437 -0.9877 7.178e-3 
3.6935 8eσ = − 2.4374 0.8461 0.4098 1.7966 -0.7076 8.064e-3 
4.9467 8eσ = − 2.5914 0.8942 0.4728 2.2583 -0.9780 6.812e-3 

Table 10. Optimal Values for the Optical and Geometrical Parameters 
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In tables 11 and 12 the simulated numerical values of dispersion and dispersion slope based 
on the presented algorithm for wavelength duration in [1.5 1.6] mμ− are given. Also, 
dispersion and dispersion slope difference for this band are presented for each case. For 
these cases, we show that there is about 6 times difference between traditional optimization 
and weighted function based optimization in dispersion case.  
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( )1.5
/ /

D m
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D D D
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0σ = .00 -2.039 -0.032e-3 2.002 4.041 
1.2256 8eσ = −  -0.899 0.0238 0.765 1.664 

2.7869 8eσ = −  -0.618 0.0032 0.363 0.981 

3.6935 8eσ = −  -0.606 0.0051 0.346 0.952 

4.9467 8eσ = −  -0.510 0.0034 0.191 0.701 

Table 11. Simulated Numerical Results for Dispersion for wavelength duration [1.5 1.6] mμ−  
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0σ = .00 0.0416 0.0402 0.0401 

1.2256 8eσ = −  0.0206 0.0164 0.0133 

2.7869 8eσ = −  0.0153 0.0096 0.0488 

3.6935 8eσ = −  0.0152 0.0093 0.0044 

4.9467 8eσ = −  0.0137 0.0068 0.0007 

Table 12. Simulated Numerical Results for Dispersion Slope for wavelength duration 
[1.5 1.6] mμ−  

As a final result of these simulations, we should point out that for zero value of the 
Gaussian parameter zero-dispersion wavelength has high accuracy compared to nonzero-
values of the Gaussian parameters cases. By comparing presented results and the ones 
demonstrated earlier as a dispersion flattened optical fiber, it is clear that the least design 
has considerable band width, the band between to zero dispersion wavelength. Moreover, 
the dispersion value tolerance in this interval is so small which is a direct result of its small 
slope. 

10. Conclusion 
In this chapter some special fiber structures for covering broadband optical fiber 
communications were reviewed. For these three cases R, W and M two different types for 
each of them were considered and discussed in detail. We have been shown that using the 
proposed design method in this chapter systematic approach for broadband applications 
can be found and considering the fibers in this chapter ultra broadband communications are 
available.  
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1. Introduction 
The evolution of wireless applications (the performance as well as the number of users) has 
undergone explosive growth in the last years, resulting in an increasing demand for smaller, 
low-cost wireless transceivers with low power consumption. In order to meet this demand, 
continuous development must take place both in CMOS technology and in RF electronics, 
the goal of which should be to achieve a fully-integrated single-chip receiver in a low-cost 
CMOS process. This demand for complex read channel and multi-standard receiver ICs calls 
for the design and implementation of one category of analog interface chips as continuous-
time (CT) filters, suitable for high speed with variable bandwidths over a wide frequency 
range, preferably using the Gm-C approach rather than other existing solutions. 
Filters based on the Gm-C technique were used quite early on with bipolar technology and 
they have now become the dominant option to implement monolithic filters for very high 
frequency. The basic building block of a Gm-C filter is the integrator, which involves the use 
of transconductors and capacitors only and whose structure is therefore simpler than others, 
such as operational amplifiers. The simplicity of the transconductor coupled with the open-
loop operation, which does not involve any complex frequency compensation schemes, 
point to this cell as the basic active element to be considered and the best option to operate 
in a VHF range with low supply voltages. 
 

Vin

gm
Io

Io=gmVin

 
Fig. 1. Ideal transconductor Vin to Io converter of transconductance gm (conversion factor). 

All the benefits of the Gm-C approach lie in the ideal behaviour of the transconductor. 
Nevertheless, its use as the basic element in the VHF active filter implementation forces one 
to consider some drawbacks related with the non-idealities of this fundamental cell: finite 
output resistance, finite bandwidth, noise, non-linearity, etc. The main disadvantages 
inherent to this technique are its high sensitivity to parasitic capacitors and the non-linear 
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behaviour of the transconductor, to the extent of appearing a distortion brought about 
mainly by the non-linearities generated in the V-I conversion. Certain specific strategies 
require to be used to minimize these effects. 
By taking differential or balanced transconductor structures into account, distortion is 
reduced (even non-linear components are cancelled) and better immunity to common-mode 
noise is obtained. Furthermore, the use of tuning techniques compensates parameter 
deviations due to process and temperature variations. These ideas, together with a careful 
layout, a detailed study of the technology and a deep analysis of the device, lead to an 
improvement in the transconductor behaviour, and consequently, in the filter performance. 
Thus, while developing the design of an active Gm-C filter, the effects of transconductor 
non-idealities must be analysed in depth to achieve optimum filter performance. The 
implementation of the transconductor should show a trade-off between dc-gain, linearity 
and low phase-error at the cut-off frequency. 
Any pole or zero frequency in filters based on the Gm-C technique is of the Gm/C type. This 
means that there are two fundamental ways of programming the frequency response of the 
filter: keeping Gm constant and varying C, or vice versa. The choice of filter approach will 
affect noise and power dissipation (Pavan et al., 2000). The constant-C approach has the 
advantage of maintaining the noise specifications constant over the entire programming 
range while decreasing the power consumption for lower frequencies. Due to the above 
considerations, the constant-C scaling technique is the preferred approach for implementing 
filters operating in a very high frequency range, focusing on the design of tunable CMOS 
transconductors. On the other hand, discrete tuning is currently being more widely used 
than continuous tuning, both to preserve the dynamic range and take advantage of the 
digital system in mixed design to determine the control signal that calibrates and 
reconfigures the filter. A possible discrete tuning technique is based on a parallel connection 
of transconductors, where the desired time-constant can be digitally programmed (Pavan et 
al., 2000a). This approach succeeds in keeping the Q-factor constant and maintains an 
adequate dynamic range over the entire bandwidth setting. 
The target is to implement a transconductor that is compatible with the latest low-cost pure 
digital CMOS technologies and programmable over a very high frequency range while 
maintaining an adequate dynamic range (DR). The concrete values of these specifications 
depend on each particular application. This work does not focus on a concrete application 
but on carrying out an overall analysis to seek the structure that provides the best trade-off 
between operation frequency, programmability, dynamic range and power consumption. 
Considering all these points, an optimal solution for digitally programmable analog filters in 
the VHF/UHF range is to take advantage of current-mode pseudo-differential topologies and 
endow them with digital programmability. The design strategy is therefore as follows: after 
analysing the transconductor parameters that limit its ideal behaviour, a very well-known 
current-mode topology (Smith et al., 1996; Zele et al., 1996) will be characterized; starting from 
the Zele-Smith architecture, two different transconductors will be presented and in-depth 
analysis will be carried out, following which all the characteristic parameters of each active cell 
will be obtained; programmability will then be added to the VHF transconductors and the 
experimental results of a low-cost 0.35 μm CMOS implementation will be presented. As the 
active cell is based on a classical structure, a broad diversity of digitally programmable and 
continuously tunable CT filters can be obtained, where the programmability exhibited by the 
filter is achieved due to the design of a generic programmable transconductor. Due to the lack 
of special capacitor structures in standard digital technologies, the use of the MOS structure as 
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an intended passive device is probably as old as the MOS transistor concept itself. An 
alternative to implementing linear capacitors is to use the gate-to-channel capacitance of 
MOSFET devices as capacitors, where the gate-oxide thickness is a well-controlled variable in 
the process. This option will be considered in this work. 
Therefore, in this chapter we will show the best way to implement key analog building 
blocks of a high-speed system in a CMOS technology with a wide programmable frequency 
range; considering new design techniques and uncovering potential problems associated 
with the design of high-speed analog circuits using short-channel and low-voltage devices. 
These are the challenges of CMOS filter design at very high frequencies and this study 
addresses the theoretical and practical problems encountered in the design of robust, 
programmable continuous-time filters with very high bandwidths implemented in low-cost 
digital CMOS technologies. 

2. The Integrator: building-block in the Gm-C technique 
The majority of continuous-time (CT) integrated filters, circuits where high frequency at low 
cost of silicon and power is required, present a frequency response controlled by time-
constants, and one of the simplest implementations for these factors is taking advantage of 
the integrator structure. Therefore, the integrator is the dominant building block for many 
high-frequency active circuit design techniques, and its frequency response and linearity 
directly determine the filter performance. 
Accordingly, systems based on the Gm-C technique are the first option for implementing CT 
filters, thanks to their acceptable performance over the VHF range. The active building 
element used by the Gm-C filter approach, based on an open-loop integrator, is the 
transconductor cell (Fig. 1), which ideally delivers an output current proportional to the 
input signal voltage: 

 o m inI g V=  (1) 

where gm is the transconductance of the element. When a grounded capacitor is connected 
to the output node of the transconductor in order to take this current out, an integrator is 
obtained leading to Vin-Vo conversion, as shown in Fig. 2(a). It turns out that an ideal 
voltage-mode integrator has been obtained with a simple transconductance-capacitor 
combination. Nevertheless, a second structure can be considered taking into account the 
current-mode signal processing, whereby two different, yet completely equivalent, 
topologies are obtained. In this case, the input current is taken across the integration 
capacitance in order to obtain the transconductor input voltage and then, after the active 
cell, the output current. Thus, Fig. 2(b) shows the Iin-Io conversion. 
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Fig. 2. Ideal integrator; (a) voltage-mode: mo
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Due to the grounded location of most parasitic capacitors of the active cell (the total 
output/input node effective parasitic capacitance, depending on the configuration), they 
must be considered by constituting a percentage of the total integration capacitance CI, 
which is particularly significant at high frequencies. An extreme situation can be reached 
when considering the proposed transconductor as an integrator where total integration 
capacitance CI is constituted only by these parasitic capacitances, with no need for any 
external capacitor. Nevertheless, these capacitances are not linear and, depending on their 
contribution, the total linearity of the system will be affected. As technological process 
variations will also affect the value of these parasitic capacitances, sensitivity to these 
capacitors requires a detailed study of the device models and integration technology 
together with a careful system layout. 
The ideal integrator has an infinite dc-gain and no parasitic effects, thus obtaining a phase of 
-π/2 for all the frequencies. The unity-gain frequency is ωt=gm/CI. Nevertheless, a real 
integrator presents a non-zero transconductor output conductance gout and parasitic poles 
and zeros, which distort the transfer function: 
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where ADC=gm/gout is the dc-gain and ω1=ωt/ADC=gout/CI is the frequency of the dominant 
pole. The effects of parasitic poles and zeros at frequencies much higher than the frequency 
range of the transconductor can be modelled with a single effective zero ω2: positive ω2 
results in an effective parasitic RHP-zero and negative ω2 in an LHP-zero. 
Non-zero transconductor output conductance gout causes finite dc-gain in real integrators in 
the filter. In addition, parasitic poles and zeros in the integrator transfer function, together 
with finite ADC, generate deviations of the inverter integrator phase response from -π/2, and 
it is well-known that phase error is the main source of misfunctions in filters. In particular, 
phase deviations around ωt can cause significant errors in the filter transfer, depending on 
filter quality factors. The accuracy of the overall frequency response of the filter depends on 
how closely the individual integrators in the filter follow the ideal response. The filter 
remains very close to the ideal one if the integrator phase at its unity-gain frequency ωt is 
equal to its ideal value -π/2; the amount by which the phase at ωt deviates from this 
quantity will be called Δϕ(ωt). 
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Low dc-gain causes a leading phase error, and parasitic high-frequency poles and zeros in 
the integrator create lagging (ω2>0, RHP-zero) or leading (ω2<0, LHP-zero) phase errors. The 
acceptable worst case value of Δϕ(ωt) depends on the specifications for the high-frequency 
response of the overall filter and the poles and quality factor of the transconductor transfer 
function. The integrator phase error can be modelled with a frequency-dependent integrator 
quality factor Qint (Nauta, 1993), concluding that a high and accurate filter quality factor 
puts strong constraints on the integrators phase error, i.e. on Qint. 
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The filter performance is dominated by the performance of the transconductors, since the 
filter specifications (dynamic range, dissipation and chip area) depend not only on filter 
properties (Q, cut-off frequency, impedance level) but also on transconductor properties 
(ADC, ωt, ω1, ω2, noise behaviour, linearity, area and power consumption). It is therefore 
useful to put effort into the study of a high-performance transconductor that would improve 
all its specifications, in order to obtain a proper design for these VHF filter building blocks. 

3. Fully-balanced pseudo-differential transconductor cell 
In this section, the development of a fully-balanced current-mode integrator based on a 
classical structure is described, which is characterized by low-power, high rejection of 
supply noise and VHF potential application. Fig. 3 shows the conceptual scheme of the Zele-
Smith pseudo-differential integrator (Smith et al., 1996; Zele et al., 1996), a complete fully-
balanced transconductance cell arranged for using a current-mode integrator. 
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Fig. 3. Conceptual scheme of the complete fully-balanced current-mode transconductor. 

To understand the basic operation we analyse the simple first-order model of the proposed 
transconductor, considering each unit cell as a simple transistor, i.e., single common-source 
stages as shown in Fig. 4. Under these conditions, the small-signal analysis gives the 
expression for the differential gain of the integrator (Eq. 5), where gmi is the i-cell 
transconductance and go´ is the sum of output conductances gdsi at the input node. 
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Fig. 4. Small-signal model for the common-source transconductor stage. 

By analysing this expression and considering a first-order approximation, i.e., neglecting the 
gds effects of each transistor, an infinite dc-gain is achieved if perfect matching is obtained 
between gm1 and gm2, so that δgm=gm1-gm2=0. Nevertheless, the effect of the output 
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conductances is not avoidable and the implementation of a negative resistance (δgm<0), 
inherent to this topology, provides the possibility of achieving dc-gain enhancement. Note 
that by making δgm+go´→0, then |ADC|→∞. In practice, mismatching between transistors 
limits the differential gain by up to 55 dB at most. Another equivalent way for analysing this 
improvement is to consider the differential-mode input resistance of the transconductor cell. 
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As a result, this scheme shows the basic pseudo-differential structure obtained by 
considering two dual transconductor cells (gm), leading to current integration through input 
capacitance CI. Thanks to the additional negative resistance shown in grey in the same 
figure, dc-gain is increased by providing positive feedback compensation for the signal 
current and boosting the input resistance of the transconductor. 
The approximate common-mode gain, which must be less than unity to guarantee stability 
in closed-loop configurations, is constrained by device ratios to a stable value over all 
frequencies (Eq. 6). Common-mode stability is assured by designing (gm1+gm2)/gm>1. 
Common-mode behaviour analysis can be also carried out by calculating common-mode 
input resistance. 
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The common-mode feedback resulting from the interconnection of the negative resistance 
provides both a naturally high differential gain and low common-mode gain for the 
integrator, improving these limits attached to a real integrator structure. Consequently, the 
basic operation of the transconductor will be best understood by explaining, first, that the 
common-mode control and dc-enhancement circuitry is connected at the input of the circuit 
and then, that the linear V-I conversion mechanism occurs in the output stage.  
The gain of the basic current integrator is independent of the supply voltage to the first-
order approximation. When fully-differential current topologies are used, the small 
remaining supply noise feedthrough is common to both sides of the signal and thus has no 
direct effect, except through random device mismatch. Therefore, the integrator has good 
immunity to supply noise. Device mismatch can be minimized with careful layout and 
specific design techniques to around 0.1-1 %, in many applications (Croon et al., 2002; Otin 
et al., 2004; Otin et al., 2005). 
The use of an integrator based on transconductance cells implemented by using single 
transistors (no internal nodes), results in a proper frequency response because the only 
nodes are at the inputs and at the outputs. To a first-order approximation, no parasitic poles 
or zeros exist in the differential ac-response of the basic integrator circuit. Both differential 
and common-mode gains can be independently set by the different values of gm1 and gm2. 
The ideal integrator function is a result of setting δgm+go´=0 and the phase error at the unity-
gain frequency, ωt=gm/CI, can be calculated by: 
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To summarize, infinite differential input impedance can be obtained if δgm+go´→0 while 
maximizing the differential dc-gain and minimizing the phase error at ωt, and common-
mode input impedance can be reduced by maximizing the sum of the transconductances 
(gm1+gm2). Consequently, the common-mode rejection ratio (CMRR) is improved. 
Nevertheless, an important concept should be borne in mind: as the dc-gain depends on the 
difference  (go´-|δgm|), the structure can lead to instability if this quantity becomes negative 
(total negative input conductance) due to overcompensation. 
By analysing the small signal model of each common-source stage forming the complete 
transconductor topology (Fig. 4), the need to solve a frequency problem arises: the 
feedforward ac-current path from the gate (input) to the drain (output), through the overlap 
parasitic capacitance Cgd. When considering the stages forming the negative resistance, the 
repercussion of this effect is not important because the contribution to the total behaviour of 
the cell decreases as these capacitances are short-circuited with their respective gmi. 
However, the feedforward current through Cgd in the fully-balanced output-stage gm of the 
transconductor structure generates a transmission zero (gm/Cgd) in the right complex half-
plane. This parasitic RHP-zero modifies the integrator frequency response and creates a 
phase-lag at the unity-gain frequency. Furthermore, the Miller effect, also associated with 
this parasitic capacitor, introduces larger equivalent input capacitance (Cin=Cgs+Cgb ⇒ 
Cin=Cgs+Cgb+(1+A)Cgd) and an additional component to the equivalent output capacitance 
(Cout=Cbd ⇒ Cout=Cbd+(1+A-1)Cgd), where A≈gm/gds. Therefore, the neutralization of this 
effect will involve bandwidth enhancement. 
Many methods have been proposed to minimize the Miller effect: the cascode technique 
(Gray et al., 2001), the inductor shunt peaking technique (Mohan et al., 2000), the capacitive 
compensation technique (Wakimoto et al., 1990; Vadipour, 1993), the distributed 
amplification technique (Ahn et al., 2002) and the active inductor technique (Säckinger et al., 
2000). They all have the advantages of low-voltage compatibility and low area; however, the 
solutions considered in this work will be the use of cascode structures together with the 
capacitive compensation technique. 
Differential systems allow the Cc-cancellation technique, using positive feedback to generate 
negative capacitances, which can cancel the positive ones to yield bandwidth increases. 
These Cc capacitors are the overlap Cgd parasitic capacitances of dummy compensation 
transistors used in a cross-coupled way to neutralize the feedback action of these Miller 
capacitors. The connection is between the output and the opposite sign input, available in a 
balanced configuration. Under these conditions, the RHP-zero is moved to infinity, i.e., the 
cause of phase lag is removed, thus expanding the bandwidth of the transconductor. At the 
same time, compensation capacitor Cc will cancel the Miller effect and a lower input node 
effective capacitance is obtained due to the reduction of the feedforward effect. This 
technique depends on feeding back a current that is precisely the same as the one flowing 
through the Miller capacitance Cgd and, in consequence, the neutralization capacitor must 
match precisely. However, it is remarkable that Cgd is voltage-dependent and compensation 
can only work with small signals. In the case of mismatch between Cgd and Cc, parasitic zero 
is not at infinity and can cause a small phase lag or lead. 
However, this is not the full story of the high frequency behaviour of the transconductor cell 
and there are more frequency limits. Mismatch in common-mode feedback circuits can 
result in unexpected parasitic poles and zeros. In addition, high frequency models of the 
MOS transistor show that gm is not independent of frequency, but has a finite delay gm(s) 
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Fig. 5. Cancellation of transmission zero gm/Cgd and neutralization of the Miller effect:  Cc-
cancellation technique. 
and begins to roll off at very high frequencies. Although the frequency where this roll-off 
begins can be in the GHz range, the phase shift from this effect can become significant at 
much lower frequencies. Since most active filters are very sensitive to small phase changes 
in the integrator response, it is thus important to take this effect into account. 
The first way to minimize these effects is to eliminate the internal nodes or, if this is not 
possible, to design them as low-impedance nodes. This procedure can be carried out by 
considering cascode topologies. Moreover, their use further prevents bandwidth reduction 
generated by transmission zero because one side of Cc is connected to the internal low-
impedance node, i.e., to the low-gain point of the cascode transistor source. 
Therefore, an enhancement of the integrator dc-gain has been obtained with this topology 
by means of the differential negative resistance, increasing the differential input resistance 
of the transconductor and keeping the common-mode gain lower than unity. With regard to 
frequency limit-related problems, transmission zero has been reduced by using Cc-capacitor 
compensation, taking advantage of the pseudo-differential topology. This solution can also 
be improved by considering cascode topologies, giving higher dc-gains in a natural way, 
which will also reduce the frequency drawbacks associated to the internal nodes of other 
topologies by avoiding internal high-impedance nodes in the signal path. 
As a result, a low-voltage transconductor with high linearity, very high operation frequency 
and high power efficiency has been designed where cascode structures should be 
considered to obtain an improvement in the high-frequency behaviour of the basic topology. 
The main advantage of using cascode stages instead of single common-source stages is the 
higher dc-gain while maintaining a good frequency response. Hence, a higher quality factor 
of the integrator is expected due to the higher differential dc-gain (Abidi, 1988). Basic 
cascode circuits require high supply voltages to operate due to the large overhead bias from 
threshold voltages. However, variations of the cascode technique exist which can be used 
with lower voltage supplies. Two options are considered in this work, the so-called high-
swing cascode (HS) stage and the folded cascode (FC) stage (Baker et al., 1998; Sansen et al. 
1999; Sedra et al., 2004). The unit cells replacing the common-source stages previously used 
are shown in Fig. 6. The complete fully-balanced current-mode transconductance cells 
implemented by using these cascode stages are described in the following sections. 
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Fig. 6. Unit transconductance cell: (a) high-swing (HS) and (b) folded cascode (FC) topology. 

3.1 High-swing cascode section: HS topology 
Fig. 7(a) shows the transconductor arranged for using the current-mode integrator described 
in Fig. 3, where the unit cells have been implemented by using high-swing cascode stages 
(Baker et al., 1998; Sansen et al. 1999; Sedra et al., 2004). As illustrated in the corresponding 
HS unit cell (Fig. 6(a)), current sources are also implemented by using high-swing cascode 
elements. The substrate terminals of NMOS transistors are connected to the reference 
voltage as usual, and those of the PMOS transistors are connected to the corresponding 
source node of each transistor. 
The use of high-swing cascode elements offers as high accuracy as using basic cascode 
stages to implement each unit cell of the transconductor but, because of the slightly different 
connection between transistors, needs lower supply voltage and has fewer internal parasitic 
poles, generating nodes between the input and the output, giving a better frequency 
response of the integrator. The main disadvantage of the improved cascode topology is that 
due to biasing constraints, the gate-source voltages must be kept small, resulting in larger 
devices for a bias current level. 

3.2 Folded cascode section: FC topology 
In order to obtain an improvement in biasing flexibility and further reduction of the supply 
voltage in the design of the transconductor cell, we can also take advantage of folded-
cascode sections (Sansen et al. 1999; Sedra et al., 2004). The schematic used to describe the 
complete integrator based on the proposed current-mode pseudo-differential 
transconductor is shown in Fig. 7(b), where the unit cells have been implemented by using 
FC stages illustrated in Fig. 6(b). In this case, current sources are implemented by using 
single elements, both bias sources IBIAS and cascode sources MNSi. The substrate terminals of 
NMOS transistors are connected to the reference voltage as usual, and those of PMOS 
transistors, both those used to implement current sources IBIAS and those implementing 
folded transistors MPFi, are connected to the VCC node. 
The use of folded cascode elements exhibits a substantial improvement in biasing flexibility, 
because of the increased drain-voltage of the transistors, at the cost of additional current 
sources and bias voltages. Another significant benefit of using these stages is that by 
avoiding the biasing constraints associated to the high-swing cascode structure, we obviate 
the need to keep gate-source voltages low, which results in smaller and simpler devices for a 
given bias current level, lower voltage supply and larger unity-gain frequencies. 
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Fig. 7. Fully-balanced pseudo-differential current-mode cell, based on (a) high-swing 
cascode unit stages: HS transconductor; (b) folded-cascode unit stages:  FC transconductor. 

3.3 General considerations: basic principle 
A similar notation and index-linking have been adopted in both transconductor 
implementations in order to simplify the description of the basic principle and to unify the 
topology analysis. Assuming ideal behaviour for the integrator, the balanced input current 
flows entirely into integration capacitance CI. Diode-connected stages M1,4 adequately bias 
cascode output M3,6, whilst transistors M2,5 provide positive feedback compensation for the 
signal current flowing into M1,4 and boost the input resistance of the integrator. 
Regarding the gain enhancement by means of the negative resistance formed by transistors 
M2,5, this technique is absolutely necessary for Zele-Smith topologies and other voltage-
mode transconductors (Nauta, 1993), in order to obtain reasonably high dc-gain values. 
Theoretically, the dc-gain could be infinity by adjusting the equivalent negative resistance, 
but in practice mismatching limits the dc-gain by about 40 dB in single transistor stages. 
However, the use of cascode topologies leads to a natural enhancement of this parameter 
and differential dc-gain values of up to 55 dB can be reached with identical transistors under 
identical bias conditions by means of a lower mismatching sensitive design. Nevertheless, 
there is a key difference between the HS and the FC cascode structure: 
• The high output resistance is directly guaranteed thanks to the true cascode output 

stage exhibited by the HS transconductor. Therefore, positive feedback compensation is 
not necessary to boost differential resistance or enhance the dc-gain. 

• On the other hand, the output-node for the FC transconductor is not a very high 
impedance node, and the negative resistance proves necessary to obtain real input 
resistance enhancement. In this approach, positive feedback compensation for the signal 
current flowing into M3,6 is essential, boosting the input resistance of the integrator and 
increasing dc-gain. 
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The reason for this difference is that the FC unit cell considered and shown in Fig. 6(b) is a 
pseudo-cascode topology. To obtain similar output impedance to that of the HS approach, 
the MNS current source would have to be implemented by using a cascode current source. 
Nevertheless, even if the HS implementation undergoes an immediate dc-gain/input 
resistance improvement, both topologies require positive feedback compensation (negative 
resistance) to reduce common-mode gain (common-mode input resistance) and stabilize 
common-mode voltages. On the other hand, the use of pseudo-differential structures 
requires careful and efficient control over the common-mode behaviour of the circuit. It is 
worth noting that this structure not only stabilises the common-mode voltage, but also 
rejects common-mode signals by means of partial positive feedback. This idea has already 
been used for high-frequency transconductors in (Nauta, 1993) and for a class of current-
mode filters (Smith et al., 1996; Zele et al., 1996). 
Thus, considering this topology implemented by using cascode stages, dc-gains of about    
55 dB and CMRR of 60 dB can be obtained with inherent stability of common-mode 
voltages. Note that the propagation of common-mode (CM) signals in balanced circuits can 
cause instability and distortion. Further, current consumption, linearity and 
transconductance value are strongly dependent on the CM input signals. Additional 
techniques can be used in the proposed topology if a greater CMRR is needed, such as 
feedforward cancellation of the input CM signal. Balanced transconductors with high-input 
common-mode rejection that are capable of operating with low-voltage supplies are 
obtained by using an additional transconductor that is only sensitive to CM signals 
(Baschirotto et al., 1994; Wyszynski et al., 1994). Considering this technique, CMRR values 
up to 70 dB could be obtained. 

4. High frequency response 
In this section, the bandwidth of the transconductor will be analysed. Note that if single 
transistor stages and unrealistic simplified models are used in the proposed topology 
(Fig.3), the bandwidth could be infinite owing to the absence of internal nodes influencing 
the transfer function of the integrator. A more complete model of the MOS transistor does 
predict a finite bandwidth due to the second-order frequency effects such as the 
transmission zero associated to overlap parasitic capacitance Cgd, frequency dependence of 
the transconductance gm(s) and mismatch in common-mode feedback circuits. A closer 
explanation of MOS behaviour at high-frequencies (splitting it into an intrinsic and an 
extrinsic part) is required before starting the study of the complete integrator. Taking into 
account a non-quasistatic model (Tsividis, 1996), the high-frequency behaviour of the 
current mode integrator will be calculated. 
When analysing transconductor bandwidth, several general factors must be considered: 
• The output of the complete transconductor may be assumed to be short-circuited for ac-

signals when calculating the frequency response of the integrator. 
• In all the equations: gm is the transconductance, gds the output conductance, gmb the 

bulk-transconductance and Cgd, Cgs, Cds, Cbs and Cbd the parasitic capacitances. 
• All the unit cells are designed to seek perfect matching between them. Therefore, all 

similar transistors have the same properties except for transconductance gm of the N-
transistor processing the signal (MN transistor in both unit cells shown in Fig. 6). In this 
way, considering the notation and index-linking previously used in Fig. 3: 
gm(N1)=ANgm(N); gm(N2)=APgm(N); gm(N3)=gm(N). Consequently, δgm=(AN-AP)gm 
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represents the difference between M1 and M2, or, M4 and M5 due to the difference in 
dimensions and bias currents of N-transistors, which gives rise to the negative 
resistance that enhances the dc-gain of the system. 

• Total integration capacitance CI comprises not only the external capacitance, but also 
the contribution of parasitic capacitors (CI=Cext+Cp). Intrinsic capacitance Cgs is the 
main contribution of these parasitic capacitances Cp and consideration of it as a great 
percentage of total integration capacitance acquires great significance. 

• External capacitor Cext can be implemented by using double-poly, metal-metal or MOS 
capacitors, depending on the technological process. 

• Current source is modelled with a Norton equivalent circuit, where Gs and Cs are the 
admittance and capacitance components. The external capacitance Cext connected to the 
transconductor input is in parallel with Cs. For purposes of simplicity, from now on, Cs 
will include the equivalent capacitance of the current source and the external 
capacitance (Cs≡Cs+Cext). Therefore, total integration capacitance can be expressed as: 
CI=Cs+Cp, including parasitic effects, the external capacitance and the equivalent-model 
of the non-ideal current source. 

Firstly, a model for the V-I conversion of the unit cell is derived, in both implementations to 
show the calculation process of the bandwidth of the complete transconductance cell. 

4.1 High-frequency model of the HS unit cell 
The following circuit represents the high frequency model for the HS unit cell previously 
shown in Fig. 6(a), where X(N) denote the parameters associated to the MN-transistor, 
X(NC) those associated to the cascode transistor, X(P) those associated to current sources 
IBIAS and X(PC) those associated to the cascode current sources as shown in Fig. 6(a).      
Table 1 summarizes the parameters associated to the impedances shown in the small-signal 
equivalent circuit. The rest of the elements: gm(N), gds(N), gds(NC), gds(PC), gm(PC), Cgd(N) 
and Cds(NC) directly represent the parameters of the respective transistor. 
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Fig. 8. Equivalent high-frequency circuit for the HS unit cell. 
 

( ) ( ) ( )M m mbg NC g NC g NC= + ( ) ( )dsg P g P=  

( ) ( ) ( )in gs gbC N C N C N= +  ( ) ( ) ( ) ( ) ( )ds bd gs bsC x C N C N C NC C NC= + + +  

( ) ( )ds bdC C PC C PC= +  ( ) ( ) ( )out gb bd gdC C NC C NC C PC= + +  

( ) ( ) ( ) ( ) ( ) ( )gd ds bd gb gsC P C P C P C P C PC C PC= + + + +  

Table 1. Small-signal parameters for the HS unit cell. 
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4.2 High-frequency model of the FC unit cell 
The following circuit represents the high frequency model for the FC unit cell previously 
shown in Fig. 6(b), where X(N) are the parameters associated to the MN-transistor, X(PF) 
those associated to the folded transistor, X(P) those associated to the current sources IBIAS 
and X(NS) those associated to the current source of the folded transistor, which is 
implemented with a single NMOS transistor as previously illustrated. 
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Fig. 9. Equivalent high-frequency circuit for the FC unit cell. 
Table 2 summarizes the parameters associated to the impedances shown in the small-signal 
equivalent circuit. The rest of the elements: gm(N), gds(PF), Cgd(N) and Cds(PF) directly 
represent the parameters of the respective transistor. 
 

( ) 2 ( )ds dsg g N g P= +  ( ) ( ) ( )in gs gbC N C N C N= +  

( )out dsg g NS=  ( ) ( ) 2 ( ) 2 ( ) 2 ( ) ( ) ( )ds bd gd ds bd gs bsC C N C N C P C P C P C PF C PF= + + + + + +  

( ) ( ) ( )MP m mbg PF g PF g PF= + ( ) ( ) ( ) ( ) ( )out gd bd gd ds bdC C PF C PF C NS C NS C NS= + + + +  

Table 2. Small-signal parameters for the FC unit cell. 
Great similarity is obtained in the description of both unit cells. Even the FC capacitive 
parameter C will be equivalent to C+C(x) in the HS description. This parallelism will also 
appear in the complete transconductor analysis. 

4.3 High-frequency model of the complete transconductance cell 
Under these conditions, the differential gain of the proposed transconductor cell (in both 
implementations) can be calculated by: 

 ( ) ( )( ) ( )
( )( )

0 1 0
2

1 2 1 2

s s s s s s
H s k K

s x s x s sδ δ
− + −

= ≈
+ + + +

 (8) 

where: 

 1 2

0

;DCAK
s
δ δ−

= 1 2; ;x xβ α
γ γ

= = 2
1 2 1 1

1

;x x
x

α β βδ δ δ
β γ γ

= = = − ≈ =  (9) 

Denominator factorization of Eq.(8) leads to obtain two parasitic poles, -δ1 and -δ2, but only 
if the approximation (α⋅γ/β2)<<1 is verified. Furthermore, parasitic zero -s1 must be 
negligible in the frequency range of interest. Both considerations will be demonstrated, 
either in the HS or in the FC approach (s1>>s and s1>>s0: s1(HS)=1600·s0=1100 GHz, 
s1(FC)=30·s0=1900 GHz). 
Due to the use of a pseudo-differential structure, a careful study of the common-mode 
behaviour is mandatory. Thanks to the topology proposed, the common-mode voltage is 
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stabilized by means of partial positive feedback as previously explained. Under these 
assumptions: 

 ( )( ) ( )0 1 0
2 2

1 2 1 2

( )CM CM CM
s s s s s s

A s k K
s y s y s y s y
− + −

= ≈
+ + + +

 (10) 

 2

0

;CM
CM

A yK
s

−
= 1 2;CM CM

CM CM

y yβ α
γ γ

= =  (11) 

Eq.(10) once more shows the need to neglect parasitic zero -s1, leading to the same 
consideration as in the differential gain equation. In this analysis, denominator factorization 
is more difficult to accomplish. However, the approximate equations are easily derived and, 
making use of the figures obtained in each particular design, the possibility of using the 
approximate common-mode transfer function will be analysed. Therefore, if 
(αCM⋅γCM/βCM2)<<1 is verified, the common-mode gain can be expressed as: 

 ( ) ( )
( )( )

0

1 2
CM CM

s s
A s K

s sξ ξ
−

=
+ +

 (12) 

 2
1 2 1 1

1

;CM CM CM

CM CM CM

y y
y

α β βξ ξ ξ
β γ γ

= = = − ≈ =  (13) 

Both transfer functions are characterized by two parasitic poles and one RHP-zero; the 
differential-mode by -δ1, -δ2, and s0; and the common-mode by -ξ1, -ξ2, and s0 (zero s0 is the 
same in both transfer functions)1. Consequently, in order to obtain a transconductor design 
that is compatible with all the requirements of the active Gm-C filter implementation, a 
proper analysis and characterization of these parasitic elements becomes a top-priority 
challenge. From this study, their origin and frequency location may lead to some design 
considerations to improve the integrator frequency response. 
Differential dc-gain, common-mode dc-gain, s0 and s1 are summarized in table 3 for both 
implementations. The parasitic poles can be calculated by using α, β, γ, αCM, βCM, γCM, as 
shown in Eqs.(9) and (13). As the resulting relations are very complicated, it is necessary to 
look for the dominant terms and obtain approximate expressions to draw conclusions. They 
can be simplified to analyse and understand the behaviour of the transconductance cell and 
its frequency limits that are associated to second order effects, which differentiate between 
the frequency behaviour of the proposed topology and the expected ideal response. 

4.4 HS transconductance cell frequency response 
Considering the previous study of the HS unit cell, a detailed analysis of the frequency 
response of the complete HS integrator is carried out. The dominant terms of these 
expressions are subsequently obtained in this section. In order to simplify the notation, the 
small-signal parameters are redefined in table 4. 

                                                 
1 According to stable systems, negative poles -δ1, -δ2, -ξ1 and -ξ2 have been obtained in the 
transfer functions for both implementations. For purposes of simplicity, when referring to 
these poles, their associated frequency (δ1, δ2, ξ1, ξ2) will be the considered magnitude. 
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 HS transconductor FC transconductor 

S0 0
( )
( )

m

gd

g Ns
C N

=  0
( )
( )

m

gd

g Ns
C N

=  

S1 1
( ) ( )

( )
M ds

ds

g NC g NCs
C NC

+
=  1

( ) ( )
( )

MP ds

ds

g PF g PFs
C PF

+
=  

ADC ( )( ) ( ) ( )m M ds
DC

g N g NC g NC
A

α
+

=  
( )( ) ( ) ( )m MP ds

DC

g N g PF g PF
A

α
+

=  

ACM 
( )( ) ( ) ( )m M ds

CM
CM

g N g NC g NC
A

α
− +

=
( )( ) ( ) ( )m MP ds

CM
CM

g N g PF g PF
A

α
− +

=  

Table 3. Summary of the high-frequency parameters. 
 

( ) ( ) ( )ds M dsG g N g NC g NC= + +  

2 ( ) 2 ( ) 2 ( ) ( ) ( ) ( )IN s in out s gs gb gb bd gdC C C N C C C N C N C NC C NC C PC= + + = + + + + +  

( ) ( ) ( ) ( ) ( ) ( )out in gs gb gb bd gdC C C N C N C N C NC C NC C PCβ = + = + + + +  

Table 4. Impedance parameters for the HS integrator. 

By analysing in detail the small-signal equivalent model for the complete HS integrator, the 
value of total integration capacitance CI can be calculated by Eq.(14). This definition will 
lead to a simplification of the parasitic pole expressions. 

 3 ( ) 2I IN s in outC C C C C N Cβ= + = + +  (14) 

Firstly, the differential and common-mode gain can be expressed as follows: 

 ( ) ( )

1
2 ( ) ( )

( ) ( ) ( )
ds ds

DC N P
m M ds

g NC g NA A A
g N g NC g NC

−
⎡ ⎤

≈ − +⎢ ⎥
+⎢ ⎥⎣ ⎦

 (15) 

 ( ) ( )

1
2 ( ) ( ) 1

( ) ( ) ( )
ds ds

CM N P
m M ds N P

g NC g NA A A
g N g NC g NC A A

−
⎡ ⎤ −

≈ − + − ≈⎢ ⎥
+ +⎢ ⎥⎣ ⎦

 (16) 

In these expressions, the differential negative resistance obtained by the partial positive 
feedback compensation is shown by means of the difference δgm=(AN-AP)gm(N). The 
existence of this negative resistance allows the differential dc-gain to be enhanced. Parasitic 
poles δ1 and δ2 can be calculated by means of ratios between α, β and γ. Final expressions are 
summarized in table 6. The origin of second order effects can be better understood by 
focusing on their dependence. 

 ( )( )( )( ) ( ) ( ) 2 ( ) ( ) 2 ( ) ( )N P m M ds ds ds ds dsA A g N g NC g NC g NC g N g NC g Nα ≈ − + + ≈  (17) 

 ( )3 ( ) 2s in out IG C C N C G Cβ ≈ + + =  (18) 
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where considering the dominant term in the transconductance G, the expression can be 
written as: 

 ( )( ) ( ) ( ) ( )ds M ds I M Ig N g NC g NC C g NC Cβ ≈ + + ≈  (19) 

Therefore, the parasitic pole δ1 can be expressed as: 

 
( )1

2 ( ) ( )ds ds

M I

g NC g N
g NC C

αδ
β

= ≈  (20) 

Following the same process for the other pole δ2, we obtain: 

 ( )( ) ( ) ( ) ( ) ( )I gd ds I I gsC C N C NC C x C C x C C NCγ ≈ + + ≈ ≈  (21) 

 2
( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( )
ds M ds M

ds bd gs bs gs

g N g NC g NC g NCG
C X C N C N C NC C NC C NC

βδ
γ

+ +
= ≈ = ≈

+ + +
 (22) 

Similar results can be obtained for the common-mode frequency response: 

 ( )( )( ) ( )( ) ( ) ( ) ( ) ( )CM N P m M ds N P m MA A g N g NC g NC A A g N g NCα ≈ + + ≈ +  (23) 

 ( ) ;CM M Ig NC Cβ β≈ ≈ ( )CM I gsC C NCγ γ≈ ≈  (24) 

1
( ) ( ) ( ) ( ) ( ) ;N P m M N P mCM

CM I I

A A g N g NC A A g N
G C C

αξ
β

+ +
= ≈ ≈ 2 2

( )
( ) ( )

MCM

CM gs

g NCG
C X C NC

βξ δ
γ

= ≈ ≈ ≈ (25) 

4.5 FC transconductance cell frequency response 
Considering the previous study of the FC unit cell, a detailed analysis of the frequency 
response of the complete FC integrator is carried out. The dominant terms of these 
expressions are obtained in this section. In order to simplify the notation, two small-signal 
parameters are redefined in table 5. 
 

2I s outG G g= +  

3 ( ) 2 3 ( ) 3 ( ) 2 ( )
2 ( ) 2 ( ) 2 ( ) 2 ( )

I s in out s gs gb gd

bd gd ds bd

C C C N C C C N C N C PF
C PF C NS C NS C NS

= + + = + + +

+ + + +
 

Table 5. Impedance parameters for the FC integrator. 

In accordance with the analysis of the small-signal equivalent model for the complete FC 
integrator, parameter CI, defined in table 5, directly represents the total integration 
capacitance, the expression of which is the same as in the HS integrator. Therefore, the total 
integrator capacitance of both integrator implementations can be calculated by Eq.(26). 

 3 ( ) 2I s in outC C C N C= + +  (26) 

For the FC integrator, the differential and common-mode gain can be expressed as follows: 
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 ( ) ( )
( ) ( )

1 1
2 ( ) ( ) 2 ( ) 2 ( )

( ) ( ) ( ) ( )
ds MP ds ds

DC N P N P
m MP ds m

g NS g PF g P g NSA A A A A
g N g PF g PF g N

− −⎡ ⎤+ ⎡ ⎤
≈ − + ≈ − +⎢ ⎥ ⎢ ⎥+⎢ ⎥ ⎣ ⎦⎣ ⎦

 (27) 

 ( )
1

2 ( ) 1
( )

ds
CM N P

m N P

g NSA A A
g N A A

−
⎡ ⎤ −

≈ − + + ≈⎢ ⎥ +⎣ ⎦
 (28) 

In these expressions, the negative resistance obtained by the partial positive feedback 
compensation is shown again by means of the difference δgm=(AN-AP)gm(N). Parasitic poles, 
δ1 and δ2, are obtained by means of ratios among α, β and γ, as in the HS implementation. 
The final expressions are summarized in table 6. Consequently, parasitic poles δ1 and δ2 can 
be expressed as: 

 
( )( )( ) ( )

( )
( ) ( ) ( ) 2 ( ) ( ) 2 ( )

2 ( ) ( ) 2 ( )
N P m MP ds ds MP ds

ds MP ds

A A g N g PF g PF g NS g PF g P

g NS g PF g P

α ≈ − + + + ≈

≈ +
 (29) 

 ( ) ( )( ) ( ) ( ) 2 ( )ds MP I MP ds Ig g PF g PF C g PF g P Cβ ≈ + + ≈ +  (30) 

 1
2 ( )ds

I

g NS
C

αδ
β

= ≈  (31) 

 
( )
( )

( ) ( )

2 ( ) 2 ( ) ( ) ( ) 2 ( )

I ds gd I

I gd ds gs bs I gd

C C PF C N C C C

C C P C P C PF C PF C C P

γ ≈ + + ≈ ≈

≈ + + + ≈
 (32) 

 2
( ) 2 ( ) ( ) 2 ( )

2 ( ) 2 ( ) ( ) ( ) 2 ( )
MP ds MP ds

gd ds gs bs gd

g PF g P g PF g P
C P C P C PF C PF C P

βδ
γ

+ +
= ≈ ≈

+ + +
 (33) 

Similar results can be obtained for the common-mode frequency response: 

 
( )( )( ) ( )
( ) ( )

( ) ( ) ( ) 2 ( ) ( ) 2 ( )

( ) ( ) ( )
CM N P m MP ds ds MP ds

N P m MP ds

A A g N g PF g PF g NS g PF g P

A A g N g PF g PF

α ≈ + + + + ≈

≈ + +
 (34) 

 ( )( ) 2 ( ) ;CM MP ds Ig PF g P Cβ β≈ ≈ + 2 ( )CM I gdC C Pγ γ≈ ≈  (35) 

 1
( ) ( ) ;N P mCM

CM I

A A g N
C

αξ
β

+
= ≈ 2 2

( ) 2 ( )
2 ( )

MP dsCM

CM gd

g PF g P
C P

βξ δ
γ

+
= ≈ ≈  (36) 

4.6 Comments and discussion 
A full analysis has been developed in previous sections in order to draw some design 
strategies and implement a competitive and robust transconductor cell. Great similarity was 
found between the two topologies, as reflected in table 6. 
The first conclusion regards total integration capacitance, CI, which has the same definition 
in both implementations: CI=Cs+3Cin(N)+2Cout (Eq. 26), where Cs represents the equivalent 
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MP ds
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C PF
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N P m

I

A A g N

C

+

 

( ) 2 ( )
2 ( )

MP ds

gd

g PF g P
C P
+

 

Table 6. Parasitic poles and zeros for the integrator topology. 

parallel capacitance between the external capacitance and the Norton capacitance of the 
input current source. This definition can easily be obtained by taking two different ideas 
into account. Considering the proposed integrator topology (Fig. 3), the expected integration 
capacitance will be the external capacitance in addition to the contribution of parasitic 
capacitors to the input node. For example, looking at the positive branch (the upper one) in 
this figure, there are three transconductor cell inputs (gm(1+), gm(2+) and gm(-)) and two 
outputs (gm(1+), gm(2-)) connected to the integrator input and contributing to CI. Each unit 
cell forming the complete integrator has been studied in detail and their corresponding 
models obtained (tables 1 and 2). From this analysis, Cin(N) and Cout are the equivalent input 
and output capacitance respectively for each unit cell; which, combined with the previous 
consideration, leads directly to the definition obtained for CI. 
The low-impedance internal node strategy combined with the use of a negative resistance to 
enhance the differential dc-gain of the system, while increasing the differential input 
resistance and reducing the phase error, suggested the use of cascode topologies to us, also 
taking advantage of their inherent transmission zero reduction. The differential dc-gain 
obtained in both structures, shown in Eq.(15) and (27) respectively, reflects the existence of 
this positive feedback compensation, making the ideal infinite dc-gain of the integrator 
possible. Regarding the common-mode behaviour of the circuit, both implementations are 
described with the same expression complying with the stability requirement |ACM|<1: 
ACM ~ -1/(AN+AP) ~ -1/2. 
Variations on the negative resistance value are equivalent to considering a mismatching 
between MN(1) and MN(2), which generates a difference between the drain currents of these 
transistors. Furthermore, the same effect can also be achieved by modifying bias currents 
IBIAS in these two branches of the circuit. In consequence, the tuning of the value of this 
negative resistance allows for correction in process deviations and mismatching between the 
transistors MN that process the signal. 
Finally, cascode stages introduce two dominant parasitic poles and a dominant zero as 
shown in Eq.(8), which stem from parasitic capacitances mainly associated with the source 
nodes of cascode transistors. In consequence, an excess phase shift Δϕ(ωt) takes place at 
unity-gain frequency (Eq. 37). Theoretically, by using the minimum length for cascode 
transistors and minimizing source and drain diffusion areas, the parasitic poles and zero can 
be located further away from the unity-gain frequency. This consideration will also 
minimize distributed-channel effects, which cannot be ignored at high frequencies (Tsividis, 
1999). However, the minimum channel length is conditioned by the required transistor 
matching (Pelgrom et al., 1989). 

 ( ) 1 1 1

1 2 0

tan tan tan
2

t t t
t s

ω ω ωπϕ ω
δ δ

− − − ⎛ ⎞⎛ ⎞ ⎛ ⎞
Δ ≈ − − − ⎜ ⎟⎜ ⎟ ⎜ ⎟

⎝ ⎠ ⎝ ⎠ ⎝ ⎠
 (37) 
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These general considerations reflect the benefits of the topology and its frequency limits. 
Nevertheless, both integrators have been implemented, and the real values drawn from 
these designs allow a better study of the frequencies related to parasitic effects to be carried 
out and a comparison to be made between both topologies. 
Second-order frequency dependence. The previous study for the frequency behaviour of 
the integrator was summarized in Eq.(8), and, taking into account the definition for the 
integrator quality factor (Eq. 4), the general relation in both approximations can be reported 
as: 

 
int

( ) ( )´ ( )1
( ) ( )

gd pm o m

m I I m

C N C Cg g g N
Q g N C C g C

δ +
= − −  (38) 

 

where go´ is the sum of output conductances at the input node, CI is the total integration 
capacitance, gm(C) is the transconductance of the cascode element (gm(NC) and gm(PF) for 
the HS and FC approach respectively), and Cp(C) the parasitic capacitance at the low-
impedance node associated to the cascode structures (node X in Figs. 8 and 9). 
The second-order frequency dependence can be analysed when considering the MN 
transistor mismatch AN-AP=δgm/gm and including the frequency dependence for their 
transconductance gm(s) (Eq. 39) in the transfer function (Smith et al., 1996; Zele et al., 1996). 
In this way, the non-quasistatic model for the MOS transistor, required for operation at very 
high frequencies, is included. 

 
( )( ) 2( ) ;

1 5 ( )
gsm

m
m

C Ng Ng s
s g N

τ
τ

= =
+

 (39) 

By simplifying the result obtained to draw some conclusions, the frequency behaviour of the 
integrator is described (Eq. 40) reflecting the effect of these additional second-order 
dependencies. 

 
2

int

3 ( ) ( ) ( )´ ( )1
( ) ( ) 7 ( )

gs gd po m m

m m I I I m

C N C N C Cg g g N
Q g N g N C C C g C

δ⎛ ⎞
= + − − −⎜ ⎟
⎝ ⎠

 (40) 

From this study, a set of parasitic poles and zeros appear at frequencies higher than 15 GHz 
in the proposed designs, the effect of which is considered negligible in a first-order 
approximation. 

5. Noise 
In general, the range of signals that can be accurately driven by electronic devices is limited. 
For low-signals, electrical noise restricts the minimum amplitude that can be processed. 
Noise is considered as all the unwanted electrical signals generated within the device or 
externally and coupled to the output of the system. These signals appear in the system 
whether input signals are applied or not. Noise signals interfere with the incoming signal 
and make it impossible to detect with sufficient quality the signals presenting an amplitude 
comparable to the noise level. Moreover, signals below this level are almost impossible to 
detect. So, noise in the system represents the lowest level for the incoming signal (Silva-
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Martínez et al., 2003). The origins of noise can be classified as intrinsic and extrinsic 
transistor noise sources, following a similar notation to that used for the parasitic elements 
of the MOS transistor. There are two dominant intrinsic noise sources in CMOS transistors: 
channel thermal noise and 1/f or flicker noise. Extrinsic noise is mainly due to the signals 
produced by the surrounding circuitry and coupled to the device or to the system. The only 
noise considered in this work is noise generated by the transistor. 
The noise of a Gm-C filter is caused by the noise output currents of the transconductors and 
the mean square noise currents are generally proportional to the corresponding 
transconductance. Considering the model of a noisy transconductor, the output mean 
square noise current over a certain frequency interval df is given by: 

 2 4n mi k T NF g df=  (41) 

where k is the Boltzmann constant, T the absolute temperature and NF a noise factor 
determined by the electronic design of the transconductor. NF=1 corresponds to a 
transconductor output noise current equal to the thermal noise current of a resistor of value 
R=1/gm. 
 

Vin

gm
Io

in2

noise free transconductor

 
Fig. 10. Transconductor noise model. 

To investigate the latter effect in the frequency design of VHF filters, calculating the noise 
factor and its frequency dependence becomes necessary in both HS and FC transconductor 
implementations, because filter noise behaviour not only depend on the filter parameters 
but also on the transconductor noise behaviour. Therefore, the NF-factor appears as a useful 
quantity to translate the transconductor noise properties to the filter noise properties and, 
likewise, the properties of each unit cell to the complete transconductor implementation. In 
consequence, transconductor output noise is determined by the noise properties of the unit 
cell and by the properties of the transconductor topology. 
The transconductor topology analysed is the balanced structure shown in Fig. 3. First, the 
noise behaviour of each single unit cell is calculated (HHS(s) and HFC(s)) and then the noise 
factor of the complete transconductor in both implementations, FHS(s) and FFC(s). 

5.1 Noise model for the unit cell 
For high and very-high frequencies, the 1/f or flicker noise can be neglected. Assuming only 
thermal noise, the drain-current noise of a single transistor can be written as: 

 2 4n mi k T c g df=  (42) 

where k is the Boltzmann constant, T the absolute temperature, gm the small-signal 
transconductance of the transistor, and df the frequency interval over which the noise is 
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measured. The constant c value is 2.5 for a short-channel transistor working in the saturation 
region2 (Tsividis, 1999). The noise output current of the HS unit cell (Fig. 6(a)) is: 

 ( )2 4n HSi HS k T H df=  (43) 

where: 

( ) ( )2 2
1 ( ) ( ) ( ) ( ) 1 ( ) ( ) ( ) ( )HS m m m mH c PC g PC c P g P c NC g NC c N g Nα α β β= − + + − +  (44) 

 ( ) ( ) ;
( ) ( ) ( )

m ds

m ds ds

g PC g PC
g PC g PC g P

α
+

=
+ +

( ) ( )
( ) ( ) ( )

m ds

m ds ds

g NC g NC
g NC g NC g N

β
+

=
+ +

 (45) 

For the FC approach, the noise output current of the unit cell (Fig. 6(b)) can be written as: 

 ( )2 4n FCi FC k T H df=  (46) 

where: 

 ( )2
1 ( ) ( ) 2 ( ) ( ) ( ) ( ) ( ) ( )FC m m m mH c PF g PF c P g P c NS g NS c N g Nα α α= − + + +  (47) 

 ( ) ( )
( ) ( ) 2 ( ) ( )

m ds

m ds ds ds

g PF g PF
g PF g PF g P g N

α
+

=
+ + +

 (48) 

As a result, certain conclusions can be drawn from this study. The main noise sources in 
both topologies are transistors MN processing the signal and bias current sources, to which 
the main contribution applies. The FC unit cell presents a noise factor 2.5 times higher than 
the HS topology, which is due to the additional current sources required in this topology. 

5.2 Noise model for the complete transconductor cell 
The noise factor of the complete transconductor can be calculated using the model obtained 
for the unit cells (Nauta, 1993), or by calculating the complete noise model of the proposed 
transconductance cell from the start. We use this second option to obtain a more accurate 
result, modelling the output noise currents of the transistors with noise current sources in 
parallel with the outputs as in the previous section. The two noise output currents of the 
differential transconductor are 2

,n plusi and 2
,minusni . Following a similar process as in the noise 

study on the unit cells, the noise output current of the complete HS transconductor can be 
written as: 

 2 2
, ,minus( ) ( ) 4n plus n HSi HS i HS k T F df= =  (49) 

                                                 
2 The constant c, which models transistor noise behaviour, depends on both its operation 
region and its dimensions. A theoretical derivation for the transistor working in the linear 
region leads to 1<c<2; however, c=2/3 for a long-channel device and c=2.5 for a short-
channel device are obtained in the saturation region (Tsividis, 1999). 
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where: 

 ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )HS HS HS HS HSF c PC F PC c P F P c NC F NC c N F N= + + +  (50) 
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 (51) 

 
2

( ) ( )( )( ) ( )
( ) ( )

m dsHS
HS m

m ds

g PC g PCF PCF P g P
g PC g P

⎛ ⎞+
= ⎜ ⎟

⎝ ⎠
 (52) 
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 (53) 

( ) ( ) ( )
22 2

22 2
22

( ) ( ) ( )
( ) 1 ( ) ( ) ( )m ds N P m

HS m ds m

x g NC g NC A A g N
F N x g NC g NC g N

α

⎛ ⎞+ +
⎜ ⎟= + +
⎜ ⎟
⎝ ⎠

 (54) 
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g N g NC g NC
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+ + 3

1
( ) ( ) ( )ds m ds
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 (55) 

 ( )2 3( ( ) ( )) ( ) ( ) 2 ( ) 2 ( ) 2 ( ) ( )m ds N P m ds ds ds dsx g NC g NC A A g N g NC g NC g P g PC xα = + + − + +  (56) 

The noise output current of the complete transconductor implemented with FC unit cells 
can be written as: 

 2 2
, ,minus( ) ( ) 4n plus n FCi FC i FC k T F df= =  (57) 

where: 

 ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )FC FC FC FC FCF c PF F PF c P F P c NS F NS c N F N= + + +  (58) 
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From this study, the major noise contributions are those due to NMOS transistors in the 
signal path, MN, representing almost the total contribution for the FC implementation. The 
contribution of the bias current sources, which was relevant in the noise analysis of the unit 
cells, becomes negligible when implementing the complete fully-balanced current-mode 
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topology. A significant benefit of this structure is that the previous noise-related difference 
existing between the two unit cells disappears in the complete transconductor, with the 
same value being obtained mostly for FHS and FFC. Another important conclusion is that the 
output noise current is independent of the value of the negative resistance δgm, inherent 
characteristic of the topology. 
Hence, the noise is dominated by the MN transistors involved in the V to I conversion, with 
similar noise contributions being achieved for both transconductor implementations. The 
post-layout simulation results corroborate this idea, with a total input-referred noise of 11 
nArms being obtained for the HS topology and 8 nArms for the FC approach. This is a very 
important design conclusion and requires be further considered in the design of high-
performance filters. 

6. Distortion 
The ability to handle large signals with minimum distortion is an important consideration in 
most linear applications. In this section, the large signal characteristics of the current mode 
integrator for differential inputs are analysed using first-order square-law MOSFET models, 
which can provide a sufficiently accurate description of the large signal behaviour for 
design purposes. The proposed transconductor topology (Fig. 3) has been implemented by 
using two different cascode architectures: the HS and the FC approach. Transconductor V-I 
conversion is obtained in the output stage gm, and a negative resistance, shown in grey in 
the same figure, is connected at the input in order to improve the topology characteristics. 
A theoretical distortion analysis including all the non-linearities would be too complex and 
provides no practical benefit. Consequently, a separate study of each factor affecting 
linearity has been developed to obtain simple and efficient design strategies. There are two 
main contributions to transconductor distortion, the first one will be non-linearities in V to I 
conversion, and the second non-linearities in the negative resistance. Each effect is analysed 
separately. The effects of capacitor non-linearities are not taken into account here. 

6.1 Non-linearities in V-I conversion 
For this study, only the output stage will be considered, i.e., the transconductor cell without 
the negative resistance. This differential structure will present good linearity in V-I 
conversion if both paths are perfectly matched. Using a simple model of the MOS transistor, 
the drain currents of the N- and P-channel MOS transistor in strong inversion can be written 
as: 

 ( )2
;dn n gsn tnI V Vβ= − ( )2

dp p gsp tpI V V withβ= − ;
2

n ox n
n

n

C W
L

μβ
′

=
2

p ox p
p

p

C W
L

μ
β

′
=  (62) 

Considering VIN+=VC+vin/2, VIN
−=VC-vin/2 and vin the differential input voltage of the 

transconductor cell, the differential output current can be written as: 

 2 ( )out out out BIAS n inI i i I N vβ+ −= − =  (63) 

where IBIAS is the bias current per branch and βn(N) the factor associated to the MN transistor 
in both implementations. The same result has been obtained with the two possible 
transconductor structures, the HS and the FC topologies, leading to the same distortion 
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analysis in both situations. This equation is valid as long as the transistors operate in strong 
inversion and saturation, and show that the differential voltage to current conversion of the 
transconductor is perfectly linear, making use of the square-law and matching properties of 
the MOS transistors. However, mobility reduction will cause deviations from the transistor 
square-law behaviour, generating distortion. The mobility of the NMOS and PMOS 
transistors can be expressed in the first-order approximation as: 

 ;
1 ( )

on
n

n gsn tnV V
μμ

θ
=

+ − 1 ( )
op

p
p gsp tpV V
μ

μ
θ

=
− −

 (64) 

Considering again the output stage of the complete cell (Fig. 3), driven balanced around the 
common-mode voltage level VC as previously explained, the differential output current can 
be calculated as: 

 out out outI i i+ −= −  (65) 

Using the previous expressions for mobility reduction and assuming equal transistors 
operating in saturation, the differential output current can be expanded into Taylor series: 
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The fifth and higher order distortion terms can be neglected, giving the following as a result 
for distortion calculation: 
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The expression for HD3 can be simplified as θnVon<<1. This expression is the same for both 
implementations of the transconductor cell. The main conclusion from Eq.(68) is that 
increasing Von, i.e., the common-mode voltage VC or the bias current IBIAS, lowers the 
distortion in the V-I transfer. 

6.2 Non-linearities in the negative resistance 
Non-linearities in V-I conversion and non-linearities in the negative resistance will 
introduce non-linear effects in the input resistance of the differential transconductor (Nauta, 
1993). The effect of these non-linearities is a signal dependent integrator quality factor, i.e., a 
phase error; and can cause distortion in filters, especially high-Q filters. As long as the value 
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of the input impedance is high enough and an enhancement of the dc-gain is obtained, the 
effect of non-linearities will be slight. Considering the equations for a single transistor 
reported in Eq.(62) and analysing the structure shown in Fig. 3, the differential input voltage 
can be written as: 

 1 1BIAS
in

n BIAS BIAS

I i iv
I Iβ

⎛ ⎞
= + − −⎜ ⎟⎜ ⎟

⎝ ⎠
 (69) 

 

where (2i) is the differential input current, i.e., Ii+ = i and Ii¯ = -i, considering the description 
shown in Fig. 3. The same relation has been obtained in both implementations, leading 
again to the same distortion analysis. This expression can be expanded into Taylor series, 
where A=i/IBIAS , α1=1 and α3=1/8. 
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The large signal output characteristics of the current mode integrator present a similar form 
to that of the standard MOS differential pair. On the other hand, the distortion generated in 
positive feedback compensation through negative resistance is only dependent on the ratio 
between the input current and the bias current IBIAS. This analysis is the same for both 
implementations of the transconductor topology. 

6.3 Matching and harmonic-distortion 
The process that causes time-independent random variations in physical parameters of 
identically designed devices is called mismatch, and is a limiting factor in general-purpose 
analog signal processing. The impact of MOS transistors mismatching becomes very 
important because the dimensions of the devices are reduced and the available signal 
swings decrease. To obtain a better circuit design, the physical origin of this effect has been 
discussed in several studies (Pelgrom et al., 1989), not only for its random but also for its 
systematic contribution (Gregor, 1992), and also possible measurements for its 
characterization (Felt et al., 1994). 
Thanks to the use of a fully-balanced pseudo-differential topology, with this inherent 
positive feedback compensation providing the system with an enhancement of the 
differential dc-gain, distortion resulting from mismatch is small. As mentioned above, the 
existing negative resistance enables small variations in dimensions of MN transistors and 
bias current sources IBIAS to be controlled. In order to obtain a good matching, the minimum 
channel length related to the considered CMOS technology must be avoided. However, high 
frequency operation requires short channels, relying on the negative resistance to obtain the 
adequate matching between transistors in the signal path. In addition, channel length 
modulation is not considered, as it only has a substantial effect on integrator response 
linearity at low frequencies, where distortion is suppressed by feedback (Smith et al., 1996; 
Zele et al., 1996). In consequence, transistors are assumed to be well matched, which will be 
achieved by means of a lower mismatching sensitive design while obtaining the final layout. 
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Mismatching between transistors also degrades the outstanding benefits provided by 
balanced structures, since they depend strongly on the symmetry of the circuit. Therefore, 
mismatching can also be reflected in unbalanced signal paths. Post-layout simulations have 
been accomplished regarding sensitivity to this unbalance for both HS and FC 
transconductor implementations. The starting point was an input signal of 10 MHz and      
45 dB of THD. Subsequently, variations of 10% and 20% in magnitude and phase between 
the input currents Ii+ and Ii

− were considered while analysing the effect on the THD. 
Regarding the variations in magnitude: with a shift of 10% between the magnitude of Ii+ and 
Ii
−, the THD changes by 1 dB (HS) and 0.5 dB (FC), and for a shift of 20%, the THD changes 

by 2 dB and 1.5 dB respectively. For deviations between the phase of Ii+ and the phase of Ii
−, 

with a shift of 10%, the THD changes by 1 dB for both topologies; and for a shift of 20%, the 
THD changes by 8 dB (HS) and 6 dB (FC). 
As a result, we can conclude that the proposed topology is quite insensitive to transistor 
mismatching. In addition to this, the effect of common-mode signal mismatching is 
alleviated by means of feedback compensation, as previously explained, thus supporting the 
proposed design strategy. 

7. Digital programmability 
Apart from the usual requirements associated with high frequency CMOS filter design, the 
issue of programmability brings to the forefront the considerable problem of maintaining 
performances such as frequency response accuracy, noise and dynamic range across the 
entire tuning range. Requirements of robust and precise implementation of filtering systems 
in the VHF range point to programmable Gm-C continuous-time filters as the best option for 
obtaining a wide programming range (usually 1:5). Due to process and temperature 
variations, Gm/C time-constants are liable to vary by as much as ±30%. The fact of 
considering both effects at the same time means that the unity-gain frequency ωt of each 
integrator in the filter should be electronically variable over a wide range. 
Lower supply voltages required by current digital CMOS technologies make the use of 
conventional continuous tuning techniques over a wide frequency range very difficult due 
to their effect on dynamic range and non-linear distortion. These techniques are based on 
the variation of the transistors biasing points, limiting their application to compensate the 
inherent changes due to temperature and the technological process. Therefore, discrete 
tuning is the best option to preserve the dynamic range (DR). 
There are three different ways of achieving this wide range of variability: the capacitor, the 
transconductor or both can be made programmable. At high frequencies, the integrating 
capacitances are relatively small. If they are replaced by capacitor arrays to obtain C-
programmability, the net parasitic capacitances at the terminals of the array can be quite 
large when the array is implementing the lowest effective capacitance, which is a very 
difficult problem to solve. In addition to this, switchable array of capacitors provides high 
precision on filters though the existence of switches in the signal path. So, the constant-C 
scaling technique is the option considered, leading to the desired programmability by 
varying Gm discretely while maintaining the noise specifications over the entire frequency 
range. Furthermore, lower power consumption is achieved at low frequency values of the 
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programming range. This is the best option for maintaining a trade-off between noise 
specifications, power consumption and programming range (Pavan et al., 2000). 
Two different strategies can be used to extend the tuning range and preserve DR: switchable 
array of degenerating MOS resistors and parallel connection of identical transconductors 
switched by a digital word. The first one uses the same transconductor and capacitor 
throughout the whole frequency range whilst the degeneration resistor R is formed by a 
parallel connection of MOS triode transistors (Bollati et al., 2001). This technique involves 
variations over the entire frequency range of the noise factor, which is proportional to the 
degenerated resistor, generating dynamic range variations. Phase errors will also appear, 
achieving the worst situation for both undesirable parameters in the opposite ends of the 
frequency range: minimum DR (maximum R) for the lowest frequency fmin, and maximum 
phase error for the highest frequency fmax. However, this strategy leads to the simplest 
structure, with a small active area and lower power consumption. The second strategy 
consists of a parallel connection of identical transconductors obtaining a programmable 
array where the desired time-constant can be digitally tuned (Pavan et al., 2000). This 
solution is the best option for VHF applications. However, its main drawbacks are power 
consumption and area, proportional to the number of connected active cells. 
Considering all these ideas, the latter strategy is the technique selected for achieving the 
desired programmability for the proposed topology. Programmability using a parallel 
connection of conventional differential pairs has been published previously (Pavan et al., 
2000); however, these structures are not directly suitable for low-voltage supply. It is worth 
noting that obtaining a programming range for a transconductor also includes an additional 
gap of ±30% for the extreme transconductance values Gmin and Gmax, in order to compensate 
the deviation due to temperature and technological process variations. Therefore, the total 
tunable range will be greater than the nominal one. 

7.1 Principle of programmability 
Our proposal is to achieve a digitally programmable transconductor, specifically designed 
for a wide programmability range comprised of parallel connection of unit cells. Fig. 11 
shows the conceptual scheme of a 3-bit programmable cell. This topology presents two main 
drawbacks; the need for additional transistors in the signal path and the variation of 
parasitic capacitances Cpin and Cpout depending on the digital word. However, it is necessary 
to keep the dynamic range constant for each gm value and the total node parasitic 
capacitances over the entire programming range. 
This solution is adopted for the proposed transconductor topology, giving a HS 
implementation with a programmable range from 1:7 (Fig. 12(a)) and a FC implementation 
with a varying range from 1:5 (Fig. 12(b)). Each cascode unit cell (Fig. 6), i.e., cascode 
amplifier and biasing current source, consists of a parallel connection of equal cells switched 
by a digital word. The connecting lines of the substrate terminals are not shown on these 
schematics as the explanation has already been given in previous sections. By driving the 
gates of the cascode transistors (MNC and MPC in the HS approach, and MPF and MNS in the 
FC) with modulated digital voltages we can obtain the desired transconductance with no 
switches in the signal path and power consumption proportional to total transconductance.  
The other disadvantage inherent to this topology can be also alleviated with an additional 
design strategy. When a change in the digital word occurs, some transistors change from 
saturation to cut-off region and vice versa, and different contributions to total input node  
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Fig. 11. Topology of the 3-bit programmable transconductor. 

parasitic capacitance Cpin are obtained. This change can generate a shift in the desired 
frequency and Q-factor variations, limiting the integrator and filter performance. In 
consequence, the implementation of each unit cell has been modified by using dummy 
elements connected at the input, which allow us to make the input capacitance independent 
of the digital word, maintaining the same parasitic capacitances on the signal processing 
nodes (Pavan et al., 2000). Note that the total output parasitic capacitance –junction extrinsic 
capacitance– is also constant because it has almost the same value for cut-off or saturation 
transistors (Tsividis, 1996; Tsividis, 1999). 
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Fig. 12. Implementation of 3-bit programmable topology: (a) HS and (b) FC transconductor. 

As the output conductance is proportional to the transconductance, the differential dc-gain 
is maintained irrespective of the digital word. Consequently, the relative shape of the 
frequency response, output noise power and dynamic range are independent of the digital 
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word. Therefore, we obtain the desired programmable transconductor with no switches in 
the signal path by driving the gates of bias and cascode transistors with a digital word 
modulated with the adequate analog value. The power consumption is proportional to the 
necessary transconductance in each frequency range. The digital control word for 
programming the transconductor is b2b1b0, controlling transconductance value from 001≡gm 
to 111≡7gm in the HS topology and from 001≡gm to 111≡5gm in the FC topology. 

7.2 Implementation results 
Two different integrators have been implemented. The first one is based on the HS topology, 
considering the total input node parasitic capacitance –basically gate-source capacitances– 
as the total integration capacitance with no need for any external capacitors, in order to 
reach the maximum operation frequency with moderate power consumption. Therefore, for 
this situation, maintaining the integration capacitance constant becomes essential and its 
value can be controlled by means of the dummy-based system. 
Fig. 13(a) plots the post-layout simulation results for HS implementation and shows the 
variation of unity-gain frequency versus digital word value. The expected linear 
dependence of the transconductance and the constant integration capacitance are observed, 
and a programming range from 28 to 185 MHz is obtained by varying the digital word. 
However, a marked phase lag due to parasitic effects (parasitic zero s0) at high frequency 
was detected, as expected. A possible compensation scheme, is based on two capacitors, CC, 
implemented with dummy MOS transistors and connected in a cross-coupled manner as 
shown in Fig. 7(a). Consequently, by using this compensating scheme, the phase shift error 
is effectively reduced and a very efficient scheme endowed with a phase error of less than 3º 
over the entire frequency range is obtained. 
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Fig. 13. Unity-gain frequency and phase vs. digital word value for the: (a) HS integrator 
with and without compensation scheme; (b) FC integrator with various compensation 
schemes. 
The second implementation is based on the FC topology, considering integration 
capacitance in this case as the total input node parasitic capacitance together with an 
additional one (Cext=1.2 pF). Total integration capacitance is once more maintained constant 
by means of the dummy-based system and Fig. 13(b) plots the post-layout simulation 
results. The first curve plots the variation of the transconductance as a function of the digital 
word when no external capacitance is connected at the input; a non-linear response is 
obtained, due to the expected parasitic poles and zeros. When connecting the external 
capacitance, the expected linear dependence is obtained, providing the system with coarse 
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tuning. Nevertheless, a phase shift is obtained even when the compensation scheme based 
on the two cross-coupled capacitors CC is used. 
Next step involves a resistance R being connected at the input in series with the external 
capacitance, as shown in Fig. 7(b). This resistor is implemented with a transistor working in 
the linear region and is the best option to compensate this phase error. Therefore, by varying 
the digital word, the unity-gain frequency is controlled and the phase error is effectively 
reduced over the entire programming range. Then, to control the operation frequency and to 
reduce the phase error, a shunt connection is made at the input between a resistance and the 
integration capacitance CI. We obtain a compensation scheme for the FC transconductor 
based on an RC circuit at the input, leading to a programming range from 40 to 200 MHz by 
varying the digital word with a phase error of less than 3º over the entire frequency range. 
We can define the transconductor input voltage variations around the bias point (VC) as 
shown in Fig. 3. The linear input range is constant for digital scaling of the transconductance 
as shown in Fig. 14. The variation of the gm as a function of the digital word is presented, 
providing the system with coarse tuning. In consequence; for the HS topology, ωt is 
controlled from 28 to 185 MHz by varying the digital word from 1 to 7; and for the FC 
topology, ωt varies from 40 to 200 MHz by varying the DW from 1 to 5. Therefore, by means 
of a parallel connection of equal transconductors switched by a digital word we guarantee 
that the DR for each gm value and the total external node capacitances will be kept constant. 
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Fig. 14. Transconductance as a function of the digital word (coarse tuning) for the: (a) HS 
implementation; (b) FC implementation. 

On the other hand, fine tuning can be achieved if necessary, as the transconductance value 
can be controlled by varying the bias current source for a fixed digital word. Hence, discrete 
steps are swept by varying the bias current while maintaining the same dynamic range. At 
the same time, an additional control over the dc-gain can be achieved by modifying the ratio 
between the bias currents of the negative resistance: M1/M2 and M4/M5 in both topologies, 
solving problems associated to mismatching between transistors. Therefore, a complete 
control of the frequency response can be obtained. The trade-off between transconductance 
and linear input range is shown in Fig. 15 for both topologies. These figures can also be seen 
as the fine tuning for the proposed structure since the transconducance value is controlled 
by varying the bias current source for a fixed digital word: Ibias changes from 45 to 180 μA 
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control the HS transconductance from 270 to 452 μA/V, and changes from 40 to 100 μA in 
the FC topology control the transconductance from 550 to 800 μA/V. 
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Fig. 15. Transconductance versus biasisng currents (fine tuning) for the: (a) HS 
implementation; (b) FC implementation. 
To conclude, the proposed structure is a balanced topology aimed at improving immunity 
to digital noise and linearity. A digitally programmable transconductor has been designed, 
maintaining the same dynamic range over the entire frequency range. Therefore, it can be 
used in the design of programmable filters, as the expected characteristics of a 
programmable cell will be obtained: to maintain Q-factor, noise power and maximum signal 
swing constant over the entire programming range, leading to a DR independent on the 
operation frequency. The expected linear dependence of the unity-gain frequency is 
obtained and the phase error is effectively reduced over the entire programming range in 
both implementations, with a compensation scheme based on two cross-coupled capacitors 
for the HS topology and the classical RC circuit connected at the input for the FC approach. 

8. Results and discussion 
To demonstrate the theoretical advantages of this approach for a programmable 
transconductor suitable for VHF, two 3-bit programmable integrators have been designed. 
The HS transconductor has been implemented by using the design kit of an AMI 
Semiconductor (AMIS) 0.35 μm CMOS technology (P-substrate, N-well, 5-metal, 2-poly) 
with a 3 V power supply and a nominal bias current of 90 μA per branch; whereas the FC 
transconductor has been implemented by using the design kit of an AMS (C35B4C3) 0.35 μm 
CMOS technology (P-substrate, N-well, 4-metal, 2-poly) with a 2 V power supply and a 
nominal bias current of 100 μA per branch.  
The dimensions of the transistors were chosen in order to cover all the design requirements 
obtained in this chapter, leading to a complete sweep of the discrete step by varying the bias 
current. In this way, for the HS implementation, the operation point is located at 90 μA and 
the bias current adjustment is possible from 45-180 μA. However, for the FC 
implementation, the operating point is located at 100 μA, covering the digital step by 
varying the bias current from 20-110 μA. In this way, the discrete tunability requirement is 
obtained but the FC transconductance value at the operation point is maximised. 

8.1 Layout strategy 
A careful layout has been drawn out to obtain all the characteristics associated with the 
proposed design accurately and demonstrate the feasibility of the intended approach. As 
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stated below, we have taken special care to get rid of the unwanted effects related to 
parasitic elements and mismatching (Baker et al., 1998; Hastings, 2001). All the designs have 
been carried out taking into account the specific design rules for high frequency operation, 
which are highly appropriate for obtaining good matching between components. 
Interdigitized and common-centroid layout techniques have been considered to reduce the 
variations of threshold voltage, which are associated with gradients in gate-oxide thickness. 
Guard rings have been included in the design with the aim of reducing substrate noise. 
Bond-pads have also been carefully laid out and, in this way, input and output pins have 
been placed as far as possible between them. Balanced structures provide outstanding 
benefits, but they are strongly dependent on the symmetry of the circuit. Consequently, 
special care has been taken to outline the paths of the balanced signals, in an attempt to 
ensure the best matching between them. MOS devices have fragile gates seeing that 
electrostatic discharges may cause destruction of the device if the oxide breakdown voltage 
is exceeded. Considering this point, we concluded that it would be advisable to provide the 
transistors that control the quality factor of the circuit with a path protection system. The 
scheme chosen to achieve this goal was the anti-parallel diodes configuration. This circuit is 
very straightforward and simple but is sufficient for the purposes of this work. 
Fig. 16(a) shows the drawn layout of the HS test chip with an active area of 0.10 mm2. Fig. 
16(b) shows the microphotograph of the programmable FC transconductor, with an active 
area of 0.04 mm2 including the compensation RC circuit, where the integration capacitance 
has been implemented with a double-poly capacitor. The area of the FC active element is 
0.03 mm2 and a regular and compact arrangement of transistors can be observed. 

         
                                                    (a)                                                                                 (b) 

Fig. 16. (a) Layout of the fully-balanced 3-bit programmable HS integrator.  
(b) Microphotograph of the FC integrator, by using double-poly capacitors. 

8.2 Experimental results 
For the HS approach, a unity-gain frequency of 28 MHz was achieved with a power 
dissipation of 1.62 mW using a 3 V supply. By varying the digital word from 1 to 7, we 
expected to control the unity-gain frequency from 28 to 185 MHz and the experimental 
results lead to a variation between 25 and 185 MHz, as shown in Fig. 17(a). Focusing on the 
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same figure, by varying the bias current source from 45 to 180 μA for a fixed digital word, 
the transconductance value is modified, providing complementary fine tuning of the 
frequency. All discrete steps are covered and, in consequence, a frequency span of 25-185 
MHz can be provided. The maximum frequency error is obtained at the maximum digital 
word where a deviation of 6 % is obtained from the 7:1 ratio. 
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(a)                                                                           (b) 

Fig. 17. Experimental results for coarse and fine tuning of the (a) HS and (b) FC topology. 
Variation of the unity-gain frequency versus bias currents for all the digital words. 

For the FC approach, a unity-gain frequency of 40 MHz is achieved with a power 
dissipation of 2.4 mW using a 2 V supply, as expected from the post-layout simulation 
results. By varying the digital word from 1 to 5, the unity-gain frequency is controlled from 
40 to 190 MHz, as shown in Fig. 17(b). All discrete steps are swept by varying the bias 
current from 20 to 110 μA. The maximum frequency error is obtained at the maximum 
digital word where a deviation of 5 % is obtained from the 5:1 ratio. 
The next step is to demonstrate constant linearity by means of a constant THD over the 
entire programming range. Figs. 18 and 19 show the THD variation as a function of the 
differential output current for all the digital words. THD was measured for a sine input 
current of 10 MHz (a) and for the unity-gain frequency (b) in both topologies. These figures 
show the expected THD dependence, studied above in section §6: lower bias currents or 
higher input signal amplitudes lead to higher THD values. A corner parameter analysis was 
carried out following the guidelines provided by the design kit manufacturer of the ‘AMI 
Semiconductor C035M Design-Kit’ and the worst-case analysis for the HS integrator was 
obtained. This distortion study gave 1 % of THD for a differential input signal of 56 μA and 
10 MHz. Experimental results for the design, shown in Fig. 18, lead to a differential input 
current of 50 μA in the same situation. For the FC approach, the expected value for 1 % of 
THD was a differential input signal amplitude of   37 μA and 10 MHz; and the experimental 
results (Fig. 19), give an amplitude of 35 μA. 
The post-layout simulated result for the input-referred noise integrated from 0 to 30 MHz in 
the HS topology was 11.2 nArms. Hence, the dynamic range, defined as the input signal 
amplitude at 1 % THD divided by the total noise level integrated over 30 MHz, is 70 dB. In 
the FC structure, the input-referred noise integrated from 0 to 40 MHz was 8 nArms. Hence, 
the dynamic range, defined as the input signal amplitude at 1 % THD divided by the total 
noise level integrated over 40 MHz, is also 70 dB. 
In summary, frequency is adjusted in a coarse discrete way by connecting identical 
transconductors in parallel and with fine continuous tuning by varying the biasing current.  
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                                          (a)                                                                       (b) 

Fig. 18. THD versus differential output current in the HS integrator for three different digital 
words: (a) ω(input)=10 MHz, (b) ω(input)= ωt (25 MHz for 1gm). 
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Fig. 19. THD versus differential output current in the FC integrator for all the digital words: 
(a) ω(input)=10 MHz, (b) ω(input)= ωt (40 MHz for 1gm). 

The feasibility of the programmable array of transconductors has been proven in a 3-bit 
programmable integrator obtaining frequency scaling as expected. All the specifications in 
both transconductor implementations are summarized in table 7. The main advantage of the 
topology proposed was the inherent enhancement of the dc-gain, provided through the 
existing positive feedback compensation (negative resistance). 
The HS design condition was very difficult to achieve because technological process and 
temperature variations are expected to be greater than the small changes required in this 
topology. As expected, by varying the external control for this negative resistance, no 
change was obtained for the dc-gain. The post-layout simulated dc-gain was a variation of 
15 dB between the minimum (40 dB) and the maximum (55 dB), with a maximum CMRR of 
60 dB. The experimental results lead to a differential dc-gain of 30 dB with no change with 
the value of the negative resistance and a CMRR greater than 35 dB over the entire 
frequency range. Therefore, in this case, there is no control on the dc-gain of the system. 
The design condition for the FC topology is less restrictive and two different 
implementations have been fabricated. The post-layout simulation results in both cases 
showed a dc-gain control of 15 dB from 30 to 45 dB and a maximum CMRR of 50 dB. The 
first implementation has been designed with the same dimensions for the MN transistors 
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involved in the negative resistance, and similar results are obtained as in the HS topology. 
There is no external dc-gain control and an experimental value of 26 dB and CMRR of 33 dB 
are obtained. In the second one, where a pre-designed mismatching is included between MN 
transistors involved in the negative resistance, a variation of 12 dB (from 26 to 38 dB) for the 
dc-gain is obtained by modifying the value of the negative resistance (Fig. 20). The CMRR is 
greater than 46 dB over the entire frequency range. 
 

 HS topology FC topology 
Power supply voltage 3 V 2 V 
Unity-gain frequency 25 MHz 40 MHz 
Power dissipation 1.62 mW 2.4 mW 
CMRR over the entire pass-band >35 dB >46 dB 
Active area  0.10 mm2 0.04 mm2 
Total rms input-referred noise (sim.) 11.2 nArms 8 nArms 
Maximum differential input signal 
current at 1 % THD @ 10 MHz 50 μA (peak) 35 μA (peak) 

Dynamic range 70 dB 70 dB 
 

Table 7. Summary of the experimental results for the integrator (1 LSB). 
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Fig. 20. Experimental dc-gain control for the FC transconductor with a pre-designed 
mismatching between MN transistors involved in the negative resistance. 

9. Conclusion 
This work describes a new approach for implementing digitally programmable and 
continuously tunable VHF/UHF transconductors compatible with pure digital CMOS 
technologies and suitable for HDD read channel applications. The cell is suitable for low-
voltage operation over an extended frequency range. The programmability exhibited by the 
transconductor is due to the use of a generic programmable structure that gives a Gm digital 
control as a parallel connection of unit cells, and the total parasitic capacitances are 
maintained constant thanks to the specific design of the unit cell: a cascode stage with 

12 dB 
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dummy elements. This transconductor could be used in any kind of Gm-C filter, thus 
providing a very wide range of programmable CT filters. The fully-balanced current-mode 
Gm-C integrator based on this topology exhibits a unity-gain frequency programmability 
from 25-185 MHz in the HS implementation and 40-200 MHz in the FC approach; with a 
phase error of less than 4º in both topologies throughout the entire operating frequency 
range. Total harmonic distortion (THD) of less than 1 % (-40 dB) for a differential input 
signal of 50 and 35 μA in the HS and FC topology respectively is obtained. The integrator 
operates over the programming range with 70 dB of dynamic range for 1 % of THD. The cell 
has been fabricated in a 0.35 μm CMOS process.  
The experimental results confirm this approach as an excellent choice to achieve filters 
exhibiting a good trade-off between tuning capability and dynamic range working in the 
very high frequency range. The proposed technique can be easily adapted to lower power 
supply voltages by using folded cascode structures and, in addition, better frequency ranges 
of operation can be achieved considering current CMOS digital technologies. 
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1. Introduction 
Nowadays, non-volatile storage technologies play a fundamental role in the semiconductor 
memory market due to the widespread use of portable devices such as digital cameras, MP3 
players, smartphones, and personal computers, which require ever increasing memory 
capacity to improve their performance. Although, at present, Flash memory is by far the 
dominant semiconductor non-volatile storage technology, the aggressive scaling aiming at 
reducing the cost per bit has recently brought the floating-gate storage concept to its 
technological limit. In fact, data retention and reliability of floating-gate based memories are 
related to the thickness of the gate oxide, which becomes thinner and thinner with 
increasing downscaling. The above limit has pushed the semiconductor industry to invest 
on alternatives to Flash memory technology, such as magnetic memories, ferroelectric 
memories, and phase change memories (PCMs) (Geppert, 2003). The last technology is one 
of the most interesting candidates due to high read/write speed, bit-level alterability, high 
data retention, high endurance, good compatibility with CMOS fabrication process, and 
potential of better scalability. However, it still requires strong efforts to be optimized in 
order to compete with Flash technology from the cost and the performance points of view. 
In PCMs, information is stored by exploiting two different solid-state phases (namely, the 
amorphous and the crystalline phase) of a chalcogenide alloy, which have different electrical 
resistivity (more specifically, the resistivity is higher for the amorphous, or RESET, phase 
and lower for the crystalline, or SET, phase). Phase transition is a reversible phenomenon, 
which is achieved by stimulating the cell by means of adequate thermal pulses induced by 
applying electrical pulses. Reading the resistance of any programmed cell is achieved by 
sensing the current flowing through the chalcogenide alloy under predetermined bias 
voltage conditions. The read window, that is, the range from the minimum (RESET) to the 
maximum (SET) read current, is considerably wide, which allows safe storage of an 
information bit in the cell and also opens the way to the multi-level approach to achieve 
low-cost high-density storage. ML storage consists in programming the memory cell to one 
in a plurality of intermediate resistance (i.e., of read current) levels inside the available 
window, which allows storing more than one bit per cell (the number of bits that can be 
stored in a single cell is n = log2m, where m is the number of programmable levels). The 
programming power and the read window depend on the electrical properties of the cell 
materials as well as on the architecture and the size of the memory cell. As the fabrication 
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technology scales down the cell dimensions, new challenges arise to accurately program the 
cell to intermediate states and discriminate adjacent resistance levels. 
In this work, we investigate the impact of technology scaling down on both the program 
and the read operation by means of a simple analytical model which takes the electro-
thermal behavior of the PCM cell and the phase change phenomena inside the chalcogenide 
alloy into account. 

2. Working principle of the PCM cell 
The working principle of a PCM cell relies on the physical properties of chalcogenide 
materials, typically Ge2Sb2Te5 (GST), that can switch from the amorphous to the crystalline 
phase and vice versa when stimulated by suitable electrical pulses. Basically, a PCM cell is 
composed of a thin GST film, a resistive element named heater (TiN), and two metal 
electrodes, i.e., the top electrode contact (TEC) and the bottom electrode contact (BEC). Only 
a portion of the GST layer, which is located close to the GST-heater interface and is referred 
to as active GST, undergoes phase transition when the PCM cell is thermally stimulated. In 
particular, in this work we focus our attention on the Lance heater geometry (Pellizzer et al., 
2006), which is essentially composed of a thin layer of GST alloy and a pillar-shaped heater, 
as shown in Fig. 1. In the reference Lance heater cell implemented in the 90 nm technology 
node, the GST thickness t is 70 nm, the GST-heater contact area A is 3000 nm2, and the heater 
height h is 180 nm. 
The typical V-I characteristic of the PCM cell in the amorphous (RESET) and the crystalline 
(SET) state is shown in Fig. 2. Consider the case of a cell in its full-SET state: the differential 
resistance of the cell decreases as the applied voltage increases. This effect is due to the 
contribution of the crystalline GST to the cell resistance. In fact, the crystalline GST 
resistivity decreases with increasing electrical field inside the material. 
 

GST

h

t

Heater

z-axis

A
 

Fig. 1. Conceptual scheme of a PCM Lance heater cell. 
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Fig. 2. V-I curve of a PCM device in the SET and the RESET state. 
The V-I curve of the cell in its RESET state shows an S-shaped behavior. This effect is due to 
the threshold switching phenomenon (Adler et al., 1980; Ovshinsky, 1968; Pirovano et al., 
2004; Thomas et al., 1976) which consists in a sudden drop of the amorphous GST resistivity 
as the voltage across the PCM cell exceeds a critical value, typically referred to as threshold 
voltage, Vth. Thus, when low-amplitude voltage pulses are applied to the cell, a low current 
flows through the device, which is in its high-resistance state (OFF region in Fig. 2). On the 
other hand, when a high-amplitude voltage pulse is applied to the cell, threshold switching 
takes place and the device shows a much lower resistance (ON region in Fig. 2). It can be 
noted that the V-I curves of the cell in the two states (SET and RESET) are almost 
superimposed in the ON region, while they are substantially different in the OFF region. 
Thus, readout must be carried out by operating the cell in the OFF region. Typically, a 
predetermined read voltage is applied to the cell and the current flowing through the 
device, referred to as read current, is sensed (current sensing approach). The read voltage 
must be low enough to avoid unintentional modification of the cell contents due to the read 
pulse. On the other hand, writing is carried out by operating the cell in the ON region, in 
order to provide the device with enough energy to induce phase change. Since phase 
transitions are thermally assisted, in PCM devices Joule heating is exploited to raise the 
temperature inside the chalcogenide material to the required value. The crystalline-to-
amorphous phase transition is obtained by applying a high-amplitude electrical pulse to the 
cell so as to bring the temperature of the active GST material above the melting point Tm 
(about 600 °C) (Peng et al., 1997), and then quickly cooling the memory cell, in order to 
freeze the GST material into a disordered (i.e., amorphous) structure. A pulse duration on 
the order of few tenths of ns is sufficient (Weidenhof et al., 2000). The amorphous-to-
crystalline phase transition is obtained by applying an electrical pulse with a lower 
amplitude and a longer time duration. In this case, the amorphous material is heated to a 
temperature below the melting point but above the crystallization temperature, that is the 
temperature necessary to activate the crystallization process in the required time scale 
(typically an the order of 100 ns). This way, the thermal energy is able to restore the 
crystalline lattice, which is a minimum-energy configuration. Typical electrical pulses for 
SET and RESET operations are shown in Fig. 3. 
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Fig. 3. Standard pulses for bi-level PCM programming. 

 

 
 

Fig. 4. Architecture of a PCM matrix (a) and schematic of the circuit used to program and 
read the memory cell (b). Transistors MSEL is the row select transistor. 

A PCM memory chip is made of a large number of PCM cells organized in a bi-dimensional 
array. As opposed to the case of Flash memories, in which the elementary storage consists of 
a floating-gate transistor, the PCM memory cell is a programmable resistor and, hence, is a 
two-terminal device. For this reason, a NOR type architecture is adopted (Fig. 4a). As shown 
in Fig. 4b, each memory cell consists of a PCM storage element connected to a selection 
transistor MSEL which can be either an MOS or a bipolar device. The gate or the base of all 
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select transistors of the same row are connected to the same word-line, while the TECs of the 
PCM cells belonging to the same column are connected to the same bit-line. The memory 
cell is selected by means of row and column decoders that generate the electrical control 
signals required for read and write operations. 

3. Programming operation 

We analyzed first the impact of technology scaling on the programming operation, focusing 
our attention on the electical power (hereinafter referred to as programming power). The 
maximum programming power is obviously required by the RESET operation, where the 
highest temperatures are needed to melt the active GST volume. The RESET pulse duration 
must be higher than the minimum required time for melting \cite{Weidenhof00}, while the 
cooling time must be short enough to prevent the crystallization process from taking place. 
The minimum current required to melt a portion of the active GST layer is referred to as 
melting current, Im. When the current flowing through the memory cell during a write 
operation is higher than Im, the obtained RESET resistance increases with the amplitude of 
the current pulse. In fact, the maximum temperature inside the cell increases with the pulse 
amplitude, thus leading to the amorphization of a larger GST volume. 
The maximum temperature reached inside a Lance heater cell of given sizes can be 
estimated by means of an approximated electro-thermal model. In general, the temperature 
increase in the active GST volume is due to the current flow both through the heater (heater 
heating) and through the GST layer itself (GST self-heating). Nevertheless, GST self-heating 
can be neglected when considering high-amplitude RESET pulses. In fact, the resistance of 
the GST layer (both in the crystalline and in the amorphous state) is negligible with respect 
to the heater resistance due to high-field effects (the PCM cell is operated in the ON region). 
Thus, in this case we can estimate the temperature profile inside the PCM cell by 
considering only the Joule power generated inside the heater when a current I flows 
through the cell. We assume, for simplicity, a cylindrical geometry of the heater and 
calculate the temperature along the cell axis. The power generated in a volume Aδ z  located 
at a distance z  from the heater-BEC contact is equal to δQ = 

2
hI

A zρ δ , ρh being the heater 
electrical resistivity, and contributes to the temperature increase ΔT at the heater-GST 
interface with a term δT given by 
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−=  and ( )
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z
d AR z κ= (κh being the thermal conductivity of the heater 

material) are the heater thermal resistance from the coordinate z  to the heater-GST contact 
and to the heater-BEC contact, respectively, and Rth,GST is the equivalent thermal resistance of 
the GST layer. 
By integrating Eq. (1) along the cell axis from the BEC-heater contact ( z  = 0) to the heater-
GST contact ( z  = h), we obtain the temperature T at the interface: 
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In the above equations, T0 is room temperature, 
2

hI h
J AQ ρ=  is the Joule power delivered to 

the cell during the RESET pulse, and Rth,h the thermal resistance of the heater, which can be 
expressed as 

h

h
Aκ . 

From Eq. (2), taking the expression of Rth,h into account, Im is given by 

 , ,0
2

, ,

( )( )2 .th GST th hm
m

h h th GST th h

R RT TI
k R Rρ

+−
= ⋅  (4) 

In order to estimate the dependence of Rth,GST on the geometrical features of the memory cell, 
we simulated the temperature profile along the cell axis inside the GST layer (Fig. 5a). Fig. 
5b shows the simulation results for different values of the GST layer thickness obtained with 
our previously proposed 3D model (Braga et al., 2008). It can be noticed that the 
temperature decreases almost linearly inside the GST layer with increasing distance from 
the GST-heater contact. Moreover, the accuracy of the linear approximation increases as the 
ratio between the GST layer thickness and the heater radius decreases. Since this behavior 
suggests that heat flow inside the GST is substantially directed along the cell axis, from the 
heater-GST interface along the cell axis, a reasonable approximation for the thermal 

resistance of the GST layer is Rth,GST = 
GST

t
Aκ , where κGST is the thermal conductivity of the 

GST. Thus, we can rewrite Eq. (4) as 

 0( )2 .m
m h GST

h

T TA hI
h t

κ κ
ρ
− ⎛ ⎞= ⋅ +⎜ ⎟

⎝ ⎠
 (5) 

As highlighted by Eq. (5), the melting current depends on the ratios A
h  and h

t . 
Due to fabrication process constraints, heater geometries with a high aspect ratio (i.e., 
geometries having a high ratio between the GST-heater contact diameter and the heater 
height), may not be easily manufacturable. Several fabrication solutions have been proposed 
to overcome lithographic limits and, thus, realize heater structures with minimized contact 
area (Lam, 2006; Pirovano et al., 2008). In the following, we will consider heater geometries 
with a high aspect ratio with the purpose of investigating the scaling perspective, even if 
they may require advanced fabrication techniques. Given a scaling factor ε < 1, Im turns out 
to be proportional to ε in the case of isotropic scaling, where all the linear dimensions are 
scaled by the same amount, while Im ∝ ε2 in the case of shrinking, where only planar 
dimensions are scaled. The comparison of melting current reduction in the cases of isotropic 
scaling and shrinking is shown in Fig. 6. 
In order to compare PCM cells having different dimensions, we chose to consider the full- 
RESET state to be achieved when the maximum temperature inside the PCM cell reaches a 
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Fig. 5. Cell structure (a) and simulated temperature Maps inside a Lance heater PCM cell 
with different values of GST layer thickness: 40 nm, 70 nm, and 100 nm (b). Notice that the 
temperature profile is almost linear inside the GST layer. The maps were obtained by means 
of our 3D electro-thermal model (Braga et al., 2008). 
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Fig. 6. Melting current reduction in the case of isotropic scaling (left) and shrinking (right). 
The dimensions are scaled with respect to a reference lance heater cell realized in 90 nm 
technology 
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Fig. 7. Map of the RESET current as a function of the GST-heater contact area and the heater 
height (the GST layer thickness was set to 70 nm). 
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Fig. 8. RESET current dependence on the geometrical parameters of the memory cell. 

predetermined value, TRST, which is obtained with a current pulse of amplitude IRST. 
Typically, IRST is 50% higher than Im. Different cells require different pulse amplitudes (IRST) 
to reach TRST, due to the different values of the electrical and the thermal resistance of the 
device. The dependence of the RESET current on cell sizes obtained by means of Eq. (4) is 
sketched in Fig. 7 and Fig. 8. The reduction of the heater height leads to a significant 
increase of IRST due to the decrease of the Joule power and heater thermal resistance. On the 
contrary, the reduction of the contact area only, that is the shrinking approach, leads to a 
linear decrease of the RESET current, due to the increase of the Joule power and the thermal 
resistance of the cell. The same behavior is obtained when considering the scaling of the GST 
layer thickness. 
The values of the electrical and thermal properties used in the above simulations are 
summarized in Tab. 1. For simplicity, the field dependence of the crystalline GST resistivity 
was neglected. In order to validate the described analytical compact model, we compared 
the temperature profiles along the cell axis obtained with this model and our 3D finite-
element model (Fig. 9). 
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Fig. 9. Comparison of the thermal profile along the cell axis obtained by means of the 
analytical model and the 3D finite-element model. 
 

Heater thermal conductivity  κh  36 W
m C

 

GST layer thermal conductivity κGST  0.5 W
m C

 

Heater electrical resistivity  ρh  30 μΩm  

Cryst. GST electrical resist.  ρC  0.1m Ωm  

Amorph. GST electrical resist.  ρA  10m Ωm  

Table 1. Electrical and Thermal Properties of Cell Materials– 
A good agreement is observed especially inside the GST layer. The slight temperature 
disagreement inside the heater is ascribed to the inhomogeneous heat flow in the material 
that surrounds the heater. To take this thermal evacuation contribution into account, the 
value of κh used in the compact model was set higher than the actual physical value. 

4. Read operation 
The GST layer undergoes crystalline to amorphous phase transition in the region where the 
temperature exceeds the melting point. As pointed out above, the temperature profile along 
the cell axis inside the GST decreases almost linearly with the distance from the GST-heater 
interface. By approximating the thermal profile inside the GST along the cell axis with a 
straight line, we derived the analytical expression for the thickness of the amorphous cap xa 

obtained when a full-RESET pulse is applied to the cell: 
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Thus, the thickness of the amorphous cap obtained by means of the RESET operation is a 
fraction f = 

0

( )RST m

RST

T T
T T

−
− of the GST layer thickness (Braga et al., 2009). The volume of 

amorphous GST determines the value of the GST resistance in the RESET state and, thus, the 
lower edge of the read window. Since the temperature gradient is much higher along the 
cell axis than along the other two axis, the ratio between the thickness and the width of the 
amorphous cap is quite high, thus allowing us to estimate the amorphous GST resistance in 
the full-RESET state as 

 ,RST A h A
ft ftR R
A A

ρ ρ= + ≈  (7) 

where ρA is the amorphous GST resistivity and Rh has been neglected since it is much lower 
than the resistance of the GST layer after the full-RESET pulse. 
In order to estimate the cell resistance in the full-SET state, by neglecting the current spread 
inside the crystalline GST, we can write: 

 C
SET h

tR R
A
ρ

= + , (8) 

where ρC is the resistivity of crystalline GST. 
When considering the current sensing approach, we can calculate the minimum and the 
maximum read current: 

 , ,read
rd min

RST

VI
R

=  (9) 

 , ,read
rd max

SET

VI
R

=  (10) 

where Vread is the amplitude of the read voltage. Vread must be lower enough to avoid 
unintended programming during readout. The read current window is affected by both the 
scaling of Vread and the geometrical scaling strategy. It must be pointed out that when Vread is 
kept constant (this approach will be referred to as constant voltage approach), the electrical 
field Eread during readout inside the amorphous GST increases as the size of amorphous cap 
scales (Eread

readV
ft≈ ), thus impacting on the electrical resistivity of the amorphous GST. In this 

case, in order to calculate the read current, the exponential dependence of the amorphous 
GST resistance on the electrical field must be taken into account (Ielmini & Zhang, 2007; Kim et 
al., 2007). For a given PCM cell in the RESET state, neglecting the heater resistance, we have 

 
read

ref

E
E

RSTR e
−

∝ , (11) 
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where Eref is the electrical field which activates the electrical resistivity inside the amorphous 
GST. The value of Vread must be chosen so as to ensure that the PCM device is operated in the 
read region (OFF zone) and the electrical field during readout is below the critical switching 
field for every considered cell size. In this respect, we chose Vread = 0.3 V and calculated the 
cell resistance and the read current for both the SET and the RESET state. Eref  was set to 30M 
V/m (Buckley & Holmberg, 1974). 
Several studies (Adler et al., 1980; Buckley & Holmberg, 1974) have shown that Vth decreases 
linearly with the amorphous GST thickness which, in our case, is a fraction of the GST layer 
thickness. Then, we can scale Vread and t consistently, so as to keep the electrical field during 
readout inside the amorphous GST roughly constant and below the critical value for 
threshold switching (Buckley & Holmberg, 1974). This scaling approach will be referred to 
as constant field scaling. 
It can be noticed from the simulation results in Fig. 10, that constant voltage approach leads 
to an increase of the SET read current as the thickness of the GST layer decreases, due to the 
reduction of the SET resistance. Moreover, a significant increase of the minimum current 
(RESET state), mainly due to the dependence of amorphous GST resistivity on the electrical 
field, is apparent. The increase of the RESET read current depends on Eref and is affected by 
the value of Vread. Rather different results are obtained when considering constant 
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Fig. 10. Constant voltage approach: read current as a function of the contact area A for 
different values of GST layer thickness t and heater height h. The read voltage is assumed to 
be 0.3 V. 
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Fig. 11. Constant field approach: read current as a function of the contact area A for different 
values of GST layer thickness t and heater height h. The read voltage is assumed to be 
proportional to the thickness of the GST layer (Vread= 0.3 V @ t=70 nm). 
field scaling. In this case, the current read window scales as shown in Fig. 11. The RESET 
current is almost independent on t and h, since the read voltage and the cell resistance 
roughly scale by the same factor. As opposite to the previous approach, in constant field 
scaling the SET read current decreases with decreasing t due to the fact that RSET is less 
affected than Vread by the reduction of t. The dependence of Iread on the contact area is 
qualitatively similar to the constant voltage case. In both approaches, Iread progressively 
decreases with decreasing A. 

5. Conclusions 
In this work, we addressed the impact of technology scaling on the performance of phase 
change memory cells by investigating its effects on both the programming current and the 
width of the read window. To this end we derived a simplified analytical model of the PCM 
cell electro-thermal behavior and validate it by means of a 3D finite-elements model of the 
PCM cell. We considered both constant field and constant voltage scaling approaches. Our 
study highlights the program-read tradeoffs challenges which aggressive scaling arises and 
provides analytical insight in the scaling mechanisms. 
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1. Introduction 
Electrostatic discharge (ESD) failure is one of the most important causes of reliability 
problems, therefore the design and optimization of ESD devices have to be done. To achieve 
very short time to market and reduce the development effort, one tries to make use of the 
benefit of simulation tools. However, due to the complex physical mechanism of ESD events 
and the hard mathematic calculation in the snapback region, simulation of the I-V 
characteristic of ESD protection devices has been proved to be difficult.  
This chapter aims at providing a systematic way to ESD simulation, including the process 
simulation, device simulation and circuit level simulation. Process/device simulation offers 
an effective way to evaluate the performance of ESD protection structures. However, to 
prevent the injury of ESD, protection circuits are used sometimes. Therefore circuit level 
simulation is needed. 
There are several process/device simulation tools in the world, the most widely used of 
which include Tsuprem4/Medici, Athena/Atlas and Dios/Mdraw/Dessis. Tsuprem4, 
Athena and Dios are process simulators, while Medici, Atlas and Dessis are device 
simulators. Mdraw is an independent mesh optimization tool, and the similar functions are 
integrated in device simulation tools, such as Medici and Atlas. The process and device 
simulation methods introduced in the following will be based on Dios/Mdraw/Dessis, 
except for the mixed-mode simulation, which is based on Tsuprem4/Medici. And the circuit 
level simulation will be carried out on the Candence platform. 

2. Process simulation 
The starting point of ESD simulation is to construct an electronic pattern of the device which 
can be generated by manual device set-up or process simulation. And obviously, process 
simulation provides more realistic description of the device. The principle of process 
simulation is to minimize the errors that might be brought into the following device 
simulation. Therefore, the physical models used should be carefully chosen. The most 
important process steps are implantation and diffusion which will be discussed in the 
following. 
Taking Dios for example, this section will introduce physical models used for implantation 
and diffusion. The implantation models used in Dios consists of analytic implantation 
models and Monte Carlo implantation model. Monte Carlo implantation model simulates at 
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the atomic level, and it consumes too much time, therefore, in most cases, it is not suitable 
for ESD simulation. Analytic implantation models are analyzed by series of distribution 
functions, including Gauss distribution function, Pearson distribution function, Pearson-IV 
distribution function (P4), Pearson- IV distribution with linear exponential tail function 
(P4S), Pearson- IV distribution with general exponential tail function (P4K), Gauss 
distribution with general exponential tail function (GK), Jointed half-Gauss distribution 
function (JHG), Jointed half-Gauss distribution with general exponential tail function 
(JHGK). The eight distribution functions are called single primary distribution functions. 
The complicated expressions of the functions will not be discussed here, and all of them can 
be found in the DIOS USER’S MANUAL.  
The single primary distribution functions describe the relationship between impurity 
distribution and seven key parameters, which are determined by implantation process step. 
The seven key parameters are RP (Rp), STDV (σp), STDVSec (σp2), GAMma (γ), BETA (β), 
LEXP (lexp), LEXPOW (α). The range of parameters that must be specified for each of the 
single primary distribution functions are shown in Table1. In Table1, x means the parameter 
must be a real number, x0 means the parameter must be nonnegative, > 0 means the parameter 
must be positive, and ∅ means the parameter is not allowed for the particular function. Once 
the implanted element, energy, dose, tilt and rotation of an implantation process step are 
defined by users, the relevant parameter set will be looked up in implant tables. With proper 
parameter set, the impurity distribution will be calculated subsequently. If users have data 
fitted to experiments, the parameter set can be defined in implantation command. 
 

 
Table 1. Range of parameter specification for the distribution functions 

According to the simulation results, the single primary distribution functions can be divided 
into 3 groups. Group1 contains Pearson distribution function; group2 contains P4, P4S, P4K 
distribution functions; group3 contains Gauss, GK, JHG, JHGK distribution functions. Fig.1 
(a) shows the 2D impurity distribution with different implantation models; Fig.1 (b) shows 
the impurity distribution along Y direction. From Fig.1 (a) and Fig.1 (b), we can see that 
functions in the same group have similar simulation results. Actually, the distribution 
functions in group3 are usually used in deep implantations, such as WELL implantation in 
CMOS process; and the distribution functions in group1 and group2 are usually used in 
shallow implantations, such as drain/source implantation in CMOS process.  
In order to obtain more accurate simulation result, we should take ion channeling into 
consideration. Then the dual primary distribution functions should be used. That is, the profile 
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is divided into two components, the first components representing the profile of ions, which 
don’t channel, and the second one representing the channel ions. A dual primary distribution 
function is obtained by specifying two single primary functions for the two components 
mentioned above. It can be defined in the implantation command following the format: 
 

Implantation (…, Function=(function1,function2)) 
 

 
Fig. 1. (a) 2D impurity distribution 

 
Fig. 1. (b) impurity distribution along Y direction 
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DIOS provides 5 models for the diffusion process step: Conventional, Equilibrium, Loosely 
coupled, Semicoupled, and Pairdiffusion. Conventional model is the simplest model but 
consumes the least time, while Pairdiffusion model is the most accurate model but 
consumes the most time. In ESD simulation, we’d better select Pairdiffusion model, because 
it always provides the best boundary shape, which will benefit in convergence problems in 
the following device simulation. 
After selecting proper physical model, the process simulation can be carried out, and the 
produced electronic pattern of device is then imported into the mesh optimization tool-
Mdraw. After the mesh optimization, device simulation is ready. 

3. Device simulation 
Device simulation is based on solving a set of mathematic and physical equations. And the 
physical parameters used in these equations are described by different physical models, 
parts of which are from papers and others are fitted by software engineers. The parameter 
sets of the physical models are based on the data from several process technologies, and can 
not cover every process technology. Therefore, to a detailed process technology, some 
parameters of physical models should be modified. To simulate an ESD event correctly, 
accurate physical models and proper parameter sets are the most important, no matter 
which simulation method is chosen. 
To account for high electrical field and high temperature effects during an ESD event, the 
physical models below in ISE TCAD must be included: 1)Fermi-Dirac statistics. When the 
carrier density exceed 1×1019 cm-3, the default Boltzmann statistics becomes not suitable for 
simulation. 2) Accurate effective intrinsic carrier density model with band gap narrowing 
and Fermi correction included. 3) A comprehensive mobility model with doping 
dependence, carrier-carrier scattering, and high field saturation taken into consideration (In 
MOS devices, surface mobility degradation due to acoustic surface phonons and surface 
roughness should be also taken into consideration). 4) Recombination model should contain 
both Shockley-Read-Hall (SRH) model and Auger model, and SRH model should take 
doping dependence, temperature dependence and field-enhanced recombination into 
consideration. 5) Avalanche generation. 6) Thermodynamic model considering the self-
heating effect. 7) Thermoelectric power model.  
Simulating ESD events, three physical parameters are the most important: mobility of carriers 
(μ), lifetime of free-carrier (τ), and the generation rate (G) dominated by ionization impact. 
Mobility is described in ISE TCAD with several degradation models, just as illustrated 
above. Taking all of these issues into consideration, the mobility is finally formulated as: 

 f( , )μ μ= low F   (1) 

The function is determined by which model is chosen for high field saturation. And μlow in 
Eq.(1) is formulated as: 

 1 1 1 1 1
low dop eh ac srD Dμ μ μ μ μ− − − − −= + + +  (2) 

In Eq.(2), μdop represent the doping-dependent mobility degradation mechanism, μeh is the 
mobility due to carrier-carrier scattering, μac illustrates the surface contribution due to 
acoustic surface phonons, μsr is the surface contribution attributed to surface roughness, and 
D is given by: 
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 exp( / )critD x l= −  (3) 

where x is the distance from the interface and lcrit is a fit parameter. μac and μsr can be 
ignored in non-surface devices.  
We have run simulations using different models, and it is found that Masetti model  for 
doping dependence mobility degradation, Conwell-Weisskopf model  for carrier-carrier 
scattering, and Canali model for high field saturation provide the best result. In Masetti 
model, μdop is expressed as: 

 min 2 1
min 1 exp

1 1

c const
dop

i i s

r i

P
N N C

C N

α β

μ μ μμ μ
⎛ ⎞ −

= − + −⎜ ⎟
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+ +⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠

  (4) 

In Eq.(4), Ni is the total doping concentration, μconst is the mobility in low doping level 
condition, and other parameters are fit parameters. In Conwell-Weisskopf model, μeh is 
expressed as: 
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  (5) 

In Eq.(5), n, p are the electron and hole densities, T0=300 K, and T denotes the lattice 
temperature. In Canali model, high field mobility degradation is expressed as: 

 1/( )
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 (6) 

In Eq.(6), μlow is the low field mobility, vsat and β are temperature dependent parameters, and 
are expressed as: 
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  (7) 

In Eq.(7), except of T0 and T, all of the parameters are fit parameters. 
Lifetimes of free-carriers are governed by recombination models. SRH recombination rate 
and Auger recombination rate are given in Eq.(8) and Eq.(9) separately. 
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n p i effSRH

net
p n n p

np n
R

n n p p
γ γ

τ γ τ γ
−

=
+ + +

 (8) 

 ( )( )2
,

A
n p i effR C n C p np n= + −   (9) 

In Eq.(8), ni,eff is the effective intrinsic carrier density, γn and γp are correction parameters for 
Fermi statistics, n1 and p1 are expressed as: 
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where Etrap is the difference between defect level and intrinsic level. The silicon default value 
is Etrap =0. In Eq.(8), τn and τp are temperature and field dependent parameters, expressed as: 
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The component [1+gc(F)]-1 in Eq.(11) is a field enhancement factor. τdop and f(T) are expressed 
as: 
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 (12)  

Except for Ni and T, other parameters in Eq.(12) are all fit parameters. 
Auger recombination rate is formulated in Eq.(9), in which the temperature-dependent 
coefficients Cn and Cp are expressed as: 
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 (13) 

Except for T, all other parameters in Eq.(13) are fit parameters. 
Another important physical parameter is the ionization impact generation rate G, and it is 
formulated as G=αnnvn + αppvp, where vn,p denotes the drift velocity. And αn,p is described by 
many models, in which vanOverstraeten-deMan model is proved to be the best. In this 
model, αn,p is formulated as: 
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Two coefficients a and b are used for high and low ranges of electric field. And low electric 
field and high electric field are distinguished by a parameter E0 whose default value is 4×105 
V/cm. In low range of electric field below E0, the values a(low) and b(low) are applied, while 
in high range of electric field above E0, the values of a(high) and b(high) are used. The 
parameter hωop represents the optical phonon energy. 
As the physical model has been chosen, the fit parameters mentioned above should be 
modified. And then the simulation can be carried out. In the simulation, the most difficult 
problem we may face is the convergence problem. Next, convergence problems and 
solutions will be proposed. 
In our simulation practice, it is found out that convergence problems are mostly caused by five 
factors: 1) Not enough iteration times. 2) Bad initial guess. 3) Bad mathematic calculation 
method. 4) Coarse mesh or bad boundary shape. 5) Bad parameter set of physical models.  
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Fig.2 shows the simulation flow of the device simulator.  The parameters, “Notdamped” and 
“Iterations”, dominate when the simulation will be terminated. Therefore, too small values for 
these two parameters will induce abnormal termination. However, this case rarely happens 
because the default values for these two parameters are big enough in most times. 
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Fig. 2. Device simulation flow 

From Fig.2, it is easy to find that all calculations are based on an initial guess. And a bad 
initial guess will surely induce convergence problem. This case often happens on two 
occasions. Sometimes, the simulation should be divided into subsections, and in some 
regions small value for “initialstep” should be used to obtain a good initial guess while in 
other regions large value for “initialstep” should be used to save time. And a mistaken use 
of large value for “initialstep” may induce the first point failing to converge. To prevent this 
convergence problem, the simulation should be divided into subsections in a reasonable 
way. Meanwhile, large initial voltage imposed on electrodes will also bring on convergence 
problems. Therefore, another simulation method is necessary. We can set the initial voltage 
at the electrode to 0 V, and then ramp the voltage to the value we need. In this way, a good 
convergence will meet. The commands in Fig.3a will cause convergence problems in a great 
probability while commands in Fig.3b always provide good convergence. 
In the snapback region of ESD protection structure, the current increase rapidly. Thus, in the 
simulation, a small ΔV will induce a large ΔI which induces the simulation failing to converge. 
Aiming at soling this problem, a particular simulation method is provided in the simulator as 
shown in Fig.4. A series resistor is put together with the ESD protection structure. Therefore, 
the current can be written as: I= (Vout -Vinternal)/R, and in this way, a small ΔI can be gained, 
which will improve the convergence. In the simulation of ESD events, this method must be 
included, and generally the value for R is set to be larger than 1×107 Ω. 
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Electrode {
{ Name=“drain” Voltage=0.0}
{ Name=“source” Voltage=0.0 }

{ Name=“gate" Voltage=5.0 }
{ Name="sub" Voltage=0.0 }

}
      

Electrode {
{ Name=“drain” Voltage=0.0}
{ Name=“source” Voltage=0.0 }

{ Name=“gate" Voltage=0.0 }
{ Name="sub" Voltage=0.0 }

}
………………
Solve{……}
Goal {name=“gate” voltage=5.0V}

 
                                           (a)                                                                               (b)          
Fig. 3. (a) Commands hard to converge, (b) Commands with good convergence 
 

 
Fig. 4. ESD simulation method 
Coarse mesh or bad boundary shape will also cause converge problems. Fig.5 shows the 
comparison of a bad boundary shape and a good boundary shape. A sharp-angled region 
can be found in Fig.5a which will cause convergence problem in the later device simulation. 
It is mainly caused by bad diffusion model and implantation model used in process 
simulation. It is found that pairdiffusion model used for diffusion and implantation tables 
based on Crystal-TRIM used for implantation always provide good boundary shape. 
 

     
                                       (a)                                                                                 (b) 
Fig. 5. (a) Bad boundary shape, (b) Good boundary shape 
Another reason for convergence problems is the bad parameter set for device simulation. A 
small value for the parameter “α” in Eq.(14) and a large value for the parameter “τmax” in 
Eq.(12) may result in convergence problem, the current failed to increase near the 
breakdown region. In addition, a great difference between the values of “α” in low field 
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region and high field region may result the simulation failed to converge after it snapbacks, 
just as shown in Fig.6. When the curve snapbacks, the simulation will change from the high 
field condition to low field condition, and the sudden change of the value for “α” finally 
result in the convergence problem. Therefore, when modifying the parameters, great 
difference between a(low) and a(high), b(low) and b(high) is forbidden. 
 

 
Fig. 6. Simulation fails to converge after the snapback happens 

4. ESD simulation methods  
There are three main methods to simulate the I-V characteristic of the ESD protection device: 
DC simulation, TLP simulation and mixed mode simulation. DC simulation provides the 
fastest simulation speed while it is confronted with the most serious convergence problem. 
TLP simulation method and mixed mode simulation method can both reflect transient 
characteristic of devices. In this section, DC simulation and traditional TLP simulation and 
their limitations will be illustrated. Then a new simulation method based on the traditional 
TLP simulation method is proposed, which can predict key parameters of ESD protection 
devices precisely. Mixed mode simulation will be illustrated separately, which is carried out 
in TSUPREM4/MEDICI environment, and the method to evaluate the effectiveness, the 
robustness, the speed, the transparency of ESD protection devices is proposed. 
To illustrate DC simulation and TLP simulation method, a traditional LSCR (Lateral Silicon-
controlled rectifier) shown in Fig.7 is considered, in which D1 is 1.5 μm, D2 is 0.5 μm, D3 is 
0.6 μm, and D4 is 1 μm. Fig.8 is the doping profile which is simulated by DIOS, and the total 
concentration of different layers is shown in Table 2. 
 

PWELLNWELL

N+ P+ N+ P+

PSUB

STI STI STI STI STI

Anode Cat hode

D1 D1 D1 D1

D2 D2D3 D3D4
D4

       
Fig. 7. A cross section of LSCR                
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Fig. 8. Doping profile of LSCR  
 

 PSUB NWELL PWELL N+ P+ 
Total Concentration 1×1015 3.7×1017 2.6×1017 5.1×1020 2.4×1020 

Table 2. Total concentration of varies layers 

Then, the structure obtained from the process simulation is imported into the device 
simulator. And the device simulation can be carried out in two ways. To evaluate the trigger 
voltage (Vt1), the holding voltage (Vh), and the second breakdown current (It2) precisely, 
selecting proper physical models and parameters is the key point. Table 3 lists the 
parameters modified in the simulation, and the parameters not mentioned in the table 
remain default. The value for parameter α mentioned in Eq.(14) determines Vt1, while the 
values for μ mentioned in Eq.(1) and τ mentioned in Eq.(11) are crucial for Vh. 
 

Parameter Value Value for electron Value for hole Mentioned in Eq. 
b(low) - 9.85×105 1.629×106 Eq.(13) 
b(high) - 9.85×105 1.354×106 Eq.(13) 
F 1×1013 - - Eq.(5) 
Cr - 9×1016 1.5×1017 Eq.(4) 

Table 3. Parameter set in the simulation 
Actually, traditional TLP simulation can not evaluate DC characteristic of ESD protection 
devices, due to the voltage overshoot. Fig.9 (a) shows the current pulse imposed on the 
devices simulated, and Fig.9 (b) shows the corresponding I-V curve, comparing with the 
TLP test result. From Fig.9 (b), we can see that the simulation result deviates from the test 
result a lot.  
DC simulation can evaluate Vt1 and Vh, but it can not evaluate It2 precisely. DC simulation is 
based on the solving of thermal equilibrium equations, but in fact, there is no thermal 
equilibrium established in the structure when the ESD event happens. Therefore, DC 
simulation can no longer evaluate the characteristic of ESD events when the temperature 
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becomes much more than 300K. The non-equilibrium can only be described by a transient 
simulation. Fig.10 shows the result of DC simulation, together with the TLP test result. 
 

 
                                           (a)                                                                                (b) 
Fig. 9. (a) Current pulse imposed on the simulated structure (b) I-V characteristic obtained 
from TLP test and traditional TLP simulation method 

 
Fig. 10. Comparison of DC simulation and TLP test result 
To evaluate the performance of ESD protection devices, Vt1, Vh, and It2 are all 
indispensable. Based on traditional TLP simulation, we propose a novel TLP simulation 
method, which can simulate all of the three parameters precisely. Firstly, we should make 
sure that this method can evaluate Vt1 and Vh. As the novel TLP simulation begins, series of 
current pulses are imposed on the structure as shown in Fig.11 (a). The obtained voltage vs. 
time curves are shown in Fig.11 (b). Then average current value in the range of 70%~90% 
time for each I-t curve is calculated, and so is the average voltage value, the same as the TLP 
measurement works. Then each pair of voltage and current is plotted as a point in Fig.12. 
After connect these points together, comparing it with the tested results, it is found that they 
meet very well.  
Table 4 lists the TLP test results and simulation results with DC simulation method and the 
novel TLP simulation method. We can see that DC simulation method and the novel 
simulation method provide almost the same result in terms of evaluating Vt1 and Vh. 
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                                         (a)                                                                              (b) 

Fig. 11. (a) Series of current pulses are imposed on the structure simulated, and average 
currents of the 70%~90% section of each curve are calculated, (b) Voltage vs. time curves are 
obtained from the simulation. And the average voltage of the 70%~90% section of each 
curve is calculated. 
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Fig. 12. Comparison of TLP test result and the novel TLP simulation result 
 

 Vt1(V) Absolute 
error (V) 

Relative 
error Vh(V) Absolute 

error (V) 
Relative 
error 

TLP test 16 - - 2.16 - - 
Novel TLP 
simulation 15.69 0.31 1.94% 2.03 0.13 6.02% 

DC simulation 15.69 0.31 1.94% 2.02 0.14 6.48% 

Table 4. Test result and simulation results 
To evaluate It2, current pulses whose peak values are 0.04A, 0.05A, 0.06A, 0.066A, 0.068A, 
0.07A, 0.08A, 0.09A are imposed on the structure, and several points obtained from 
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simulation, together with the points obtained before, the whole curve is shown in Fig.13, 
from which we can see that that as the current arrive 0.066A, the voltage comes back. And 
this current is treated as It2.  
 

 
 

Fig. 13. It2 obtained from novel TLP simulation and that from TLP test 

We can also evaluate It2 by the maximum temperature in the structure, as thermal 
breakdown is caused by high temperature ultimately. After the simulation, we can obtain 
Tmax vs. time curves, as shown in Fig.14. When the maximum value of Tmax exceeds the 
melting point of Si (1687 K), it can be judged that thermal breakdown happens. From Fig.14, 
we can see that It2 is about 0.064 A. 
 

0 20 40 60 80 100 120

400

600

800

1000

1200

1400

1600
1687
1800

2000

2200

T m
ax

 (K
)

Time (ns)

 0.04A   0.063A
 0.05A   0.064A
 0.06A   0.07A

The melting point of Si

 
Fig. 14. Maximum temperature in the structure vs. time curves when series of current pulses 
are imposed on the structure. 

Table 5 lists the test result, the result simulated with the novel TLP simulation method and 
judged by the voltage’s snapback, and the result simulated with the novel TLP simulation 
method and judged by the maximum temperature in the structure. 
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 It2(A/μm) Absolute error(A/μm) Relative error 
TLP test 0.068 - - 

Judged by voltage’s snapback 0.066 0.002 2.94% 
Judged by maximum temperature 0.064 0.004 5.88% 

Table 5. Test and simulation results 

From the discussion above, we can conclude that the most effective and fastest way to 
evaluate the performance of ESD protection devices is to evaluate Vt1 and Vh with DC 
simulation method, and evaluate It2 with the novel TLP simulation method introduced 
above. 
Next, the mixed mode simulation method is introduced, taking the CDM model for 
example. The equivalent circuit of CDM model is shown in Fig.15. The device to be 
evaluated is a MLSCR, as shown in Fig.16, and the doping profile gained by simulation with 
TSUPREM4 is shown in Fig.17. 
 

                   
Fig. 15. Equivalent circuit of CDM Model          
 

 
Fig. 16. A cross section of MLSCR 
 

 
Fig. 17. Doping profile of MLSCR 
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4.1 Effectiveness evaluation 
From the current vs. time curve gained from the mixed mode simulation, as shown in 
Fig.18, we can see that the ESD current is completely released through the device in 2.5 ns. 
This time and the peak current at the Timax point reflect the effectiveness of the device. 
Smaller value of the time and larger peak current mean that the device can release larger 
current in smaller time, in other words, the device is more effective. 
 

 
Fig. 18. Current vs. time curve 

4.2 Speed evaluation 
From the voltage vs. time curve shown in Fig.19, we evaluate the speed using the recover 
time. The recover time is defined as the time that the device voltage quickly rises and then 
returns to the normal working voltage, which is described as the Trecover in Fig.19. The 
smaller value of Trecover shows that the ESD protection device can make faster reaction to the 
electrostatic signal. 
 

 
Fig. 19. Voltage vs. time curve 
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                                         (a)                                                                            (b) 

 
(c) 

Fig. 20. (a) Pmax-t, (b) Rectangular box heat source model (Zoom out), (c) Rectangular box 
heat source model (Zoom in) 

4.3 Robustness evaluation 
There are mainly two aspects should be considered when evaluating the robustness: the first 
one is to inspect whether the electro thermal characteristics become uncontrollable, when 
the instantaneous power of ESD comes to the maximum (Pmax); the second one is to inspect 
the power distribution in the ESD protection device when the ESD event happens. Taking 
advantage of the Pmax-t curve in Fig.20 (a) and the rectangular box heat source model of 
Ajith Amerasekera, a modified rectangular box heat source model is proposed to evaluate 
the robustness of the SCR protection device. In the modified model, the power is supposed 
to be concentrated in a cuboid whose three side lengths are a, b and c respectively, as shown 

in Fig.20 (b) and Fig.20 (c). Define Pnormalized(t) as  ( max0
( )t

t
P t tτ =

=
∂∫ )/t, the power instilled into 

the SCR device is P(t)=abcR(t)Pnormalized (t), where R(t) is a fitting parameter (0<R(t)<1), and 
R(t)P normalized(t) is the average power density of the rectangular source heat source. The 
relationship between the temperature difference ΔT(t) (at this time, the highest temperature 
Tmax=T0+ΔT, T0 is the initial temperature, Tmax is the highest temperature) and P(t) is a 
subsection function depicted in equations (15) to (18): 

 c (0 t t )pabcC T
P

t
ρ Δ

= ≤ <   (15) 
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In these equations, K is the thermal conductivity, Cp is the specific heat capacity, D= K/ρCp, 
ρ is the density of silicon, tc=c2/4πD, tb=b2/4πD , ta=a2/4πD, and K, Cp, and ρis dependent 
on the process. Therefore we can calculate the highest temperature at every time point, and 
then calculate the heat produced carriers nd caused by highest temperature. If nd extends the 
background impurity concentration, the robustness of this device cannot meet the need. The 
transform equation is depicted in Eq.(19):  

 n d =1.69× 1910 exp(
36.377 10

maxT
− × )⋅ 3/2max( )

300
T   (19) 

The method to estimate whether the device enters electro thermal uncontrollable condition 
through the curve of Pmax-t, as mentioned above can also be quickly implemented by 
mathematic project software such as Matlab. 
The inside power distribution profiles of the ESD protection device when ESD event 
happens can reflect the robustness of the device. An ESD protection device with strong 
robustness should spread the inner power as dispersive as possible, especially when the 
power extremum is very large. Fig.21 shows the power distribution when the power comes 
to its peak. 
 

 
Fig. 21. The power distribution when the power comes to its peak 
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4.4 Transparency evaluation 
We can inspect the leak currents on 0 to 1.2 VDD bias voltages when evaluating DC 
transparency (depicted in Fig.22 (a)). We need to inspect the leak current under I/O signal 
frequency when evaluating the transparence of AC signal. (Take 100K rectangular wave as 
example, see Fig.22 (b)). The leak current under frequency signal is larger than that under 
DC voltage, which is mainly caused by high frequency couple effect. 
 

            
 

Fig. 22. (a) DC leakage current of the SCR-based ESD protection device, (b) Leakage current 
of the SCR-based ESD protection device under 100K frequency signal 

4.5 Overall evaluation 
At the last, we can obtain the transient curve [I(t),V(t)] which describes the entire ESD event 
as shown in Fig.23, from which we can make a comprehensive evaluation on the 
effectiveness, speed, robustness and transparency of the ESD protection device. T0 < T3 = T5 
< T6 < T7 < T1 < Trecover < T4 < T2. The current value at T1 reflects the effectiveness of the 
ESD protection device. Trecover reflects the trigger speed of the ESD protection device. The 
hyperbola family in this figure represents the power of the ESD protection device, and the 
distance from the hyperbola family to the origin reflects the robustness of the ESD 
protection device. Besides, the power density extremum also reflects the robustness of the 
ESD protection device. When time is 1E-11 S, the max power density of the device comes to 
the peak. The current when the device first comes to 5V in an ESD event reflects the 
transparency of the ESD protection device. An ideal transient curve of an ESD protection 
device should be close to the vertical axis with most of the points staying on the left of the 
line V=VDD. 
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Fig. 23. Ransient I(t) versus transient V(t) of SCR-based ESD protection device 

5. ESD protection element characteristic evaluation based on SPICE 
simulation  
5.1 SPICE Simulation based design-transient power clamp 
As technology is scaling down, the gate oxide is shrinking and becoming more vulnerable to 
ESD. The resistance of the routing rail metal increases apparently with the technology 
advances. Traditional rail-based static ESD power clamp protection (Fig.24) is more 
challenge. Transient power clamp, which consists of a RC network based detection circuit 
and the main ESD device NMOS (Fig.25), is becoming more and more attracting for their 
fast turn-on speed and low turn-on voltage. The key advantage of the transient power clamp 
is the capability with the SPICE simulation, which enables the optimization in the pre-silicon 
phase. A major drawback of the transient power clamp is the large RC network, needed to 
trigger the main protection device, will response any fast event on the power rails. 
 
 

 
Fig. 24. Rail-based ESD protection scheme with power clamp 
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Fig. 25. Three-stage inverter based transient ESD power clamp 
The transient power clamp uses the RC network to detect the ESD event and turns on the 
main ESD protection device NMOS (Fig.25), to shunt the ESD event on the supply pin. The 
main NMOS conducts the ESD current through the channel and this can be simulated in the 
SPICE. As the peak current of the HBM is around the orders of amperes, the main NMOS 
needs to be large enough to shunt the ESD current safely. It is always about millimeter. In 
normal condition, the gate of the NMOS is low and the main protection device is off. The 
rise time of ESD event is between 100ps and 60ns.However, the rise time of power up is 
about millisecond range. In order to keep the main protection device on, the RC constant is 
set to larger than the duration of the ESD event, which is about 1µs for HBM ESD stress, and 
shorter than the rise time of power on. The typical value of RC time constant is 1µs. The 
large RC time constant not only consumes large silicon area but also leads susceptibility to 
the power bus noise. 
 

 
Fig. 26. Proposed three-stage inverter based ESD power clamp with feedback 
The M0 is the main protection NMOS to shunt the ESD current.M1~M6 consist of the three 
stage inverter. The signal at the node V1 transfers through the three stage inverter to control 
the gate of main device M0. M8~M10 consist of the resistor M11 is the NMOS capacitor. M7 
is the feedback NMOS and R is the pull-down resistor. In normal conditions, the node V1 
charge up to VDD and V2 is low. The pull-down resistor R confirms the node to couple to 
VSS. This ensures the feedback NMOS is in its off state. And the voltage at node V2 transfers 
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through two stage inverter to ensure the node V4 is Low. And the M0 is in off. The low 
voltage at the node V4 enables the reduction in the leakage of M0.In ESD conditions, 
because of the RC delay, the voltage at the node V1 is low. The M5 is on and the node V2 is 
charge to VDD. The high voltage in V2 enables the feedback NMOS M7.The M7 pulls the 
node of V1 to VSS. And the low voltage at the node V1 enhances the pull-up of the POMS 
M5.The high voltage at node V2 transfers through two stage inverter and enables the 
M0.The main protection device M0 shunts the ESD current. The feedback significantly 
increases the time to keep V4 in high voltage. So the RC time constant can be reduced 
significantly which translates into reduction in the silicon area. The most advantage is the 
smaller RC time constant reduces the susceptive to the fast transient event on the power 
lines. In the design, the specific dimension of the RC network is list in Table 6. 
 

Device Dimension 
M8 W/L=7.12um/0.4um 
M9 W/L=7.12um/0.4um 
M10 W/L=7.12um/0.4um 
M11 W/L=1.4um/3.5um 

Table 6. RC network device dimension 

The power clamp is simulated in the Cadence Specture environment. A simplified RC 
network (Fig.27) is to simulated the HBM ESD event. The switch SW1 and SW2 are voltage 
controlled switch. When SW2 is on and SW1 is off, the C1 is charge through the voltage 
source V2 before 1ns.After 1ns, the switch SW1 is on and SW2 is off, the capacitor discharge 
through the 1.5k resistor R2 to the power clamp. 
 

 

DC
SW1

100p
1.5 k

DUT
SW2 7.5µH

 
Fig. 27. The simplified RC network to simulated HBM ESD event. 

The simulated result of the transient power clamp under a 5kV HBM ESD event in 90nm 
process is shown in Fig.28.The width of the main protection device M0 is 3000µm. The 
breakdown voltage of gate oxide for 1.0V core device is about 5V in DC condition. The 
transistor in the power clamp is 1.8V devices to reduce the leakage. The breakdown voltage 
of gate oxide for 1.8V device is about 9.5V in DC condition. From the simulated results, the 
voltage at the gate of the M0 is smaller than the breakdown voltage 9.5V. And the NMOS 
keeps on state at almost 1µs.The voltage at the VDD rail is also smaller than 9.5V.The NMOS 
can safely shunt the 5KV HBM ESD current. 
To evaluate the immunity to the fast transient, a fast power on 100µs pulse with a rise time 
of 10µs and a fall time of 10µs is applied at the power clamp. The pulse voltage is 1.8V. The 
voltage response is shown is Fig.29.The peak voltage at node 4 is 0.05V and it keep almost 
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0V at most time. So the main NMOS in is off state. And the power clamp is immunity to the 
fast transient power on. 

 
Fig. 28. Simulated voltage at the different node under 5KV HBM ESD event 

 
Fig. 29. Simulated voltage at the different node at fast power on state 

TLP like pulse with rise time of 10ns and fall time of 10ns and pulse with 100ns is stressed at 
the power clamp. The pulse voltage is 1.8V. The results are shown in Fig.30. The voltage at 
node V4, which transfers after three-stage inverter, is a square like pulse. This ensures the 
main NMOS is on in the pulse width and can shunt the ESD current safely. 
The SPICE simulation based transient power clamp is compatibility with the normal SPICE 
simulation. This enables an early optimization phase in a pre-silicon state. The transient 
power clamp responds to any fast transient event. An example of the transient power clamp 
is introduced in the 90nm CMOS process to show the design flow. The susceptibility to fast 
power on issue is addressed in the example. From the simulation result, the power clamp 
can achieve a level of 5KV HBM ESD without suffering mistriggering from fast power on. 
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Fig. 30. Simulated voltage at the different node at TLP like pulse 

5.2 Triggering characteristic evaluation  
SCR is an efficient ESD protection device in integrated circuit area. In order to estimate the 
ESD device performance, including trigger voltage (Vt1), holding voltage (Vh), failure 
current (It2), a lot of research are spent base in TCAD simulation. However, a precise 
evaluation method does not exist as the high ESD current model is not support in spice 
model. Therefore, a desirable technique is in need to evaluating the ESD device performance 
in ESD protection device design process. In this section, a new technique is proposed to 
evaluate the trigger voltage of SCR base in spice simulation. 

5.2.1 SCR triggering characteristic evaluation  
The equivalent schematic of SCR is showed in Fig.31, which consists of Bipolar junction 
transistor PNP and NPN. The left part of Fig.31 is an ESD voltage pulse generation circuit. 
There are different ways to trigger a SCR, including voltage-triggering by slowly stepping 
up Vac(voltage of anode to cathode) or using a dV/dt transient, and current-triggering by 
injecting seeding currents from the base of PNP or NPN. A current source is employed to 
regard as the base current of NPN when the SCR occurring avalanche breakdown. The SCR 
will turn to latch up state once the base current reaches a value which induces the inside 
feed back of SCR occurring. The simulation results are showed in Fig.32. As Fig.2 shows, the 
SCR reaches latch up state when the base current of NPN is 1.3mA. 
 

 
Fig. 31. ESD voltage pulse generation circuit and equivalent schematic of SCR 
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Fig. 32. Simulation results of normal SCR triggering characteristic 

5.2.2 Darlington SCR triggering characteristic evaluation 
Increasinig the common-base current gains βof PNP and NPN can make for  reducing the 
trigger voltage of SCR. A Darlington SCR configure is showed in Fig.33. The Q2 and Q3 
form to a Darlington transistor, which equates to a NPN transistor here. A current source is 
also employed to emulate base current as above SCR simulation. The simulation results are 
showed in Fig.34. SCR turns to latch up state when the base current achieves 0.37mA which 
is almost one third of normal SCR. In other words, the Darlington configured SCR needs less 
base current to trigger the SCR into latch up and, therefore, low breakdown voltage to keep 
the NPN operation. The triggering characteristics of normal SCR and Darlington SCR are 
showed in Fig.35 when the base current of NPN is 0.37mA. 
 

 
Fig. 33. ESD voltage pulse generation circuit and equivalent schematic of Darlington SCR 

Latch up state
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Fig. 34. Simulation results of Darlington SCR triggering characteristic 
 

 
Fig. 35. Trigger characteristic comparison of normal SCR and Darlington SCR when the base 
current is 0.37mA 

Latch up state

Latch up state
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1. Introduction 
Inductive Power Transfer (IPT) systems have successfully been developed and used to 
replace traditional conductive power transfer systems where physical connection is either 
inconvenient or impossible, such as biomedical implants, undersea vehicles, and contactless 
battery chargers of robots, for providing power to movable or detachable loads (Kim et al., 
2001; Feezor et al., 2001; Harrison, 2007). As IPT systems extend to more fields, better control 
methods are required to cope with various operating environments to satisfy users’ needs. 
Difficulties in controlling the power flow in a wireless/contactless power pickup using IPT 
technologies can arise from several factors, which include but not limited to load and circuit 
parameter variations, magnetic field coupling variations between the primary and 
secondary coils, the operating frequency drift of the primary power supply, etc (Jackson et 
al., 2000; Chao et al., 2007). These factors can cause the output voltage of the secondary 
power pickup to deviate significantly from the original designed value, resulting in an 
undesirable characteristic for applications where a stable output voltage is required. Hence, 
there is a need to develop controllers under various operating conditions. 
 Practical power flow control of an IPT sytem can generally be categorized into three 
different types: namely, primary power supply control, secondary power pick-up control, 
and coordinated control of both primary and secondary circuits. Among these three, direct 
power flow control at secondary power pickups is most commonly used to stabilize the 
output voltage, paricularly for multiple power pickup applications (Hu et al., 2007; Wang et 
al., 2006; Gao, 2005). This chapter presents the basic theory and control algotithm of an 
improved directional tuning control method for power flow control of secondary 
contactless/wireless power pickup circuits. 

2. Background of Inductive Power Transfer (IPT) system 
The basic structure of an IPT system is shown in Fig. 1 (Wang et al., 2000; Wang et al., 2005; 
Bieler et al., 2002). The system comprises two electrically isolated parts: the primay power 
supply and the secondary power pickup. The primary power supply is normally stationay 
and consists of a resonant power supply and an elongated conductive path for producing a 
constant AC track current. The secondary movable part, also called the power pickup, is 
mutually coupled with the primary track and moves with respect to the track loop as the 
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operation requires. Since the system is often loosely coupled between its primary and 
secondary side, the induced voltage source is usually unsuitable for direct use in 
applications. As a result, proper tuning and control are essential in the system design for 
providing a constant DC voltage to the load. 
 

Power Converter

Track Loop

AC Current

Pickup Coil

Pickup Tuning
Circuit

DC 
Power

Magnetic Coupling
Power 
Input

 
Fig. 1. Basic structure of an IPT system with uncontrolled power pickup. 

Figure 2. shows the structure of a typical IPT power pickup. LS and CS represent the 
secondary pickup coil inductance and tuning capacitance respectively, a parallel tuning 
configuration is adopted here for boosting the induced open circuit voltage. 
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VRef
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M

 
Fig. 2. Basic structure of an IPT power pickup with shorting-control. 

The open circuit voltage VOC and short circuit current (ISC) of the pickup coil are governed 
by the following equations: 

 POC MIjV ω=   (1) 

 
S

OCSC Lj
VI ω=   (2) 

In Figure 2 the voltage VAC after tuning is converted from AC to DC through rectifiers to 
provide a DC output voltage VOUT. To simply the analysis, the rectifier and load can be 
represented with the equivalent AC resistor RAC. The transfer function of the system given in 
(3) can be derived from the simplified second order system shown in Fig. 3, and it also can be 
seen that at steady state the pickup provides a current source to the load when it is fully-tuned. 



Directional Tuning Control of Wireless/Contactless Power Pickup  
for Inductive Power Transfer (IPT) System  

 

223 

VOC

CS

LS RAC
CS RACLS

ω2LSCS=1

RACISC ISCVAC

 
Fig. 3. Simplified second order tuning circuit of power pickup. 
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where ω is the system operating frequency. The maximum voltage boost-up factor of power 
pickup is gorverned by Q factor of the tuning circuit, and under fully-tuned condition it can 
be expressed as: 
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The AC equivalent load resistance RAC is given by: 

 
2

8AC LoadR Rπ
=   (6) 

where RLoad is the DC load resistance. A DC inductor LDC is normally added after the rectifier 
to maintain a continuous current flow, so that the available power of the secondary pickup 
can be fully delivered to the load. The output voltage regulation is normally achieved by 
using a well-known control technique called “Shorting-Control“ (Boys et al., 2000; Elliot et 
al., 1995; Raabe et al., 2007). Its working principle is similar to a boost converter. The 
constant output voltage is maintained by controlling the average current flowing through 
the load by switching a semiconductor device (S, shown in Fig. 2) on and off using either 
hysteresis or PWM control. However, this controller cannot maintain the full-tuning 
condition of the secondary power pickup circuit. Therefore, the maximum power which can 
be transferred may be significantly reduced if the circuit parameters vary. And due to the 
fact that the short circuit current of the pickup coil has to flow through the switch during 
shorting period, which causes high power losses particularly under light loading conditions, 
this shortcoming also decreases the potential capability of the primary power supply to 
operate with more pickups due to unnecessary power loss and possible circuit mistuning. 
An alternative method that has been investigated to further improve the power flow control 
is the dynamic tuning/detuning technique (Hu et al., 2004; Si et al., 2006). Figure 4 shows 
the general structure of dynamic tuning/detuning control scheme. The fundamental concept 
of this control method is to dynamically change the tuning condition of the power pickup 
according to the actual load demands. This helps to maintain maximum power transfer 
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Fig. 4. Basic structure of an IPT power pickup with dynamic tuning/detuning control. 

capacity, improve the overall efficiency of the system under light loading condition while 
keeping the output voltage to be constant. The control strategy is achieved by using a PI 
controller to control the on/off time of a soft-switched tuning inductor/capacitor to obtain 
the desired values of equivalent inductance/capacitance in the resonant tank. However, 
because the relationship between the tuning components and the output voltage is bell-
shaped (shown in Fig. 5), there are two possible operating points with one in the over-tuned 
region and the other in under-tuned region. If the operating point has been accidentally 
shifted to the other region due to variations of circuit parameters, the desired equivalent 
values may be tracked in the wrong direction and consequently fail to control the output 
voltage. 
To overcome the problems associated with existing control methods of power pickups such 
as shorting control, dynamic tuning/detuning control, etc., an LCL (Inductor-Capacitor-
Inductor) based power pickup with directional tuning control (DTC) algorithm is proposed 
and has been discussed in detail in this chapter. Its working principle is similar to the 
dynamic tuning/detuning control technique. However, instead of using the traditional PI 
controller to perform the tracking process, it uses the present and previous control results to 
determine the correct tracking direction in the next step, and retune the circuit to deliver the 
required power (Hsu et al., 2006). Such an approach covers the full-tuning curve, so dual- 
side (full-range) control can be achieved. The proposed controller can provide reliable 
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Fig. 5. Relationship between tuning inductance/capacitance and output voltage of IPT 
power pickup. 
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constant output voltage under various circuit parameter variations, thus eliminating the 
need for tedious fine-tuning process required by traditional IPT pickups. As a result, it is 
more cost-effective for mass production with reduced tuning and component tolerance 
requirements. 

3. Effects of power pickup parameter variations on output voltage 
In practical operations, the pickups are often deviated from its designated operating point 
due to the variation of circuit parameters. Since the deviation of output voltage may not be 
regulated by the general controller, especially under full-tuning range, the effect of each 
parameter variation on the output voltage is therefore need to be individually examined so 
the control range based on the given maximum tolerance to pickup parameters can be better 
understood (Hsu et al., 2007). The considered circuit parameters include: system operating 
frequency, magnetic coupling between the primary and secondary side, load resistance and 
tuning capacitance. Figure 6 shows the structure of the proposed secondary power pickup. 
An LCL tuning configuration is being used here to provide a constant output voltage to the 
load under resonant conditions, and a magnetic amplifier in the tuning circuit serves as a 
variable inductor for changing the tuning condition of the power pickup.  The DC current 
(IMA) which controls the magnetic amplifier is varied through a transistor operating in linear 
mode which essentially functions as a variable resistor. The equivalent inductance of LS2 is 
adjusted through changing the output signal Vctrl from the DTC algorithm, which allows the 
power pickup to deliver the right amount of power required by the load (Hsu et al., 2009). 
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Fig. 6. The proposed LCL power pickup with directional tuning control. 

The boost-up factors for ac voltage (VAC) and current (IAC) of the LCL tuning circuit can be 
determined from the following two transfer functions. 
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As shown in Fig. 6, the value of CST can be separated into CS1 and CS2 which resonate 
respectively with LS1 and LS2 i.e. jωLS1CS1= jωLS2CS2=1. The ac voltage boost-up factor kr 
under full resonant condition can be expressed as: 
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With the considered circuit parameters, the magnitude of AC boost-up factor kv in (7) can be 
further expressed as: 
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where αv, αr, αf, and αc is the per unit variation of open circuit voltage, load resistance, 
primary operating frequency, and tuning capacitance, respectively and these are equal to 
unity when they are at their nominal values. For example if the open circuit voltage 
increases or decreases by 10%, the value of αv is set to 1.1 or 0.9 respectively. By rearranging 
(10) into a quadratic equation of LS2, the solution can be obtained as:  
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where kmin is defined as the required minimum ratio between VAC and VOC, reflecting the 
required AC voltage boost-up capability under all possible variations in αv, αr, αf, and αc. 

3.1 System operating frequency variation 
Depending on the design of primary power supplies, the operating frequency may drift 
which often causes significant power loss due to the mismatch in the resonant frequency 
between the primary and secondary sides. This is particularly a major concern in wireless 
power transfer systems using resonant variable frequency converters.  
Figure 7 shows the effects of system operating frequency variation on AC voltage of the 
power pickup. It can be seen from the graph that the operating frequency is drifted with the 
variation so the tuned-point (T-P) is shifted accordingly. As for the magnitude of VAC, it is 
also changed due to the tuning circuit requires different value of LS2 to achieve resonant 
condition and therefore resulted in various kr. Note that there are two possible operating 
points for LS2 to compensate for the variations, and both of them are able to keep VAC 
constant. However, depending on the design specifications, designer can choose to either 
work with the lower or higher inductance point. 
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Fig. 7. The effect of system operating frequency variation on AC voltage of LCL power 
pickup. 

3.2 Magnetic field coupling variation 
The IPT system is normally involved in loosely coupled applications which allow free 
movements between the primary and secondary sides. In such applications, fluctuating 
open circuit voltage of the pickup coil is usually caused by coupling variations due to the 
free movements, and hence it needs to be compensated for keeping the output voltage 
constant. 
Effect of the magnetic field coupling variation on AC voltage of the power pickup is shown 
in Fig. 8. It can be seen that the tuned-point and shape of the tuning circuit have both 
remained the same. Only the magnitude of open circuit voltage of the pickup coil has been 
changed and therefore resulted in different peak value of VAC. 
 

 
Fig. 8. The effect of magnetic coupling variation on AC voltage of LCL power pickup. 
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3.3 Load resistance variation 
 

 
Fig. 9. The effect of load resistance variation on AC voltage of LCL power pickup. 

Another variable whose effects need to be studied is the load resistance which  varies as the 
loading condition changes. Fig. 9 shows the effect of load variation on VAC. It can be seen 
from Fig. 9 that when the load increases, the sensitivity of VAC with respect to LS2 decreases. 
On the contrary, when the load decreases, VAC becomes very sensitive to the change of LS2. 
These two results have indicated that when the power pickup is operating at extreme 
loading conditions, either LS2 will not be able to compensate for the variation, or the tuning 
circuit will be too sensitive with respect to LS2. 

3.4 Tuning capacitance variation 
Unwanted variations of the tuning capacitor such as the variation caused by temperature 
change may result in undesired tuning condition change and affect the output voltage. This 
is particularly severe when the seondary system is working with high Q factor since the 
circuit becomes extremely sensitive to parameter variations. 
Similar to the operating frequency variation, both the magnitude of peak VAC and the T-P 
have been changed and shifted to different places after the variation as can be seen from Fig. 
10. Note that as the tuning capacitance decreases/increases, the corresponding LS2 also 
needs to be increased/decreased to keep the circuit tuned, and this consequently causes the 
pickup to have different peak VAC (or kr). 

3.5 Determination of range of the tuning inductance 
In practical operations, the system operating frequency, magnetic coupling, and load 
resistance as well as other parameters may vary simultaneously. To design the variable 
capacitor and its controller properly, the worst-case maximum and minimum values of LS2 
should be identified based on the integrated effect of concerned parameter variations to 
cover the full control range. Given the maximum allowed tolerance for each variation, the 
desired maximum and minimum inductance can be calculated by using (8), with the 
following conditions: 



Directional Tuning Control of Wireless/Contactless Power Pickup  
for Inductive Power Transfer (IPT) System  

 

229 

 
Fig. 10. The effect of tuning capacitor variation on ac voltage of power pick-up. 

1. Maximum Inductance 
• Open circuit voltage, operating frequency, tuning capacitor, and load resistance are 

all at Nominal value - maximum allowed tolerance. 
2. Minimum Inductance  

• Open circuit voltage, operating frequency, tuning capacitor, and load resistance are 
all at Nominal value + maximum allowed tolerance. 

The method presented here can be extended to other possible parameter variations in the 
system for calculating the range of LS2 in worst-case scenario. 

4. Design of Directional Tuning Control (DTC) algorithm 
In both the shorting-control and dynamic tuning/detuning control method, traditional PI 
controller has been employed for their output voltage regulation and proven to be effective 
when the power pickup operates under single-side tuning condition. Nevertheless, it is 
practically difficult to maintain single-side operation, particularly for high Q systems. The 
system parameter variations may force the pickup to traverse from one operating region to 
the other region of the tuning curve and fail to control the output voltage. Directional 
Tuning Control (DTC) algorithm has been proposed to overcome the problems associated 
with full-range tuning of the power pickup. The fundamental concept of DTC is based on 
comparing the present value of control input with its immediate past value, and then use 
this result to determine the next control action. Instead of depending only on the output 
error detection as the traditional controllers do, the proposed controller generates the 
control signal based on the memory of previous control action following the procedure 
outlined in the flow chart of Fig. 11. 

4.1 Standard procedure of DTC algorithm 
The flow chart of DTC algorithm is shown in Fig. 11. Standard procedures of the DTC 
algorithm start with initializations. In this process, the controller initializes the settings 
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according to the user specifications, which include sampling time of the controller and 
initial state of each processing block. Since the algorithm is designed for controlling the 
power pick-up to focus on the steady state control, variation of the circuit time constant 
caused by other system parameter variations must be specified in the initial time delay of 
the program to avoid inaccurate sampling. After the initialisations, the output voltage at 
present-state VOUTk will be sampled, stored, and used to compare with a voltage reference 
Vref and its previous stored value VOUTk-1 for generating logic signals S1(k) and S2(k), 
respectively. These control signals are then collected by the next processing block to check 
with a predetermined truth table (Table 1) for determining the next-state control signal S4(k). 
Note that the memory block after the decision block stores the present control signal as S3(k), 
so it can later be used in the next execution for validity checking of the present control 
action. 
 

Sampling

Inc. or Dec. CS
according to 

decision making 
truth table

Updating present-
state logic

Memory block 
of present 

control signal

S2(k) S1(k)

Initialisation

S4(k) S3(k) or S4(k-1)

If VOUT
k > VOUT

k-1

S2(k) = 1
Else

S2(k) = 0

If VOUT > Vref
S1(k) = 1

Else
S1(k) = 0

 
 

Fig. 11. Flow chart of the directional tuning control algorithm. 
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S1 S2 Previous –State (S3) Next-State (S4) 
0 0 0 1 
0 0 1 0 
0 1 0 0 
0 1 1 1 
1 0 0 0 
1 0 1 1 
1 1 0 1 
1 1 1 0 

Table 1. Truth table for LS2 increasing direction determination. 

The simplified Boolean expression corresponding to Table I and the actual output signal of 
the controller can be expressed by: 

 ( ) ( )2132134 SSSSSSS ≡+⊕=   (9) 

 ( ) ( ) ( ) hkUkU S Δ⋅−+−= +1411   (10) 

where U(k) is the present-state control signal, U(k-1) is the previous-state control signal, and 
∆h is the step-size of the adjustment. 

4.2 Fuzzy logic control for automatic selection of tuning step-size ∆h 
Despite the fact that the DTC algorithm can effectively control the output voltage of the 
pickup, the control quality is still restrained by the predefined tuning step-size. A larger step 
change in the inductance often causes chattering of the output voltage. Although the 
chattering effect can be reduced by using smaller step change in the inductance, it causes the 
overall response to be sluggish. To overcome the difficulties associated with the chattering 
problems and to make the overall response fast, a fuzzy logic controller is integrated with 
the classical DTC algorithm to further improve the performance of the controller (Hsu et al., 
2008). The objective of the fuzzy logic controller is to dynamically determine the step change 
Δh of the tuning inductance in (10). 

4.2.1 Fuzzification 
Design of the fuzzy controller consists of fuzzification, formulation of control rule base, and 
defuzzification. In the process of fuzzification, operating region of the controller is designed 
to allow error and rate of error to lie inside a predetermined interval (-L, L). The inputs to 
the fuzzy PI controller are given as: 

 [ ])()()( nynyGEneGE r −⋅=⋅   (11) 

 [ ])1()()(1 −−⋅=⋅ neneGRnrGR   (12) 

 [ ])1()()(2 −−⋅=⋅ neneGRnrGR   (13) 

where y(n) is the output voltage, yr(n)is the reference signal, e(n) is the error signal, GE and 
GR are scaling factors for the error and the rate of error respectively. Since the rate of error is 
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calculated from values of output voltage at two consecutive sampling instances i.e. n and n-
1, the rate of error r(n) has been further separated into two different variables r1(n) and r2(n), 
where r1(n) represents the rate of error when the output voltage at both these sampling 
instances i.e. y(n) and y(n-1) lie either above or below the reference value and r2(n) 
represents the rate of error when the output voltage at these two instances lie in different 
regions with respect to the reference value. The membership functions for error positive (ep), 
error negative (en), rate positive (rp), and rate negative (rn) can be claculated from the 
following expressions: 
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enep 2
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2
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=

⋅+
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=

⋅+
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However, a simple fuzzy PI controller will fail to eliminate the chattering effect at the output 
voltage since the positive and negative errors calculated using (14) could be the same and 
cancel out with each other. Therefore a D controller is introduced here with a new set of 
inputs given by: 

 )()()()( neGDnynyGDnyGD rd ⋅=−⋅=⋅   (16) 

 )1()()( −−⋅=Δ⋅ nynyGMnyGM   (17) 

where yd(n) is the absolute value of the error, Δy(n) is the absolute value of the rate of 
output, GD and GM are scaling factors for the absolute error and the absolute rate of output 
respectively. The membership functions for absolute error large (ydl), absolute error zero 
(ydz), absolute rate of output large (Δyl), and absolute rate of output zero (Δyz) are given as: 
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L
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)(1,)( Δ⋅
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Δ⋅
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4.2.2 Control rule base 
The control rules for the normal tuning operation are as follows: 
 

R1: If GE e(n) is ep and GR r(n) is r1p Then ΔuPI(n) is ol. 
 

R2: If GE e(n) is ep and GR r(n) is r1n Then ΔuPI(n) is oz. 
 

R3: If GE e(n) is en and GR r(n) is r1p Then ΔuPI(n) is oz. 
 

R4: If GE e(n) is en and GR r(n) is r1n Then ΔuPI(n) is ol. 
 
An extra set of four control rules for reducing the output chattering are: 
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R5: If GE e(n) is ep and GR r(n) is r2p Then ΔuPI(n) is ol. 
 

R6: If GE e(n) is ep and GR r(n) is r2n Then ΔuPI(n) is oz. 
 

R7: If GE e(n) is en and GR r(n) is r2p Then ΔuPI(n) is ol. 
 

R8: If GE e(n) is en and GR r(n) is r2n Then ΔuPI(n) is oz. 
 
The D controller considered here has only four control rules since it only takes the absolute 
value of the error and the rate of output as its inputs. 
 

R9: If GD yd(n) is ydl and GM Δy(n) is Δyl Then ΔuD(n) is oz. 
 

R10: If GD yd(n) is ydl and GM Δy(n) is Δyz Then ΔuD(n) is oz. 
 

R11: If GD yd(n) is ydz and GM Δy(n) is Δyl Then ΔuD(n) is ol. 
 

R12: If GD yd(n) is ydz and GM Δy(n) is Δyz Then ΔuD(n) is ol. 
 
In the above rules, ΔuPI(n) and ΔuD(n) stands for crisp incremental output of the fuzzy PI 
controller and the fuzzy D controller respectively. 

4.2.3 Defuzzificaction 
Defuzzification of the output for fuzzy PI and fuzzy D controller is carried out by using 
center of gravity algorithm and are expressed as: 
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where the membership of output fuzzy sets for control rules R1R4, R2R3, R5R7, R6R8, R9R10, 
and R11R12 are obtained from Lukasewicz fuzzy logic, or, i.e. )1,min(

4141 RRRR μμμ += . The 
function S(μ) is computed using Mamdani reference. 

 ( ) ( )HS μμμ −= 2   (23) 

The actual output of the controller which determines the tuning step-size for the variable 
capacitor is given by: 

 )( DPIGUGU μμμ Δ−Δ⋅=Δ⋅   (24) 

where GU is a scaling factor for the crisp incremental output of the fuzzy PID controller. 
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5. Simulation results 
To illustrate the effectiveness of the proposed fuzzy based DTC algorithm, a power pickup 
model has been created in MATLAB Simulink and PLECS. 
 

 
Fig. 12. Simulink model of LCL based power pickup with DTC. 

The secondary power pickup model with DTC is shown in Fig. 12. Operating conditions of 
the power pickup can generally be categorized into four different cases such as: Under-
Tuned with Low Start-up Voltage (UT-LSV), Under-Tuned with High Start-up Voltage (UT-
HSV), Over-Tuned with Low Start-up Voltage (OT-LSV), and Over-Tuned with High Start-
up Voltage (OT-HSV). However, their results are similar to each other during the control 
process and therefore only two of them are presented here. 
The simulation result of VOUT, and LS2, are shown in Figure 13(a) and (b) respectively when 
the power pickup is operating under UT-LSV. The simulation was started from the circuit 
start-up with a predetermined delay of 0.05s (for separating the initialization and the actual 
control process, easing the observation) until it reaches the desired output voltage level (5V). 
As the error gets reduced, the step change in the tuning inductance also decreases to remove 
the output chattering effect. 
Figure 14 shows the simulation results of the controlled power pickup operating under OT-
HSV. As can be seen from the results, both UT-LSV and OT-HSV give similar outcome for 
providing a constant voltage at the output. 
From the results of simulation studies of the controlled power pickup under different 
operating conditions, it was observed that the proposed controller is capable of controlling 
the output voltage to the desired value with a response time of 0.1~0.25s. However, the 
sampling frequency of the controller has to be selected carefully to achieve a more efficient 
output voltage regulation. 
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Fig. 13. Waveform of: a) output voltage of power pickup and b) tuning inductance, with 
Fuzzy based DTC algorithm controlled power pickup operating under UT-LSV. 

 
Fig. 14. Waveform of: a) output voltage of power pickup and b) tuning inductance, with 
Fuzzy based DTC algorithm controlled power pickup operating under OT-HSV. 
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6. Conclusions 

A fuzzy based controller tuning step-size adjuster has been integrated with directional 
tuning controller to automatically determine the tuning step-size and to effectively regulate 
the output voltage of the power pickup for inductive power transfer system. The integrated 
controller has solved the directional tracking problem of the traditional PI dynamic 
tuning/detuning controller and hence achieved full-range power flow control of the 
secondary power pickup. The simulation performed by MATLAB Simulink and PLECS 
have demonstrated the effectiveness of the controller under different testing conditions and 
it has been shown that a desired constant output voltage can be maintained using the 
proposed controller without chattering effect. Within certain allowable tolerance of the 
pickup circuit parameters, the controller can automatically find the correct tuning directions. 
This helps to ease the circuit component selection in design and eliminates the tedious fine-
tuning process in practical implementation. 

7. Future research 

As the fuzzy based directional tuning control algorithm is developed in discrete-time 
domain, sampling frequency becomes a very important factor which often affects the 
performance of the controller. Although the power pickup system will never go unstable 
since the output voltage is confined by the tuned-point, the true control result of each 
control action and the response time of the controller are still significantly affected by the 
sampling frequency. Two different aspects e.g. the magnitude of voltage variation after each 
control action and the time constant of the DC filter of the power pickup have been 
preliminarily investigated.  However, a clear relationship between these two variables has 
not yet been found and therefore needs to be further explored. 
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1. Introduction 
The growing markets of electronic components in automotive electronics, LCD/LED drivers 
and TV sets lead to an extensive demand of high-voltage integrated circuits (HVICs), which 
are normally built by HV-MOSFETs. These HV-MOSFET devices generally occupy large die 
areas and operate at low speed due to large parasitic capacitance and small trans-
conductance (gm). There are two types of HV-MOSFET devices, namely, thick-gate and thin-
gate oxide devices. Thick-gate oxide devices can sustain a high gate-to-source voltage, VGS, 
but suffer from a reduced gm, poor threshold voltage VT control in production and higher 
cost due to the need of extra processing steps. Thin-gate devices have a larger gm, smaller 
parasitic capacitance, less processing steps and a lower cost. These properties make the thin-
gate HV-MOSFETs attractive, though they face severe limitation on VGS swing. There are 
two main concerns when thin-gate HV-MOSFETs are used. The first is how to achieve high 
current driving capability to drive capacitive loads in high-voltage (HV) application, 
whereas the second is how to protect the thin-gate oxide from HV stress breakdown. For 
current-driving capability, Bales (Bales, 1997) proposed a class-AB amplifier using bipolar 
technology which consumes a high quiescent current and is expensive due to a large die 
area and complicated masking. Lu & Lee (Lu & Lee, 2002) proposed a CMOS class-AB 
amplifier which can only drive around 6mA and does not meet the driver requirements of 
large and fast current responses (Hu & Jovanovic, 2008). Mentze et al. (Mentze et al., 2006) 
proposed a HV driver using pure low-voltage (LV) devices but this architecture requires an 
expensive silicon-on-insulator (SOI) process to sustain substrate breakdown in HV 
application. Tzeng & Chen (Tzeng & Chen, 2009) proposed a driver that consumes a large 
die area with all transistors inside the circuit being HV transistors. On the other hand, 
transistor reliability becomes a serious issue in HV thin-gate oxide transistor circuits. Chebli 
et al. (Chebli et al., 2007) proposed the floating gate protection technique. The voltage range 
under protection will change according to the ratio of capacitors and the HV supply, VDDH. 
This technique, however, cannot limit the voltage across the nodes of gate and source well 
when the variation of the supply voltage is large. Riccardo et al. (Riccardo et al., 2001) 
proposed a method which requires an extra Zener diode to protect the thin-gate oxide 
transistors, so a special process and higher cost are incurred. Declercq et al. (Declercq et al., 
1993) suggested a HV-MOSFET op-amp driver with a clamping circuit to protect the thin-
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gate oxide, but it consumes a significant amount of die area as all devices are HV-MOSFETs. 
To overcome these drawbacks, the main aims of the proposed driver architecture are: 
a. to minimize the number of HV devices so as to save die area in HV application. 
b. to develop a HV driver with fast transient responses. 
c. to develop reliable thin-gate protection circuitry in HV application, so as to enjoy cost 

saving from reduced processing steps and take advantages of better VT process control 
and high current gain gm comparing to the thick-gate HV-MOSFET counterparts. 

As a result, a HV high-speed regulated driver is developed using mostly LV-MOSFETs with 
the minimum number of thin-gate HV-MOSFETs. 
In this chapter, we present a high-speed CMOS driver that operates with a HV 7V-to-30V 
supply delivering an output drive up to 190A/µs at a regulated 4.8V output voltage. It is 
particularly suitable for HV applications such as LCD/LED/AC-DC drivers loaded with 
power (MOS)FETs. The circuit consists of only 5V LV devices and two thin-gate HV 
asymmetrical MOS transistors (HV-MOSFETs) fully compatible with standard CMOS 
technology. The design features a small-area cost-effective solution, measuring only 
650µm×200µm in a 0.5µm standard 5V/40V (VGS/VDS) CMOS process. The approach of the 
regulated output driver can adjust itself to the desired VGS, helping to fully utilize the effect 
of VGS on minimizing the on-resistance, RDS−ON, of the power FET. Novel thin-gate 
protection circuits, based on source-follower (SF) configurations, have been deployed to 
limit the VGS swing to within 5V for the HV-MOSFETs. A dual-loop architecture provides an 
extremely fast slew rate and transient response under a low quiescent current of 90µA in its 
static state and 860µA during switching. A dead-time circuit is included to eliminate the 
power loss incurred by shoot-through current, saving 75mW under a 30V HV supply. 
Moreover, stability analysis and compensation techniques are described in details to ensure 
stable operation of the driver in both loaded and un-loaded conditions. Lab measurements 
are in good agreement with simulations. A comparison with existing works then 
demonstrates the efficacy and superiority of the proposed design. 
In this chapter, Section 2 introduces the use of LV devices to build HV high-speed regulated 
driver, together with stability analyses for both cases when the power FET load is ON or 
OFF. Section 2 also discusses the power saving techniques in driving HV-MOSFETs. In 
Section 3, simulation and lab measurement results are shown which confirm the merits of 
the proposed design. Finally, the conclusion is drawn in Section 4. 

2. Principles of operation 
2.1 Circuit structure and basic operation 
Fig. 1(a) shows the high-level block diagram of the proposed driver. It consists of a LV error 
amplifier, a HV thin-gate protection circuit, a feedback resistor network with pole-zero 
cancellation and a fast transient regulated driver with dead-time control. A HV nMOS, 
hvn01, is connected to the node Vreg in a SF configuration. The driver requires a LV supply, 
VDDL, as well as a HV supply, VDDH. We first develop an internal regulator, which gives a 
4.8V DC voltage, Vreg, through hvn01. The drain of hvn01 is connected to VDDH, which is 30V 
in our design. The Vreg acts as a supply voltage to a chain of inverter buffers, which in turn 
drive the output load at the node Vout. The switching activities are started from Vin all the 
way to Vout. The output load here is the gate of a 1A on-chip thin-gate power (MOS)FET. The 
equivalent gate capacitance is around 270pF. The driver provides a 4.8V output and 
therefore protects the thin gate of the loading power FET by limiting its VGS right below 5V. 
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The node Vout can also be connected externally to drive external power FETs. The approach 
of the regulated output driver can always adjust itself to the desired VGS, helping to fully 
utilize the effect of VGS on the on-resistance, RDS−ON, of the power FET. In this connection, 
and with reference to (1) and (2) (Gray et al., 1990), the on-resistance and die area of the on-
chip power FET can be minimized: 

 2ox
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C WI    (V  - V )  
2 L
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Equation (1) describes the behavior of a (HV) nMOS in saturation region, while (2) 
approximates the turn-on resistance of a (HV) nMOS in the linear region. IDS is the current 
flowing from the drain to source of a MOSFET. VGS is the gate-to-source voltage. VT is the 
threshold voltage to turn on the MOSFET. Also, µn is the mobility of electrons and Cox is the 
gate-oxide capacitance per unit area, whereas W and L are the width and length of the 
transistor, respectively. 
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Fig. 1. (a) Architecture of the proposed driver; (b) Dual-loop structure in the driver 
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Fig. 2. Detail schematic of the proposed driver 

 
 

CL ≈ 0pF 
(power FET OFF)

CL ≈ 0pF 
(power FET OFF 

with Zero) 

CL = CpowerFET ≈ 
270pF 

(power FET 
OFF) 

CL = CpowerFET ≈ 
270pF 

(power FET ON 
with Zero) 

Loop gain(dB) 45 45 45 45 

Phase Margin (deg) 83.7 109 57.5 77.1 
Unity-Gain 
Frequency (UGF) 
(kHz) 

27.1 33.8 24.5 28.1 

Gain Margin (dB) 35.7 31 18.2 21.9 

Gain Margin 
Frequency (kHz) 623.6 918.3 94.6 184.6 

Source Follower 
Unity-Gain 
Frequency (MHz) 

>100 (Gray et 
al., 1990) >100 >100 >100 

 

Table I. Summary of frequency responses of the driver with output = high and output = low 

2.2 Regulated driver with fast transient response 
2.2.1 Fast dual-loop operation 
As shown in Figs. 1 & 2, there are two loops in the driver, namely, the voltage-regulation 
(VR) loop and the source-follower (SF) loop to achieve fast transient responses. Firstly, for 
the VR loop, the error amplifier senses the Vreg through the resistor network and amplifies 
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the error signal between the scaled Vreg and the reference voltage Vref. The error signal is 
then shifted up to a higher voltage through the thin-gate protection circuit and regulates 
hvn01 to correct the error, thereby generating a steady and accurate Vreg. Secondly, for the 
SF loop, the SF configuration of hvn01 itself is a fast feedback loop. Referring to (1) and Fig. 
1, the feedback mechanism is obvious: When the node Vreg goes down due to load current 
change, the gate-to-source voltage of hvn01, VGS−hvn01, increases and sources a larger output 
current to charge up the node Vreg again. The main function of the VR loop is to provide a 
regulated voltage of around 4.8V in the steady state, while the fast SF loop provides an 
immediate response when there is a sudden load change. 

2.2.2 Loop gain analysis with the power FET being ON/OFF 
We first analyze the SF loop and later the VR loop. For the SF loop, it is well known for its 
fast response with its unity-gain frequency (UGF) in the 100MHz to 1GHz range (Gray et al., 
1990). Its pole effect is generally beyond the UGF of the VR loop and therefore negligible. 
For the VR loop, there are two scenarios in the stability analysis: the power FET ON and the 
power FET OFF. When it is ON, CL = CL−ON = CpowerFET ≈ 270pF, and when it is OFF, CL= 
CL−OFF ≈ 0pF. Here CpowerFET is the equivalent gate capacitance of the power FET. The AC 
simulation with and without the power FET is shown in Table I and Fig. 3. The phase 
margin of the VR loop is larger when the power FET is OFF. This can be explained by the 
following loop gain analysis: 

 hvp012 hvn01 f
'

hvp01 hvn01 f

s s s1+ 1+ 1+zR z zT(s) = A(s)  s s sR 1+ 1+ 1+ 
p p p

⎛ ⎞⎛ ⎞⎛ ⎞
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⎜ ⎟⎜ ⎟⎜ ⎟

⎝ ⎠⎝ ⎠⎝ ⎠

, (3) 

where zhvp01, zhvn01, phvp01 and phvn01 are the zeros and poles from hvp01 and hvn01, 
respectively. A(s) is the transfer function of the error amplifier. R′ = R1 + R2. The zeros and 
poles are defined as 

 

m , hvp01 m , hvp01 o,Ibias m , hvn01
hvp01 f hvp01 hvn01

gs , hvp01 1 1 gs , hvp01 o,Ibias gs , hvn01

'
m,hvn01

hvn01 f
gs , hvn01 L 1 1 2

g 1+g r g1z  =  , z = ( ) , p =  , z  =  ,
C R C C  r C

1+g R' Rp  = , p = ,
(C  + C )R' C R R

 (4) 

where gm,hvp01, gm,hvn01, Cgs,hvp01, Cgs,hvn01 are the trans-conductances and gate capacitances of 
hvp01and hvn01, respectively, whereas ro,Ibias is the output impedance from the current 
source Ibias. We assume the gains of the SF configurations formed by hvp01 and hvn01 are 
unity. Also, phvn01 is the pole contributed by hvn01 where phvn01 = phvn01−ON and phvn01 = 
phvn01−OFF when the power FET is ON and OFF, respectively. Typically, the zeros are located 
at higher frequencies than poles in the SF configuration except for phvn01. As CL−ON ≈ 270pF 
>> CL−OFF ≈ 0, the pole phvn01−ON << phvn01−OFF. A double-pole effect before the UGF happens 
and may lead to instability when CL = CL−ON = CpowerFET when the power FET is ON.  
To avoid instability, we designed a feedback-resistive network which creates a medium 
frequency zero for warranting the stability. Referring to R1, R2 and C1 in Fig. 2, 
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where Vreg and Vg,n04 are the voltages at the nodes at Vreg and gate of n04, respectively. The 
frequency of the zero, zf, is lower than the pole frequency, pf, and this zero can be used to 
cancel the pole effect of phvn01−ON. 
 

(a)

(b)  
Fig. 3. (a) Simulated loop gain of the proposed driver with power FET ON; (b) Simulated 
loop gain of the proposed driver with power FET OFF 
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In order to have zf << pf, R2 should be much smaller than R1. From Fig. 3, the phase margin 
is very good even when the power FET is ON. However, if C1 is not inserted, the double-
pole effect will be significant. Results in Table I clearly show the pole-zero cancellation. 
When the power FET is OFF, the phase margins are around 109° and 83° with and without 
the zero zf , respectively. When the power FET is ON, the phase margins are around 77° and 
57° with and without the zero zf, respectively. The differences in phase margin, with and 
without the zero zf, are around 20° to 25° in both cases. With the pole-zero cancellation 
technique, the unity gain frequencies are also larger in both the power FET ON/OFF cases. 
These differences are significant in stability and transient analyses. The larger the phase 
margin, the less the ringing is. As the phase margin is larger, the settling time is faster also 
(Gray et al., 1990). The lab measurement results in Section 3 will demonstrate the steady and 
fast transient responses of the driver, thereby verifying the usefulness of the pole-zero 
cancellation technique in this type of regulated gate driver. 

2.3 Power-saving: LV devices in HV application 
HV devices differ from the normal LV ones in several ways. The size of a HV transistor is 
much larger than that of a LV transistor (Murari et al., 1995). There are several problems in 
using HV devices as inverter chains to drive power FETs, namely, 
a. Large parasitic capacitance: The larger size HV transistors result in larger parasitic 

capacitance. The dynamic power, which is the product of the capacitance (C) and the 
square of the voltage (V), CV2, is directly proportional to the parasitic capacitance. As a 
result, the total power consumption of a HV inverter is much higher than that of the LV 
one. The number of stages also trades off with the rise and fall times of the driver 
output and subsequently the delay of the driver output signal. 

b. Severe VGS limitation for thin-gate devices: Though LV devices are preferred, there is a 
gate-to-source VGS swing limitation when LV devices are used in HV application. If the 
gate-to-source voltages of the pMOS and nMOS inside the inverters are above 5V, we 
must use thick-gate devices. The gate capacitance of the thick-gate devices are large and 
therefore will slow down the rise and fall times and the propagation delay. It also 
increases the cost as an extra processing step for thick-gate is needed. 

c. Significant power loss in shoot-through current: During switching of the inverter chain, 
there is a shoot-through current flowing from the Vreg node to ground. Such dynamic 
current causes the Vreg voltage to drop (Heydari & Pedram, 2003). Since the operating 
voltage is 30V, the power of the shoot-through current still contributes much to the 
power loss. 

d. Large die area: using HV-MOSFETs will occupy huge die areas and hence increase the 
wafer cost.  

In the following, we propose solutions to solve the above problems by employing LV 
devices in HV driver application. 

2.3.1 Power saving & thin-gate protection in the regulated driver 
In the proposed design, we use all LV transistors (5V) in HV (30V) applications except two 
HV thin-gate transistors. This approach results in low dynamic power consumption and a 
small die area. We use LV devices to construct the inverter chain. The supply voltage of the 
inverters is given by the internal regulator at the Vreg node which maintains a 4.8V supply. 
This node is connected to the source of hvn01 whose drain is connected to VDDH. This 
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connection ensures that the internal regulator can give sufficient current to the inverter 
chain to drive the load. The maximum current is limited by the size of hvn01, or the internal 
supply voltage Vreg will go down if the loading current is too large. This regulated driver 
approach helps protect the thin-gate oxide of the power FET from damage by HV stresses. 
 

In Out

Out B

Vreg

 
Fig. 4. Dead-time circuit 
 

 
Fig. 5. Shoot-through current 

2.3.2 Power saving via dead-time circuit 
There are several ways to reduce the shoot-through current. In the proposed circuit, a dead-
time control circuit is added for this purpose. This dead-time circuit prevents the flow of 
shoot-through current by a break-before-make logic. Fig. 4 shows the dead-time circuit and 
Fig. 5 shows the current going from the Vreg node to ground when the driver is charging up 
the load. Driver with the dead-time circuit only peaks up to 0.77mA, which is one-fifth of 
the driver without dead-time circuit. The 0.77mA current is mainly due to the switching 
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activity of the dead-time logic. Since the dead-time circuit eliminates the shoot-through 
current of the final-stage driver, the driver possesses a higher slew rate and higher efficiency 
to drive the output capacitive load. The original driver has a 97ns rise time and 39.41V/µs 
slew rate, while the one with the dead-time circuit is 73ns and 52.06V/µs, respectively. The 
slew rate is improved by 32% owing to a larger portion of current charging up the output 
load CL instead of being shunted to ground as shoot-through current. 

2.3.3 Thin-gate protection circuit 
Using SF configuration as thin-gate protection circuitry for HV-MOSFET is one of the 
innovations in this design. Referring to Fig. 2, the gate voltage of hvn01, VG−hvn01, is limited 
by the SF configuration, where the gate voltage of hvn01, VG−hvn01 ≈ (VDDL − VDS−p04 + 
VGS−hvp01) ≈ (4.5 − 0.2 + 1.2) = 5.5V. The gate-to-source voltage of hvn01, VGS−hvn01 ≈ VG−hvn01 − 
Vreg = 5.5 − 4.5 ≈ 1V. The gate-to-source voltage of hvp01 is limited by VDS−n02 + Vt−hvp ≈ 0.2 + 
1.2 ≈ 1.4V. The gate-to-source voltages of both hvp01 and hvn01 are therefore well limited 
below 5V. In other words, we utilize the SF characteristic where the source voltage tracks 
the gate voltage and subsequently protects the thin-gate oxide. 

3. Simulations and lab. measurements 
3.1 High current drive 
Fig. 6 shows VDDH vs Vreg with VDDL fixed at 5V. Measurement result shows that Vreg 
becomes regulated when VDDH exceeds 7V. The line regulation of Vreg from VDDH at 7V to 
30V is 0.113mV/V. Fig. 7 shows the transient simulations of the driver. The corresponding 
lab measurements are shown in Figs. 8-11, and the die photo is shown in Fig. 12. Obviously, 
the measurement agrees with the simulation results. When the power FET turns ON, the 
transient output current rises from 0 to 100mA in 525ps, i.e., about 190A/µs. When the 
power FET turns OFF, the output sinking current is about 120mA. With the large current 
driving capability, the output can charge a 270pF load within 100ns. That is, the driver is 
able to operate up to 10MHz even under heavy loading. 
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Fig. 6. Vreg vs VDDH with VDDL=5V 
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Fig. 7. Simulated transient responses with VDDH = 30V: (a) overall waveforms (b) transient 
current Iout and Vreg when charging up output capacitor (gate capacitor of power FET) 
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Fig. 8. VDDH=30V; CL=270pF; Red: Vout; Green: Vreg. Transient responses of Vreg when Vout is 
driving output capacitor (gate capacitor of power FET) (Zoomed in) 

 

 
 

Fig. 9. VDDH=30V; CL=270pF; Red: Vout; Green: Vreg. Transient responses of Vreg when Vout is 
driving output capacitor (gate capacitor of power FET) (Zoomed out) 
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Fig. 10. Rise Time VDDH=30V; CL=270pF; Red: Vout; Green: Vreg 

 

 
 

Fig. 11. Fall Time: VDDH=30V; CL=270pF; Red: Vout; Green: Vreg 
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Fig. 12. Die photo of the proposed driver 

3.2 Table of comparison 
The left part of Table II shows the performance comparison between the proposed driver 
and other HV circuits with thin-gate protection. Our work features small die area (650µm × 
200µm), high slew rate (52V/µs), fast transient current (190A/µs), fast rise (73.8ns) and fall 
time (17.5ns). The right part of Table II shows the comparison of our work and other drivers, 
including high-speed LV ones. Our work still features the smallest die area, highest slew 
rate, and fastest rise and fall times among all CMOS implementations. The bipolar 
implementation only shows fast rise and fall times under unloaded measurement, and its 
bipolar nature makes it unattractive for implementation due to high cost. 
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  This Work

Floating Gate 
Protection 
Technique 

(Chebli et al., 
2007) 

Low to 
High 

Voltage 
Digital 

Interface 
(Declercq et 

al., 1993) 

High-
Voltage 
CMOS 

OpAmp 
(Declercq et 

al., 1993) 

Class AB 
Output 

Stage Op-
Amp 

(Bales, 
1997) 

Class AB 
buffer amp 
with Slew 

Rate 
Enhancement 

(Lu & Lee, 
2002) 

Regulated 
Gate 

Driver 
(Tzeng & 

Chen, 
2009) 

Process  0.5µm 0.8µm 2.0µm 2.0µm Bipolar 0.6µm 0.5µm 

Die Area  0.13mm2 0.9mm2 N/A N/A 0.8 mm2 N/A 0.72mm2 

Dead-time 
circuit   √ × × × × × × 

Load  270pF 100pF 30pF 1000pF N/A 680pF 2400pF 

Slew Rate  52V/µs N/A — 15V/µs N/A 2.41V/µs N/A 

Rise time  73.8ns 474ns 80ns — 7ns 1.6µs ≈ 670ns 

Fall time  17.5ns 445ns 80ns — 7ns 1µs N/A 

 
Maximum 
output 
current  

100mA 
@charge 

 
120mA 

@discharge

N/A N/A 20mA 
@charge 

100mA 
@charge N/A N/A 

HV supply, 
VDDH  30V 60V 75V 75V N/A N/A 30V 

 LV supply, 
VDDL 

 
5V 5V 5V N/A 5V N/A N/A 

Thin-gate 
oxide 
Protected ? 

 Yes Yes Yes Yes N/A N/A N/A 

Power  4mW 0.55mW N/A N/A >7.5mW 1mW 546mW 

 
Table II. Performance comparison between this work and similar works 

4. Conclusion 
A 7V-to-30V high-speed CMOS regulated driver for on-chip thin-gate power MOSFET has 
been developed. A small die area is achieved by minimizing the number of HV devices. The 
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HV devices are all thin-gate type and the corresponding VGS and driver output voltages are 
constrained below 5V by the SF circuit technique. The driver is capable of delivering a fast 
transient current response of up to 190A/µs when charging up the output capacitor. The 
maximum charging and discharging currents are 100mA and 120mA, respectively, while 
keeping the quiescent current to below 90µA at static state for 7V to 30V application. A 
dead-time circuit is incorporated to reduce 75mW power loss due to shoot-through current. 
In short, we have developed a thin-gate-protected fast driver using standard HV CMOS 
process for HV applications with a small die area. This topology is applicable at 30V supply 
voltage or higher. The stability analysis for compensating this type of regulated driver is 
also presented to provide useful insights and guidelines for driver IC design. 
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1. Introduction 
Millimeter waves are electromagnetic waves with wavelengths of 1 to 10 mm in vacuum, 
and they were discovered experimentally in the 19th century (Wiltse, 1984). In 1946, the 
most unique feature of millimeter waves, oxygen absorption at 60 GHz, was reported, which 
results in the rapid attenuation of electromagnetic waves in the air (Beringer, 1946). 
Although the oxygen absorption makes long-distance wireless communication difficult, it 
enables us to allocate a wide frequency band, which realizes ultra-high-speed 
communication greater than 1Gbps (gigabits-per-second). Recently, the well-known feature 
of millimeter-wave communication has attracted attention again because millimeter-wave 
circuits have been realized with advanced CMOS technologies, and the recent 60GHz band 
license-free regulations with license-free bandwidths of 9GHz in Europe and 7GHz in Japan, 
USA, Canada and Korea. In academic conferences and journals, many studies on millimeter-
wave CMOS circuits were reported in the past few years, and consumer devices are 
expected to be available soon. 
Here, for realizing the consumer application of millimeter waves, the reduction of power 
consumption is the most important issue. It is noted that the power-hungry building blocks 
in a transceiver are the local oscillator (LO) based on the phase-locked loop (PLL), and 
analog-to-digital and digital-to-analog converters (ADC and DAC) as shown in Fig. 1(a) 
(Marcu, 2009). If these blocks can be eliminated partially or completely in a transceiver, 
power consumption will be considerably reduced. From this viewpoint, we have studied 
millimeter-wave pulse communication for high-performance CMOS wireless transceivers as 
shown in Fig. 1(b) and Fig. 1(c). In this study, low-power direct pulse generators, high-speed 
switches and receivers, which are the most important building blocks in millimeter-wave 
pulse communication, are discussed for high-speed wireless communications using the 60 
GHz band. In conclusion, the prospects for millimeter-wave pulse communication will be 
addressed. 

2. 60GHz CMOS pulse transmitter 
In this section, three low-power 60GHz CMOS pulse transmitter circuits are presented. The 
first one is a carrier-less direct pulse generator circuit, (Badalawa, 2007). The second design 
presents an 8Gbps millimeter-wave CMOS switch used for an Amplitude Shift Keying 
(ASK) modulator (Oncu, 2008, b) and the last one presents a design of a low-power 10Gbps 
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Fig. 1. Block diagram of wireless communication based on (a) carrier modulation, (b) direct 
pulse generator without oscillator, (c) pulse generator with millimeter-wave oscillator. 

CMOS transmitter for a 60GHz millimeter-wave impulse radio, where a 60GHz millimeter-
wave continues-wave (CW) source and ASK modulator circuits are embedded on the same 
silicon substrate. 

2.1 60GHz CMOS pulse generator design 
The circuit topology of the proposed pulse generator (PG) is shown in Fig. 2. This circuit has 
a monopulse generator (MPG) cell is composed of two CMOS inverters to contribute the 
delay and two NMOS transistors to produce the pulses by combing edges as shown in Fig. 
3(a). The inverter A is driven by falling edges of baseband data. Just before the falling edge, 
NMOSFET C is “off” and NMOSFET D is “on”. When the signal passes through inverter A, 
NMOSFET C is turned “on” and the output node is discharged. Next, when the input signal 
passes through inverter B, NMOSFET C is turned “off” and the output node is charged by a 
pulling-up inductor. At this moment, one pulse is produced according to the propagation 
delay of inverter B. The transmitter can be implemented with a low power consumption 
using this topology, because the circuit is activated only when falling edges of the input 
signal are fed from the baseband data. Since no power is consumed at other times, 
consumed power has a linear relationship with the input data rate. 
To fit the delay time per inverter to 8ps, which is being equal to half the reciprocal of the 
carrier frequency, it is essential to reduce the load capacitance of the transistors that are 
connected to each inverter output node. To obtain a short delay time, the gate widths of 
NMOS and PMOS transistors in the inverter should be increased to obtain a large drain 
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Fig. 2. Circuit topology of a 60GHz CMOS pulse generator. 
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Fig. 3. (a) An edge combiner comprising MOSFETs C and D has to generate a 16ps pulse. (b) 
Centre frequency as a function of NMOS width Wser over inverter width Winv. 

current. Since the load capacitance connected to the inverter output node is varied favorably 
or unfavorably with the inverter delay, the relationship between the size of the inverter and 
the edge combiner NMOSFET is essential to obtain a carrier frequency of 62.5GHz. Figure 
3(b) shows the relationship between centre frequency when the fan-out is varied from 0.01 
to 1. To realize a 60GHz PG using this circuit topology, the fan-out should be set to 0.1. Not 
only the optimization, but also selecting of CMOS process with small threshold voltage is 
one of the key points to implement 60GHz pulse generator as mentioned above. Here, we 
choose the 9metal TSMC CMOS 90nm process, which has the 1/2 times of small threshold 
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voltage of the CMOS process used in 22-29GHz UWB CMOS pulse generator circuit in 
(Fujishima, 2006). 
The power spectrum must fit into a spectrum mask to meet regulations as shown in Fig. 4. 
Here, filtering is employed (Maruhashi, 2005) to satisfy the regulations while increasing the 
power consumption. To solve these problems, an all-digital low-power CMOS pulse 
generator with 14 delay stages, which generates a pulse width of 224ps, is adopted. To 
satisfy the power spectrum regulations without any filters, monopulse amplitudes within a 
single pulse are adjusted to four levels to approximate the ideal Gaussian power spectrum 
by sizing the edge-combiner NMOSFET as shown in Fig. 5. 
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Fig. 4. Pseudo-raised cosine pulse for satisfying specified. 
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Fig. 5. MOSFET sizing for generating pseudo-raised cosine pulse. 

Figure 6 shows a chip micrograph of the CMOS pulse generator with a die area of 
590×380µm2, where a 90nm CMOS process with nine metal layers was used. The time-
domain response of the pulse generator is shown in Fig. 7, where the 62.5GHz operating 
frequency is observed at a supply voltage of 1.15V, and the four-level approximation is 
confirmed. 
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Fig. 6. Chip micrograph and specification of 60GHz CMOS pulse generator. 
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Fig. 7. Measured transient response of 60GHz CMOS pulse generator. 
Figure 8 shows carrier frequencies and output powers as function of supply voltage, and 
also shows power consumptions as function of input data rate. The carrier frequency 
increased with supply voltage with inverse proportional relationship, while output power is 
almost unchanged when supply voltage is higher than 0.7V. The linear dependence of 
power consumption on input data rate is confirmed by the measurement data. Since power 
is only consumed at rising edges of the input signal, a low average power consumption is 
observed at 1.5Gbps compared with those in (Maruhashi, 2005; Nakakita, 1997). The power 
consumption for the proposed pulse generator is 11.5mW at a supplies voltage of 1.15V. 
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Fig. 8. (a) Carrier frequency and output power as a function of supply voltage and (b) power 
dissipation as a function of input data rate. 
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In this section millimeter-wave pulse generator was studied. By designing pulse generators 
in digital circuits, a 60GHz millimeter-wave pulse can be generated without using a power-
hungry LO. As a result, the pulse generator consumes a small amount of power 
proportional to input data rate. However, this architecture strictly depends on the used 
technology to achieve higher RF power. We concluded that shorter channel advanced 
CMOS processes would provide better speed and RF power performance.  In the following 
sections, we study the pulse generator architectures consisting of a low-power millimeter-
wave ASK modulator and a 60GHz oscillator in standard CMOS process which is generally 
used for digital processor design.  

2.2 8Gbps 60GHz CMOS ASK modulator 
A millimeter-wave CMOS impulse radio with ASK modulator, as shown in Fig. 9, is 
promising for low-cost and low-power wireless communication, in which a digital switch 
controls a millimeter-wave CMOS ASK modulator in the transmitter. This architecture will 
have less sensitivity to the used CMOS technology than that of a direct millimeter-wave 
pulse generator. The receiver receives 60GHz pulses and converts them to a digital signal 
(Oncu, 2008, a; Lee, 2009). In this section, we study a design of an 8Gbps CMOS ASK 
modulator for a 60GHz millimeter-wave impulse radio. 
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Fig. 9. Block Diagram of millimeter-wave impulse radio with a 60GHz ASK (Amplitude 
Shift Keying) modulator. 

Figure 10(a) shows a conventional millimeter-wave ASK modulator in CMOS (Chang, 2007). 
It consists of an oscillator and a buffer. Millimeter-wave pulses are obtained by turning the 
biasing on and off. Although this architecture has high isolation when the biasing is turned 
off, the switching speed is limited by the stored energy in the oscillator tank. High-speed 
conventional distributed traveling-wave millimeter-wave ASK modulators in compound 
semiconductors have been reported (Mizutani, 2000; Ohata, 2000; Ohata, 2005; Kosugi, 2003; 
Kosugi, 2004). They were realized using distributed shunt switches between the signal and 
the ground line of a transmission line as shown in Fig. 10(b). In this architecture, when the 
switches are off the input signal is transferred to the output and the ASK modulator is in the 
ON state. On the other hand, when the switches are turned on, no input signal is transferred 
to the output and the ASK modulator is in OFF state. The distributed structure requires a 
large number of switches since the resistances of the switches in the OFF state should be 
small to realize a lossy transmission line. 
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Fig. 10. Architectures of conventional (a) high-isolation and (b) high-speed ASK modulators. 

2.2.1 Millimeter-wave CMOS ASK modulator design 
A possible distributed CMOS modulator is shown in Fig. 11(a). However, low-quality 
parasitic capacitances in the switches, which are located on a silicon substrate, are expected 
to degrade the transmission line characteristics. In this study, a reduced-switch architecture 
is used for a high-speed millimeter-wave CMOS ASK modulator as shown in Fig. 11(b). 
Note that the isolation characteristics become degraded upon reducing the number of 
switches since each switch has a leakage to the output. To achieve high isolation with a 
reduced number of switches, the transmission line length between switches is adjusted. 
When the millimeter-wave signal travels from the source to the load, the switches do not 
only dissipate the incident signal, but they also reflect and leak it as shown in Fig. 12. Note 
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Fig. 11. Architectures of (a) distributive and (b) reduced-switch ASK modulators in CMOS 
process. 
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Fig. 12. Illustration of transmitted, reflected, dissipated and leaked signals of a switch in the 
(a) ON and (b) OFF states of the modulator when the millimeter-wave signal travels from 
source to the load. 
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Fig. 13. (a) Impedance transformation along the modulator and (b) calculated reflected, 
dissipated and leaked powers as a function of the transmission line distance between switches. 
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that, in a transmission line, impedance transformation between the two terminals occurs as 
shown in Fig. 13(a). In Fig. 13(b), the calculated leaked, reflected and dissipated powers are 
shown as a function of the distance between switches. Since the dissipated power in the 
switches is insensitive to the transmission line length, reflection should be maximized to 
minimize the leakage. To obtain maximum reflected power and minimum leaked power, the 
switches are separated by a quarter-wavelength distance. In this case, the isolation is 
maximized with a lower number of switches. 
A 60GHz CMOS ASK modulator is designed with three NMOSFET switches and two 
quarter-wavelength transmission lines as shown in Fig. 14. When the digital input is 0V, the 
NMOSFET switches are turned off. Since the parasitic capacitance of each switch in the OFF 
state is negligible, the input impedance of each transmission line is equal to the load 
impedance and the input power is transferred to the output. When the digital input is 1V, 
the switches are turned on. The transmission line with a quarter wavelength transforms the 
low impedance of the switch to a high impedance and reflection is maximized. In this case, 
the leaked power to the output is minimized and high isolation is achieved.  
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Fig. 14. Circuit schematic of the CMOS ASK modulator for 60GHz wireless communication. 

Millimeter-wave NMOSFET models are established by extracting the parasitic components 
based on on-wafer measurements (Doan, 2005). The slow-wave transmission line (SWTL) 
(Cheung, 2003) shown in Fig. 15 is used for implementing the quarter-wavelength 
transmission lines and the networks between the circuit and the pads to reduce the size of 
the modulator. In the SWTL, a slotted ground shield under the signal line is laid orthogonal 
to the direction of the signal current flow. This structure results in the propagating waves 
having lower phase velocity; thus, the corresponding wavelength at a given frequency is 
reduced. A quarter wavelength is obtained using a 450-μm-long SWTL. Note that the 
quarter wavelength would be 850μm if a microstrip line (MSL) was used.  
200Ω gate resistors are inserted to ensure operation with sufficient high-speed. Transient 
internal waveforms are simulated as shown in Fig. 16. A 200ps pulse is applied from the 
data port to analyze the response of the circuit. The total time of the rising and falling gate 
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Fig. 15. Structure of the slow-wave transmission line used in the circuit. 
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Fig. 16. Transient simulation; (a) 200ps applied data pulse, and responses of (b) the gate 
voltage of the NMOSFET switch, and (c) input and (d) output signals. 

voltages is estimated as 125ps, which corresponds to the maximum data rate of 8Gbps. The 
60GHz millimeter-wave ASK modulator is fabricated by a 6-metal 1-poly 90nm CMOS 
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process. The cutoff frequency fT and the maximum operation frequency of the nMOSFET are 
130GHz and 150GHz, respectively. Figure 17 shows a micrograph of the fabricated ASK 
modulator. The size of the chip is 0.8mm × 0.48mm including the pads. The core size is 
0.61mm × 0.3mm. 
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Fig. 17. Micrograph of the fabricated chip. 

2.2.2 Experimental result and discussion 
On-wafer two-port measurements were performed up to 110-GHz with Anritsu ME7808 
network analyzer with transmission reflection modules for the ON and OFF states by 
applying 0V and 1V DC voltages to the gate terminal, respectively. The measured and 
simulated insertion losses of the modulator for the two states are shown in Fig. 18(a) for 
comparison. The insertion losses in the ON and OFF states are 6.6dB and 33.2dB, 
respectively, at 60GHz. Isolation is defined as the insertion loss difference between the ON 
and OFF states, which is 26.6dB. The isolation is nearly flat from 20 to 80GHz, although the 
maximum isolation is measured at 60GHz. As a result, shorter transmission lines may be 
adopted to reduce the insertion loss caused by the SWTL in the ON state of the modulator. 
The simulated isolation is shown at frequencies up to 350GHz in Fig. 18(b) to demonstrate 
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Fig. 18. Measured and simulated (a) insertion loss (S21) of the ASK modulator for ON and 
OFF states and (b) isolation of the ASK. 



 Advances in Solid State Circuits Technologies 

 

266 

the frequency behaviour of the modulator. The minimum isolation appears at 60GHz when 
the electrical length of the transmission lines is λ/4, where λ is the wavelength. Local 
maxima in the OFF-state insertion loss occur at 180GHz and 300GHz, which correspond to 
3λ/4 and 5λ/4, respectively. 
The time-domain response is measured using a 70GHz sampling oscilloscope, a 60GHz 
millimeter-wave source module and a pattern generator. No external filters are applied in 
the measurement. A 60GHz continuous wave is applied to the RF input and the modulator 
is controlled by the pattern generator. The rising and falling times of the applied baseband 
signal are 6ps and 8ps, respectively. The output response for the maximum data rate is 
shown in Fig. 19(a). In Fig. 19(b), the output response is shown for a 125ps single-baseband 
pulse by reducing the scale to 20ps.  
 

(a) (b)

On      On On On

16.6ps

Off       Off Off Off

100ps/div

20ps/div

(a) (b)

On      On On On

16.6ps

Off       Off Off Off

100ps/div

20ps/div

 
Fig. 19. Measured output response of the modulator for (a) an 8Gbps data train and (b) a 
single 125ps data pulse. 

The maximum data rates as a function of the isolation of the millimeter-wave ASK 
modulators are shown in Fig. 20. It can be seen that the isolation and the maximum data rate 
have a tradeoff relationship. The product of the maximum data rate and the isolation of this 
modulator is 170GHz, which is the highest value among multi-Gbps ASK modulators.  

2.3 12.1mW 10Gbps pulse transmitter for 60GHz wireless communication 
In this section, we present a design of a low-power 10Gbps CMOS transmitter (TX) for a 
60GHz millimeter-wave impulse radio, where a 60GHz millimeter-wave CW source and 
ASK modulator circuits are embedded on the same silicon substrate as shown in Fig. 21. An 
8Gb/s CMOS ASK modulator for 60GHz wireless communication is studied in Section 2.2. 
This single-pole-single-throw (SPST) reduced NMOSFET switch architecture is capable of 
high-speed operation without DC power dissipation. Its isolation was maximized by a 
quarter-wave length transmission line which results in a long transmission lines, therefore 
the insertion loss becomes high. Figure 22(a) shows TX configuration which consists of an 
off-chip 60GHz millimeter-wave CW source and an on-chip CMOS modulator. Off-chip 
millimeter-wave source module will increase the size, the total power consumption and the 
cost of the TX system. The oscillator should be embedded in the CMOS chip for a practical 
application. The millimeter-wave CMOS oscillators are commonly designed in differential 
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Fig. 20. Maximum data rates as a function of isolation of the ASK modulators. 
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Fig. 21. Block diagram of a Giga-bit millimeter-wave wireless pulse communication in 
CMOS. 

ended (Huang, 2006). In this design a differential ended CMOS oscillator was designed for a 
60GHz CW source. To utilize the differential-ended output signal, a double-pole-single-
throw (DPST) switch was proposed for modulator as shown in Fig. 22(b). 

2.3.1 60GHz pulse transmitter design 
2.3.1.1 60GHz CMOS CW Signal Source Design 

Figure 23 shows the schematic of the on-chip 60GHz CW source circuit which consist of two 
sub-blocks, a 60GHz oscillator and a buffer. The oscillator generates a 60GHz CW signal and 
the buffer drives the ASK modulator. The 60GHz oscillator contains an on-chip transmission 
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Fig. 22. Architecture of (a) a single-ended millimeter-wave pulse transmitter with off-chip 
60GHz CW source and (b) a proposed differential-ended pulse transmitter with on-chip 
60GHz CW source. 
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Fig. 23. Circuit schematic of a 60GHz millimeter-wave continues-wave (CW) source. 

line resonating tank with a MOS capacitor and two cross-coupled MOSFETs which realize a 
negative conductance in parallel with the tank. The size of the devices was chosen by 
considering the parasitic and the process variations to keep the resonation at the 60GHz 



Millimeter-Wave CMOS Impulse Radio  

 

269 

millimeter-wave band. The active device and the MOS capacitor models were obtained from 
the foundry. The transmission lines were characterized by a 3D full-wave electromagnetic 
field simulation using high-frequency structure simulator (HFSS). 
The bias voltage does not only affect the negative conductance but also power consumption. 
High supply voltage results in a high-power dissipation. Even though a maximum 1.2V 
supply voltage is allowed in this CMOS process, it is simulated in spectre RF that the 
oscillation starts when the supply voltage is approximately 0.9V. 0.1V was decided as a 
margin and the supply voltage was set to be 1V for low-power operation. 

2.3.1.2 Millimeter-wave Differential Ended CMOS ASK Modulator Design 

Figure 24 shows the 60Hz differential ended CMOS ASK modulator. It is designed by a 
DPST switch consisting of a parallel connected two SPST switches. The inputs are connected 
to the complementary outputs of the on-chip 60GHz signal source. The gates of the switches 
are controlled by binary data. Each SPST switch is designed with two NMOSFET switches 
and a transmission line, TL1 as shown in Fig. 24. When the digital input is 0V, the 
NMOSFET switches are turned off. Since the parasitic capacitance of each switch in the OFF 
state is negligible, the input impedance of each transmission line is equal to the load 
impedance and the input power is transferred to the output as shown in Section 2.2 Fig. 
12(a). When the digital input is 1V, the switches are turned on. The transmission line 
transforms the low impedance of the switch to high impedance and reflection is increased. 
In this case, the leaked power to the output is reduced and isolation is improved as shown 
in Section 2.2 Fig. 12(b). 
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Fig. 24. Circuit schematic of the differential-ended ASK modulator for 60GHz millimeter-
wave pulse transmitter. 

The isolation is theoretically maximized when the switches are separated by a quarter-
wavelength transmission line however long transmission lines result higher insertion loss. 
The isolation was maximized with two quarter-wavelength transmission lines whose total 
length is 900μm which results in 6.6dB insertion loss in Section 2.2. The isolation is nearly 
flat from 20 to 80GHz, although the maximum isolation is measured at 60GHz. As a result, 
shorter transmission lines may be adopted to reduce the insertion loss caused by the on-chip 
transmission line in the ON state of the modulator. In this CMOS technology, the length of a 
quarter-wavelength transmission line is 600μm. We designed the switch with a 300μm long 
transmission line where the isolation will slightly degrade but the insertion loss will 
improve. 
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2.3.2 60GHz pulse transmitter measurement and discussions 
The proposed pulse transmitter, a 60GHz millimeter-wave source and an ASK modulator 
test circuits were fabricated by an 8-metal-1-poly 90nm CMOS process with a rewiring layer 
fabricated by a wafer-level chip-scale package (W-CSP). Figure 25 shows the micrographs of 
the pulse transmitter chip. In this design, the pitch of radio frequency and the biasing pads 
are designed 150μm. 
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Fig. 25. Micrograph of the fabricated 60GHz pulse transmitter chip. 
2.3.2.1 60GHz CW signal source 

The spectrum of the 60GHz CW signal source was measured using an Agilent E4407B 
spectrum analyzer and an Agilent 11970V 50-75GHz harmonic mixer. A 60GHz continues-
wave signal was measured at the output of the circuit whose spectrum is shown in Fig. 26. 
In this measurement setup, the total power loss of the probe, cables, connecters and 
harmonic mixer is approximately 42dB. It was observed that the fabricated chip starts to 
oscillate when the bias voltage is larger than 0.7V. The measured operating frequency as a 
function of supply voltage is plotted in Fig. 27(a). Figure 27(b) shows the power dissipation 
and millimeter-wave RF power as a function of the supply voltage from 0.7V to 1.4V. As the 
supply voltage increases, the power dissipation rapidly increases. However, the millimeter-
wave output power saturates when the supply voltage reaches near to 1V. The power  
 

 
Fig. 26. Measured output spectrum of the 60GHz CW source. 
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Fig. 27. Measured (a) operating frequency of the oscillator and (b) power dissipation and 
output millimeter-wave power of the oscillator as a function of supply voltage. 

dissipation was measured to be a 19.2mW at a maximum allowed supply voltage of 1.2V.  
We reduced to the supply voltage to 1V for low-power operation where the millimeter-wave 
output power was measured to be -20.7dBm and power dissipation of 12.1mW. In this 
study, we found out that our layout versus schematic verification software had not been 
functioning properly while we had been designing the circuit using this 90nm CMOS 
technology first time. The core of the oscillator operates properly; however, because of the 
verification error in the layout, we noticed that the buffer attenuates the generated 
millimeter-wave signal by 18dB although it was designed to have 10dB gain. 
2.3.2.2 Millimeter-wave CMOS ASK Modulator 
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Fig. 28. Measured (a) insertion loss (S21) and (b) reflection loss (S11) of the ASK modulator 
for ON and OFF states. 

The scattering parameters of the ASK modulator test circuit were measured on-wafer up to 
110GHz with Anritsu ME7808 network analyzer with transmission reflection modules for 
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the ON and OFF states, respectively. The measured insertion losses of the modulator for the 
two states are shown in Fig. 28(a). When the gate voltage is 0 volt, the insertion loss was 
measured to be a 2.3dB at 60GHz. When the gate voltage was increased to VDD, the 
insertion loss became 25.8dB therefore isolation was calculated to be 23.5dB at 60GHz, 
which is defined as the insertion loss difference between the ON and OFF states. Figure 
28(b) shows the measured reflection of loss of the modulator for the two states. When the 
modulator is ON, S11 is lower than -10dB up to 75GHz and it was measured to be a -16.2dB 
at 60GHz where it was matched to 50Ω system. When the modulator was turned on by 
increasing the gate voltage, the S11 became -5.2dB. The maximum data rates as a function of 
the isolation of the millimeter-wave ASK modulators are shown in Fig. 29. It can be seen 
that the isolation and the maximum data rate have a tradeoff relationship. The product of 
the maximum data-rate and the isolation of this modulator is slightly less than the previous 
work in Section 2.2 but its maximum data is increased by 2Gbps and the insertion loss is 
improved by 4.3dB. 
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Fig. 29. Maximum data rates as a function of isolation of the ASK modulators. 
2.3.2.3 60GHz Pulse Transmitter 

The time-domain response of the pulse transmitter was measured using an Agilent 
Infiniium DCA 86100B wide-bandwidth oscilloscope with an Agilent 86118A 70GHz remote 
sampling module. The chip was measured by on-waver. The output is connected to the 
sampling oscilloscope by on-wafer probe and cables. The measurements were performed 
without any external filters at the output. The internal impedance of the measurement 
equipment is equal to a 50Ω. Figure 30(a) and Fig. 30(b) show the output response for 1Gbps 
and 10Gb/s respectively. Due to the high-speed binary base-band signal leakage from the 
gate, the baseline varied. Especially the leakage became stronger at 10GHz but it will not 
distort the transmitted millimeter-wave signal since the base-band leakage will be filtered 
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out in the 60GHz band antenna. The RF power can be measured from the time-domain 
response shown in Fig. 31. The maximum peak-to-peak voltage was measured to be 45mV 
for a 50Ω load impedance. It corresponds to -23dBm peak power. By using this circuit up 
10Gbps short-range wireless or proximity communication can be realized a power 
dissipation of 12.1mW. Our study showed us that with a proper buffer design and improved 
layout verifications, the output RF power would be increased up to a few dBm with an 
additional cost of a few tens of mW power dissipation for longer range applications. 
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Fig. 30. Measured output response of the transmitter for (a) a 1Gb/s and (b) a 10Gb/s data 
trains. 

3. 60GHz CMOS pulse receiver 
In the past few years, millimeter-wave quadrature amplitude modulator (QAM) receiver 
circuits in the short-channel standard CMOS process have been reported with a several 
Gbps data rate and a better energy-per-bit efficiency than WLAN and UWB (Pinel , 2007). 
Conventional QAM receivers downconvert the received millimeter-wave signal to baseband 
using one or two voltage-controlled oscillator (VCO) and phase-locked loop (PLL) circuits. 
However, these building blocks consume several tens of mW. Additionally, total power 
consumption further increases using an analog-to-digital converter and a high-speed 
modulator, particularly when the data rate exceeds 1Gbps. By removing these power-
hungry building blocks, 2Gbps and 5Gbps millimeter-wave CMOS impulse radio receivers 
were developed with a better power efficiency. The 2Gbps receiver detects millimeter-wave 
single-ended pulses using a single-ended CMOS envelope detector, and high-speed data is 
only processed using a limiting amplifier. The second receiver design contains a differential 
envelope detector, a voltage control amplifier, a current mode offset canceller and the data is 
processed using a high-speed comparator with hysteresis. In this section, 2Gbps and 5Gbps 
millimeter-wave CMOS impulse radio receivers will be studied.  

3.1 19.2mW 2Gbps CMOS pulse receiver 
The general architecture of conventional millimeter-wave QAM receivers is shown in Fig. 
31(a), where the received signal is downconverted using a local oscillator (LO) consuming a 
power of several tens of mW (Razavi, 2007; Mitomoto, 2007). Also, total power dissipation 
will even increase using a high-speed analog-to-digital converter (ADC) and a high-speed 
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demodulator (DMOD), particularly for the multi-Gbps data rate. Instead of using an LO, an 
ADC and a DMOD, a low-power CMOS pulse receiver is proposed in this work for multi-
Gbps wireless communication, as shown in Fig. 31(b). The architecture is adopted from that 
of optical communication receivers due to the similarity between an optical pulse and a 
millimeter-wave pulse. In the following sections, the pulse receiver design and the 
measurement results are presented.  
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Fig. 31. Architectures of (a) a conventional 60GHz receiver and (b) the proposed 60GHz 
pulse receiver. 

3.1.1 19.2mW 2Gbps CMOS pulse receiver design 
Multi-Gbps communication will have low power consumption when a received signal is 
detected without using a high-frequency LO and high-speed data are processed using only a 
limiting amplifier (LA), as shown in Fig. 31(b). Figure 32(a) shows the widely used optical 
receiver architecture (Narasimha, 2007; Le, 2004). By adopting a similar principle, a 60GHz-
band CMOS pulse receiver used for investigating the above concept is shown in Fig. 32(b). 
Here, a low-noise amplifier (LNA) is not implemented in this work to determine the 
inherent features of the millimeter-wave pulse receiver. As a result, the receiver consists of a 
nonlinear amplifier (NLA), a five-stage LA, an off-set canceller and an output buffer. To 
detect the millimeter-wave pulses, a metal-insulator-insulator-metal (MIIM) diode 
(Rockwell, 2007) or a Schottky diode (Sankaran, 2005) was conventionally used. However, 
the MIIM diode is used in special CMOS process, thus increasing the cost of the pulse 
receiver. And a Schottky diode is not always available in general design rules. To overcome 
this issue, a common-source amplifier, utilizing a square-law relationship between the drain 
current Id and the gate voltage Vg of an NMOSFET, is used as a detector. In the NLA, Vg is 
adjusted to maximize ∂2Id/∂Vg2 to detect the envelope of the millimeter-wave pulses 
efficiently. At the output of the NLA, the base-band signal is generated as shown in Fig. 33. 
The remainder of the circuitry is designed in the same way as for similar types of optical 
receivers.  
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Fig. 32. (a) Typical optical receiver architecture and (b) diagram of receiver block in this 
work to realize the proposed pulse receiver. 
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Fig. 33. Nonlinear pulse detection using a common-source amplifier. 

3.1.2 Measurement and discussions 
The receiver was fabricated by a 90nm CMOS process. A micrograph of the receiver is 
shown in Fig. 34. The millimeter-wave switch in Section 2.2 was used for measurement. A 
60GHz continuous-wave (CW) signal applied to the switch input is modulated using a 
pattern generator in a bit-error-rate tester (BERT). To filter out base-band fluctuations due to 
switching, a V-band waveguide is inserted between the transmitter and the receiver. Before 
applying the pulses to the receiver input, the average pulse power is measured using a 
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millimeter-wave power meter. The 60GHz pulses and the demodulated digital signals 
transmitted at a data rate of 2Gbps are shown in Fig. 35. The eye diagram and bit-error rate 
(BER) of the receiver are obtained using 231-1 bits of pseudo-random data. The eye diagram 
of the receiver is shown in Fig. 36 for the data rates of 1 and 2Gbps. In both cases, clear eye 
openings are observed. The output was 313mV peak to peak. The measured BER with 
respect to the average pulse power is plotted in Fig. 37 for 1 and 2Gbps data rates. The 
theoretical BER curves for the case of square-law detection are fitted to the measured data, 
the shapes of which agree with the square-law detection theory. The BER of the pulse 
receiver decreases more rapidly with increasing input power than that of a linear-detection 
receiver.  
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Fig. 34. Micrograph of the pulse receiver. 
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Fig. 35. Receiver input and output waveforms for pseudo-random data. 
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Fig. 36. Eye diagram with 231-1 random bits of data at 1 and 2Gbps data rates. 
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Fig. 37. Bit error rate with 231-1 random bits of data at 1 and 2Gbps data rates. 
The total power consumption of the pulse receiver including the buffer is 19.2mW. To 
compare between this receiver and optical receivers, a figure of merit FOM is determined as 
G•DR/PDC, where G is the power gain, DR is the data rate, and PDC is the power 
consumption. The product of G and DR is plotted as a function of PDC, as shown in Fig. 38, 
where the FOMs are given by the slope. The FOM of this receiver is a slightly better than  
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Fig. 38. Product of gain and data rate as a function of power dissipation for the receivers in 
this work and previously reported optical receivers. 
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those of other reported optical receivers. It was shown by measuring the scattering 
parameters that suitable input matching would increase the power gain by 4.9dB. The 
receiver is also compared with recently reported millimeter-wave receivers in Table 1. Note 
that digital codes are provided at the output with only 19.2mW of the power consumption 
using the proposed pulse receiver. 
A low-power 60GHz-band CMOS pulse receiver was proposed for multi-Gbps wireless 
communication. Using a 90nm 1P6M standard CMOS process, the proposed pulse receiver 
achieved a 2Gbps data rate with a total power dissipation of 19.2mW, which consumes less 
power than recently reported 60GHz receivers. The performance of this pulse receiver 
indicates the possibility of new low-power multi-Gbps wireless communication at the 
60GHz band. 
 

 DC Power Missing Building Blocks 
This Work 19.2mW LNA 
(Afshar, 2008) 24mW PLL, DMOD 
(Parsa, 2008) 36mW DMOD 
(Scheir, 2008) 65mW DMOD 
(Razavi, 2007) 80mW DMOD 
(Mitomoto, 2007) 144mW DMOD 

Table 1. Comparison of 60GHz receivers. 

3.2 49mW 5Gbps CMOS receiver 
The receiver circuit in Section 3.1 operates up to a 2Gbps data rate with a total power 
dissipation of 19.2mW, consuming less power than conventional 60GHz millimeter-wave 
QAM receivers. However, it suffers from input common-mode noise, sensitivity to supply 
voltage, and an insufficient data rate for 4.5Gbps wireless high-definition multimedia 
interface applications. To overcome these issues, a fully differential 5Gbps millimeter-wave 
CMOS impulse radio receiver in an 8M1P 90nm standard CMOS process was realized. The 
receiver contains an on-chip matching circuit, a fully differential envelope detector, a 
voltage-controlled amplifier (VGA), a current-mode offset canceller, a high-speed 
comparator with hysteresis.  

3.2.1 49mW 5Gbps CMOS receiver design 
A block diagram of the proposed receiver is shown in Fig. 39. The on-chip matching 
network is used for 50Ω impedance matching and also helps reject the off-band signals. The 
envelope detector detects the envelope of the received pulses; the VGA amplifies the 
received signal to the required level, and then the high-speed comparator processes the 
signal. The current-mode offset canceller circuit both cancels the offset due to the 
mismatching of the differential amplifiers through the receiver chain and drives the 
NMOSFETs of the fully differential envelope detector. 
Input signals are first given to the fully differential envelope detector through the input 
matching circuit. In practical applications an LNA will be included at the input of the 
receiver. Unlike the single-ended LNA, the differential LNA is superior in terms of 
common-mode noise rejection (Sun, 2006). The degradation of the common-mode noise will 
be stronger for an impulse radio receiver since the analog front-end and the logic circuits 
share the same substrate. To solve this issue, a fully differential CMOS envelope detector is 



Millimeter-Wave CMOS Impulse Radio  

 

279 

designed. The fully differential envelope detector (FDD) is shown in Fig. 40, along with a 
conventional single-ended detector (SED) for comparison. The SED used in Section 3.1 only 
detects single-ended pulses. In the proposed FDD, the differential signals are applied to the 
gates of two parallel NMOSFETs with the same size. Also, an active balun is used for 
generating a differential output and common-mode rejection as shown in Fig. 40. The FDD 
rejects common-mode noise from the substrate and power line. 
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Fig. 39. Block diagram of fully differential 60GHz band millimeter-wave CMOS impulse 
radio receiver. 
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Fig. 40. Millimeter-wave CMOS envelope detector circuits. 
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Fig. 41. Second-order nonlinearities with respect to drain current and to gate voltage. 

To improve the immunity of PVT variations, current-mode offset canceller is proposed. The 
envelope detector circuits, driven by the offset canceller as well as 60GHz input pulses, 
detect the envelope of the pulses using the square-law relationship between the drain 
current Id and the gate voltage Vg of the NMOSFETs. In (Oncu, 2008, a), Vg was adjusted to 
maximize ∂2Id/∂Vg2 to detect the envelope of the millimeter-wave pulses efficiently, where 
Vg is determined by the output common-mode voltage of the limiting amplifier. Here, the 
simulated second-order nonlinearity with respect to Id is shown in Fig. 41, along with that 
with respect to Vg for comparison. The maximum nonlinearity is obtained when the 
transistor is biased in the moderate inversion region in both cases. However, since the peak 
characteristics of the nonlinearity with regard to Id are flatter than that with regard to Vg, the 
nonlinearity is insensitive to the deviation from the maximum point due to the PVT 
variations when the drain current Id is adjusted with respect to a reference current Iref and 
the envelope of the millimeter-wave pulses is efficiently detected. To utilize this advantage, 
the current-mode offset canceller is used, which contains a level shifter, a low-pass filter, a 
voltage-independent reference current generator, and a VI converter.  
A high-speed comparator with hysteresis is used in this design to process the input signal 
with rejecting a noise. Its circuit schematic is shown in Fig. 42. It has three subcirctuis: a 
positive-feedback decision circuit, a predriver, and a line driver. In the positive-feedback 
decision circuit, a differential driver and a positive-feedback load are composed of 
NMOSFETs to realize high speed with moderate bias current. No stacking transistor is used 
in the load to maximize an output voltage swing. Two current mirrors by PMOSFETs are 
used between the driver and the load. Since the operating speed of the PMOSFET current 
mirrors has to be improved to realize high-speed operation, higher overdrive voltage is 
applied to the PMOSFETs than to the NMOSFETs. The predriver utilizes a PMOSFET 
differential pair to obtain sufficient bias voltage since the output common-mode voltage of 
the positive-feedback decision circuit is reduced. The CMOS line driver is used for the final 
stage. The comparator test circuit is measured at a data rate up to 6Gb/s with 500mVpp 



Millimeter-Wave CMOS Impulse Radio  

 

281 

output voltage swing at a supply voltage of 1.2V and a current of 11.9mA, where the power 
consumption of the line driver is included. 
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Fig. 42. High-speed CMOS comparator with hysteresis. 

3.2.2 Measurement and discussion 
The fabricated receiver is measured using an on-wafer probe station. The chip micrograph is 
shown in Fig. 43, where the chip size is 950µm × 750µm. The input reflection coefficient of 
the receiver was measured using a 4-port network analyzer. S11dd is less than -10dB at 
frequencies from 60GHz to 64GHz. Using an 8Gbps ASK CMOS modulator in Section 2.2 
millimeter-wave pulses are generated to characterize the dynamic behaviour of the receiver. 
62GHz differential ended pulses are applied to the input of the receiver using a magic tee, 
and the receiver is also tested using single-ended pulses. The receiver can receive 62GHz 
short-pulses in a time as short as 200ps. The measured receiver sensitivity is approximately -
20dBm, which is suitable for high-speed millimeter-wave proximity communication 
applications. An LNA and a high-gain antenna will improve the sensitivity for long-range 
applications. An eye diagram of the receiver is obtained using 231-1 pseudorandom bits of 
data. The eye diagram obtained at a data rate of 5Gb/s data requires a total power 
consumption of 49mW. Measured results of the receiver performance are summarized in 
Fig. 44. The power consumptions of recently reported wireless digital receivers are 
compared in Fig. 45. The slope shows the figure of merit and the energy per bit. The graph 
shows that millimeter-wave receivers have better power efficiency than WLAN and UWB 
(Nathaward, 2008; Zheng, 2008). The millimeter-wave impulse radio receiver consumes the 
lowest energy per bit. The impulse receiver in Section 3.1 and the present impulse receiver 
have approximately the same energy-per-bit consumption of 9.8pJ/bit. However, this 
receiver is 2.5 times faster than that in Section 3.1. It is verified that millimeter-wave pulse 
receivers require low-power for high-speed communication. The 60GHz millimeter-wave 
band pulse communication can be used for low-power several Gbps wireless multimedia 
communication applications using a standard CMOS process. 
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Fig. 43. Chip micrograph. 
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Fig. 44. Summary of measured results of the receiver. 
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Fig. 45. Comparison of power consumption with respect to data rate of recently reported 
wireless communication devices. 

4. Conclusion 
Millimeter-wave impulse radio for low-power high-speed wireless communication was 
studied. Because of the several GHz license free bandwidth of the 60GHz band, the 
millimeter-wave impulse radio was optimized to operate at 60GHz band. To study the 
important building blocks of the millimeter-wave impulse radio, five prototype CMOS 
circuits, operating at 60GHz band, were successfully realized using 90nm standard CMOS 
processes from various foundries. A millimeter-wave CMOS pulse generator, a high-speed 
millimeter-wave ASK modulator, a 60GHz pulse transmitter circuit, 2 and 5Gbps 
millimeter-wave CMOS pulse receivers are studied for a realizing low-power and high-
speed millimeter-wave impulse radio. 
A carrier-less 60GHz CMOS pulse generator was fabricated using a 6-metal 1-poly 90nm 
CMOS process. By designing pulse generators in digital circuits, a millimeter-wave pulse 
can be generated without using a power-hungry LO. As a result, the pulse generator 
consumes a small amount of power proportional to input data rate. 
After that to provide a better RF performance using available CMOS technologies, pulse 
transmitter circuits containing a high-speed millimeter-wave ASK modulator and a 60GHz 
oscillator were studied. A 60GHz millimeter-wave band ASK modulator was successfully 
fabricated using a 6-metal 1-poly 90nm CMOS process. The maximum isolation at 60GHz 
was obtained by adjusting the transmission line length. The isolation and maximum data 
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rate of the switch were measured to be 26.6dB and 8Gbps, respectively. The ASK modulator 
does not consume DC operating power. Results indicate that a very high data-rate can be 
obtained at a 60GHz millimeter-wave band using a standard CMOS process. 
Then, a 60GHz pulse transmitter circuit and to study its building blocks, a 60GHz 
millimeter-wave CW signal source and a millimeter-wave ASK modulator circuits were 
successfully fabricated by an 8-metal 1-poly 90nm CMOS process. The RF power of the 
60GHz CW signal source circuit was measured to be -20.7dBm. The isolation of the ASK 
modulator was measured to be 23.5dB at 60GHz. The insertion loss of the modulator is 
2.3dB which is 4.3dB better than that of the previous ASK modulator. The data-rate and 
output peak-to-peak voltage on a 50Ω load of the transmitter was measured up to 10Gb/s 
and 45mV respectively. The total power dissipation of the transmitter is 12.1mW. The results 
indicate that a short-range, multi-Gb/s data-rate and low-power 60GHz millimeter-wave 
band wireless communication can be realized using a sub-100nm CMOS technology. 
In this study, a low-power 60GHz-band CMOS pulse receiver was proposed for multi-Gbps 
wireless communication. To investigate low-power and high speed pulse receivers, at first a 
prototype of a 60GHz pulse receiver was realized using a 90nm 1poly-6metal standard 
CMOS process. The proposed pulse receiver achieved a 2Gbps data rate with a total power 
dissipation of 19.2mW, which consumes less power than recently reported 60GHz receivers. 
The performance of this pulse receiver indicates the possibility of new low-power over-
Gbps wireless communication at the 60GHz band.  
Then, to suppress the input common-mode noise, sensitivity to supply voltage, and reach a 
sufficient data rate for 4.5Gbps wireless high-definition multimedia interface (HDMI) 
applications, a prototype of a differential ended 5Gbps 60GHz pulse receiver was 
successfully realized in a 1poly-8metal standard 90nm CMOS process. It receives up to 
5Gbps millimeter-wave pulses with a power consumption of 49mW. Both pulse receivers 
have approximately same energy-per-bit consumption but the second one operates 2.5 times 
faster than the first one. It is verified that millimeter-wave pulse receivers require low-
power for high-speed communication. 
Millimeter-wave pulse transmitter and receiver architectures were discussed in this chapter, 
where pulse signals can be received without using an LO nor an ADC by adopting 
asynchronous detection, which will lead to the realization of a low-power millimeter-wave 
wireless transceiver system. The study of CMOS millimeter-wave impulse radio will 
encourage the widespread adoption of consumer millimeter-wave applications. 
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1. Introduction 
Power amplifiers (PAs) determine much of the efficiency and linearity of transmitters in 
wireless communication systems, both on the base station side and in the handset device. 
With the move to third-generation (3G) communication systems as well as other systems 
such as Ultra-Wideband (UWB), a higher linearity is required due to envelope variations of 
the radio frequency (RF) signal. The traditional way of guaranteeing sufficient linearity is 
backing off the PA; however, this results in a significant drop in efficiency, and thus in 
reduced battery lifetime for the handheld device and increased cooling requirements for the 
base station. With the current energy costs, and increased density of base stations, this is fast 
becoming an important issue. 
A second issue in current wireless communication systems is the requirement for a certain 
range of transmitter output power control, e.g. for 3G systems. Depending on the distance to 
the base station, a difference in handset output power in the range of tens of dB may occur. 
If the PA efficiency is peaking for maximum output power, and is reduced considerably for 
lower output power, the average efficiency of the transmitter calculated over its full output 
power range of operation will be low. Thus, efficiency improvement for lower output power 
is an important aspect in transmitter design. 
Moreover, current wireless communication handsets require a multi-band/multi-standard 
approach, so that several communication standards are incorporated in one device. Ideally 
this would all be achieved by one PA, but current standard is that multiple PAs are used for 
multiple standards, in worst case each with its bulky, costly output filter.  
In order to address efficiency and linearity issues, different transmitter architectures have 
been proposed and implemented throughout the years, such as for instance Envelope 
Elimination and Restoration (EER) or Envelope Tracking (ET), varieties of polar 
transmission where the envelope and phase of the signal are processed separately. Also, 
different PA architectures have been used, such as Doherty and switched mode amplifiers, 
often complemented with linearity-improving measures such as digital predistortion or 
feedback.  
With the coming of age of handset production, cost effectiveness has driven wireless 
communication transceiver design to higher levels of integration. As many building blocks 
as possible are integrated on the same chip, and the use of external bulky filters is avoided if 
possible. CMOS technology has been the main choice for this development, due to the 
possible integration of digital, mixed-signal and analog circuits. However, CMOS was not 
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suitable for PA design due to frequency, output power, efficiency and linearity 
requirements. Thus, the stand-alone PA has long been manufactured in III-V technologies or 
specialized technologies such as LDMOS. 
In recent years however, CMOS technology has evolved for radio frequencies in two ways: 
(1) Decreasing device dimensions have resulted in higher clocking frequencies, thus e.g. 
providing the opportunity for clocking speeds of several times the RF frequency; (2) The 
technology provides special RF properties such as thick top metal, allowing for e.g. 
integrated inductors or transformers with high quality factor. These two technology trends 
have enabled a higher level of transmitter integration. In combination with the use of 
switches, for which CMOS devices are extremely suitable, so-called digitally assisted RF 
transmitters have been designed, that is, transmitters where building blocks are switched on 
or off by means of digital control signals, or biasing settings are changed based on digital 
signals.  
Recently transmitter design research has taken the next step: increasingly using digital 
techniques for the full transmitter. A fully integrated GSM radio has been presented with 
all-digital phase and amplitude signal paths, including an all-digital phase-locked loop. 
Other examples are a class-E switched mode PA with pulse-width and pulse-position 
modulation (PWPM) implemented with all-digital blocks, an array of power mixers, 
controlled by digital logic, and an array of digitally controlled cascode transconductance 
stages not unlike current-steering digital-to-analog converters, referred to as digital-to-RF 
conversion. However, efficiency over a wide power range is still a major concern, as will be 
shown. 
In this chapter an overview of switched-mode power amplifiers will be presented. This will 
be followed by an overview of transmitter architectures suitable for switched-mode 
transmitters; direct modulation as well as polar and Cartesian modulation will be described 
by looking at traditional architectures and recent developments, with focus on switched-
mode implementations, resulting in a future outlook for integrated transmitter design for 
wireless communication. 

2. Power amplifier technology issues 
Generally a switched-mode (SM) amplifier consists of one or more transistors that are 
behaving as a switch, that is, having an on- and an off-stage, ideally without on-resistance and 
near-zero raise- and fall time. These conditions can be approximated by heavily overdriving 
the transistor input, and by operating the device at significantly lower frequencies than the 
device’s ft. The SM transistor is thus used differently than normal amplifier transistors, 
which are generally used as either current, voltage or transconductance amplifying elements. 
Overdriving the transistor input, however, has certain consequences: the device will act 
non-linearly, and small-signal models are not always valid. Moreover, for wireless 
communication applications the difference between operating frequency and device unity 
gain frequency ft is rather small – this in contrast to e.g. audio applications, where switched-
mode techniques have been used extensively. In this section we will first discuss power 
amplifier technology issues, and then address losses in switched-mode power amplifiers. 

2.1 PA technology aspects 
It is only fairly recent that CMOS technology has come up as an alternative for integrated 
circuit power amplifier design, as CMOS previously was not suitable for PA design due to 
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frequency, output power, efficiency and linearity requirements. Thus, stand-alone PAs have 
long been manufactured in III-V technologies such as GaAs or GaN, or specialized 
technologies such as LDMOS or SiGe bipolar junction transistors. 
Largely driven by the drive for integrating more digital functionality on the same chip area, 
CMOS devices have continued to shrink in device dimensions, basically following Moore’s 
law. Accordingly, transistor ft and fmax are expected to rise to several hundreds of GHz, thus 
allowing for circuit operation in excess of 100GHz (Niknejad et al., 2007). 
However, the trend of shrinking device dimension comes with certain distinct 
disadvantages for analog circuit design, and more specifically for PA design. Due to 
shrinking oxide thickness, the breakdown voltage of the devices is reduced, implying that 
supply voltages must be reduced for safe operation. This has implications for CMOS PAs, as 
the maximum output power, assuming load-line matching, is then given by 

 Pout = VDD2/2Rl  (1) 

such that in a 50Ω system, and a supply voltage of 1V, the output power is limited to 10mW 
or 10dBm. Thus, impedance transformation must be used so that the amplifier sees a lower 
impedance. This is practically limited to 1-5Ω; Having such a low impedance makes the PA 
efficiency very sensitive to parasitic series resistance in the output network, because of 
conduction losses: A 0.1mΩ parasitic resistance in series with a load resistance of 1Ω gives a 
loss of 10%. 
Due to these increasing technology limitations, in modern CMOS deep-submicron 
technologies special transistors are provided having a thicker gate oxide and thus allowing 
for higher supply voltage. 

2.2 Losses in switched-mode amplifiers 
Looking at RF power amplifiers, we want to have an output signal at the frequency of 
interest – usually the fundamental frequency, sometimes a harmonic – but no disturbing 
output signals at other frequencies. In other words, some filtering must be performed in 
order to use a switch in a power amplifier.  
The ideal waveforms for a switched-mode (SM) transistor in a PA, assuming a broadband 
load, are shown in Fig. 1. From this figure it can be seen that the voltage and current are 
ideally never non-zero simultaneously, thus no power is consumed, and ideally a 100% 
efficiency can be achieved. However, considerable power is generated at harmonic 
frequencies. Thus the maximum theoretical efficiency for this broadband SM PA is slightly 
larger than 80%, achieved at a 50% duty cycle. 
In order to reduce the power present in harmonic frequencies, a tuned amplifier can be 
used. This can be implemented in several ways. One way is by introducing harmonic shorts 
in parallel to Rl in Fig. 1, so that harmonics other than the desired frequency are grounded. 
The maximum theoretical efficiency now reaches 100%, however, for relatively low duty 
cycles (and thus very short pulses and low output power) (Cripps, 1999, p. 153).  
Another strategy is to have a resonance circuit in series with Rl, to make sure that only the 
desired frequency signal is passed on. This issue will be explored more in the section on 
class-F amplifiers. 
Device and switching losses 

Aside from the harmonic losses discussed in the previous section, some other losses can be 
identified in a SM amplifier/transistor (El-Hamamsy, 1994). First of all, the transistor will 
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                                               (a)                                                                        (b) 

Fig. 1. An ideal switched-mode (SM) power amplifier, (a). Schematic, (b). Voltage and 
current waveforms. 

suffer from non-idealities, of which one is a non-zero on resistance. This will cause a non-
zero voltage drop and thus so-called conduction loss, resulting in reduced efficiency. 
Secondly, the transistor will have non-zero rise- and fall times, potentially causing the 
current and voltage to be non-zero simultaneously. Also CMOS subthreshold current will 
contribute to this. 
Thirdly, dynamic losses due to charging and discharging of parasitic capacitors must be 
taken into account – the switching losses. These are proportional to the switching frequency 
f, and will likely dominate for RF applications.  
Other losses 

External elements such as output networks may cause losses as well, for example a tuning 
or impedance transformation network consisting of on-chip or discrete passive elements. 
These inductors and capacitors will include parasitics such as capacitances or series 
resistances. These may cause power dissipation and thus reduce the amplifier efficiency. 
A MOSFET is very suitable as a switch, toggling between the off mode for low gate-source 
voltage VGS, and the triode region for high VGS. The on resistance of the device is then given 
by 

 Ron = (L/W)· (k’(VGS – Vt - VDS))-1  (2) 

where L is the transistor length, W the transistor width, k’ the transistor gain factor, Vt the 
threshold voltage, and VGS and VDS the gate-to-source and drain-to-source voltage, 
respectively. 
The on resistance can thus be minimized by choosing a large ratio W/L. Having a low 
resistance decreases the conduction losses caused by the switch. Other considerations of 
interest for PA design are the current density capacity and parasitic capacitances. The 
former is important if high output power is desired and the supply voltage is low. A larger 
width increases the current capacity. The parasitic capacitance may, however, cause 
increased dynamic losses, thus potentially decreasing the efficiency especially at high 
frequencies.   
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3. CMOS switched-mode power amplifiers 
Now that general technology issues have been discussed, SM amplifiers for radio 
frequencies will be addressed in this section, and an overview will be given of specific 
CMOS implementations. 

3.1 Switched-mode amplifier classes 
In amplifier theory, several different switched-mode types are established: the classes D, E 
and F (Cripps, 1999; Raab, 2001). They will briefly be addressed below, before looking into 
CMOS implementations in the next section. 
Class-D 

Class-D amplifiers use a double-switch structure, with a series resonance circuit (see Fig. 2). 
The output current is alternatingly supplied by each switch, similar to a push-pull 
configuration. The simplest implementation for the two switches is an inverter. The 
maximum theoretical efficiency is 100%, with a square-wave voltage and a half-wave 
rectified sine wave current in each device. In that case the voltage contains only odd 
harmonics, and the current even harmonics. 
 

 
                                               (a)                                                                        (b) 

Fig. 2. Simplified schematic of a class-D amplifier, (a). A voltage-mode amplifier, (b). A 
current-mode amplifier. 

This amplifier may also be implemented as current-mode (see Fig. 2b). Instead of having a 
series resonance circuit in series with the load, a parallel resonance circuit is then used at the 
output of the amplifier. In that case the current approximates a square-wave, containing odd 
harmonics, while the drain voltage for each device approximates a half-wave rectified sine 
wave. It has been shown that a high efficiency can be achieved, assuming the amplifier can 
be designed for Zero Voltage Switching (Long et al., 2002; Kobayashi et al., 2001).  

Class-E 

A class-E amplifier consists of a single switching device with a carefully tuned output 
network. The voltage derivative, close to the timing point when the device is switched off, is 
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designed to be very small (so-called Zero Voltage Switching, ZVS) so that potential static 
losses are kept very low. Also for this amplifier the theoretical maximum efficiency is 100%. 
One of the characteristics of class-E is that large voltage peaks occur; thus, care must be 
taken to avoid high voltages across the CMOS device, as the breakdown voltage of CMOS 
devices is relatively low. 
Class-F 

A class-F amplifier is basically an amplifier with a current that approaches a half-wave 
rectified sine wave, and a voltage that approaches a maximally flat shape. Tuning a limited 
number of odd-order harmonics of the fundamental signal is used to achieve this. Two 
different structures are in use for class-F design, depending on which harmonics are seen at 
the drain: Regular class-F for odd-order harmonics, that is, the voltage is approximately 
maximally flat, and inverse class-F for even harmonics, i.e. a half-wave rectified sine wave-
shaped drain voltage and a maximally flat shaped drain current (Raab, 2001). It must be 
noted that the inherent pulse shaping makes this amplifier less suitable for e.g. Pulse Width 
Modulated (PWM) input signals (Sjöland et al., 2009). 
All three amplifier classes depend to some extent on a frequency-selective output network. 
Thus, their operation cannot be considered broadband. Either they can only be used in a 
narrow, specific frequency range, or each amplifier’s behavior may show significant 
differences depending on the frequency of operation.  
Research is progressing into variable output networks, where digital control signals are 
used to e.g. change the frequency of operation, or reconfigurable PAs, as well as output 
networks allowing for concurrent multi-band operation (Colantonio et al., 2008). In such 
digitally assisted systems the use of CMOS technology, also for the PA, may lead to a higher 
level of integration. This will be addressed more extensively in the section on transmitter 
architectures. 

3.2 CMOS PA implementations 
By the mid-1990s, the first publications on integrated CMOS PAs for RF appeared. These 
works initially focused on more or less linear amplifier structures such as class A, AB, B or 
C, but research has since then focused more on the switched-mode class-D, E and F, as 
higher clocking or switching speeds became available with improvements in CMOS 
technology.  
Su and McFarland (1997) presented a 0.8µm CMOS SM amplifier consisting of four stages 
with the final stage in switched-mode. A Power-Added Efficiency (PAE) of 42% was 
achieved at 850MHz with a 2.5V supply, and largely off-chip input and output matching 
networks were used. Yoo and Huang (2001) presented a 0.25µm CMOS class-E PA, using a 
finite DC feed inductor to reduce the peak voltage over the device, as well as Common Gate 
(CG) switching instead of the more usual Common Source (CS) structure. These strategies 
allow for a higher supply voltage to be used, thus reducing the necessity for a low load 
impedance. 
Reynaert and Steyaert (2005) have presented a fully integrated 0.18µm CMOS class-E PA, 
consisting of three stages and including supply modulation to provide amplitude variation. 
A PAE of 34% was achieved for an output power of 23.8 dBm, using a supply voltage of 3.3 
V and extra thick gate oxide for the final stage. 
As limited supply voltage is one of the major challenges in CMOS PA design, other 
strategies have been used to effectively add the output voltages, such as using a transformer 
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to combine output power (Aoki et al., 2008; Haldi et al., 2008) or stacking devices, making 
sure that the voltage over each device stays below the maximum (Stauth & Sanders, 2008; 
Jeong et al., 2006). However, generally this slightly impairs the efficiency, counteracting the 
intended advantage of a higher supply voltage. Apart from voltage stacking, current 
combining has been implemented (Kavousian et al., 2008; Kousai & Hajimiri, 2009), as well 
as the switching in of several parallel stages (Walling et al., 2008). The latter two will be 
covered more in the section on transmitter architectures. 
 

Reference Class Technology Supply 
voltage 

Output 
power 

Efficiency 
(PAE) Frequency 

Su et al., 1997 D? 0.8µm CMOS 2.5 V 30 dBm 42% 850 MHz 
Tsai et al., 1999 E 0.35µm CMOS 2.0 V 30 dBm 48%  1.9 GHz 
Yoo et al., 2000 E 0.25µm CMOS 1.9 V 30 dBm 41 %  900 MHz 
Kuo et al., 2001 F 0.2µm CMOS 3.0 V 32 dBm 43 %  900 MHz 
Sowlati et al., 2003 ? 0.18µm CMOS 2.4 V 24 dBm 42 %  2.4 GHz 
Reynaert et al., 2005 E 0.18µm CMOS 3.3 V 24 dBm 34 %  1.75 GHz 
Stauth et al., 2008 D 90nm CMOS 2.0 V 20 dBm 38.5%  2.4 GHz 

Table 1. An overview of CMOS integrated switched-mode power amplifiers. 

4. Transmitter architectures 
As we have seen before, one of the basic requirements for power amplifiers in modern 
wireless communication systems is to accommodate envelope variations and to provide 
variable output power. Wireless communication standards have moved from constant-
envelope, low- channel bandwidth to more complex signal shapes in order to increase data 
rates in limited bandwidth, resulting in variable envelope RF signals and larger channel 
bandwidths in the range of tens of MHz. 
In SM amplifiers output power variation can be achieved by varying the supply voltage, by 
varying the duty cycle of the signal, by varying the load, or by a combination of these. In 
this section some transmitter architectures will be discussed that adopt such strategies; only 
the strategy of varying the load impedance will not be addressed here. 

4.1 Supply variation 
On the transmitter architecture level, one of the classical methods of varying the output 
power is based on polar modulation, where a baseband Cartesian signal vRF(t) is first 
converted into its polar form, separating envelope (amplitude) and phase information, 
which are then processed separately and combined before being transferred to the antenna: 

vRF(t) = I(t) cos(2πf0t)· + Q(t) sin(2πf0t)   (Cartesian) 
          = A(t) cos(2πf0t + φ(t))                            (polar) (3a) 

where 

A(t)   = √( I(t)2  +  Q(t)2)     (amplitude) 
φ(t) = tan-1 (I(t) / Q(t))               (phase) (3b) 
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Polar modulation is recently gaining more and more interest due to its potential to maintain 
linearity while having a relatively high efficiency even for lower output power, thus 
improving the average efficiency over a wide output power range.  
One of the most well-known polar schemes is Envelope Elimination and Restoration (EER), 
brought to attention by Khan (Khan, 1952; Wang et al., 2006; Su & McFarland, 1998). The 
envelope is used to control the PA supply level, while the phase signal is upconverted to RF 
and transformed to a constant envelope signal, driving the PA input. Thus, a non-linear PA 
can be used. Su and McFarland (1998) have demonstrated a CMOS implementation of an 
EER system, including a delta-modulated supply, a limiter, and envelope detectors, driving 
a switched-mode PA, resulting in significant linearity and efficiency improvements. 
 

 
(a) 

 
(b) 

Fig. 3. Simplified representation of the Envelope Elimination and Restoration (EER) and 
Envelope Tracking (ET) transmitter architectures. 

Envelope tracking (ET) describes a transmitter architecture where the Cartesian RF signal is 
amplified by means of a linear amplifier, with its supply controlled by the envelope of the 
signal (Hanington et al., 1999; Takahashi et al., 2008). One of the main advantages is that the 
bandwidth of the PA input signal is not expanded, but a linear amplifier generally has a 
lower efficiency than a SM amplifier. However, requirements on the envelope signal and 
timing are less stringent (Wang et al., 2006). So-called hybrid EER architectures have been 
demonstrated, where the ET linear amplifier is replaced by a SM amplifier, however, still 
driven by the full Cartesian RF signal (Wang et al., 2006).  
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Both the EER, ET and hybrid EER depend on utilizing an efficient power supply modulator, 
that must be able to handle the bandwidth of the envelope signal. For this, a boost dc-dc 
converter, a Buck dc-dc converter, or a switched-mode low-frequency amplifier can be used, 
controlled by a Pulse Width Modulator (PWM), a Sigma-Delta modulator (ΣΔM) or a Delta 
modulator (ΔM) (Kitchen et al., 2007). Generally, independent of supply modulator type, a 
bulky low-pass filter must be used to filter out undesired signals such as noise or harmonics. 

4.2 Changing the duty cycle 
If the duty cycle D of a square-wave signal is changed, the output power at the fundamental 
frequency will be changed according to 

 Pout(f0) = (4VDD2/π2Rl)  sin2(πD)  (4) 

assuming ideal frequency selection at the output. This can be used to accommodate the 
envelope and power variations in a polar transmitter, by changing the amplifier’s threshold 
voltage. Implementations exist with discrete steps as well as continuous change (Yang et al., 
1999; Cijvat et al., 2008; Smely et al., 1998). A major advantage of these strategies is that no 
DC-DC converter is necessary; A disadvantage is that linearity may be worse compared to 
an amplifier where the supply voltage is changed, possibly resulting in tougher 
requirements for digital predistortion. Moreover, the efficiency drops rapidly at small duty 
cycles (Cijvat et al., 2008). 
Smely et al. (1998) combined discrete supply voltage steps with changing the drain current 
of the output stage of a class-F stage by means of varying the GaAs MESFET gate voltage, 
depending on the amplitude of the input signal. Yang et al. (1999) focused on improving the 
efficiency of a class-A amplifier, by using variable bias to change the current in the output 
stage as well as changing the supply voltage. 
Variable gate bias was used (Cijvat et al., 2008) for CMOS class-D amplifiers, with the goal 
of creating a PWM signal at the output of the amplifier. The proposed architecture uses the 
envelope signal to control the gate bias, and the RF signal is assumed to be sinusoidal, 
containing only the phase information. 
For this amplifier structure, loss mechanisms as discussed in section 2 cause a drop in drain 
efficiency for lower output powers. It is likely that switching and harmonic losses are 
significant; the amplifier switches as often as for full output power, thus having roughly the 
same switching loss, and the harmonic content of a PWM signal increases for duty cycles 
other than 0.5, thus increasing harmonic losses. As can be seen in Fig. 4.b, the amplifier 
aimed for higher output power, having larger output devices and thus larger parasitic 
capacitances, reaches a lower maximum drain efficiency as a result. 
As was addressed by Sjöland et al. (2009), one of the challenges of polar modulation is the 
sharp notch in amplitude variation which causes fast amplitude variations that are difficult 
to track for a DC-DC converter with limited bandwidth. Thus, a combination of EER and 
Pulse Width Modulation is proposed. This is applied to the aforementioned 130 nm CMOS 
class-D inverters, and simulation results are presented in Fig. 5. 
It can be seen from this figure that efficiency gains of EER and PWM combined are minimal 
in this case, compared to EER-only. Moreover, combining the two strategies will lead to 
greater transmitter complexity; the additional power that is required is not taken into 
account in the simulations. However, as was mentioned earlier, this solution may address 
the bandwidth limitations of EER. 
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(a)                                                                            (b) 

Fig. 4. (a). Measured output power and efficiency of a 6 dBm 130nm CMOS class-D inverter 
chain, using gate bias variation to create a pulse width modulated inverter output voltage 
(Cijvat et al., 2008). (b). Efficiency versus output power of two amplifiers, one with 6dBm 
and one with 12 dBm output power. The supply voltage was 1.2 V. The 6 dBm amplifier 
operated at 1.5 GHz, the 12 dBm amplifier at 1 GHz. 
 

 

Fig. 5. Simulated PA drain efficiency versus output power, combining EER modulation for 
high amplitudes and PWM for lower amplitudes. The voltage where EER takes over is 
varied; one curve shows results for a border value of 0.6V and the second curve for a border 
value of 0.9V. 

4.3 Burst-mode transmitters 
A third method for varying the output power is so-called burst mode transmission. 
Effectively the RF signal is turned on and off by means of a bit stream. The envelope signal 
may be digitized e.g. by means of a ΣΔ or a Pulse Width Modulator (Jeon et al., 2005; 
Berland et al., 2006; Stauth & Sanders, 2008). 
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A burst-mode pulsed power oscillator to be used as a final stage in a transmitter was 
presented by Jeon et al. (2005). The oscillator is turned on and off by a PWM representation 
of the low-frequency envelope signal, thus resulting in the high-frequency RF signal 
multiplied by the PWM signal, appearing as bursts at the oscillator output. An isolator and 
bandpass filter are used to prevent reflected power to return into the oscillator and filter out 
undesired frequency components. 
Berland et al. (2006) analyzed two varieties of using a one-bit signal to be multiplied with the 
slightly modified Cartesian signal. The one-bit signal was derived from the envelope signal by 
utilizing a Pulse Width Modulator and a Sigma-Delta Modulator, respectively. A high 
operating frequency of several GHz is, however, necessary to reach sufficient performance.  
A polar modulator using a baseband ΣΔM and an RF Pulse Density Modulator (PDM) were 
used to drive a class-D amplifier with a 1-bit signal (Stauth & Sanders, 2008). This solution, 
basically all-digital, was implemented in 90nm CMOS and the cascade PA operated from a 
2V supply. The PA performance can be seen in Table 1. The Bluetooth 2.1+EDR spectral 
mask was met for an output signal in the range of 10dBm, including a bandpass filter at the 
output.  

4.4 Digitally controlled TX 
In analogy to current-steering Digital-to-Analog converters (Zhou & Yuan, 2003), a fourth 
strategy to control output power has recently gained attention, which is switching in 
parallel stages. One example is the work by Kavousian et al. (2008), where the low-
frequency envelope of the polar signal was transformed into a thermometer code used to 
switch on and off unit stages, while the constant-envelope RF phase signal drives the input 
of each stage. The authors refer to this as digital-to-RF conversion. 
Shameli et al. (2008) used 6 control bits to both switch in a number of parallel output stages 
and at the same time change the supply voltage with a ΣΔ modulator. A 62 dB power 
control range was achieved, as well as a 27.8dBm maximum output power and an average 
WCDMA efficiency of 26.5%. 
Current summing was also used by Kousai and Hajimiri (2009), utilizing 16 parallel power 
mixers and a transformer at the output. The phase information modulates the high-
frequency digital LO signal. Linearization could be chosen to be analog, by sensing and 
feeding back the signal level for each mixer core, or digital, by using a thermometer code for 
the envelope signal, switching on and off mixer cores.  Both the baseband and the LO signal 
where controlled digitally with a number of bits. A 16-QAM (Quadrature Amplitude 
Modulation) signal at 1.8 GHz and a symbol rate of 4 MSym/s was reproduced with an 
output power of 26 dBm, a PAE of 19% and an EVM (Error Vector Magnitude) of 4.9%. 
Presti et al. (2009) used 7-bit thermometer + 3 bit binary weighted current summing 
combined with analog input power control for low-power levels. Relative broadband 
operation, 800-2000 MHz, and a 70dB power control range is achieved. With Digital Pre-
Distortion (DPD) both WCDMA, EDGE and WiMAX specifications are met. 
In these architectures no supply voltage modulator is used. Sufficient resolution to achieve a 
high linearity or amplitude accuracy is achieved by increasing the number of parallel stages. 
However, the efficiency of these current-summing amplifiers follows a class-B curve (Presti 
et al., 2009): 

 η ∝ √Pout  (5) 
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Walling et al. (2008) used control bits to generate a suitable Pulse Width/Pulse Position 
(PWPM) signal, which was then provided to four class-E quasi-differential stages. In a 65nm 
technology, a maximum output power of 28.6 dBm and PAE of 28.5% is achieved at 2.2 GHz 
with the output stage using a supply voltage of 2.5 V. For a 192kHz symbol rate, non-
constant envelope π/4-DQPSK (Differential Quadrature Phase Shift Keying) modulated 
signal, an output power of 27 dBm is achieved with an EVM of 4.6%. 

4.5 Direct RF modulation 
A third strategy to process the signal is to directly modulate the RF signal into the SM 
amplifier. For instance, a Pulse Width/Pulse Position modulator (PWPM) or a Sigma-Delta 
(ΣΔ) modulator can be used (Nielsen & Larsen, 2008; Wagh & Midya, 1999). This is depicted 
in Fig. 6. A major disadvantage however is that generally a high sampling or operating 
frequency is necessary, typically at least 4fRF, in order to achieve the desired resolution. This 
implies a large power consumption in the modulator, as this is directly proportional to the 
frequency. Moreover, since the PA switches more often, more switching loss will occur, 
reducing the efficiency. 
 

 

Fig. 6. Direct modulation of the RF signal by means of Sigma-Delta (ΣΔ) or Pulse Width 
Modulation (PWM).  

Wagh and Midya (1999) presented the concept of Pulse Width Modulation for RF. Nielsen 
and Larsen (2008), utilizing GaAs technology, used a feedback circuit and a comparator to 
generate an RF PWM signal. The signal’s adjacent channel power ratio stayed well below 
the UMTS spectrum mask, allowing for some non-linearity from a subsequent PA. 
Direct modulation was also proposed by Jayaraman et al. (1998), utilizing a bandpass ΣΔ 
modulator, simulated with GaAs HBT technology. Discussions on efficiency were presented, 
and it was indicated that the linearity demands were moved from the PA to the ΣΔM. 

4.6 Cartesian modulation 
Even though polar modulation has some distinct efficiency advantages, as an alternative 
Cartesian modulation may be used, that is, the I and Q baseband signal that differ 90° in 
phase are each processed in the transmitter and then summed either directly before the PA, 
or alternatively, each signal is amplified and the two signals are combined after the 
amplifiers. An advantage is that the signal is not transformed into its amplitude- and phase 
component, a non-linear transformation putting tough requirements on the delay and 
recombination of the two signals.  
Bassoo et al. (2009) have proposed a combination of Cartesian and polar modulation, where 
the SMPA input signal is a SD modulated Cartesian signal divided by the amplitude signal, 
which may be more or less bandlimited (see Fig. 7). Analysis showed that the envelope 
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signal can be limited to 75% of the channel bandwidth without impairing the efficiency, still 
keeping OFDM clipping limited and EVM very low. Thus, a combination of EER and 
PWPM can be used to have a high efficiency over a wide range of output power while 
avoiding the bandwidth expansion of polar modulation. 
 

 

Fig. 7. Simplified architecture presented in Bassoo et al. (2009) for a combined polar and 
Cartesian modulator.  

4.7 Efficiency comparison 
Simulations have been performed on a 130nm CMOS class-D switched-mode amplifier, in 
order to compare the drain efficiency versus output power of the different architectures that 
have been discussed in the previous sections, such as Envelope Elimination and Restoration 
(EER), Envelope Tracking (ET), and Pulse Width Modulation by Variable Gate Bias 
(PWMVGB). Moreover, hypothetical curves for class-A and class-B operation have been 
drawn (see Fig. 8), with the peak efficiency as starting point. Class-A represents linear 
amplifier operation while class-B can be said to represent current-summing architectures. 
Not unexpectedly the EER and ET architectures perform best, showing the highest efficiency 
for lower output power ranges. It may thus be concluded that the use of supply modulation 
is desirable for high average efficiencies. However, it can also be seen that efficiency remains 
a challenging aspect, especially taking into account numerous other requirements such as 
linearity, channel bandwidth, multi-mode/multi-standard operation and output power 
control range.  

5. Summary 
It is only fairly recent that CMOS technology has become a competitive alternative for 
integrated circuit power amplifier design for wireless communication handsets, as CMOS 
previously was not suitable for PA design due to frequency, output power, efficiency and 
linearity requirements. Thus, stand-alone PAs have long been manufactured in specialized 
technologies. Nowadays however CMOS has evolved to operating frequencies far into the 
GHz range, and many of the limitations, such as efficiency when used as linear 
amplification element, can be compensated by more digital control. Thus, a higher level of 
integration and more complex transmitter design result. However, the trend in CMOS 
technology development is to reduce device dimensions and as a consequence breakdown 
voltage. This complicates CMOS power amplifier design. 
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(a) 

 
(b) 

 

Fig. 8. Simulated drain efficiency for a CMOS class-D amplifier in different architectures, 
such as Envelope Elimination and Restoration (EER), Envelope Tracking (ET), and Pulse 
Width Modulation by Variable Gate Bias (PWMVGB). Class-A and class-B curves serve only 
as an illustration. The amplifier operated on a 1.2V supply and the input signal had a 
frequency of 2 GHz. (a). The output power (x-axis) represented in dBm, (b). The output 
power in mW.  

Transmitter architectures using polar signals have gained in popularity, as splitting the 
Cartesian signal into a low-frequency envelope signal and a high-frequency phase signal 
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provides excellent opportunity for efficiency improvements because a non-linear power 
amplifier can be used. A number of different polar architecture implementations exist, both 
digital and analog. However, signal bandwidth and supply requirements are challenging 
aspects of such designs. Other strategies have thus been used to avoid supply voltage 
modulation, such as switched control of the supply voltage or variable gate bias. Moreover, 
direct RF modulation can be used, implemented as a sigma-delta or pulse width modulator 
at high operating frequency. Recently, design strategies such as current steering have gained 
interest for use in PA and transmitter design. Digital control bits are used to generate a 
scaled output current, providing a high output power without straining the devices.  
However, efficiency over a wide range of output power is still a challenging aspect of 
transmitter design, especially if other requirements such as linearity, power control, multi-
mode/multi-band operation and channel bandwidth must be fulfilled simultaneously. 

5.1 Future outlook 
As CMOS technologies continue to develop to dimensions well below 65nm, special devices 
suitable for high supply voltage will likely continue to be provided, for example using high-
K metal gate material. Such devices can be used on the same chip as digital circuits with 
clocking speeds of several GHz. Moreover, other substrate types may be used more 
extensively, such as Silicon-on-Isolator substrates. As they are less lossy, this may provide 
efficiency improvements.  
On the other hand, performance requirements will continue to rise with the development 
and maturing of wireless communication systems, especially because of the desire to cover 
more and more standards in one handset (multi-mode/multi-standard operation). Digital 
control may be used to accommodate greater flexibility, reconfigurability and on-chip 
calibration in transmitter design. Moreover, techniques may be used to increase the 
adaptivity of components such as antennas, duplexers, filters and matching networks. 
CMOS will continue to expand into the millimeter-wave range, with operating frequencies 
beyond 60 GHz. However, other technology developments may play an important role in 
future integrated circuit design for wireless communication, such as integrated RF MEMS 
(microelectromechanical systems). Also devices such as carbon nanotubes may be used for 
wireless applications. But such technologies have some way to go until they reach the level 
of integration that current CMOS technology has. 
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1. Introduction 
This chapter describes a trend in dimension increase in structures of semiconductor 
memories and transistors focusing on metal-oxide-semiconductor, MOS devices. One, two, 
and three-dimensional (3-D) structures correspond to a legacy of grown-junction bipolar 
transistor, planar MOS transistor, and trench-capacitor dynamic-random-access memory, 
DRAM (Sunami et al., 1982-b & 1984), respectively. Flash memory has recently begun to 
employ 3-D stack of memory cells (Endoh et al., 2001). 
To maintain the sufficient margin in DRAM operation, storage capacitance value should be 
kept as big as possible against scaling of memory cell area. In response to the requirement, 
3-D capacitor has been introduced. The capacitor can be increased with the increase in the 
height of the capacitor without enlargement of planar area of the memory cell. First 
commercially available trench-capacitor DRAM appeared in mid 1980’s at 1-M bit era 
together with stack-capacitor cell (Koyanagi et al., 1982). Recent stack-capacitor DRAM has 
begun to utilize a 3-D cylindrical capacitor same as trench capacitor cell. 
While, MOS transistor has been shrunk continually from 12 μm to 45 nm with planar 2-D 
structure since early 1970’s to date. An empirical fact that smaller MOS device leads to 
higher performance was theorized with the scaling theory (Dennard et al., 1968). However, 
hazardous short channel effects become obvious in sub-μm channel length regime. It is 
predicted that commercially usable minimum MOS device might be in the range of 5-10 nm. 
To cope with the short-channel effects vertical-channel transistors such as trench transistor 
(Richardson et al., 1981), surrounding gate transistor, SGT (Takato et al., 1988), and DELTA 
(Hisamoto et al., 1991) were proposed. Subsequently they have been extensively 
investigated these ten years. It is expected that the vertical transistor such as FINFET (Choi 
et al., 2001) will soon be applied to products to overcome the short-channel effects of 2-D 
transistor leading to a new era of 3-D LSI. 
To summarize device trends in volume and size, increase in device count per chip and 
shrinkage of feature size are shown in Fig. 1. More than one-million fold increase in the 
device count has been achieved these 40 years leading to almost the same increase in 
processor performance. This has been driving enormous development of electronics and 
information technology. 
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Fig. 1. Trends in device count/chip and feature size of MOS device. A DRAM cell consists of 
two devices of a cell transistor and a storage capacitor. 

2. Grown-junction bipolar transistor as 1-D structure 
It is well known that the first transistor invented in mid 1940’s was a point-contact 
germanium bipolar transistor. Then, grown-junction type bipolar transistor became the first 
commercially successful semiconductor device (Teal et al., 1951). Although real devices are 
actually fabricated in 3-D structure, an operation mechanism of this bipolar transistor is 
based on 1-D current flow in principle. 
Bipolar devices had been dominant in semiconductor market until early 1970’s, and then 
MOS devices took over their position featuring less power consumption, denser packing, 
superior thermal stability, etc. Bipolar devices still survive in limited applications in fields of 
figh-frequency low-noise, inexpensive small scale IC, and high power. Besides, a kind of 
combination structure of bipolar and MOS transistors is insulated-gate bipolar transistor, 
IGBT. IGBT utilizes both an advantage of voltage-driven gate of MOS transistor and that of 
high current drivability of bipolar transistor. IGBT becomes a major device in power 
electronics such as electricity control in electric and hybrid cars. 
No further description is made in this chapter since the major topic here is “scaling and 
higher integration of semiconductor device.“ 

3. Invention of trench-capacitor DRAM cell as a quasi-3-D structure 
3.1 Advent of DRAM 
First DRAM was introduced to the market in 1970 by Intel with a 1-Kbit chip using three-
transistor DRAM cells (Regitz & Karp, 1970). Subsequently, former 4-Kbit DRAM which was 
still employing 3-transistor cell began to be installed in IBM’s mainframe computers. This 
was just the time when MOS devices were proven to deserve application as highly reliable 
main memory in mainframes. Until that time, MOS devices had been regarded as 
insufficiently stable. 
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A few years later 4-Kbit DRAM using the one-transistor cell (Dennard, 1968) was being 
widely manufactured. This memory cell trend is shown in Fig. 2 for equivalent circuit 
configuration. Since one-transistor cell was much smaller than two of others, very low-cost 
manufacturing was possible. Its low cost has been contributing to the development of 
personal computer. Then, the DRAM capacity has been increasing by a factor of four every 
three years until today. As modern computers are based on von Neumann’s architecture, 
main memory is a key device together with processor. Along with the prosperity of 
computing, the demand for memory has increased to produce a world-wide 30-B$ market in 
2009 for DRAM. Even if the main customer is still personal computer, various applications 
are extending DRAM’s usage, e. g. cell phone, game machine, personal audio, and video 
machine, etc. 
 

 
Fig. 2. Trend in DRAM cell configuration. 

3.2 Key factor of cost 
The strongest driving force for growing of DRAM market is undoubtedly “price”. Therefore, 
various development efforts have been focusing on reduction of manufacturing cost. One of 
major effort is primarily devoted to finer patterning. The bit cost has decreased by a factor of 
10-6 during 30 years since 1970, and 1-Gbit product has already been sold at the less price of 
1-Kbit. Since chip cost is closely related to number of chips on a wafer, the wafer size has 
been continually increased to be such as 50, 75, 100, 125, 150, 200, and now 300 mm in 
diameter. Together with the diameter increase, memory cell size has been reduced to be 1/3 
in each DRAM generation in volume production to absorb chip size increase. Consequently, 
the chip size has been enlarged at most up to 10 times despite the bit increase by a factor of 
106 from 1 Kbit to 1 Gbit. Then, memory cell size decreases down to a factor of 10-5 as shown 
in Fig. 3. 

3.3 Invention of trench-capacitor DRAM cell 
In response to chip size reduction to cope with 4-times increase in memory capacity, the 
memory cell size has been reduced to almost one-third in each generation, previously 
shown in Fig. 3. The DRAM cell, so-called 1-transistor cell, consists of one cell transistor and 
one storage capacitor. Key specifications in DRAM operation, such as noise margin, soft-
error durability, operational speed, power consumption, strongly depend on the capacitance 
of storage capacitor (Dennard, 1984). The capacitance value, CS is expressed as 

 CS = єiA/Ti (1) 
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where єi, A, Ti, are permittivity of storage insulator, area of capacitor electrode, and 
insulator thickness, respectively. Therefore, the cell size reduction through scaling leads to 
the area reduction and subsequent decrease in capacitance value. 
 

 

 
Fig. 3. Memory cell size shrinkage at DRAM in volume production. 
To cope with the dilemma as to cell size vs. capacitance, insulator thickness was reduced by 
a factor of 10 from 100 nm in 1-Kbit to 10 nm in 1-Mbit chips, becoming adversely close to 
dielectric field breakdown. When the author took a glimpse at some conference presentation 
from Texas Instruments Inc. in 1974 introducing a highly efficient silicon solar cell with 
plural steep trenches, as shown in Fig.4 (a), forecasting the upcoming issue of cell size vs. 
capacitance, he got an idea of a trench capacitor DRAM cell. Even though his job at that time 
was to characterize the silicon surface with photoemission spectroscopy, his amateur-radio 
hobby connected the shape of trimmer condenser, which has two coaxial cylindrical 
opposite electrodes as illustrated in Fig. 4 (b), with the need of the 1-transistor cell. From 
that idea, he invented a trench capacitor cell and applied for a Japanese patent in 1975 
(Sunami and Nishimatsu, 1975). Due to its low score of assessment, this was not applied to 
any overseas patent. 
 

 

 
Fig. 4. Hints to create a trench-capacitor DRAM cell concept: proposed solar cell with steep 
trench, (a), a photograph of trimmer condenser, (b), and its equivalent model, (c). 
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As Hitachi had won a leader’s position in 64-Kbit DRAM products with a 5-V single power 
supply (Itoh et al., 1980) and folded bit-line arrangement (Itoh, 1975), its research and 
development group could afford to challenge for novel cell development together with the 
development of integration processes at 1.3-μm technology node. After several years’ 
development, the first 1-Mbit level trench cell in trial production was successfully 
implemented and then presented in IEDM (Sunami et al., 1982). The development story is 
described hereafter. 
The memory cell obtained measured 4 μm by 8 μm with a 2.5-μm deep trench. The capacitor 
insulator is a triple layer of SiO2/Si3N4/SiO2 of which thickness was equivalent to that of 15-
nm SiO2. Resultant capacitance per unit area was 2.2 fF/μm2. Then, obtained storage 
capacitance, CS with a trench of 2.5 μm in depth and bit-line capacitance, CB were 45 and 400 
fF, respectively with 128-bit folded bit-line arrangement. Resultant CS/CB ratio is 0.11. This 
value is sufficiently large for the stable operation. A scanning-electron micrograph of a 
cross-section of the cell is shown in Fig. 5. 
This first trial 1-Mbit cell array with trenches won a signal voltage of 200 mV at 5-V power 
supply, as shown in Fig. 6. Since it was empirically recognized that sufficient signal voltage 
was around 100 mV in those days, an obtained S/N ratio was large enough to obtain stable 
DRAM operation. Therefore, high immunity to alpha particle hit was being strongly 
expecxted for coming megabit DRAM products until the time when actual soft-error 
measurement was made. 
 

 
Fig. 5. An SEM cross section of memory-cell array of 1-Mbit DRAM in trial production. The 
memory cell measures 4 μm by 8 μm. 

3.4 Changes of trench cell employment 
In a R&D project, 1-Mbit DRAM was a prime vehicle to drive 1.3-μm node MOS 
technologies, such as lithography, dry etching, film deposition, gate material selection, 
metallization, etc. except packging. In the course of trench DRAM development, several 
issues were given birth to. Major ones were 
a. degraded oxide uniformity on trench wall, which leads to degradation of oxide integrity, 
b. trench to trench leakage which limits further denser packing of cells, and 
c. increased soft error which is fatal in application to reliability-conscious computers. 
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Fig. 6. Output signals of a sense amplifier for a 128-bit folded bit-line cell array with trench 
of 2.5 μm in depth and that without trench. 

Beside these major issues, formation of neat trench shape, avoiding of dislocation formation 
at the bottom of the trench, high-energy boron implantation into deeper potion of the 
substrate, uniform capacitor film deposition, polysilicon filling into the trench with 
phosphorus doping to the polysilicon, etc. should have been solved in a limited period. 
a. Oxide uniformity 
Crystallographic orientation of trench surface varies resulting in different oxidation rate. It 
was observed that oxidation rate was higher in order of (110)>polysilicon>(111)>(100). Even 
though lower oxidation temperature gives rise to more enhanced oxidation rate (Sunami, 
1978), this phenomenon still exists at relatively higher temperature range. Thus dielectric 
breakdown voltage was lowered at the thinnest portion on the trench wall. A transmission-
electron micrograph of an experimental result is shown in Fig. 7 in case of 1000°C dry 
oxidation. 
A drastic solution to overcome this problem, it is desirable to utilize chemical-vapor 
depotion, CVD. An SiO2/Si3N4/SiO2 film was made full use of in trial production. Thickness 
ratio should be carefully chosen in order to avoid non-volatile memory effect due to the 
existence of Si3N4/SiO2 interface. 
 

 

 
Fig. 7. A transmission-electron micrograph of oxide thickness variation on trench wall with 
1000°C dry oxidation. 
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b. Trench to trench leakage 
Another serious problem against further scaling was a leakage current flowing through the 
deeper portion of adjacent two trenches. The current gradually fills up an empty cell with 
charges turning “1“ into “0“. This is a fatal failure for DRAM. This is attributed to a parasitic 
MOS transistor formed spreading over ajacent two memory cells. Two trenches work as 
deep source and drain; capacitor plate is the gate; and thick field oxide is the gate oxide. 
This is regarded as a typical MOS transistor simply causing large punch through current at 
deeper portion between source and drain. 
To outline the leakage current qualitatively, two-dimensional device simulation using 
CADDET (Toyabe, 1978) was carried out (Sunami et al., 1985). Resultant potential 
distribution with leakage current flow and a method of leakage current suppression are 
shown in Fig. 8 (a) and (b), respectively. In the simulation result, one notable fact is that the 
current flows in the deeper portion of the substrate and a potential mound is located at the 
substrate surface. These results may be attributable to a field implantation of which peak 
concentration exists at the surface. 
 

 

 
Fig. 8. Leakage current characteristics for two ajacent trenches. Resultant equipotential 
curves are denoted by solid lines and broken curves are leakage current paths, in (a). A 
method of leakage suppression with p-type well is shown in (b) using ion implantation with 
boron. 

It is well known that punchthrough stopper with relatively higher dose of p-type dopant 
can suppress the punchthrough current. As is previously shown in Fig. 8 (b), the leakage 
current decreases inversely with the increase in a boron implantation dose. Since the 
impurity concentration of the substrate is 1.5x1015cm-3, boron implantation doses of 1, 5, 7, 
and 10x1011cm-2 generate accepter concentrations of 1.5, 1.9, 2.1, and 2.5x1015 cm-3 at 3-μm 
deep portion between two adjacent trenches. It is noted that even small increase in the 
concentration can drastically reduce leakage current. 
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One of radical solutions is to provide a storage node being isolated from the current path in 
the substrate. Substrate plate or sheeth plate configurations are good candidates which will 
be referred to hereafter. 
c. Soft-error 
In the final stage of the development, most serious problem of soft-error was found caused 
by the alpha-particle hit as shown in Fig. 9. A difference of few orders of magnitude was 
observed between the planar and the trench cells at cell-failure mode. While, the same 
performance was observed for both of them in bit-line failure mode. This is because the bit-
lines were formed in the same configuration. In this result, it was observed that the trench 
cell with 40% increase in signal charges provided the same soft-error rate as compared to the 
planar cell. Even though the trench cell provides stable DRAM operation due to larger 
signal charges, it loses the advantage of increased signal charges. 
 

 
Fig. 9. Measured soft error rates of planar and trench cells. 

One alpha particle at maximum 5-MeV energy generates almost one million electron-hole 
pairs. One million electrons is about 190 fC which is almost equivalent to signal charges 
stored in one storage capacitor of 1-Mbit DRAM cell. Due to extended depletion layer of the 
storage capacitor in the trench cell, it “effectively” collects generated electrons, as shown in 
Fig. 10. 
In addition to the soft-error problem, it was predicted that punch-through current between 
any adjacent two capacitors would soon limit further shrinkage of the cell. That was a 
serious decision point about whether the trench cell should be improved or abandoned. 
In those days, most DRAM manufacturers made efforts to supply their DRAM products to 
very limited leading mainframe makers. That was a kind of certificate that their products 
achieved first-grade reliability. The certificate surely made their business fruitful. Even with 
a half-year delay in product shipment, they might lose their business in the mainframe 
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Fig. 10. A model of electron-hole pair generation by an alpha-particle hit. 

market during one DRAM generation. There is a clear evidence that a leading maker has 
changed in each DRAM generation, Intel at 1 K, then, TI, MOSTEK, Hitachi, NEC, Toshiba, 
Samsung … 
Since Hitachi has been a DRAM manufacturer as well as mainframe supplier, it focused 
keenly on the mainframe application with highest-grade reliability compared to those of 
personal-use electronic appliances with relatively low reliability. Thus, Hitachi had 
abandoned the trench cell putting aside several ideas already proposed by the device 
development group for improved structures to reduce the soft-error problem (Sunami, 2008-
a). Additional development was thought to need more than half a year. Since leading 
mainframe makers accept only a few DRAM suppliers, new product shipment with half-
year delay would be fatal. 
In the same period, a new configuration of array operation with half-Vcc plate (Kumanoya et 
al., 1985) was proposed as shown in Fig. 11. This has a strong potential of storage-
capacitance doubling. As a result, it could prolong the use of conventional planar cell. This 
proposal had also influenced Hitachi’s decision that conventional planar cell should be 
 

 
Fig. 11. Half-Vcc plate configuration has a possibility of doubling signal charges keeping 
maximum electric filed strength applied to capacitor insulator. 
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applied to 1-Mbit DRAM products. The conventional structure with conventional fabrication 
technologies are strongly desirable from manufacturability and cost points of view in 
general. 
While, several innovative trench cells had been proposed and then developed to drastically 
improve soft-error problem in the same development project. A prime key fator was to 
avoid inflow of charges generated by alpha hit. Those cells were substrate-plate cell (Sunami 
et al., 1982-a) and sheath-plate cell (Kaga et al., 1988) as shown in Fig. 12. Storage nodes of 
these cells are surrounded by capacitor insulator being isolated from charges generated in 
the substrate by an alpha-particel hit. A portion of p-n juction exposed to generated charges 
is very small clearly illustrated in the figure. The substrate-plate trench cell amazingly 
improves soft-error tolerance due to its highly shrunk depletion layer. 
 

 
Fig. 12. Proposed DRAM cells to drastically improve soft-error caused by alpha-particle hit. 
Storage nodes are isolated from substrate by capacitor insulator 

Despite alpha-immunity problem, several major manufacturers employed the trench and 
have been improving the structure until today. Together with the trench, the stacked 
capacitor cell was also applied in products. In addition to these cell structure innovations, 
the hemi-spherical grain (HSG) structure (Watanabe et al., 1992) was an inevitable technique 
to double the storage capacitance due to increased surface area. 

3.5 DRAM cell trend 
Major advancement in cell innovation is shown in Fig. 13. Cylinder-type stack and 
substrate-plate trench, both with HSG, are the major cells being manufactured today. These 
DRAM cell innodations are divided into three phases. 
Phase I (1K→1M): Shrinkage of planar area of memory cell together with the decrease in 

capacitor insulator thickness. Thinning of the insulator finally brought about 
catastrophic dielectric breakdown of the insulator. Even with utilizing of half-Vcc 
configuration, planar cell could not survive at 4-Mbit era. 
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Phase II (1M→1G): 3-D capacitor structure with planar cell transistor. The capacitance does 
not suffer from planar area shrinkage in principle. Two categories of stack and 
trench capacitor cells were proposed. In the latter part of the phase II, high-k 
materials became inevitable to keep capacitance value against cell area shrinkage. 

Phase III ((1G→1T): Three-dimensional stack of the capacitor and the cell transistor. This 
will be described later in section 4.5. 

 

 

 
Fig. 13. DRAM cell trend. Phases I, II, and III correspond to planar area shrinkage, 3-D 
capacitor, and 3-D stack of cell transistor and storage capacitor, respectively. 

A typical memory cell of commercially available 1-Gbit level DRAM is shown in Fig. 14 
(Sunami, 2008-c). This shows one kind of combination to utilize various technologies. This 
virtual structure is not necessarily the exact one of commercially available real product. 
Extended channel length with trench gate is aiming much less sub-threshold current to keep 
sufficient refresh time. Relatively low concentration of n-type dopant at junction also 
provides lower leakage current due to reduced electric filed across the junction. Since it is 
predicted that there will certainly exist an ultimate limit in size of hemi-spherical grain, 
diameter of the cylinder will also cease to shrink due to the grain size. 

3.6 Material revolution 
From 1 K to 1 M, size scaling was the key issue. The storage capacitance value was kept 
almost the same over several DRAM generations by reducing insulator thickness 
compensating memory cell shrinkage. Consequently, the reduced thickness made the 
electric field across the insulator close to 5 MV/cm which was recognized to be the upper 
limit for keeping insulator integrity and refresh time in DRAM operation. Thus, innovative 
techniques other than thickness reduction were strongly required. 
In response, three-dimensional structures were proposed. From 1 M to 1 G, three-
dimensional structure innovation has been achieved as previously shown in Fig. 13. 
However, as the aspect ratio of the storage capacitor exceeds more than 10, 
manufacturability becomes a much more serious issue. The final parameter to be handled in 
the relation expressed in Eq. (1) is permittivity, єi. Thus, various kinds of high-k materials 
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Fig. 14. A typical 1-Gbit level DRAM cell utilizing various kinds of proposed technologies. 
This may not necessarily be the exact memory cell in commercially available products. 

have been developed as shown in Fig. 15. But there is a serious fact that the thinner the 
thickness is, the less its permittivity is. An empirical equation regarding the relation 
between leakage current, Ileak and barrier height in silicon-insulator system is expressed as 

 Ileak ∝ exp[-(mφ)1/2T], (2) 

where, m, φ, and T are effective mass, barrier height, and film thickness, respectively. Thus, 
high-k film may not be a unique ultimate solution at this moment. Material revolution with 
ultra high-k material is solicited to extend DRAM further toward terabit DRAM on a chip. 
 

 

 
Fig. 15. Relation between bandgap energy and permittivity of high-k dielectric films. 
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To summarize innovation achieved in the past and requirements to the future, there are 
three eras for DRAM development. 
• 1 K to 1 M ---- dimension improvement: smaller cell and reduced insulator thickness. 
• 1 M to 1 G ---- structure or material innovation: stack or trench cell with high-k film. 
• 1 G to 1 T ---- 3-D stack: cell transistor and storage capacitor with material revolution. 
The final parameter which affects advanced shrinkage of the cell should be the insulator 
thickness itself. If the insulator is thick enough to fill the internal hole of the trench of the 
trench cell or cylinder of the stacked cell, the plate of the capacitor cannot penetrate inside 
the trench or the cylinder, resulting in no capacitor formation (Itoh et al., 1998), as shown in 
Fig. 16. In this sense, high-k films should be thin enough, simultaneously keeping their high-
k value. This may be the deadlock for realizing smaller cells of the 1-transistor type DRAM 
cell. Even utilizing cutting-edge high-k films at present, 32 or 64-Gbit DRAM will be the 
biggest capacity on a chip without chip stack. We would like to expect novel main memory 
candidates in near future. 
 

 
Fig. 16. Relations among several film elements constructing the storage capacitor. 

4. Two- and three-dimensional MOS transistors 
Since integrated circuits, particularly MOS memory and processor, were introduced to the 
market in early 1970’s, almost four-fold increase in both memory’s volume and processor’s 
performance has been continually achieved every three years, as previously shown in Fig. 1. 
The strongest driving force for the increase is undoubtedly “cost“ as previously described in 
section 3.2. The volume increase has been attained maily by shrinkage of all components on 
a chip. MOSFET (field-effect transistor) is particularly suitable to the shrinkage because the 
scaled transistor provides better performance. This transistor’s behavior was theoretically 
analysed (Dennard et al., 1974) and named “scaling principle“ later in semiconductor 
industry. 

4.1 Innovation of 2-D transistors 
Even though scaled transistor provides better performance, various kinds of problems 
become more serious in response to the scaling. They are so-called “short channel effects“; 
drain-to-source breakdown voltage is decreased; hot-carrier immunity gets worse; 
subthreshold current becomes more harmful against cut-off performance; gate leakage 
current increases with decreasing of gate oxide thickness; and mobility degradation 
sacrifices the scaling itself . 
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To cope with these short channel effects, 2-D transistor structure has been improved, as 
shown in Fig. 17. The structure has been improved so that electric field in the vicinity of 
drain is reduced. High electric field results increased leakage current and reduced 
breakdown voltage of source to drain. Thus DD was developed to reduce the electric filed 
with more graded impurity profile around n+ drain. However, the graded impurity profile 
increases punch-through current in deep portion between source and drain. 
 

 

 
Fig. 17. Improvement of MOS transistor structure regarding source and drain regions. SD, 
DD, LDD, HDD, and SOI denote single drain, double drain, lightly-doped drain, highly-
doped drain, and silicon-on-insulator, respectively. 
Then, LDD was developed so as to suppress the punch-through current with graded 
impurity profile regions which were located only at edges of drain and source, as shown in 
Fig. 17. Due to relatively higher resistivity associated with the graded impurity profile, 
LDD’s drivability was not satisfactory because of relatively higher series resistance between 
source and drain. Then HDD was developed to reduce the effect. 
Even though these innovations were made, mobility degradation problem still remained. 
Based on a physical aspect that tensile and compressive strains enhance the electron and the 
hole mobilities respectively, a strained MOS transistor was proposed (Kesan et al., 1991; 
Ismail, 1995). Typical strained silicon MOS transistors are shown in Fig. 18. 
The strained transistor (a) in Fig. 18 consists of SOI structure with a Si-Ge layer underneath 
source and drain. Since an overlayer silicon has to be epitaxially deposited on Si-Ge layer, 
complicated fabrication processes are likely to delay the practical use of it. 
As a more practical structure, the usage of compressive and tensile chemical-vapor 
deposited (CVD) silicon-nitride films was proposed (Pidin et al., 2004), as shown (b) in Fig. 
18 . Stresses of about -2 and +2 GPa were successfully introduced into p- and n-channel 
regions, respectively. Minus and plus signs of stress denote compressive and tensile, 
respectively. Even though real deposition methods of the films were not disclosed in the 
meeting, it is well presumed that the tensile strain may be introduced by thermally 
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Fig. 18. Typical strained silicon MOSFET’s: SiGe buried layer, (a) and CVD SiN cap films, 
(b). 

decomposited CVD whereas the compressive strain may be given by plasma-enhanced 
CVD. Almost 50% increase in carrier mobilities of both n- and p-channel transistors were 
obtained. 

4.2 Proposals of quasi 3-D transistors 
To cope with short-channel effects which will be more and more serious in response to the 
scaling of conventional 2-D transistors, transistors of which channel was formed on both 
side walls of a silicon beam, named trench-isolated transistor using side-wall gates, TIS 
(Hieda et al., 1987) and fully depleted lean-channel transistor, DELTA (Hisamoto et al., 
1989) were proposed as shown in Fig. 19 (a) and (b), respectively. Because of horizontal 
current flow of the transistor, this kind of transistors is called “quasi 3-D” in this article. 
In TIS, full side walls were not used, while main channel was formed on side walls of the 
thin silicon beam in DELTA. The bottom of the silicon beam is fully oxidized with local-
oxidation of silicon process (LOCOS), the beam is isolated from silicon substrate like SOI 
substrate. Advantages of the thin silicon channel were estimated. 
 

 
Fig. 19. Proposed quasi 3-D transistors of trench-isolated transistor using side-wall gates 
(TIS), (a) and fully depleted lean-channel transistor (DELTA), (b) 
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The author’s group has proposed several devices with respect to quasi-3-D structures. One 
of them is corrugated channel transistor, CCT (Furukawa et al, 2003; Sunami et al, 2004) as 
shown in Fig. 20. Plural beam channels with {111} surface are formed by a 
crystallographically preferential etching with tetramethylammonium hydroxide, TMAH, 
atomically flat channel surface can be formed expecting less mobility degradation by 
avoiding rough surface of the channel. 
The current drivability of CCT is proportional to the number of the beams as shown in Fig. 
21. This is suitable for area-conscious applications such as power transistor and/or high-
voltage transistor. 
 

 
Fig. 20. A corrugated-channel transistor, CCT featuring. 

Other proposal is super self-aligned triple gate transistor (Okuyama et al., 2007) as shown in 
Fig. 22. As two sidewall gates are delineated with an etching mask of a top gate, triple gates 
are selg-aligned each other leading to much smaller area occupation on a silicon die. One of 
device performance is shown in Fig. 23. Three gates operate three transistors independently 
with unified source and drain. At single-gate operation, subthreshold current can be 
controlled by other two side gates, namely, a variable threshold-voltage transistor can be 
realized in a certain voltage range. 
 

 

 
Fig. 21. Drivability of corrugated-channel transistor, CCT in terms of planaer area. 
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Fig. 22. Super self-aligned triple gate transistor featuring three gates of top gate, side gate-1, 
and side gate-2 formed in self-aligned manner. 
 

 

 
Fig. 23. Drain current characteristics of the triple gate transistor. Three gates provide 
independent three transistors with a unified drain and a unified source. 

In these quasi-2-D transistors, there exist several serious issues caused by the formation of 
tall and thin steep silicon beam. They are (1) delineation of steep vertical silicon beam, (2) 
conformal gate material formation, (3) low-resistive source and drain, and (4) low resistive 
contacts to source and drain. The former two can be solved by advanced lithography with 
multi-level resist technique, CVD, and dry etching with high material selectivity. The latter 
two may be achieved by silicidation of silicon beam and wrapped metal contact as shown in 
Fig. 24. 
In the figure, current paths of beam channel transistor are illustrated. It is obvious that 
longer current paths in relatively high resistivity area are illustrated in top contact as shown 
in Fig. 24 (a). On the other hand, relatively shorter current paths are formed in wrapped 
contact as shown in Fig. 24 (b) 
Simulated drain currents and transconductances are described in Fig. 25 in case of typical 
impurity concentration and silicidation (Matsumura et al., 2007). Top contact transistor 
structure scrifices the advantage of beam-channel transistor to a considerable extent. 
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Fig. 24. One of drain current characteristics of the triple gate transistor at two modes of gate 
voltage application. 
 

 
Fig. 25. Simulated drain current and transconductance of transistors with top contact and 
wrapped contact. Transistor structures are shown in Fig. 24. 

4.3 Proposal of 3-D transistors 
To summarize quasi-3-D transistors described above, a possible scenario of transistor 
structure innovation is illustrated in Fig. 26. Transistors with horizontal current flow inside 
a silicon beam are called FINFET today (Choi et al., 2001). Then, 3-D FET‘s with vertical 
current flow will be a next candidate for 3-D LSI. 
With respect to the vertical transistor, a few DRAM cells utilizing vertical current flow 
structure have already been proposed in mid 1980’s. They are trench-transistor cell, TTC 
(Richardson et al, 1985) and surrounding gate transistor, SGT (Takato et al., 1988). However, 
they are not manufactured in real products yet. One reason is probably that fabrication 
technologies do not become matured yet in general. 
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Fig. 26. Recent trend in transistor structure. It is not reported yet in 2009 that both FINFET or 
vertical FET is already shipped to the semiconductor market. 
These structures may be almost the tiniest configuration in one-transistor DRAM cell. A 
theoretical area of these cells is 4F2. F is a feature size of device, in other word, technology 
node itself. In conventional array configurations, theoretical memory cell sizes of open bit-
line and folded bit-line arrangements are 6F2 and 8F2, respectively. A vertical stack cell as 
shown in Fig. 27 (c) will be one of the most promising structures in near future. 
 

 

 
Fig. 27. Proposed vertical cell transistors applied to one-transistor DRAM cell. 

4.4 A vertical transistor having a potential of 2F2 cell area 
The author’s group has proposed a super pillar transistor, SPT which has a potential of 
realizing 2F2 DRAM cell (Sugimura et al., 2008). This SPT can double the packing density of 
DRAM cell as compared to 4F2 cells previously shown in Fig. 27. A bird’s eye view of SPT is 
shown in Fig. 28. 
Fabrication process folw is as follows. Selected portions of a silicon beam are covered with 
CVD Si3N4 films. Then high temperature oxidation is performed at 1000°C to the extent that 
the beam is fully oxidized. Portions which are not covered with the Si3N4 films are converted 
into SiO2 remaining physically and electrically separated silicon pillars. Subsequently, gate 
oxidation is processed and gate film is entirely deposited. Then, directional dry etching is 
performed entirely on a wafer remaining two gates located on both sides of the beam as 
residues associated with the dry etching. The resultant structure is already shown in Fig. 28. 
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Fig. 28. A fundamental process sequence to fabricate super pillar transistor, SPT. The pillar 
is isolated with field oxide which is converted from silicon beam itself with well-known 
local oxidation of silicon, LOCOS technique. Side gate-1 and -2 are self-aligned to silicon and 
oxide beam. 
An SEM plane view of SPT is shown in Fig. 29. Even though the thickness of field SiO2 film 
is twice as much as that of silicon beam, removal of the Si3N4 film and scrificed oxidation 
reduce the thickness by a factor of 0.5. Thus the field oxide thickness shown in Fig. 29 is 
almost equivalent to that of silicon pillar. 
 

 
Fig. 29. SEM images of a bird’s eye view, (a) and a plane view, (b) of super pillar transistor, 
SPT. Field oxide is thinned by a factor of 0.5 with a controlled wet etching. 
 

 

 
Fig. 30. A test circuit configuration, (a), characteristics of Id-Vd, (b) and Id-Vg, (c) for super 
pillar transistor, SPT. 
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Side-wall gates on both sides of the pillar make two transistors in one pillar. Typical Id-Vg 

characteristics are shown in Fig. 30. Drain currents of Id1 and Id2 denote those of two sidewall 
gate transistors. As shown in the figure, two drain currents can be controlled separately. 
With additional new technique of forming two capacitors on a pillar, two DRAM cells on a 
pillar can be obtained leading to 2F2 cell. Consequently doubled density of DRAM can be 
realized at the same technology node. 

4.5 Prospect of vertical 3-D transistor 
Even though a lot of advantages in vertical 3-D transistor are expected compared to 2-D 
transistor, there still exists a fundamental limit due to the vertical structure. Except the 
complexity in fabrication technologies, one of the biggest problems may be practically 
unchangeable gate length. As an LSI consists of various gate lengths to optimize the 
performance such as speed/power consumption, chip size, operational margin etc., vertical 
transistors with single gate length can not be applied to LSI’s of processors and ASIC’s in 
particular. 
Under these circumstances, one of promising applications may be memory cell array. Cell 
transistors in a cell array should be identical in order to obtain compact array area and 
stable operation. Figure 31 proposes possible candidates of super pillar transistor, SPT to 
memory application. If a certain memory element is chosen, various kinds of memory will 
be possible. SPT can work as “a universal cell transistor“ for almost all memories with one-
transistor cell and also can be applied to static memory cell with plural transistors. 
 

 

 
Fig. 31. Various applications of super pillar transistor, SPT which can be operated as a 
universal cell-transistor. 

In addition to this kind of a cell transistor and a memory element stack, a transistor stack 
structure is proposed. At present, 16 stack layers of NAND flash memory, named pipe-
shaped bit cost scalable (P-BiCS) flash memory, is proposed (Katsumata et al.; 2009), as 
shown in Fig. 32. As a silicon body of transistors is filled into a hole which is etched after 16 
gate-layer stack formation, it is no need for the formation of thin and tall silicon pillar. In 
this sense, the manufacturability of P-BiCS is expected to be more stable than that of the 
pillar type in multi-stack memory, however, it is speculated that transistor performance 
problem exists due to the polycrystalline silicon body. 
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Fig. 32. Proposed 16 layer stack of NAND flash memory named as pipe-shaped bit cost 
scalable as P-BiCS. 

5. Other approaches to 2.5-D stack LSI 
A few kinds of 3-D stack of active transistors were extensively investigated in 1980’s mainly 
using laser recrystallization. But they were almost abandoned in the next decade due to 
poor integrity of overlaid single crystal layer causing much poorer productivity. In place of 
this active transistor stack, two kinds of chip-stack techniques have been developed as 
shown in Fig. 33. Flash memory and DRAM are already utilizing bonding-wire connection 
and 6 to 8 chip stack are now available in flash and DRAM products. An example on a test 
chip is shown in Fig. 34. 
Recently a through-silicon-via type connection has been extensively developed. This 
provides more flexibility of inter-chip connection and higher productivity due to the batch 
processing for via formation and inter-via contact. Nevertheless, this may not be a real 3-D 
stack, because the chip thickness measures tens of 10 μm which is much larger than the 
device arrangement pitch of tens of 100 nm. Therefore, the chip stack is called “2.5 
dimensional“ in this article. 
 

 
Fig. 33. Two kinds of chip-stack LSI’s: bonding-wire connection type, (a) and through-
silicon-via, TSV type (b). 
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Fig. 34. Eight-layered bonding-wire connection on a test substrare. 

6. Conclusion 
In response to the ceaseless requirement for extended performance of transistor in LSI, 
continual scaling has been achieved since early 1970’s. Sizes of transistors in products 
measured 12 μm in 1970 and around 45 nm in 2009. The scaling of device size has been 
brought about 4-fold increase in memory’s volume and processor’s performance every three 
years. Since there existed a limitation of amount of signal charges in DRAM against the cell 
size scaling, DRAM had first encountered the imitation of the volume size at 1 megabit in 
mid 1980’s. To overcome the limitation, it began to employ a 3-D capacitor structure such as 
trench capacitor or stack capacitor. 
Even with the 3-D structures, its maximum volume of DRAM in a chip is estimated to be 64 
gigabit provided that the amount of signal charges stored in a cell must be kept constant 
against the cell scaling. To solve the deadlock, the employment of an extra high-k dielectrics, 
and a vertical stack of a cell transistor with a capacitor will be inevitable in near future. 
Regarding NAND flash memory, multi-stacks of flash transistors have already been 
proposed. Since flash memory cell consists of one cell transistor in a memory cell and no 
contact is needed to source and drain in a string of cell transistors, the multi-stack is 
relatively easier than that of DRAM. 
On the other hand, field-effect transistor itself will encounter the ultimate size limit of 5-10 
nm. Only about several tens of silicon atoms exist in the channel region of 10-nm transistor. 
Normal filed-effect operation will be impossible due to fatal short-channel effects in that 
dimension range. Particularly a ratio of off current to on current becomes worse causing 
unacceptably large stand-by power consumption. 
If the scaling pace is still kept constant, the ultimate limit will be encountered within 15 
years. Forecasting the limitation, various kinds of 3-D transistors have been proposed, 
however, they will still suffer from the short-channel effects same as 2-D transistors. Due to 
a limitation of invariable channel length of vertical transistor, it will be practical in products 
that the vertical transistor is employed together with 2-D one in an LSI chip. 
To cope with these fundamental limits in miniaturization of devices, various kinds of chip 
stack will be dominant in LSI products in response to the requirement for smaller package 
used in personal-use, hand-held products. 
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1. Introduction 
Scaling of silicon dioxide dielectrics has once been viewed as an effective approach to 
enhance transistor performance in complementary metal-oxide semiconductor (C-MOS) 
technologies as predicted by Moore’s law [1]. Thus, in the past few decades, reduction in the 
thickness of silicon dioxide gate dielectrics has enabled increased numbers of transistors per 
chip with enhanced circuit functionality and performance at low costs (Fig. 1).  However, as 
devices approach the sub-45 nm scale, the effective oxide thickness (EOT) of the traditional 
silicon dioxide dielectrics are required to be smaller than 1 nm, which is approximately 3 
monolayers and close to the physical limit (Fig. 2), thus resulting in high gate leakage 
currents due to the obvious quantum tunneling effect at this scale (Fig. 3). To continue the 
downward scaling, dielectrics with a higher dielectric constant (high-k) are being suggested 
as a solution to achieve the same transistor performance while maintaining a relatively thick 
physical thickness [2]. Many candidates of possible high-k gate dielectrics have been 
suggested to replace SiO2 and they include nitrided SiO2, Hf-based oxides, and Zr-based 
oxides. Hf-based oxides have been recently highlighted as the most suitable dielectric 
materials because of their comprehensive performance. One of the key issues concerning 
new gate dielectrics is the low crystallization temperature. Owing to this shortcoming, it is 
difficult to integrate them into traditional CMOS processes. To solve these problems, 
additional elements such as N, Si, Al, Ti, Ta and La have been incorporated into the high-k 
gate dielectrics, especially Hf-based oxides.  In the following sections, the requirements of 
high-k oxides, brief history of high-k development, various candidates of high-k, and the 
latest hafnium-based high-k materials are discussed. 

2. Requirements of high-k oxides 
Among the various requirements of gate dielectric materials, the most important are good 
insulating properties and capacitance performance (Fig. 4). Because the gate dielectric 
materials constitute the interlayer in the gate stacks, they should also have the ability to 
prevent diffusion of dopants such as boron and phosphorus and have few electrical defects 
which often compromise the breakdown performance. Meanwhile, they must have good 
thermal stability, high recrystallization temperature, sound interface qualities, and so on. 
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Fig. 1. Enhanced Performance Trend as Predicted by Moore’s Law.  Processing power has 
steadily risen as transistors become more complex [1]. 

 
Fig. 2. Feature size of transistors downscales with time and the gate oxide thickness 
decreases accordingly [1]. 

2.1 K value, band gap and band offset 
With regard to capacitance performance, the requirement is that the k value should be over 
12, preferably 25–30. An appropriate k value means that the dielectrics will have a 
reasonable physical thickness which is enough to prevent gate leakage and not too thick to 
hamper physical scaling when achieving the target EOT. On the other hand, a very large k 
value is undesirable in CMOS design because they cause unfavorable large fringing fields at 
the source and drain regions [4]. Table 1 and Fig. 5 show that the k values of some oxides 
vary inversely with the band gap, so a relatively low k value is needed [5]. There are 
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Fig. 3. Schematic of direct tunneling through SiO2 [3]. 
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Fig. 4. Schematic drawing of a MOS stack. 

numerous oxides with extremely large k values, such as SrTiO3, which are candidates in 
DRAM capacitors [6], but their band gap is too small. According to the required insulating 
properties, the gate dielectrics must exhibit at least the band offset of 1 eV while in contact 
with the Si substrate in order to avoid serious gate leakage and breakdown. The band offset 
is required to be over 1 eV in order to inhibit conduction by the Schottky emission of 
electrons or holes into the oxide bands [5, 7], as schematically shown in Fig. 6. This means 
that the materials must have both the conduction band offset (CB) and valence band offset 
(VB) over 1 eV. In fact, the CB offset is less than the VB offset, which suggests oxides with 
band gaps wider than 5 eV may be excluded as gate dielectrics. For those oxides with 
narrow band gaps, either the CB offsets or the VB offsets may be smaller than 1 eV, also 
limiting the choice of these materials. 
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Dielectric k Band gap (eV) CB offset (eV)
Si - 1.1 - 

SiO2 3.9 9 3.2 
Si3N4 7 5.3 2.4 
Al2O3 9 8.8 2.8 
Y2O3 15 6 2.3 
Ta2O5 22 4.4 0.35 
TiO2 80 3.5 0 

La2O3 30 6 2.3 
a- LaAlO3 30 5.6 1.8 

SrTiO3 2000 3.2 0 
ZrO2 25 5.8 1.5 
HfO2 25 5.8 1.4 

HfSiO4 11 6.5 1.8 

Table I. Dielectric constant (k), band gap and CB offset on Si of the candidate gate dielectrics. 
 

 
Fig. 5. Static dielectric constant versus band gap for candidate gate oxides [5]. 

2.2 Thermal stability 
In present CMOS processes, the gate stacks must undergo rapid thermal annealing (RTA) of 
1000 oC for 5s. This requires that the gate oxides must be thermally and chemically stable 
especially with the contacting materials. Thus, group II, III, IV oxides with a higher heat of 
formation than SiO2 such as SrO, CaO, BaO, Al2O3, ZrO2, HfO2, Y2O3, La2O3 and lanthanides 
may be useful. Additionally, group II oxides which react with water are not favorable.  
Therefore, from the thermal stability point of view, only Al2O3, ZrO2, HfO2, Y2O3, La2O3, 
Sc2O3 and some lanthanides such as Pr2O3, Gd2O3 and Lu2O3 are left [3].  However, some 
materials with higher heat of formation than SiO2 may also be slightly reactive with Si such 
as ZrO2, forming the silicide, ZrSi2 [8, 9]. Among these high k dielectrics, HfO2 has both a 
high k value as well as chemical stability with water and Si. 
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Fig. 6. Schematic of band offsets dependence of carrier injection in oxide band states. 

2.3 Crystallization temperature 
Owing to the absence of grains and good diffusion barrier properties, amorphous materials 
are preferred to crystalline ones.  The grains which lie in the crystalline systems can often be 
the pathways for dopants diffusion and breakdown. Unlike SiO2, high-k oxides usually have 
low crystalline temperature and can easily crystallize when subjected to RTA. In particular, 
HfO2 and ZrO2 crystallize at much lower temperatures at ~400 oC and ~300 oC, respectively 
(Fig. 7). According to the above factors, the approach to improve the crystallization 
temperature of HfO2 and ZrO2 should be considered. The crystallized HfO2 has a much 
lower leakage current which has convinced many companies such as Intel and Freescale to 
adopt binary oxides because of their relative higher k values. 
 

  
Fig. 7. TEM image of crystallization in HfO2/SiO2 dielectrics with (a) 40% HfO2 and(b) 80% 
HfO2 [10]. 

2.4 Interface quality 
The interface between the high-k dielectrics and Si substrate must have the highest electrical 
quality and flatness, absence of interface defects, and low interface state density Dit.  Bad 



 Advances in Solid State Circuits Technologies 

 

338 

interface quality can cause high fixed charge density, inducing a large shift in the flat band 
voltage (Vfb) which severely reduces the performance and reliability of the transistor. Most 
of the high-k materials reported in this chapter have Dit ~1011–1012 eV/cm2 and also exhibit a 
substantial flatband voltage shift larger than 300 mV [11]. Therefore, it is crucial to improve 
the quality of the interface. There are two ways to ensure a high quality interface, either 
using a crystalline oxide grown epitaxially on the Si or an amorphous oxide.  An amorphous 
oxide has many advantages over a poly-crystalline oxide. Firstly, it is more economically 
and more compatible with existing processes.  Secondly, the amorphous oxide can minimize 
the number of interface defects.  Thirdly, it is possible to gradually vary the composition of 
an amorphous oxide without creating a new phase, as in silicate alloys, or when adding 
nitrogen or other metal elements. Fourthly, an amorphous oxide and its dielectric constant 
are isotropic, so that fluctuations in polarization from differently oriented oxide grains will 
not cause scattering of carriers. Finally, amorphous phases have no grain boundaries.  The 
advantages of epitaxial oxides may come in the future, where their more abrupt interfaces 
allows us to reach lower EOTs. Besides the above consideration, the configuration of 
interface bonding is also significant. As the SiO2/Si interface has high quality, the ideal gate 
dielectric stack may well turn out to have an interface comprising several monolayers of Si–
O (and possibly N) containing materials, which can be a pseudobinary layer at the channel 
interface. This layer can serve to preserve the critical, high-quality nature of the SiO2 
interface (Dit ~2x1010 eV/cm2) while providing a higher-k value for that thin layer.  The 
same pseudobinary materials can also extend beyond the interface, or a different high-k 
material can be used on top of the interfacial layer. 

2.5 Defects 
Similar to interface defects, bulk defects formed in high-k oxides during deposition also 
causes degraded transistor performance due to the rising number of defect-related fixed 
charges. In addition, charges trapped in defects will cause a shift in the gate threshold 
voltage of the transistor, which is the key characteristic of performance. Furthermore, the 
trapped charges change with time and so the threshold voltage also shifts with time, leading 
to problems associated with negative bias temperature instability (NBTI) and positive bias 
temperature instability (PBTI).  Meanwhile, trapped charges scatter carriers in the channel 
causing reduced carrier mobility. Lastly, they are the starting points for electrical failure and 
oxide breakdown. Typically, these defects are sites of excessive or deficient oxygen or 
 

 
Fig. 8. Schematic diagram of two types of defects located (a) at the HfO2/SiO2 interface and 
(b) in the bulk of HfO2 film. 
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impurities.  Unfortunately, most of the high-k oxides inherently have more interface defects 
in contact with the Si substrate and bulk defects than SiO2 because their bonding cannot 
relax as easily [12] (Fig. 8). Nowadays, many groups are endeavoring to reduce defect 
densities by either processing control or engineering of materials. 

3. Brief history of high-k dielectric development 
To overcome gate leakage problems and extend the usefulness of SiO2-based dielectric, 
incorporation of nitrogen into SiO2 has been adopted. There are several ways to introduce 
nitrogen into SiO2, such as post deposition annealing in nitrogen ambient and forming a 
nitride/oxide stack structure. By incorporating nitrogen into SiO2, it not only increases the 
dielectric constant but also acts as a better barrier against boron penetration. In addition, a 
nitride/oxide stack structure maintains the benefits of good interface quality between the 
oxide and substrate [13, 14], as schematically shown in Fig. 9. 
Despite the immense development with SiO2, these oxynitrides still have low k values and so a 
relatively thick layer is required to prevent direct tunneling current. Therefore, alternative 
materials with a higher k than SiO2 (3.9) are needed to achieve the required capacitance 
without tunneling currents [15].  Oxides of group II, III, IV such as Al2O3, Y2O3, La2O3, Sc2O3 
and some lanthanides such as Pr2O3, Gd2O3 and Lu2O3 have been proposed.  Unfortunately, 
these dielectrics will only last a few generations due to limitations dictated by low power 
applications, scalability, or serious reactions with the Si substrate.  Yet, these problems are 
much smaller for oxides and silicates of Hf and Zr. Thus, the choice of alternative gate 
dielectrics has been narrowed to HfO2, ZrO2 and their silicates due to their excellent electrical 
properties and high thermal stability in contact with Si [16].  However, another problem, 
namely low crystallization temperature, is associated with Hf-based and Zr-based oxides. 
They can easily crystallize during standard CMOS processes. These crystalline structures can 
increase the gate leakage by orders of magnitude and provide pathways for diffusion of 
dopants and dielectric breakdown.  Up to date, many groups have focused on the 
improvement of the crystallization temperature of these oxides. Thus, elements such as N, Si, 
Al, Ta and La have been incorporated into these high-k oxides.  Hf-based oxides are preferred 
over Zr-based oxides for its relative higher crystalline temperature. 
 

 
Fig. 9. Schematic showing incoming nitrogen radicals replace oxygen atoms to form Si–N 
bonds [17]. 
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4. Latest development in Hf-based high-k oxides 
4.1 Fabrication methods 
Hf-based High-k dielectric oxides have replaced conventional SiO2 as the gate dielectric in 
sub-0.1 μm complementary metal-oxide-semiconductor devices [18, 19]. The fabrication 
technology of Hf-based high-k ultrathin dielectrics has been developed very quickly.  
Overall, the techniques can be categorized into two major approaches based on the reaction 
mechanism during preparation, namely CVD (chemical vapor deposition) and PVD 
(Physical Vapor Deposition) processes. CVD-based approaches include metal-organic 
chemical vapor deposition (MOCVD) [20], plasma-enhanced chemical vapor deposition 
(PECVD) [21], atomic-layer chemical vapor deposition (ALCVD) [22], photo-assisted CVD 
synthesis [23] and so on.  These growth methods provide more flexibility and have 
relatively low cost.  Among them, ALCVD is considered particularly promising, since this is 
the only feasible method to control the thickness down to the nanometer range and layer-by-
layer composition of the metal oxide ultrathin film [24]. 

4.2 Doping of Hf-based high-k oxides 
Crystallization of pure HfO2 occurs at only about 400–450 oC causing grain boundary 
leakage current and nonuniformity of the film thickness [25].  As a result, impurities such as 
O, B, and P can penetrate the grain boundaries during high temperature postprocessing.  It 
causes equivalent oxide thickness (EOT) scaling and reliability concerns when Hf-based 
high-k ultrathin gate oxides are integrated into high temperature CMOS processes [26]. 
Recently, nitrogen incorporation has been extensively investigated in the field of high-k thin 
films [27, 28].  Nitrogen introduction into HfO2 films has significantly improved the electric 
properties as well as crystallinity [29, 30]. On the contrary, nitrogen doping leads to 
decreased band gap.  This is because it adds N 2p states which lie above the O 2p states in 
the free atoms and so the VB is raised and the CB is reduced due to the interaction between 
the nonbonding Hf 5d states and adjacent O and N states.  The delocalized Hfd-Np bonding 
states contribute an indirect band gap Eg of 1.8 eV, which is smaller than the Op-Hfd band 
gap of larger than 5.8 eV [31, 32].  Despite the disadvantages, the introduced nitrogen can 
suppress the growth of microstructure and interfacial layer.  When N is added to HfO2, it is 
expected to distort the equilibrium of the lattice and produce disordered states.  Choi et al. 
have demonstrated that adding nitrogen results in the reduction of the mobility of Hf and O 
atoms as well as increase in the nucleation temperature and consequently the crystalline 
temperature [33, 34].  All these indicate that nitrogen acts as a crystallization inhibitor and 
causes an increase in the crystallization temperature in Hf-based gate dielectrics (Fig. 10). 
The interfacial layer between the high-k dielectrics and Si substrate is one of the key factors 
determining the performance and reliability of a MOS transistor. Hence, it is extremely crucial 
to fabricate a SiO2/Si like interface.  From this viewpoint, a SiO2 interfacial layer is often grown 
between Hf-based oxide and Si by thermal oxidation. However, this HfO2/SiO2 gate dielectric 
stack usually introduces an additional EOT increase due to the low k SiOx interfacial layer. In 
order to solve this problem, addition of Si into Hf-based oxide to form Hf silicate may be a 
plausible means. Besides improvement in the interface quality, incorporation of Si into Hf-
based oxides can also foster the formation of amorphous or near-amorphous structures [36, 
37]. A negative effect is the reduction in the k value.  The k value decreases inversely with 
increasing Si concentration in Hf-based oxides. When the Si content approaches 100% 
(alternatively, Si-based oxide), the k value comes close to the lowest value of 3.9. Accordingly, 
the Si content must be selected to keep a balance between gains and defects. 
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Fig. 10. XRD spectra for the HfO2 and HfOxNy films: (a) as-deposited and HfOxNy films 
annealed at different temperatures and (b) as-deposited and HfO2 films annealed at 
different temperatures [35]. 

HfSiON is thermally stable compared to HfO2 due to the Si-N bonds that are created by the 
nitridation step, and thus HfSiON has the potential for implementation in a conventional 
gate-first process with high temperature activation annealing.  By using nitrogen-
incorporated HfSiO films, both the oxidation and reduction reactions can be suppressed in 
the annealing process at a proper partial pressure of N2 gas.  The N2 gas suppresses only the 
reduction reaction, while nitrogen atoms incorporated in the dielectrics suppress both 
oxidation and reduction reactions, greatly improving the electrical characteristic of Hf-based 
high-k dielectrics [38].  Fig. 11 schematically shows the mechanism of the suppression of 
reaction and the results of suppression of interfacial layer growth can be seen in Fig. 12. 
Many groups have reported that the crystallization temperature of HfO2 (400–450 °C) can be 
increased by incorporation of Al2O3 forming an HfAlO alloy. Zhu et al. [39] have shown that 
Al inclusion in HfO2 significantly increases the crystallization temperature. At an Al content 
of 31.7%, the crystallization temperature is about 400-500 oC higher than that without Al. 
 

 
Fig. 11. Schematic of the mechanism for the suppression of reaction.  N2 ambient gas can 
suppress (i) SiO formation and (ii) SiO desorption.  Nitrogen atoms in the dielectric film can 
suppress (iii) SiO and O diffusion [38]. 
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Fig. 12. SiO2 equivalent thickness of dielectric films as a function of O2 partial pressure 
(PO2).  These thicknesses were calculated from the peak-area ratio of the Si-oxide to the Si 
substrate, regarding the Si-oxide component as SiO2 for simplicity.  A straight line at around 
3.2 nm denotes the thickness of the as-grown sample [38]. 

This additional Al increases the band gap of the dielectrics from 5.8 eV for HfO2 without Al 
to 6.5 eV for HfAlO with 45.5% Al but reduced dielectric constant from 19.6 for HfO2 
without Al to 7.4 for Al2O3 without Hf. Considering the factors including the crystallization 
temperature, band gap, and dielectric constant, they conclude that the optimum Al 
concentration is about 30% for conventional CMOS gate processing technology. Moon et al. 
[40] have presented the similar trend in the change of the electrical and structural properties 
due to the Al incorporation. Their results suggest that the HfAlO film with 10% Al2O3 shows 
a great improvement in thermal stability and significant reduction of interfacial layer 
growth during subsequent thermal processes while maintaining a high k value (~19), 
leading to reduction in the leakage current by around 2 orders of magnitude compared to 
pure HfO2. The HfAlO film also has good compatibility with the gate electrode in high 
temperature annealing process (Fig. 13). Bae et al. [41] have pointed out that while Al 
doping significantly increases the crystallization temperature in HfO2 to up to 900 oC and 
improves its thermal stability, it also introduces negative fixed oxide charges due to Al 
accumulation at the HfAlO-Si interface, resulting in mobility degradation.  The effects of Al 
concentration on the crystallization temperature, fixed oxide charge density, and mobility 
degradation in HfAlO have been characterized and correlated.  In spite of these analyses, 
there are still a lot of issues to be settled in order to maximize the performance of the 
materials. 
On account of the good thermal stability and electrical characteristics, HfTaO gate dielectrics 
have attracted attention. Incorporation of Ta into HfO2 enhances the crystallization 
temperature dramatically while keeping a high k value of ~17 [42].  Compared to HfO2 gate 
dielectrics, HfTaO also has the advantages of much lower charge trapping as well as BTI 
degradation and increased channel mobility [43]. Yu et al. [44] have confirmed that HfTaO 
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Fig. 13. XTEM images of HfO2 and HfAlO after 700 oC in-situ PDA treatment. HfAlO layer 
remains amorphous while HfO2 is crystallized.  Both films were deposited at 400 oC without 
surface nitridation [40]. 

with 43% Ta remains amorphous even after annealing at 950 oC for 30 s, and the formation 
of low-k interfacial layer is reduced (Fig. 14). The results indicate good interface properties 
between the HfTaO and Si substrate and sufficiently suppressed boron penetration behavior 
in the HfTaO film. The negligible flat-band voltage shift in HfTaO with 43% Ta film is 
observed and attributed to its amorphous structure after device fabrication. It also 
contributes to the improvement in performance and reliability of the devices. Zhang et al. 
[45] have found that HfTaO with 40% Ta exhibits the highest crystallization temperature of 
900 °C, while 35% and 52% HfTaO films show crystallization temperature of 800 °C (Fig. 15).  
The results demonstrate that HfTaO N-MOSFETs possess higher electron mobility than 
controlled HfO2 devices. Among them, the transistors with 40% Ta doped HfTaO as the gate 
dielectrics have the highest electron mobility (Fig. 16). 
 

 
Fig. 14. TEM images of HfO2 and HfTaO with 43% Ta after PDA at 700 oC for 40 s and 
activation annealing at 950 oC for 30 s. Pure HfO2 film is fully crystallized whereas the 
HfTaO with 43% Ta film remains amorphous [44]. 
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Fig. 15. Crystallization temperature of HfTaO with different Ta composition measured by 
XRD with incident angle of x ray: 3° [45]. 
 

 
Fig. 16. Effective mobility of HfTaO N-MOSFETs (a) without and (b) with D2 annealing [45]. 
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In addition, some rare earth elements such as La can also improve the characteristics of Hf-
based high-k dielectrics.  Introduction of La2O3 into HfO2 causes an increase in the 
crystallization temperature (Fig. 17). Furthermore, unlike other Hf-based amorphous 
materials such as HfSiOx or HfAlOx, the permittivity of HfLaOx still yields a high k value 
(>20) [ 46] (Fig. 18).  Besides, HfLaO also has the advantages of much lower charge trapping 
as well as BTI degradation and increased channel mobility.  In addition, varying the La 
concentrations in the TaN/HfLaO or HfN/HfLaO gate stack can effectively tune the metal 
work function for N-MOSFETs [43].  In the capacitance-voltage curve of metal oxide 
semiconductor capacitor, Yamamoto et al. [46] have shown that the HfLaOx dielectric film 
exhibits very small degradation in both the interface and bulk properties, as shown in Fig. 
19.  A very low fixed charge density in HfLaOx films is demonstrated from a very small film 
thickness dependence on the flatband voltage in their study. 
 
 
 

 
 

 

Fig. 17. XRD spectra of 30 nm films of (a) HfO2, (b) La2O3, (c) 33% La–HfLaOx, and (d) 40% 
La–HfLaOx annealed at various temperatures.  HfO2 and La2O3 films crystallize under 600 
oC.  On the other hand, 40% La–HfLaOx film remains amorphous after 900 oC annealing 
[46]. 

An et al. [47] have synthesized ultrathin HfO2 and HfLaOx films with La/(Hf+La) ratios of 
42%, 57%, and 64% by an atomic layer deposition process.  By measuring the leakage 
current at different temperatures, they propose that the conduction mechanism of HfO2 and 
HfLaOx films follow the Poole–Frenkel emission model under the gate injection condition.  
They have also demonstrated that the intrinsic trap energy levels are 1.42, 1.34, 1.03, and 
0.98 eV in the HfLaOx samples with La/(Hf+La) ratios of 0%, 42%, 57%, and 64%, 
respectively, showing a decreasing behavior as the La content is increased (Fig. 20). 
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Fig. 18. Dielectric constants of HfLaOx film as a function of La concentrations.  The dielectric 
constants are determined by MIM capacitors for the samples with La concentrations of 0%, 
4%, 9%, and 17%. For 20% and 40%, CET vs physical thickness plots were used [46]. 

 
 
 

 
 

 

Fig. 19. C-V characteristics of Au/40% La–HfLaOx/p-Si MOS capacitor annealed at 600 oC.  
The film thickness was 8.4 nm.  It shows very small hysteresis and frequency dispersion.  
The inset in the upper right shows the flatband voltages of Au/20% La–HfLaO/p-Si or 40% 
La–HfLaO/p-Si MOS [46]. 



Hafnium-based High-k Gate Dielectrics  

 

347 

 

 
Fig. 20. ln(J/E) vs 1/T plots measured at various applied electric fields for (a) HfO2 and (b) 
Hf0.36La0.64Ox films, and (c) trap energy level as a function of E1/2 for both samples [47]. 

From the above results, it can be easily inferred that HfLaOx is a potential dielectric material 
for amorphous high-k gate insulator in further advanced complementary metal oxide 
semiconductor (CMOS) devices. 

5. Conclusion 
This chapter succinctly reviews the motivation to replace traditional SiO2 gate dielectrics, 
requirements of high-k dielectrics, brief history of high-k materials development, and latest 
development in Hf-based high-k dielectrics.  In order to improve the performance of CMOS 
devices, Hf-based gate layers are being integrated into MOSFETs to achieve low leakage 
current.  Excellent gate transistors with improved performance based on Hf-based gate 
dielectrics as the insulating layers are expected. Although much progress has been made in 
fabricating novel gate dielectrics, investigation of these Hf-based high-k gate dielectrics 
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continues to be exciting and the final target has not yet been reached.  There is still room for 
development and many issues need better understanding. 
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1. Introduction 
High-electron-mobility transistors (HEMTs) and heterojunction bipolar transistors (HBTs) 
have attracted many attentions in high speed and power applications due to the superior 
transport properties. As compared to AlGaAs pseudomorphic HEMTs (PHEMTs), InGaP-
related devices have advantages, such as higher band gaps, higher valence-band discontinuity 
[1], negligible deep-complex (DX) centers [2], excellent etching selectivity between InGaP and 
GaAs, good thermal stabilities [3-5], higher Schottky barrier heights [3], and so on. Particularly, 
the use of an undoped InGaP insulator takes the advantages of its low DX centers and low 
reactivity with oxygen [6-10], which may still suffer from the high gate leakage issue. In order 
to inhibit the gate leakage issue, increase the power handling capabilities, and improve the 
breakdown voltages, a metal-oxide-semiconductor (MOS) structure has been widely 
investigated. However, it is still lacks a reliable native oxide film growing on InGaP, and very 
few papers have reported on InGaP/InGaAs MOS-PHEMTs. In addition, the MOS-PHEMT 
not only has the advantages of the MOS structure (e.g., lower leakage current and higher 
breakdown voltage) but also has the high-density, high-mobility 2DEG channel. 
Over the past years, a study on the liquid phase oxidation (LPO) of InGaP near room 
temperature has been done [11-14]. The application of surface passivation to improve the 
InGaP/GaAs HBTs’ performance has also been first demonstrated [13]. The InGaP/GaAs 
HBTs with surface passivation by LPO exhibit significant improvement in current gain at 
low collector current regimes due to the reduction of surface recombination current, as 
compared to those without surface passivation. Moreover, a larger breakdown voltage and a 
lower base recombination current are also obtained. In this chapter, the oxide film 
composition and some issues are addressed. Then a thin InGaP native oxide film prepared 
by the LPO as the gate dielectric for InGaP/InGaAs MOS-PHEMTs application are 
discussed, and the comparisons between devices with and without LPO passivation on the 
InGaP/GaAs HBTs are also reviewed. 

2. Characterization of the oxide film 
The root mean square (rms) value of surface roughness for the In0.49Ga0.51P sample is 
estimated to be 1.1 nm before oxidation (i.e., as received) by AFM measurement, and can be 
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improved to 0.95 nm after oxidation (i.e., as grown), as shown in Fig. 1. Fig. 2 shows the 
SIMS depth profiles before and after liquid phase oxidation on In0.49Ga0.51P. Although LPO 
on InGaP material has a much slower oxidation rate which is less than 10 nm/h, as 
comparing to that of the GaAs material, however, it is still feasible to grow a thin oxide film 
without pH control [15, 16]. The oxidation rate becomes significantly saturated when the 
oxidation time is longer than an hour, which is measured using a Veeco Instrument 
DEKTAK and confirmed by SEM. 
The XPS depth profiles of the LPO-grown oxide for In0.49Ga0.51P are shown in Fig. 3(a). Fig. 
3(b)-(d) show the XPS surface spectra of the Ga-3d, In-3d, and P-2p core levels, respectively. 
The binding energies for all spectra are calibrated with the reference (as-received) signal. 
The as-received sample was dipped into a solution of HF:H2O = 1:200 for 30 s before 
measurement. From Fig. 3(c)-(d), in comparison with the previous paper [17], the spectrum 
is rather similar to that of InPO4. This is also confirmed by the values of the O-1s peak 
energy and energy separations between the main core levels (i.e., Ga-3d, In-3d, and P-2p) in 
the oxide phases [18]. This clearly suggests that the oxide film is mostly composed of InPO4-
like and Ga oxide. In addition, the oxide film may appear to be etched back in the growth 
solution after 2 h of oxidation. The thermal stability of the oxide layer is also important in  
 

2 h oxidation rm s: 0.95 nm

LPO

rm s: 1.1 nm
as received

 
Fig. 1. AFM images of the In0.49Ga0.51P sample before (i.e., as received) and after (i.e., as 
grown) liquid phase oxidation. 
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Fig. 2. SIMS depth profiles of the In0.49Ga0.51P sample before (i.e., as received) and after (i.e., 
as grown) liquid phase oxidation. 

device fabrications because high-temperature processes are usually required. Again, XPS is 
utilized to also important in device fabrications because high-temperature processes are 
usually required. Again, XPS is utilized to analyze the surface chemistry of the oxide films, 
as shown in Fig. 3. After 2 h of oxidation, the RTA processes were performed in a furnace 
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with N2 flowing at 300-700 oC for 1 min [13]; however, a peak of InPO4-like is still observed. 
InPO4 (bandgap energy = 4.5 eV) is chemically stable and has rather good dielectric 
properties [19]. As a result, the InPO4 probably acts as a capping layer for the entire oxide 
film to enhance the thermal stability. However, the experimental results show that high-
temperature treatments (700 oC) will change the properties of Ga2O3, since the XPS energy 
peak of Ga2O3 shifts to a lower binding energy, and the binding energy is inferred to form 
the GaOx or Ga2Ox. 
 
 

 
 

(a) 
 
 

 
 

(b) 
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(c) 

 

 
(d) 

Fig. 3. (a) The XPS depth profiles of the as-grown oxide film on In0.49Ga0.51P.  
The (b)-(d) show the XPS surface spectra for the Ga-3d, In-3d, and P-2p core levels, 
respectively. 

3. InGaP/InGaAs MOS-PHEMT 
3.1 Experimental 
Figure 4 schematically shows the PHEMT structure grown by the metallorganic chemical 
vapor deposition (MOCVD) on a semi-insulating GaAs substrate. Hall measurement 
indicates that the electron mobility is 4000 cm2/V·s, and the electron sheet density is 
2.2×1012 cm-2 at room temperature [11]. The device isolation was accomplished by mesa wet 
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etching down to the buffer layer. The ohmic contacts of the Au/Ge/Ni metal were 
deposited by evaporation and then were patterned by lift-off processes, followed by RTA. 
The depth of gate recess is 110 nm for reference PHEMT and 100 nm for MOS-PHEMT. 
After etching the capping layer and the partial Schottky layer, an LPO growth solution was 
used to generate the gate oxide for the MOS-PHEMT at 50 oC for 30 min. Finally, the gate 
electrode was formed with Au. Moreover, the oxide layer, as illustrated in the figure, also 
selectively and simultaneously passivated the isolated surface sidewall. The gate dimension 
is 2×100 μm2 with a drain-to-source spacing of 5 μm. 
 

Source Drain
Gate

S. I. GaAs Substrate

Oxide Layer

GaAs Buffer Layer

i-In0.15Ga0.85As Channel Layer 14 nm

AlGaAs Barrier Layer

InGaP Barrier Layer

2DEG

PHEMT MOS-PHEMT

n+ GaAs 60 nm
DrainSource

n-InGaP Gate 70 nm

n+ GaAs 60 nm
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Fig. 4. The schematic drawing of the InGaP/InGaAs MOS-PHEMT. 

3.2 Results and discussion 
Figure 5(a) compares the measured I-V characteristics of the MOS-PHEMT with those of the 
reference PHEMT fabricated under identical conditions. Clearly, good pinch-off and 
saturation current characteristics are obtained. Due to the higher energy barriers between 
the metal gate and the Schottky layer, the MOS-PHEMT can be operated at higher gate-to-
source voltage (VGS) and drain-to-source voltage (VDS) than those of the conventional 
Schottky gate PHEMT, which can enhance the current driving capability. Fig. 5(b) compares 
the transconductance gm and the drain current density ID as a function of VGS at VDS = 4 V of 
the MOS-PHEMTs with those of the reference PHEMT. For MOS-PHEMT, the 1.8 V-wide 
gate voltage swing (defined by 10% reduction from the maximum gm) is higher than that of 
the PHEMT. The threshold voltage Vth of MOS-PHEMT shifts to the left, which is similar to 
the result of the one with oxide deposited on the Schottky layer [20, 21]. However, the 
separation region between the oxide-InGaP interface and the InGaAs channel for MOS-
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PHEMT is still larger than that of the reference PHEMT in this study, so the drain current 
density of the PHEMT is smaller than that of the MOS-PHEMT at the same bias VGS due to 
the decrease of the carrier concentration within the InGaAs 2DEG channel. 

 
(a) 

 
(b) 

Fig. 5. (a) Measured I-V characteristics of MOS-PHEMT and PHEMT. (b) The 
transconductance and the drain current density versus VGS at VDS = 4 V for the MOS-
PHEMT and the reference PHEMT. 



 Advances in Solid State Circuits Technologies 

 

358 

In addition, if the depth of gate recess is etched to be 120 nm, the Vth becomes more positive, 
-0.5 V, for MOS-PHEMT with the identical processing conditions including initial pH value 
(5.0), temperature (50 oC), and oxidation time (30 min). For Vth shifts to the right, the 
separation between the oxide-InGaP layer interface and the InGaAs channel layer is 
decreased due to the consumption of the InGaP during the processes of gate recess and the 
unique properties of the LPO with the reaction of InGaP, leading to the increase of the total 
effect of the gate bias on the control of Vth. However, a decrease in the maximum gm, 63 
mS/mm, accompanies the degradation in the saturation current, 84 mA/mm at VGS = 1 V. 
The result is also confirmed by a longer oxidation time, i.e., a thicker oxide layer. This 
drawback can be overcome by suitable device structures, such as inserting a Si-planar 
doping layer under the InGaAs channel to increase the carrier density. 
The oxide film provides an improvement in the breakdown voltage in terms of the gate 
leakage current of the MOS structure, supported by the typical gate-to-drain I-V 
characteristics, as shown in Fig. 6(a). For InGaP MOS-PHEMT, the turn-on voltage, 2.2 V, is 
obviously higher than that of InGaP PHEMT, 0.8 V, and the corresponding reverse gate-to-
drain breakdown voltages, BVGD, are -14.1 V and -6.5 V, respectively. The turn-on voltage 
and the BVGD are defined as the voltage at which the gate current reaches 1 mA/mm. The 
gate leakage current can be suppressed at least by more than two orders of magnitude with 
an oxide film at VGD = -4 V. The smaller gate leakage current of MOS-PHEMT is due to the 
MOS structure and the elimination of sidewall leakage paths that are directly passivated 
during the oxidation, which is consistent with the result of Fig. 5. In addition, the gate 
leakage current observed in MOS-PHEMT comes from a gate leakage path at the edge of the 
mesa [22] that is not present in the MOS capacitor, which may contribute to the Schottky-
like I-V characteristics for forward biases. Fig. 6(b) shows the gate current density as a 
function of reverse VGS at different VDS. Due to the high electric field existing in the gate-to-
drain region, hot electron phenomena occur in the narrow band-gap InGaAs channel. 
Electrons can obtain higher energy to generate electron-hole pairs through the enhanced 
impact ionization, resulting in easy injection of the holes into the gate terminal [23]. 
However, in InGaP-related devices, it is more difficult for the holes generated by the impact 
ionization to overcome the valence band discontinuity and to reach the gate [4], so the bell 
shaped behavior of the impact ionization does not appear in Fig. 6. Moreover, the gate 
current density of MOS-PHEMT is significantly improved, which is less than 0.5 μA/mm, as 
compared to that of PHEMT. In other words, the electrons and holes generated by the 
impact ionization are decreased to further reduce the drain and gate currents owing to the 
oxide layer with a high barrier height. 
In order to have a better insight into the transient behavior of the studied devices, the gate 
pulse measurements were performed using a Tektronix 370A curve tracer [24]. VGS was 
pulsed from the Vth to 0 V with a pulsewidth of 80 μs, while VDS was swept from 0 to 4 V. 
The comparisons between the static and pulsed I-V characteristics for PHEMT and MOS-
PHEMT are shown in Fig. 7. The drain current of PHEMT decreased by 9.8%, while the 
MOS-PHEMT decreased by only 0.63%. To the best of our knowledge, if the pulsewidth is 
too short, electrons captured by the traps do not have enough time to be fully emitted. 
However, if the pulsewidth is long enough, all the trapped electrons are de-trapped and will 
contribute to the drain current. We believe that the differences between dc and pulsed I-V 
become evident by applying shorter voltage pulses to the gate such as less than 10-μs pulses 
for PHEMT and MOS-PHEMT. Therefore, it is clear that the oxide passivation on the 
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Schottky layer can minimize the effect of surface traps, which is consistent with the lower 
gate leakage current in Fig. 6. 
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Fig. 6. (a) The typical IG-VGD characteristics of PHEMT with and without an oxide film. (b) 
The gate current density versus reverse VGS at different VDS. 
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(a) 

 
(b) 

Fig. 7. Gate pulse measurements for (a) reference PHEMT and (b) MOS-PHEMT with VGS 
pulsed from Vth to 0 V with a pulsewidth of 80 μs, while VDS was swept from 0 to 4 V. 

4. InGaP/GaAs HBT with LPO passivation 
4.1 Experimental 
The structure used for HBT is given in Table 1. The epilayers were grown by a low-pressure 
MOCVD system on an (100)-oriented semi-insulating (S.I.) GaAs substrate. For InGaP/GaAs 
HBTs, device fabrication began with emitter definition. The emitter cap layer was removed 
and stopped at the InGaP active layer. After removing the InGaP layer, a growth solution 
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was used to form the base oxide (passivation) on the exposed extrinsic surface of base and 
the base contact was then deposited. Finally, the mesa of base was defined and etched to 
sub-collector before the collector contact deposition. H3PO4-based etchant was used for 
GaAs and InGaP. The Au/Ge and Au/Be metals were deposited by evaporation and 
patterned by lift-off processing to form emitter, base and collector regions, respectively. 
 

Layer Material Thickness (nm) Dopant (cm-3) 
Cap 

Graded 
Sub-emitter 

Emitter 
Base 

Collector 
Etching-stop 
Sub-collector 

InGaAs 
InGaAs 
GaAs 
InGaP 
GaAs 
GaAs 
InGaP 
GaAs 

45 
45 

130 
40 

100 
750 
20 

600 

1×1019 

1×1019 

5×1018 
3×1017 

4×1019 

1×1016 

5×1018 
5×1018 

S.I. GaAs substrate 

Table 1. The epitaxial structure of InGaP/GaAs HBT. 

4.2 Results and discussion 
Figure 8 shows the common-emitter I-V characteristics of the HBT with and without surface 
passivation by LPO. Clearly, the dc current gain (β) of HBTs with passivation is improved 
(increased) 15% when comparing to HBTs without passivation. The higher β with surface 
passivation is due to the reduction of the surface recombination current in the exposed 
extrinsic base regions by LPO method. The common-emitter I-V characteristics of the 
devices with and without surface passivation at low collector current regimes are shown 
 

 
Fig. 8. Common-emitter I-V characteristics of the HBTs with and without LPO passivation. 
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in Fig. 9. The devices with surface passivation have higher common-emitter β than those 
devices without passivation, due to the reduction of the surface combination velocity by 
using an oxide layer on the base surface. In addition, the β values with and without 
passivation are 13.3 and 2 at IB = 900 pA, respectively. The maximum increase of 7 fold in 
the current gain at collector current down to nA level. 
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Fig. 9. Common-emitter I-V characteristics of the HBTs (a) without and (b) with LPO 
passivation at low collector current regimes. 

Figure 10 illustrates the measured Gummel plots of the devices with and without LPO 
passivation. The collector currents are almost identical without being affected by the 
passivation treatment. However, a decrease of the base leakage current at low collector 
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current levels is obviously observed after oxidation. Moreover, it is found that the 
recombination current at the extrinsic base region and the base-emitter perimeter are 
competed against one another, resulting in current reduction at lower base-emitter bias VBE 
= 0.4 V. The increasing β is owing to the reduction of the surface recombination current. It 
can also be indicated that the device with pasivation exhibits higher β than that without 
passivation at lower VBE bias. The comparison of β versus the collector current is shown in 
Fig. 11. The collector-base bias is maintained at 0 V. Clearly, the device with LPO 
passivation shows wider collector regimes from 10-10 A to 0.1 A. And the maximum shift of  
 

 
Fig. 10. Typical Gummel plots of InGaP/GaAs HBTs with and without LPO passivation. 
 

 
Fig. 11. Comparison of the β against the collector current IC. The inset shows the base-
collector junction breakdown characteristics with and without LPO passivation. 
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5 fold in the current gain from collector current of 8.1×10-10 A to 1.6×10-10 A can be achieved. 
This is attributed to the surface state density are suppressed, i.e., the surface recombination 
current is effectively reduced. The inset shows the base-collector junction current against 
bias voltage for the devices with and without passivation. For the device with passivation, 
the breakdown voltage (23.5 V) is higher than that (21.9 V) without passivation at I = 50 μA. 
The smaller leakage current is owing to the reduction of the surface recombination by the 
native oxide passivation in the base region. Above results clearly indicate that the β at low 
(medium) collector current regimes and the breakdown voltage will be increased. 
Additionally, the base current is decreased for the devices with passivation when comparing 
to those without passivation, which will be beneficial to low-power electronics and 
communication applications. 

5. Conclusion 
The InGaP/InGaAs/GaAs MOS-PHEMT with the In0.49Ga0.51P oxide as the gate insulator 
prepared by LPO has been demonstrated. As compared to the counterpart of the 
conventional InGaP PHEMT, the proposed InGaP MOS-PHEMT can further reduce the gate 
leakage current at least by two orders of magnitude, increase the breakdown voltage by 
200%, and enhance the gate voltage swing. Also, the pulse transient measurement shows 
much less impact of the surface trap effects for the InGaP MOS-PHEMT. In addition, as 
compared to the conventional InGaP/GaAs HBTs without surface passivation, the HBTs 
with LPO passivation possess the characteristics of lower surface recombination currents, 
higher breakdown voltage and improved higher dc current gain. The HBTs with LPO 
passivation exhibit 700% improvement in current gain at low collector current regimes by 
the reduction of surface recombination current, as compared to those without passivation. 
Therefore, the proposed low-temperature and low-cost LPO can easily be implemented and 
can provide new opportunities in device applications. 

6. Acknowledgements 
The authors wish to thank Nan-Ying Yang whose research made this work possible. This 
work was supported in part by the National Science Council of Taiwan under contract 
number NSC95-2221-E-006-428-MY3, NSC97-2221-E-214-063, and the MOE Program for 
Promoting Academic Excellence of Universities. 

7. References 
[1] M. A. Rao, E. J. Caine, H. Kroemer, S. I. Long, and D. I. Babic, “Determination of valence 

and conduction-band discontinuities at the (Ga,In) P/GaAs heterojunction by C-V 
profiling,” J. Appl. Phys., vol. 61, pp. 643-649, 1987. 

[2] R. Menozzi, P. Cova, C. Canali, and F. Fantini, “Breakdown walkout in pseudomorphic 
HEMT’s,” IEEE Trans. Electron Dev., vol. 43, pp. 543-546, 1996. 

[3] S. Fujita, T. Noda, A. Wagai, C. Nozaki, and Y. Ashizawa, “Novel HEMT structures 
using a strained InGaP Schottky layer,” in Proceedings of the 5th Indium Phosphide and 
Related Materials (IPRM), Paris, France, April 19-22, 1993, pp. 497-500. 



Liquid Phase Oxidation on InGaP and Its Applications  

 

365 

[4] H. K. Huang, C. S. Wang, Y. H. Wang, C. L. Wu, and C. S. Chang, “Temperature effects 
of low noise InGaP/InGaAs/GaAs PHEMTs,” Solid-State Electron, vol. 47, pp. 1989-
1994, 2003. 

[5] H. K. Huang, C. S. Wang, C. P. Chang, Y. H. Wang, C. L. Wu, and C. S. Chang, “Noise 
characteristics of InGaP-gated PHEMTs under high current and thermal accelerated 
stresses,” IEEE Trans. Electron Dev., vol. 52, pp. 1706-1712, 2005. 

[6] Y. S. Lin, S. S. Lu and Y. J. Wang, “High-performance Ga0.51In0.49P/GaAs airbridge gate 
MISFET’s grown by gas-source MBE,” IEEE Trans. Electron Dev., vol. 44, pp. 921-
929, 1997. 

[7] L. W. Laih, S. Y. Cheng, W. C. Wang, P. H. Lin, J. Y. Chen, W. C. Liu, and W. Lin, “High-
performance InGaP/InGaAs/GaAs step-compositioned doped- channel field-effect 
transistor (SCDCFET),” Electron. Lett., vol. 33, pp. 98-99, 1997. 

[8] W. C. Liu, W. L. Chang, W. S. Lour, H. J. Pan, W. C. Wang, J. Y. Chen, K. H. Yu and S. C. 
Feng, “High-performance InGaP/InxGa1-xAs HEMT with an inverted delta-doped 
V-shaped channel structure,” IEEE Electron Dev. Lett., vol. 20, pp. 548-550, 1999. 

[9] K. K. Yu, H. M. Chuang, K. W. Lin, S. Y. Cheng, C. C. Cheng, J. Y. Chen, and W. C. Liu, 
“Improved temperature-dependent performances of a novel InGaP-InGaAs-GaAs 
double channel pseudomorphic high electron mobility transistor (DC-PHEMT),” 
IEEE Trans. Electron Dev., vol. 49, pp. 1687-1693, 2002. 

[10] H. M. Chuang, S. Y. Cheng, C. Y. Chen, X. D. Liao, R. C. Liu, and W. C. Liu, 
“Investigation of a new InGaP-InGaAs pseudomorphic double doped-channel 
heterostructure field-effect transistor (PDDCHFET),” IEEE Trans. Electron Dev., vol. 
50, pp. 1717-1723, 2003. 

[11] K. W. Lee, P. W. Sze, Y. J. Lin, N. Y. Yang, M. P. Houng, and Y. H. Wang, 
“InGaP/InGaAs metal-oxide-semiconductor pseudomorphic high-electron-
mobility transistor with a liquid-phase-oxidized InGaP as gate dielectric,” IEEE 
Electron Device Lett., vol. 26, pp. 864-866, 2005. 

[12] K. W. Lee, Y. J. Lin, N. Y. Yang, Y. C. Lee, P. W. Sze, Y. H. Wang, and M. P. Houng, 
“InGaP/InGaAs/GaAs metal-oxide-semiconductor pseudomorphic high electron 
mobility transistor with a liquid phase oxidized InGaP gate,” in Proceedings of the 
7th IEEE International Conference on Solid-State and Integrated Circuits Technology 
(ICSICT), Beijing, China, Oct. 18-21, 2004, pp. 2301-2304. 

[13] K. W. Lee, N. Y. Yang, K. L. Lee, P. W. Sze, M. P. Houng, and Y. H. Wang, “Liquid 
phase oxidation on InGaP and its application to InGaP/GaAs HBTs surface 
passivation,” in Proceedings of the 17th Indium Phosphide and Related Materials (IPRM), 
Glasgow, Scotland, UK, May 8-12, 2005, pp. 516-519. 

[14] K. W. Lee, P. W. Sze, K. L. Lee, M. P. Houng, and Y. H. Wang, “InGaP PHEMT with a 
liquid phase oxidized InGaP as gate dielectric,” in Proceedings of IEEE International 
Conference on Electron Devices and Solid-State Circuits (EDSSC), Hong Kong, China, 
Dec. 19-21, 2005, pp. 609-612. 

[15] H. H. Wang, J. Y. Wu, Y. H. Wang, and M. P. Houng, “Effects of pH values on the 
kinetics of liquid phase chemical enhanced oxidation of GaAs,” J. Electrochem. Soc., 
vol. 146, pp. 2328-2332, 1999. 

[16] H. H. Wang, “Investigation of Liquid Phase Chemical-Enhanced Oxidation Technique 
for GaAs and Its Application,” Ph.D. dissertation, National Cheng-Kung 
University, Taiwan, Republic of China, 2000. 



 Advances in Solid State Circuits Technologies 

 

366 

[17] G. Hollinger, E. Bergignat, J. Joseph, and Y. Robach, “On the nature of oxides on InP 
surfaces,” J. Vac. Sci. Technol. A, vol. 3, pp. 2082-2088, 1985. 

[18] T. Hashizume and T. Saitoh, “Natural oxides on air-exposed and chemically treated 
InGaP surfaces grown by metalorganic vapor phase epitaxy,” Appl. Phys. Lett., vol. 
78, pp. 2318-2320, 2001. 

[19] G. Hollinger, J. Joseph, Y. Robach, E. Bergignat, B. Commere, P. Viktorovitch, and M. 
Froment, “On the chemistry of passivated oxide-InP interfaces,” J. Vac. Sci. Technol. 
B, vol. 5, pp. 1108-1112, 1987. 

[20] M. A. Khan, X. Hu, G. Sumin, A. Lunev, J. Yang, R. Gaska, and M. S. Shur, 
“AlGaN/GaN metal oxide semiconductor heterostructure field transistor,” IEEE 
Electron Device Lett., vol. 21, pp. 63-65, 2000. 

[21] D. W. Chou, K. W. Lee, J. J. Huang, P. W. Sze, H. R. Wu, Y. H. Wang, M. P. Houng, S. J. 
Chang, and Y. K. Su, “AlGaN/GaN metal oxide semiconductor heterostructure 
field-effect transistor based on a liquid phase deposited oxide,” Jpn. J. Appl. Phys., 
vol. 41, pp. L748-L750, 2002. 

[22] S. R. Bahl, M. H. Leary and J. A. del Alamo, “Mesa-sidewall gate leakage in 
InAlAs/InGaAs heterostructure field-effect transistors,” IEEE Trans. Electron 
Devices, vol. 39, pp. 2037-2043, 1992. 

[23] T. Suemitsu, T. Enoki, N. Sano, M. Tomizawa, and Y. Ishii, “An analysis of the kink 
phenomena in InAlAs/InGaAs HEMT’s using two-dimensional device 
simulation,” IEEE Trans. Electron Devices, vol. 45, pp. 2390-2399, 1998. 

[24] K. Balachander, S. Arulkumaran, T. Egawa, Y. Sano, and K. Baskar, “Demonstration of 
AlGaN/GaN metal-oxide-semiconductor high-electron-mobility transistors with 
silicon-oxy-nitride as the gate insulator,” Materials Science and Engineering: B, vol. 
119, pp. 36-40, 2005. 



18 

Germanium Doped Czochralski Silicon 
Jiahe Chen and Deren Yang 

State Key Lab of Silicon Materials, Zhejiang University 
People’s Republic of China 

1. Introduction 
Due to the development of higher integrity electronic devices, it is required to improve the 
quality of Czochralski (CZ) silicon. On one hand, voids at the near-surface of wafers 
degrade gate oxide integration (GOI) of MOS devices and therefore reduce the yield of 
devices. On the other hand, it is a trend for the oxygen concentration of CZ silicon used for 
ultra large scale integrated circuits (ULSI) to become lower, so it will be difficult to form 
oxygen precipitates and create gettering sites in the bulk for undesirable metallic 
contaminants on silicon wafers. In addition, with increasing the diameter of wafers, the 
dislocations due to higher thermal stress and gravitational stress will generate easily, 
therefore it is desirable to enhance the mechanical property of wafers.  
As an important consist for the novel “impurity engineering” for CZ silicon materials (Chen 
et al., 2010; Chen & Yang, 2009; Yang et al., 2009), the behaviors of germanium in CZ silicon 
have attracted considerable attention in recent years, which was invented by our group. 
Compared to normal dopant elements, germanium doping will not induce electrical centers 
such as shallow thermal donors due to its equivalent electrons with silicon. Furthermore, the 
solubility of germanium in silicon is so large that germanium doping will not have influence 
on the growth of CZ silicon, if germanium concentration is lower than 1019 cm-3. And, it is 
believed that germanium doping in CZ silicon could be much easier to control, so that the 
influences of germanium doping to the properties of CZ silicon wafers could be adjusted”. 
Recently, we have investigated the effect of germanium with concentration of 1015-1019 cm-3 
on the mechanical stress, the formation of oxygen-related donors, oxygen precipitation and 
void defects in CZ silicon materials. It has been established that the mechanical strength of 
silicon wafers could be improved by germanium doping, which benefits the improved 
production yield of wafers (Chen et al., 2008). It is also found that germanium suppresses 
thermal donors (TDs) and new donors (NDs), which benefits the stable electrical property of 
wafers (Cui et al., 2006; Li et al., 2004b). More importantly, germanium has been found to 
suppress the formation of crystal originated particles (COPs) related to void defects, which 
can be annihilated easily during high temperature treatments (Chen et al., 2007a; Yang et al., 
2002). Meanwhile, the enhancement of oxygen precipitation can be obtained by germanium 
doping ( Chen et al., 2009; Chen et al., 2006a; Chen et al., 2006b; Li et al., 2004a), and 
therefore internal gettering (IG) capability could be improved (Chen et al., 2007b; Chen et 
al., 2007c). Up to now, ascribing to the novel properties induced from germanium atoms, it 
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is considered that germanium doped CZ (GCZ) silicon could probably become one of the 
new type silicon materials met  requirements of higher performance ULSI. 
In this chapter, the behaviors of germanium doping CZ silicon will be reviewed mainly 
based on our recent work, and two preliminary applications of GCZ silicon wafers will be 
shown as examples. 

2. Mechanical strength 
By alloying with oxygen and some dopants, such as nitrogen, the mechanical strength of 
silicon single crystals could be increased. The strengthening is believed to be associated with 
impurity concentrations and dislocation densities. Like that for nitrogen-doped float zone 
(FZ) silicon, it shows a much higher yield strength than usual FZ silicon because nitrogen 
atoms bring about the hardening of silicon crystals through locking of dislocations upon 
congregating on the latter one (Kishino et al., 1982; Yonenaga, 2005). As a similar story, the 
mechanical strength improvement of silicon crystals doped with germanium is considered 
to be effective at immobilizing and retarding the velocity of dislocations while germanium 
doping level excessed 6×1019 cm-3 (Fukuda & Ohsawa, 1992). Furthermore, dislocation-free 
CZ silicon crystal could be obtained using a heavily germanium doped seed without Dash 
necking(Huang et al., 2003). Recently, we emphasize that the lightly germanium doping 
benefits the mechanical stress improvements for CZ silicon wafers. 
Table 1 lists the statistical Total Thickness Variation (TTV), Warp and Bow data from 100 
pieces of the as-processed wafer during a mass production for both the CZ and GCZ silicon 
(with the germanium level of 1018 cm-3) (Chen et al., 2008). Normally, Warp represents the 
total amount of maximum variations between the medium and reference surfaces of wafers, 
while Bow is defined as a half dispersion of concave and convexo maximum between the 
medium and reference wafer surfaces, both of which are believed to characterize the extent 
of warpage for silicon wafers and are controlled in production lines extensively: the smaller 
they are, the slighter the warpage would be. As can be seen in Table 1, both the Warp and 
Bow merits were relatively smaller in percentage for the GCZ silicon wafers than that for the 
CZ silicon wafers, indicating that germanium doping in silicon inclines hardly to cause 
warpage during the wafer making from monocrystalline ingots. Moreover, the fact of the 
slightly smaller data for the GCZ wafers than the CZ wafers shows that the mechanical 
strengths of CZ wafers might be improved slightly by germanium doping, which is 
coincident with the fact that a higher yield of polished wafer could be obtained for GCZ 
wafer during the assemble wafer making: the yields of polished CZ and GCZ silicon wafers 
were 89.9% and 92.8%, respectively. It is therefore concluded that a slight suppression on 
the warpage of CZ silicon wafer could be presented by light germanium doping. It is 
considered that, compared with normal CZ silicon, grown-in oxygen precipitation could be 
enhanced in GCZ silicon, which will be discussed below. Then, the enhanced grown-in 
oxygen precipitates could pin up dislocations and retard their movements, so that the 
macroscopical mechanical strength of GCZ silicon wafers could be increased. 
Herein, it is believed that the novel concept of “mechanical strength improvement by 
germanium doping” is of great merit, not limiting to the application field of IC used silicon 
wafers. Especially, it is worthwhile to point out that this novel concept could be adopted in 
improving the wafer production yield and producing super thin wafer support for solar 
cells. 
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TTV (μm)  Warp (μm)  Bow (μm) Statistical Index 
CZ GCZ  CZ GCZ  CZ GCZ 

Mean 2.7 2.9  15.9 11.6  -0.31 0.26 
Range 4.7 4.9  20.1 16.8  25.6 16.9 

Quartile 2.0 2.3  4.7 4.5  6.2 3.4 
Variance 1.6 1.6  28.5 14.1  16.2 14.4 
Standard 
Deviation 1.3 1.3  5.4 3.3  4.2 3.5 

Table 1. Data dispersion degrees of TTV, Warp and Bow for polished CZ and GCZ silicon 
wafers during the making processing. (from 300 pieces) (Chen et al., 2008) 
As a detailed clarification for the mechanical strength of as-processed silicon wafers, the 
indention tests performed at room temperature followed by a high temperature annealing, 
which is considered to be one of the popular approaches for investigating the behaviors of 
dislocations in silicon wafers (Akatsuka et al., 1997; Fukuda & Ohsawa, 1992), were also 
adopted in our investigation. Fig. 1 shows the classical optical images of the indentation (as 
indented) and the rosette pattern of punched out dislocations (PODs) introduced by 
indentations (subjected to 1100oC/2h anneal) in GCZ silicon wafer. Herein, the POD 
diffusion length stands for the capability of mechanical strength of silicon wafers. From the 
rosette sizes shown in the GCZ silicon wafers with germanium doping (from the 
concentrations from 1016 to 1019 cm-3) subjected to 1100oC/2h anneal (Chen et al., 2008), it 
could be found that the mechanical strength was improved by germanium doping. With the 
increase of germanium doping level, the POD diffusion length decreases, which should be 
ascribed to the intensive dislocation pin up effects by the micro-defects (such as small-sized 
oxygen precipitates). 
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Fig. 1. Optical images of (a) the indentation and (b) the rosette pattern of PODs introduced 
by indentations in the GCZ silicon wafer subjected to 1100oC/ 2h anneal; (c) Rosette size in 
the GCZ silicon wafers with different germanium doping subjected to 1100oC/ 2h anneal 
(Chen et al., 2008). 

During ULSI device fabrication, the mechanical strength during thermal processing affects 
the cracked-wafer breakdown yield and even the lithography accuracy. Considering this, 
the indentation tests on thermal treated silicon wafers have been studied via varied pre-
annealing. Fig. 2 shows the optical images of PODs for the CZ and GCZ silicon, which were 
annealed at 800oC for 16 h or plus re-annealed at 1000oC for 4 h. Actually, the amorphous 
silicon and dislocations could be formed around the indentation positions at room 
temperature and then high stress could occur under a highly localized stress (Minowa & 
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Sumino, 1992). The amorphous silicon inclined to transform to the heavy dislocated 
crystalline silicon and the dislocations began to move so as to release the stresses when high 
temperature annealing was adopted. Herein, the travel distance of PODs in the GCZ silicon 
samples after 800oC/16h annealing was calculated to be somewhat shorter than that of the 
CZ silicon samples. Whereas, for 800oC/16h + 1000oC/4h annealing, the moving distance of 
PODs in the GCZ silicon sample seemed to be unambiguously shorter than that in the CZ 
silicon samples. And, these phenomena were consistent with the conclusions drawn from 
the fracture strength measurement (Chen et al., 2008). 
 

  

  
Fig. 2. Typical optical micrographs for the scratch-introduced CZ and GCZ silicon samples 
annealed at 1000oC/2.5 h. (a) CZ, 800oC/16h, (b) GCZ, 800oC/16h; (c) CZ, 800oC/16h + 
1000oC/4h; (d) GCZ, 800oC/16h + 1000oC/4h. 
Additionally, the influence of germanium doping levels in CZ silicon on the mechanical 
strength during device fabrication processing has been clarified by strain-stress checking. 
The rectangular-parallelepiped-shape samples of both the 2000 μm thickness normal CZ and 
GCZ silicon (GCZ2 and GCZ3, with the germanium doping level of 1017 and 1018 cm-3, 
respectively) wafers were investigated after a pre-treated low-high temperature two-step 
thermal anneal (800oC for 16h + 1000oC for 4h). As can be seen from the typical stress-strain 
curves for both the CZ and GCZ silicon samples shown in Fig. 3, it is indicated that the 
higher content of germanium benefits the improvement of the critical fracture stress (Chen 
et al., 2008). It is considered that the strain field introduced by germanium doping might not 
directly lead to the suppression of dislocations, whereas, the germanium-doping-related 
small-sized but higher-density oxygen precipitates within the GCZ silicon can contribute to 
the excess of mechanical strengths compared to the normal CZ silicon wafers. 
It is considered that, the light germanium doping with the concentration of 1016-1019 cm-3 is 
expected to introduce the compressive strain field into silicon matrix due to the larger atom 
size of germanium. The strain fields would generally give rise to the retardation of 
dislocation movements due to the potential barrier related with the interaction between the 
dislocations and matrix. However, the geometrical influences induced by light germanium 
doping are too slight to retard dislocation mobilization. Instead, it is considered that 
germanium could combine with some point defects in CZ silicon, such as vacancy and /or 
interstitial oxygen, and seeds for oxygen precipitates of smaller sizes but higher density. 
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Fig. 3. Typical stress-strain curves for the CZ (CZ) and GCZ silicon samples (GCZ2 and 
GCZ3, with the germanium concentrations of 1017 and 1018 cm-3, respectively) annealed at 
800oC/16h + 1000oC/4h. (Chen et al., 2008) 

Therefore, for both the grown-in case and the thermal treatment case, the oxygen precipitate 
nucleation at the sites of the dislocation cores could be enhanced by light germanium 
doping and the precipitates could act as the strong pinning complexes for the dislocation 
mobilization. In this viewpoint, it is reasonable to understand that the higher concentration 
of germanium atoms in CZ silicon could reduce the dislocation velocity and then decrease 
their moving distance. 

3. Oxygen-related donors  
Oxygen-related donors, including thermal donors (TDs) and new donors (NDs), which are 
believed to generate normally in the temperature ranges of 350-550oC (Fuller & Logan, 1957) 
and 600-700oC (Capper et al., 1977), respectively, can deteriorate the electrical properties of 
wafers. Impurities like germanium and nitrogen have been reported to retard TD formation 
(Hild et al., 1998). Based on the experimental facts, it is considered that germanium doping 
suppress the formation of TDs, but does not affect the microscopic structure of TDs, which 
suggested to be the result of the reaction of germanium with point defects (like silicon 
interstitial, boron, vacancy and interstitial oxygen dimer) in CZ silicon; whereas, the 
germanium doping could enhance the formation of NDs in CZ silicon, which is proposed as 
a process associated with the nucleation enhancement of oxygen precipitation by 
germanium doping.  
In this section, a conventional CZ silicon and two GCZ silicon (GCZ1 and GCZ2, with the 
germanium concentrations of 1016 and 1018 cm-3 at the seed-ends, respectively) ingots were 
grown under almost the same conditions. Samples from different position of CZ and GCZ2 
silicon ingots were annealed at 650oC for 30min to annihilate as-grown TDs. The resistivity 
of the annealed samples was measured by means of four-point probe, and the TD 
concentration ([TD]s) was converted from resistivity according to ASTM F723-88. Fig. 4 
shows the distribution of the as-grown TD concentrations along the axial orientation in CZ 
and GCZ2 silicon crystals (Yang et al., 2004). Compared with the CZ silicon, the TD 
concentrations in the middle and the tail part of the GCZ2 silicon are much lower. The 
segregation coefficient of germanium in crystal is about 0.33, indicating that the germanium 
concentration would increase from the seed-end to the tang end of the crystal ingot. It is 
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therefore believed that germanium suppresses the formation of TDs during crystal growth 
so that the TD concentration is lower in the tail. Furhtermore, the TD concentration variation 
in the GCZ1 ingot was similar to that in the GCZ2, which is further inferred that TDs are 
inhibited in GCZ silicon when germanium concentration is above 1016cm-3.  
In fact, it was also found that the TD concentrations in the GCZ samples are always lower 
than those in the CZ wafers during low temperature annealing. In our experiments, the 
samples were annealed at different temperatures from 350oC to 500oC for different time to 
investigate the suppression effect of germanium on TD formation. The TD concentrations of 
the CZ and GCZ2 samples were plotted as a function of annealing time, as shown in Fig. 5 
(Yang et al., 2004). When annealed at 350oC or 500oC, there is nearly no change of the [TD]s 
in both the CZ and GCZ2 samples, meaning that almost no donors have been generated at 
these temperatures. When annealed at 400oC, [TD]s increased with the annealing time, 
however, the increase speed in the thermal donors in the GCZ2 is lower than that of the CZ 
samples. When annealed at 450oC, the [TD] variation speed is the most rapid one among all 
the anneal temperatures, while the [TD]s of the GCZ2 increases still lower than that of the 
CZ silicon. That is, germanium doping could suppress the formation of TDs.  
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Fig. 4. Distribution of the as-grown [TD]s along the axial orientation in the CZ and GCZ2 
silicon. (Yang et al., 2004)  
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Fig. 5. TD concentrations of the CZ (a)  and GCZ2 (b) samples as a function of annealing 
time (Yang et al., 2004). 

The low temperature Fourie Tansmission Infrared (FTIR) absorption spectra of thermal 
donors (TDs) in GCZ silicon were found to be similar to the one in CZ silicon, but their 
density is different. Therefore, it is considered that light germanium doping suppresses the 
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formation of TDs but does not affect the microscopic structure of TDs. Fig. 6 shows the low-
temperature FTIR spectra of the CZ and GCZ samples in far- (350-650 cm-1) and mid-IR (650-
1200 cm-1) range, respectively(Cui et al., 2006). As can be seen in Fig. 6(a), a series of 
individual FTIR absorption lines related to TDs in silicon are observed in both the CZ and 
GCZ silicon. These absorption lines were caused by the transitions of neutral TDDs into the 
conduction band at low temperature of 10K and different absorption lines correspond with 
different donor energy levels (Wagner & Hage, 1989), and the neutral donors in the GCZ 
sample have the same energy levels as those in the CZ sample. Meanwhile, from the low-
temperature FTIR absorption spectra of the CZ and GCZ silicon in the range 650-1200 cm-1 
illustrated in Fig. 5(b), the similar situation could be found. These series of FTIR absorption 
lines are reported to correspond with the singly ionized TDs (Wagner & Hage, 1989). It is 
obviously that the FTIR absorption spectrum of the singly ionized donors in the GCZ agrees 
quite well with that in the CZ silicon, but its density is much stronger. These results further 
confirm that the TDs in both the silicon samples are the thermal double donors (TDDs) with 
the same energy levels and microstructures. Therefore, it is considered that germanium 
doping in silicon suppresses the generation of TDs, but has little influence on their 
structures, which different from the results in heavily germanium content silicon, GeSi. In 
GeSi, the TDs were found to be broadbands in the FTIR spectra measured at low-
temperature (Hild et al., 1998). 
 

 
Fig. 6. (a) Low-temperature far-IR spectra of the CZ and GCZ silicon samples subjected to 
650oC/30min + 450oC/4h annealing, (b) low temperature mid-IR spectra of the CZ and 
silicon GCZ samples subjected to 450oC/30 min + 450oC/4h annealing. The TDDn refers to 
the nth (n=1-5) neutral donor in Fig. 6(a) and singly ionized donor in Fig. 6(b). (Cui et al., 
2006) 

When iso-electrical germanium atoms are incorporated into silicon lattice, they locate at 
substitutional sites and usually cause the increase of internal stress. During crystal growth, 
point defects could interact with germanium atoms. Vacancies incline to combine with 
germanium atoms to form Ge-Vn complexes, which have been identified by DLTS 
measurements in GCZ silicon crystals (Budtz-Jorgensen et al., 1998). We have clarified that 
germanium can enhance the nucleation of oxygen precipitation in the wide temperature 
range of 650-1200oC, which is based on the assumed Ge-O and Ge-O-V complexes. 
Normally, the TDs generated around 450oC is due to the aggregation of oxygen atoms 
(Kaiser et al., 1958). The molar volume of TDs is larger than that of silicon, thus, during the 
TD formation the lattice strain must be released by attracting free vacancies whose 
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concentration is greatly decreased by the formation of Ge-V complexes. Meanwhile, the 
generation of TDs is a process of oxygen clustering, so that the interactions between the 
germanium and oxygen atoms together with the complexes of Ge-V with the fast diffusion 
O2i dimmer will reduce the oxygen flux to form the smaller oxygen clusters during lower 
temperatures and therefore suppress the TD formation.  
Considering the effect of germanium doping on NDs, it has ever been reported that 
germanium could suppress the formation of NDs (Babitskii et al., 1985) in heavily 
germanium doping cases, and it was also suggested that the generate rate of oxygen 
precipitates and NDs was lowered down by the lattice deformation caused by germanium 
doping in silicon (Babich et al., 1995; Babitskii et al., 1988). However, our investigation 
showed an opposite results in light germanium doping silicon materials. 
Both the CZ and GCZ2 silicon were annealed at 650oC/128h and the ND concentrations 
([ND]s) in the wafers as a function of the annealing time was drawn in Fig. 6 (Li et al., 
2004b). The [ND]s for both the silicon increased with the annealing time at 650oC due to the 
formation of NDs. However, the ND formation rate in the GCZ2 sample is dramatically 
higher than that in the CZ one, so that the conductivity type reversed from p-type (all the 
original CZ silicon ingots are boron doped) to n-type after anneal for 128h in the GCZ2 
silicon, meaning that large number of NDs have generated due to the enhancement of 
germanium on the ND formation. Besides, from the oxygen concentration variation of the 
annealed samples, it is found that more oxygen atoms have precipitated in the GCZ2 
samples than in the CZ samples after 650oC/128h annealing. Generally, NDs are considered 
to be the bigger oxygen clusters compared to TDs, which are generally nuclei of oxygen 
precipitates during lower temperature anneal (Pensl et al., 1989). It is considered that, the 
enhanced ND formation by the germanium doping, is believed to be relative to the 
enhancement of oxygen precipitation. As germanium can enhance the nucleation of oxygen 
precipitates based on Ge-O complexes, some precipitate nuclei might become NDs. Thus, it 
is reasonable to suggest that most of these denser small oxygen precipitate nuclei become 
NDs with electrical activity at 650oC anneal. However, when germanium concentration is 
much larger than oxygen concentration, most of oxygen will be trapped by germanium to 
form Ge-O complexes, resulting in the reduction of oxygen flux to form NDs. Therefore, the 
formation of NDs will be suppressed, which was reported by Babitskii's work (Babitskii et 
al., 1985). 
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Fig. 7. ND concentration in the CZ and GCZ2 wafers annealed at 650oC as a function of the 
annealing time (Li et al., 2004b). 
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4. Oxygen precipitation 
Oxygen precipitates, the main micro-defects in CZ silicon especially used for the bulk 
isolated devices in early years, could not only deteriorate the electrical properties itself but 
also induce the secondary defects such as stacking faults and dislocations which increase the 
breakdown current of devices. However, oxygen precipitates with suitable density in bulk 
benefit both for the improvement of mechanical properties and for the enhancement of 
internal gettering capacitance for wafers. The super-saturated interstitial oxygen atoms in 
CZ silicon will accumulate to form grown-in oxygen precipitates due to post-anneal in 
crystal pullers, resulting in so called as-grown oxygen precipitates. It is also widely accepted 
that the supersaturated oxygen atoms in silicon matrix can precipitate and further induce 
secondary defects, so-called bulk micro-defects (BMDs), within device fabrication processes. 
Oxygen precipitates as well as BMDs are believed to be the gettering sites for metallic 
contamination. Thus, normally, it is required to control the concentration and distribution of 
oxygen precipitates in silicon bulk so that the optimum comprehensive effects benefit the 
quality of CZ silicon material. 
The germanium doping in CZ silicon is found to enhance not only as-grown oxygen 
precipitation but also oxygen precipitation during successive thermal anneals within a large 
temperature range; and it could also vary both the distribution situations of BMDs and 
microscopic morphology of oxygen precipitates, resulting in poor thermal stability of 
oxygen precipitates at elevated high temperatures. We consider that a certain complexes, the 
so called germanium-related complexes, could be generated in the GCZ silicon and thus 
change the behavior of oxygen precipitates in GCZ silicon.  
A CZ and two GCZ (GCZ1 and GCZ2 with [Ge] ~1016 and 1017 cm-3, respectively) silicon 
ingots with the comparable initial oxygen concentration have been selected to investigate 
the formation of grown-in oxygen precipitation: after annealing at 1270oC/2h to annihilate 
the thermal history, both the CZ and GCZ silicon were cooled down by a controlled rate of 
0.5oC/min and were taken out at 1150-850oC separately. The reductions of [Oi] (Δ[Oi]s) in 
the CZ and GCZ samples as a function of the taking out temperatures is shown in Fig. 8(a) 
(Chen et al., 2006b). Generally, the thermal history of wafers can well influence the oxygen 
precipitation of CZ silicon during the successive annealing, while grown-in precipitates can 
be dissolved when annealed at considerably high temperatures above 1250°C (Kishino et al., 
1982). The Δ[Oi] variation of the CZ and GCZ silicon annealed at 1270°C/2h is shown in Fig. 
8(b)(Chen et al., 2006b). It can be seen that the ratio of increased [Oi] and as-received [Oi] in 
the CZ silicon before and after annealing is a bit smaller than that of the GCZ silicon, which 
indicates the grown-in precipitates in the GCZ silicon is more than those in the CZ silicon. It 
is considered that germanium enhances the formation of grown-in oxygen precipitation 
during crystal growth. From Fig. 8(a), it can be also found that the [Oi]s of the GCZ2 silicon 
decreased much more dramatically than that of the CZ silicon in the whole temperature 
range and that the GCZ1 silicon decreased more slightly than that of the CZ silicon below 
1050oC, indicating that oxygen can precipitate more easily in the GCZ silicon crystals, even 
at the temperatures higher than 1150oC. 
Another ramping-up processing was also performed to investigate the effect of germanium 
on as-grown oxygen precipitation in GCZ silicon. Samples were annealed at a heating rate 
of 1oC/min starting at 750oC, 850oC, 950oC or 1050oC, and ending at 1050oC with a 
isothermal anneal for 16 h,. The Δ[Oi]s as a function of the starting ramping temperature is 
shown in Fig. 9 (Chen et al., 2006b). It is believed that 1oC/min is a suitable heating rate to 
grow up oxygen precipitate nuclei, if their radius is larger than the critical nucleation radius 
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(a)  (b)  

Fig. 8. (a) Evolution of the Δ[Oi]s in the CZ and GCZ silicon after 1270°C/2h pre-anneal as a 
function of the taking out ramping temperatures during the cooling-down process, (b) Δ[Oi] 
of the CZ and GCZ silicon before and after annealing at 1270°C/2h. (Chen et al., 2006b) 
of oxygen precipitates (rc) at the starting temperatures of the ramping process, while the 
formation of new oxygen precipitate nuclei during the ramping is suppressed(Kissinger et 
al., 1998). Accordingly, the precipitated oxygen after 1050oC/16h anneal ramped from 
different starting temperatures are considered to be roughly related to the grown-in oxygen 
precipitates whose radius is larger than rc at the starting ramping temperature in the 
corresponding grown-in crystals. Thus, with the increase of starting temperatures, the 
amount of grown-in precipitates larger than the rc decreases, which results in the reduction 
of oxygen precipitates. As can be seen, the decreased Δ[Oi]s of the GCZ wafers was much 
more than that of the CZ wafers at every starting temperatures, which indicates that more 
grown-in oxygen precipitates have been generated in the GCZ wafers than that in the CZ 
wafers in the investigated temperature range (between 850 and 1050oC). Meanwhile, the [Oi] 
curve of the GCZ2 wafer moved rightward relative to that of the CZ one as shown in Fig. 9. 
In this case, there is a sharp decrease of [Oi] when the temperature below 950oC, which 
means the radius of majority of as-grown oxygen precipitates in the GCZ wafers was 
smaller than rc at 950oC, while that of most as-grown oxygen precipitates in the CZ wafer 
was smaller than rc at 850oC. It is therefore believed that the germanium incorporation 
increases the forming temperatures of as-grown oxygen precipitation during the cooling-
down process of crystal growth, and thus larger as-grown oxygen precipitates could be 
presented in GCZ silicon when the cooling-down processing completed. 
 

 
Fig. 9. Evolution of Δ[Oi]s in the CZ and GCZ silicon as a function of the starting ramping 
temperatures in the ramping process with 1oC/min ramping-up rate.(Chen et al., 2006b) 
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It is also suggested that germanium doping could enhance the oxygen precipitation in CZ 
silicon wafer in a large temperature range (from 550 to 1050oC) during successive annealing. 
The as-received samples of both the CZ and GCZ silicon were put into a diffusion furnace at 
550-950oC at every 100oC and then isothermally annealed for 2-64h, following by annealing 
at 1050oC for 16h. All the thermal treatments were preformed in an argon atmosphere. Fig. 
10 shows the Δ[Oi]s in the CZ and GCZ silicon annealed for 64 h as a function of the 
annealing temperatures (Chen et al., 2006a). As can be seen, the Δ[Oi]s in both the CZ and 
GCZ silicon samples annealed at above 850 °C were larger. Moreover,  the amount of Δ[Oi] 
was always larger in the GCZ silicon than in the CZ silicon. It is therefore suggested that 
germanium doping could enhance oxygen precipitation in CZ silicon in a wide temperature 
range.  
 

  

Fig. 10. Left: Δ[Oi]s in the CZ and GCZ silicon annealed for 64 h as a function of annealing 
temperatures. Right: Optical micrographs of the BMDs in the CZ (a) and GCZ (b) silicon 
subjected to 950°C/64 h anneal. (Chen et al., 2006a) 

Normally, oxygen precipitate growth is limited by oxygen diffusion especially at low 
temperatures. (Joly & Robert, 1994) When annealed at low temperatures (such as 750 °C or 
below), the diffusivity of oxygen is considerably small, thus the growth of oxygen 
precipitates is not remarkable. However, a part of oxygen atoms can still aggregate into 
precipitate nuclei and embryos, so that the Δ[Oi]s in the GCZ silicon subjected to 64h anneal 
at 750 °C is somewhat larger than that in the CZ silicon. It is thus believed that the formation 
of precipitate nuclei is enhanced by germanium doping. When the silicon wafers were 
annealed at higher temperatures (such as 950°C and above), the oxygen diffusion coefficient 
greatly increased, while the supersaturation of interstitial oxygen in silicon crystal 
decreased. In this case, oxygen precipitation in silicon was primarily based on the as-grown 
precipitate nuclei. (Borghesi et al., 1995) The typical optical micrographs of BMDs induced 
by oxygen precipitates in the CZ and GCZ silicon samples subjected to 950°C/64 h anneal 
are also shown in Fig. 10. It can be clearly seen that the BMD density was much higher in the 
GCZ silicon than in the CZ silicon. It is generally believed that the grown-in oxygen 
precipitates have a size distribution following the Boltzmann’s statistics. Only the oxygen 
precipitates with radius larger than rc at the annealing temperatures can survive and further 
grow up. Accordingly, the density of the grown-in oxygen precipitates with rc at 950 °C is 
much higher in the GCZ silicon than that in the CZ silicon. That is, again, germanium 
doping can enhance the formation of larger grown-in oxygen precipitates during crystal 
growth. 
Furthermore, if as-grown oxygen precipitates were eliminated by high temperature 
annealing, oxygen precipitation in GCZ silicon wafers during successive thermal cycles 
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could still be enhanced by germanium doping. Fig. 11 shows the Δ[Oi]s of the thermal-
history-eliminated CZ and GCZ silicon wafers subjected to the 1050-1150oC/2h anneal. As 
can be seen, a bit larger oxygen precipitates could be generated in the GCZ silicon wafer 
than in the CZ silicon, which should be ascribed to the presentation as nucleation embryos 
of the germanium-related complexes formed in the GCZ silicon. 
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Fig. 11. Δ[Oi]s of the thermal-history-eliminated CZ and GCZ silicon wafers subjected to the 
1050-1150oC/2h anneal. 
Ascribed to the enhancement of oxygen precipitation nucleation at low temperatures by 
germanium doping, oxygen precipitation during successive annealing processing will be no 
doubt enhanced. Fig. 12 shows the comparison of [Oi]s and the optical micrographs of 
BMDs, which corresponds to oxygen precipitates and induced defects, in the CZ and GCZ 
silicon subjected to the two-step anneals consisted of different low temperature pre-
annealing plus the same high temperature anneal at 1050oC (Chen et al., 2006a). In the 
experiments, the precipitate nuclei subsisted after the prior annealing would coarsen during 
the subsequent high temperature annealing since the oxygen precipitate is characteristics of 
growth at high temperatures. As can be seen in the left of Fig.12, with the pre-anneal at 650 
and 750 oC, the [Oi]s in the CZ silicon decreased almost to the oxygen solubility at 1050oC, 
while the [Oi]s remained at a bit higher levels in the GCZ silicon. Correspondingly, the 
dense BMDs in larger sizes were formed in the CZ silicon while denser BMDs in smaller 
sizes were generated in the GCZ silicon, as shown in Figs. 12R(a) and 12R(b). With the 850oC 
pre-anneal, the [Oi] in the CZ silicon remained at the level much higher than the oxygen 
solubility at 1050 oC, while the [Oi] in the GCZ silicon was much lower. Moreover, low 
density BMDs in smaller sizes were formed in the CZ silicon, while high density BMDs in 
larger sizes were formed in the GCZ silicon, which are illustrated in Figs. 12R(c) and 12R(d). 
Consequently, it is illuminated that oxygen precipitation is greatly enhanced by 
germanium-doping during low-high two step annealing.  
Generally, the nuclei of oxygen precipitates formed at lower temperatures have a size 
distribution and not all of them can survive in subsequent thermal cycles. That is, the nuclei 
with smaller size will dissolve while those with larger size will grow up. As shown in Figs. 
12R(a) and 12R(b), denser BMDs in smaller sizes were generated in the GCZ silicon in 
comparison with those in the CZ silicon, which is probably due to the much more nuclei 
formed at the lower temperatures by germanium-doping. Actually, high density of nuclei in 
the GCZ silicon was in a competition to attract interstitial oxygen atoms. Therefore, oxygen 
precipitation was to a certain extent retarded in the 1050oC anneal for the GCZ silicon and 
  



Germanium Doped Czochralski Silicon  

 

379 

 
 

 
 

Fig. 12. Left: [Oi]s in the CZ and GCZ silicon subjected to 1050oC/16h anneal following 64h 
pre-anneals at different temperatures of 650-850oC. Right: Optical micrographs of BMDs in 
the CZ and GCZ silicon subjected to two-step anneals: (a) CZ, 650oC/64h+1050oC/16h, (b) 
GCZ, 650oC/64h+1050oC/16h, (c) CZ, 850oC/64h+1050oC/16h,, and (d) GCZ, 850oC/64h+ 
1050oC/16h. (Chen et al., 2006a) 

the [Oi] reduced while the BMD density increased in the GCZ silicon when the annealing 
duration was prolonged. That is, germanium-doping could greatly enhance the nucleation 
for oxygen precipitate at low temperatures, especially below 750 oC. For 850oC/64h pre-
anneal case, only the oxygen precipitates whose sizes are larger than the rc at 850 oC could 
survive and further grow up in the subsequent 1050oC anneal. Most of the grown-in oxygen 
precipitates in the CZ silicon is smaller than rc at 850 oC, thus the oxygen precipitation in 
1050oC/16h anneal is slight. Whereas, from Figs. 12R(c) and 12R(d), the oxygen precipitate 
nucleation is enhanced in the GCZ silicon during the 850oC/64h anneal. Consequently, 
germanium-doping can increase the onset temperature up to 850oC for precipitate 
nucleation in the GCZ silicon, while, it is usually below 750 oC in CZ silicon. Furthermore, it 
is considered that the critical radius rc at 850 oC is reduced by germanium-doping, and the 
oxygen precipitates with smaller radius could generate and survive in the GCZ silicon. 
The morphology of oxygen precipitates in GCZ silicon is different from the ones in CZ 
silicon after different thermal treatments. Fig. 13 shows the transmission electron 
microscopy images of the oxygen precipitates and induced defects in CZ and GCZ samples 
subjected to 800oC/225h and 1000oC/225h anneal respectively (Yang et al., 2006b). After 
prolonged anneal at 800oC, platelet precipitates were typical in the CZ silicon, while particle 
precipitates besides platelet ones were also generated in the GCZ silicon [Figs. 13(a) and 
13(b)]; however, after 1000oC/ 225h annealing, the oxygen precipitates generated in the CZ 
silicon are mainly in polyhedral morphology, while entangled and mixed morphologies 
consisting of polyhedral and platelet were formed in the GCZ silicon [Figs. 13(c) and 13(d)]. 
It is reported that the platelet oxygen precipitates could be dissolved easier than the 
polyhedral ones (Shimura, 1994), thus, the microscopic morphology’s variation of oxygen 
precipitates in GCZ silicon could decline their thermal stability at high temperatures.  
Fig. 14(a) shows the [Oi]s for both the CZ and GCZ silicon wafers in the statuses of as-
grown, after the 1270oC/1h conventional furnace annealing (CFA) and after the 1280oC/60s 
rapid thermal annealing (RTA) treatment, respectively. The [Oi]s after CFA or RTA 
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treatments for both the CZ and GCZ silicon were higher than that for the as-grown ones, 
ascribing to the dissolution of grown-in oxygen precipitates. The germanium doping in CZ 
silicon could decline the thermal stability of grown-in oxygen precipitates by generating the 
platelet shape precipitates. Furthermore, the concentration of oxygen in both the CZ  and 
GCZ silicon as a function of duration at RTA preformed at 1260oC with pre-annealing at 800-

1000 oC for 225h has been shown in Fig. 14(b). As can be seen, the [Oi]s ia recovered and is 
slightly higher in the GCZ than in the CZ silicon, indicating the easier dissolution of oxygen 
precipitates in the GCZ silicon. 
 

   
Fig. 13. Transmission electron microscopy images of the oxygen precipitates in the annealed 
CZ and GCZ silicon. (a) CZ, 800oC/225h, (b) GCZ, 800oC/225h, (c) CZ, 1000oC/225h, (d) 
GCZ, 1000oC/225h. (Yang et al., 2006b) 
 

(a)  (b)  

Fig. 14. (a) [Oi]s in both the CZ and GCZ silicon wafers with as-grown status, conventional 
furnace annealing (CFA) at 1270 oC/1h and rapid thermal annealing (RTA) at 1280oC/60s. 
(b) Variation of oxygen recoveries (δ[Oi]s) in both the CZ (square points) and GCZ (circle 
points) silicon as a function of duration at RTA preformed at 1260oC with pre-annealing at 
800oC (full points) or 1000 oC (open points) for 225h (Chen et al., 2007d) 

Germanium atoms locate at the substitutional sites in CZ silicon, and induce distortion and 
local stresses in silicon lattice due to their larger atom radius. So, the lattice sites where 
germanium atoms locate are provided with potential activities and inclined to interact with 
other structural defects and / or impurities. Ge-Vm or Ge-Vm-On (m, n≥1) complexes, in the 
great amounts, are supposed to form for relieving the lattice stresses, and they could further 
act as heterogeneous precipitate nuclei to accumulate interstitial oxygen atoms in GCZ 
silicon. Due to the limit of oxygen content, the oxygen precipitates in GCZ silicon inclines to 
present with much smaller size than that in CZ silicon. It is said that vacancies in CZ silicon 
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could be gathered by germanium atoms to generate germanium-vacancy-related complexes 
and thus benefit the generation of polyhedral precipitates, so that the oxygen precipitates 
could be presented as mixed morphologies in GCZ silicon. Normally, when subjected to the 
high temperature treatments, the inner Si-O and Si-Si bonding in the oxygen precipitates can 
be easily cracked and the oxygen atoms situated in the precipitate originally could revert to 
interstitial oxygen atoms and finally diffuse out the precipitates. Ascribed to the distribution 
of smaller-sized and higher-density precipitates, the total surface area of oxygen precipitates 
in GCZ silicon can be dramatically heightened. The net oxygen flux out of precipitates is 
enhanced and the precipitates can be therefore dissolved easier in GCZ silicon. 

5. Void defects 
Voids, the main micro-defects in modern large diameter silicon crystal, play more important 
roles in the reliability and yield of ULSI devices. It is well established that voids, especially 
those locate in the near-surface region of wafers, can deteriorate gate oxide integration (GOI) 
and enhance the leakage current of metal-oxide-semiconductor devices (Huth et al., 2000; 
Park et al., 2000). As a result of the agglomerations of excess vacancies during crystal 
growth, it is believed that voids are normally of an octahedral structure, about 100-300 nm 
in size and with a thin oxide film of about 2nm on their {111} surfaces (Itsumi et al., 1995; 
Yamagishi et al., 1992). It has been reported that during cooling-down process of silicon 
crystal from the melting point to room temperature, grown-in voids are formed with 
densities between 105-107cm-3 (Yamagishi et al., 1992).  
The techniques to control voids have been studied extensively over years, and three 
different ways to achieve this have been widely accepted: 1) thermally controlled CZ silicon 
crystal growth (Voronkov, 1982), 2) high-temperature annealing (Wijaranakula, 1994) and 3) 
nitroge doping (Yu et al., 2002). It is believed that the GOI failure of devices can be 
improved by germanium doping. The characteristics  of the grown-in voids in GCZ wafers, 
including flow pattern defects (FPDs) and crystal originated particles (COPs) [two main 
formations of void defects], suggested that germanium can suppress larger voids, resulting 
in denser and smaller voids. Meanwhile, it has been found that the density of voids can be 
decreased by germanium doping and then can be eliminated easily in GCZ silicon crystals 
through high temperature annealing.  
 

  
Fig. 15. Optical microscopic photographs of FPDs in the head samples of (a) CZ and (b) GCZ 
silicon crystal. (Yang et al., 2002) 
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Three p-type GCZ silicon crystal ingots with different germanium concentrations ([Ge]s) 
(1015cm-3, 1016cm-3 and 1017cm-3 in the head portions while/and 1016cm-3, 1017cm-3 and 1018cm-

3 in the tail portions and were named as GCZ1, GCZ2, and GCZ3 silicon, respectively) and a 
conventional CZ Silicon crystal were pulled under almost the same growth conditions. 
Typical optical microscopic photographs of FPDs in the head portion samples of the CZ and 
GCZ3 silicon crystals are shown in Fig. 15 (Yang et al., 2002). The FPD density in the GCZ3 
silicon wafer was much less than that in the CZ silicon crystal. Similar results were also 
found in the tail samples. It can accordingly be concluded that germanium doping could 
significantly suppress the voids in GCZ silicon crystals. The FPD densities in the as-grown 
silicon wafers sliced from different portions of the four ingots are shown in Fig. 16 (Yang et 
al., 2002). As can be seen, the FPD densities in the head samples of the CZ, GCZ1 and GCZ2 
silicon wafers were almost the same, while that of the head sample of the GCZ3 with a 
relatively higher [Ge] of 1017cm-3 was much lower.  For the CZ silicon crystal, the FPD 
density of the tail sample was almost the same as that of the head sample. However, for the 
GCZ1, GCZ2 and GCZ3 silicon crystals, the FPD densities of the tail samples were less than 
those of the head. Due to the segregation coefficient of germanium in silicon crystal is 0.33, 
[Ge] in the tail portion of the GCZ silicon is believed to be higher than that in the head 
portion. It is therefore clear that the FPD densities in the GCZ silicon wafer decreased with 
the increase of [Ge], and the FPD density in the grown-in GCZ silicon wafer is much less 
than that in the conventional CZ wafer. Germanium doping in CZ silicon could significantly 
suppress voids during crystal growth. 
 

 
Fig. 16. FPD densities in the head and tail portions of the as-grown CZ and GCZ silicon 
crystals samples with different germanium concentrations.  (Yang et al., 2002) 

Furthermore, it is suggested that the thermal stability of FPDs in GCZ silicon is much poorer 
than that in CZ silicon. Fig. 17 indicates the FPD densities in both the CZ and GCZ silicon 
samples before and after different annealing. As can be seen, after the 1050oC/2h annealing, 
the FPD density in the GCZ silicon is significantly reduced, while that in the CZ silicon 
crystals remains almost constant. Although the FPD density in the CZ silicon wafer 
decreased to a considerable extent after 1150oC/2h annealing, it was still much higher than 
that in the GCZ1 wafer. However, after 1200oC/2h annealing, the FPD densities in both the 
CZ and GCZ1 silicon wafers decreased to nearly the same level. The prolonged annealing at 
high temperatures has no notable effect on the annihilation of FPDs. That is, the FPDs in the 
GCZ silicon crystals can be annihilated at lower temperatures than those in the CZ crystal, 
implying the thermal stability of voids in the GCZ silicon crystals is much poorer, i.e., the 
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voids in the GCZ silicon crystals can be eliminated by high temperature anneals with a low-
cost heat budget. 
 

 
Fig. 17. FPD densities in both the CZ and GCZ silicon samples before and after different 
high temperature annealing.  (Yang et al., 2002) 

Fig. 18 shows the size profiles of grown-in COPs in both the CZ and GCZ silicon wafers 
(Yang et al., 2006a). As can be seen, an increase in the percentage of COPs which are smaller 
(0.11-0.12 μm), and a decrease in the percentage of COPs which are larger (over 0.12μm) in 
the GCZ silicon wafers compared to those in the CZ silicon wafer has been suggested. The 
total amount of grown-in COPs on the GCZ silicon wafers was actually more than that on 
the CZ wafers, meaning germanium doping could induce a higher density of COPs 
generated with smaller sizes. As noted, the evolution of COPs in as-grown GCZ silicon 
seems not to coincide with the result given by FPDs detection. It is worthwhile to point out 
that the FPDs are believed to be deduced by larger voids, i.e., only those whose radius is 
larger than the critical radius rc can bring enough hydrogen bubbles to etch wafer surface 
and leave flow patterns. Suggested by the results of COPs detection, the quantity of larger 
voids in GCZ silicon crystals is less than that in CZ silicon. Therefore, it is reasonable to 
conclude that the fewer FPDs in the GCZ silicon samples is associated with the lack of larger 
voids while the higher density COPs on the GCZ silicon wafers is mainly contributed by 
smaller size voids. 
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Fig. 18. Density and size profiles of the COPs on (a) CZand (b) GCZ S ilicon wafers. (Yang et 
al., 2006a) 
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Similar with the FPDs, poorer thermal stability of COPs could be also detected. Fig. 19 
shows the COP maps for both the CZ and GCZ silicon wafers sampled from the tail portions 
of the crystals before and after annealing in hydrogen at 1200oC (Yang et al., 2006a). COP 
density on the GCZ silicon was much lower than that on the CZ silicon after the annealing, 
indicating that the COPs on CZ silicon wafer can be annihilated more easily by germanium 
doping. Actually, at the subsurface (such as at the depth of 30μm) in the annealed wafers, it 
was also found that more grown-in COPs were annihilated on the GCZ silicon wafers than 
on the CZ ones. Also, from the comparison of COP densities of the CZ and GCZ silicon 
annealed in Ar or H2 atmosphere shown in Fig. 20 (Chen et al., 2007a), it could be found that 
germanium doping could reduce the thermal stability of grown-in COPs not only on the 
surface but also in the bulk of the GCZ silicon wafers. Consequently, it is suggested that 
germanium doping could effectively deteriorate the thermal stability of grown-in COPs on 
wafers. 
 

 
Fig. 19. COP maps of the CZand GCZ silicon wafers before and after annealing in hydrogen 
at 1200oC. (Yang et al., 2006a) 
 

   
Fig. 20. Normalized COP densities of the CZand GCZ silicon wafers annealed in (a) Ar or (b) 
H2 atmosphere as a function of the depth from the wafer surface. Notice that the curves were 
fitted following exponential growth method. (Chen et al., 2007a) 
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Herein, we discuss on the mechanism of germanium doping on void defects by forming 
germanium-related complexes. It is considered that, germanium atoms can react with the 
intrinsic point defects in CZ silicon crystals, so that the formation of vacancy-based micro-
defects, such as P-band and voids, will be influenced by germanium doping. Meanwhile, the 
germanium atoms located at substitutional sites of silicon lattice cause lattice distortion and 
lattice stress. To relieve the lattice stress, germanium inclines to react with vacancy and/or 
oxygen to form Ge-Vm or Ge-Vn-Om (m, n≥1) complexes when GCZ wafers are annealed at 
high temperatures, and that the complexes would survive at low temperatures and become 
the nuclei of oxygen precipitates. Thus, prior to the nucleation of voids, the nuclei of oxygen 
precipitates can grow by the rapid diffusion of oxygen and absorption of a considerable 
number of vacancies at high temperatures. Accordingly, the number of surviving vacancies 
contributing to the formation of voids during the subsequent cooling is reduced. 
The driving force for void formation is the gain in volume free energy per vacancy 
associated with vacancy super-saturation, i.e., the vacancy chemical potential f (Voronkov & 
Falster, 1998): 
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where kB is  Bolztman’s constant, T is the void nucleation temperature, Ce is the equilibrium 
vacancy concentration, and C0 is the initial vacancy concentration (the actual vacancy 
concentration in as-grown silicon). From equation (1), it can be found that the void 
nucleation temperature T will be lower when the initial vacancy concentration C0 is reduced 
by germanium doping in CZ silicon crystal. Therefore, voids, especially for those with large 
volume voids which are believed to be the origin of FPDs, are suppressed in as-grown GCZ 
silicon crystal. This can also explain the fact that the FPD density decreases with the increase 
of germanium concentration shown in Fig. 16. Additionally, the voids could be formed 
during lower temperature annealing because of the plentiful vacancy consumption caused 
by the formation of the germanium-related complexes, which is illustrated in Fig. 18. In fact, 
when binding temperature of germanium and vacancies Tb is higher than nucleation 
temperature of voids Tn, the void formation will be strongly or completely suppressed, due 
to a lack of free vacancies (Voronkov & Falster, 2002). Because Tb is probably higher than Tn,  
the void formation will be suppressed due to the decrease in free vacancies which results in 
the decrease of C0. According to Voronkov’s results, the density N and size R (assuming the 
voids to be spheres in silicon lattice and the radius R standing for their size) of voids in CZ 
silicon crystals accord with the relational expression as follows: 
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From which, one could conclude that the N and R of voids is direct proportional to the 
initial vacancy concentration C0. Therefore, the formation of lower density FPDs and denser 
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COPs with smaller size were believed to be enhanced in GCZ silicon crystals, due to the 
decrease of the initial vacancy concentration C0, as well as the decrease of the formation 
temperature T of voids. Furthermore, higher germanium concentration in CZ silicon 
benefits the higher COP density, thus the COP density in the tail portion is higher than that 
of the head and middle portion of the GCZ silicon crystals, which is shown in Fig. 16. 
Moreover, voids in CZ silicon usually form in a narrow temperature range about 30oC 
below 1100oC during crystal growth. They could be annihilated especially in hydrogen gas 
during elevated temperatures annealing due to dissolving the inner oxide films surrounding 
voids. The removal of oxide films on the inner walls of grown-in void defects is believed to 
be the first step in the reduction process, which is an oxygen diffusion-determined process 
(Adachi et al., 2000). Then the second step is the shrinkage of voids through the diffusion of 
vacancies, which is a diffusion-determined process. For GCZ silicon crystal, due to the 
decrease of void formation temperature T and the increase of void density N, the thickness 
of inner oxide film of voids in GCZ silicon crystals might be thinner than that in CZ silicon; 
additionally, the volume of voids in GCZ silicon crystals is considered to be smaller than 
that in CZ silicon. Therefore, the voids in GCZ silicon could be dissolved by thermal cycles 
easier comparable to those in CZ silicon.  

6. Application of germanium doped Czochralski silicon: two examples 
6.1 Thick epitaxial layers on germanium doped CZ silicon substrate 
Misfit dislocations (MDs) would lead significant junction leakage into transistors, while the 
generation of MDs is still a serious issue in the volume fabrication of p/p+ epi-wafer to date. 
It has been suggested that germanium doping can suppress the epi-layer MDs on high 
boron doped CZ silicon substrates (Jiang et al., 2006). A 50μm thick p/p+ epi-wafers were 
grown on the conventional heavily boron-doped (B-doped) substrate and germanium boron 
co-doping (Ge-B-co-doped) silicon substrates. The germanium content in the CZ silicon is 
calculated aiming to balance the stress induced by boron doping. However, in principle, the 
co-doping of germanium and boron in CZ silicon substrate can be tailored to achieve misfit 
dislocation-free epi-layer with required thickness. It is therefore expected that this solution 
to elimination of MDs in p/p+ silicon wafers can be applied in volume production. 
Fig. 21 shows the optical images of the etched interface of the p/p+ epi-wafers with 11 μm 
thick epi-layer grown on the conventional heavily boron doped and Ge–B-codoped 
substrates, respectively. As can be seen, in the p/p+ epi-wafer grown on the conventional 
heavily boron-doped substrate, there were three sets of MDs on the etched interface, which 
can even be distinguished by naked eye under a spotlight. While, there were no MDs in the 
p/p+ epi-wafer using the Ge-B-codoped substrate wafer. It is definite that the MDs in the 
p/p+ epi-wafers can be avoided by using the Ge-B-codoped substrates. Furthermore, a 
much thicker epi-layer could be fabricated on the Ge-B-copdoped substrate wafer without 
misfit dislocations. Fig. 22 shows both the classical cross-view and top-view optical images 
of the etched silicon samples. Fig. 22(a) reveals that, in the p/p+ epi-wafer grown on the 
conventional heavily B-doped substrate, the MDs penetrated into the epi-layer. Whereas, in 
the top-view optical images of the etched interface of the p/p+ epi-wafers, the triangularly 
intersected MDs are clearly demonstrated [Fig. 22(c)]. On the contrary, for the p/p+ epi- 
wafers using the Ge-B-co-doped silicon substrate, MDs could hardly be observed [Figs. 22(b) 
and 22(d)]. 
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Fig. 21. Plan-view optical images of the etched interface in the 11 μm thick p/p+ epi-wafers 
using the conventional (a) heavily boron-doped substrate  and (b) Ge-B-codoped substrate. 
(Jiang et al., 2006). 
 

 
Fig. 22. Cross-sectional-view optical images of the 50μm thick p/p+ epi-wafers grown using 
conventional heavily boron-doped substrate (a)  and Ge-B-co-doped substrate (b). And plan-
view optical images of the 50 μm thick p/p+ epi-wafers grown using conventional heavily 
boron-doped substrate  (c) and  Ge-B-co- doped substrate (d) (Jiang et al., 2006). 

6.2 Improved internal gettering capability 
Double-side mirror polished wafers will be adopted for industrial manufacturing processes 
of large diameter CZ silicon, such as 300mm diameter silicon, ascribed to the higher 
requirements of wafer surface flatness. Therefore, the external gettering processes (such as 
sand sputtering processes and polycrystalline silicon depositing processes) on backside of 
CZ silicon wafers will be out of date and replaced by internal gettering (IG) processes based 
on the formation of high density BMDs in bulk and the thin defect-free denuded zone (DZ) 
in sub-surface of wafers simultaneously, which can be illustrated in Fig. 23(c) (Chen & Yang, 
2009). However, with the ever-decreasing feature size of integrated circuits, the thermal 
budget for advanced devices is reduced to improve the characteristics; meanwhile, the 
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application of magnetic-filed CZ-grown method to large diameter crystal growth leads to 
the reduction of oxygen concentration in silicon. Both trends led to the density reduction of 
BMDs which are related to gettering sites for metallic contamination. 
Fig. 23 illustrates the model of the influence of germanium on generation of IG structure for 
CZ silicon wafer. Generally, for IG effect, both the high density BMDs and the suitable 
width of DZ could be generated in the CZ silicon doped with some types of impurities, so as 
to improve the IG capability of the metal contamination and improve the quality of IC 
devices. Compared to the CZ silicon, germanium atoms could generally induce germanium-
related complexes and then seed for oxygen precipitation in bulk silicon during IG 
denudation processing based on either CFA or RTA processing. Both the good-quality 
defect-free DZ in sub-surface region and the BMD region with higher density in bulk silicon 
could be obtained simultaneously in the GCZ silicon. Generally, the DZ shrinks and is 
  

 
Fig. 23. Schematic illustrations for internal gettering (IG) structure’ in GCZ silicon wafers. 
(a)-(d) shows the normal steps generating IG structure for silicon wafer and the gettering 
capability. As an example, (e)-(f) shows the germanium effects upon IG structure and 
capability. (Chen & Yang, 2009) 
 

 
Fig. 24. Representative cross-sectional etched optical microphotographs in both the normal 
CZ and GCZ silicon wafers. (a) CZ, before Cu in-diffusion; (b) GCZ, before Cu in-diffusion; 
(c) CZ, after Cu in-diffusion; and (d) GCZ, after Cu in-diffusion. (Chen et al., 2007c) 
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slightly smaller than that of the CZ silicon wafer, which might be ascribed to the denser 
small precipitates located at the boundary of DZ and BMD region. Nevertheless, it has been 
also indicated that the DZs could present in the GCZ silicon wafers after a certain critical 
anneals despite the width shrinkage (Chen et al., 2007c). 
IG capability for metallic contamination could be therefore enhanced by intentional 
germanium doping in CZ silicon wafers. Taking copper contamination as an example (Chen 
et al., 2007c). Fig. 24 shows the cross-sectional etching optical photographs of both the 
normal CZ and GCZ silicon wafers before and after Cu diffusion in 1100oC/1h. As can be 
seen, denser BMDs of smaller size with denser Cu precipitates were presented in bulk of the 
GCZ silicon wafers in comparison with the CZ silicon, indicating a stronger IG capability in 
the GCZ silicon. The explanation could be, the denser gettering sites (even with smaller size) 
can lower down the total interstitial Cu concentration in wafer bulk, therefore more Cu 
atoms could be gettered in the GCZ silicon due to the denser but smaller BMDs. It is noted 
that the fairly clean DZs near surfaces remained in both the silicon wafers, which ensures 
the integrity of wafer sub-surface for device fabrication. 

7. Summary 
We have illustrated the effect of germanium doping in CZ silicon on mechanical strength, 
oxygen-related donors, oxygen precipitation and void defects. It has been established that 
the mechanical strength of silicon wafers could be improved by intended germanium 
doping, which benefits the improved production yield of wafers. It is also found that 
germanium suppresses the generation of TDs, which benefits the stable electrical property 
of wafers. More importantly, germanium has been found to suppress the formation of void 
defects, which can be annihilated easily during high temperature treatments. Moreover, 
oxygen precipitation can be enhanced by germanium doping, and therefore IG capability 
could be improved. Additionally, compared to nitrogen doped CZ silicon, germanium 
doping level in CZ silicon could be much easier to control, and no electrical Centers such as 
shallow thermal donors will be introduced. Ascribing to the novel properties, it is 
considered that GCZ silicon could satisfy the higher requirements of ULSI. 
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1. Introduction 
Today, disease interpretation of excised tissue is performed by analyzing biopsy specimens 
with a tabletop microscope [1]. While this method is effective, the process can be limited by 
sampling error, processing costs, and preparation time. In addition, the interpretive accuracy 
of the specimens can be affected by artefacts associated with tissue sectioning, paraffin 
embedding, and histochemical staining. Thus, a lot of effort has gone into the development of 
new methods that perform real time in vivo imaging with sub-cellular resolution. 
Confocal microscopy is a powerful optical imaging method that can achieve sub-cellular 
resolution in real time. The technique of optical sectioning provides clear images from 
“optically thick” biological tissues that have previously been collected with large, tabletop 
instruments that occupy the size of a table [2, 3]. They can be used to collect either 
reflectance or fluorescence images to identify morphological or  
molecular features of cells and tissues, respectively. Moreover, images in both modalities 
can be captured simultaneously with complete spatial registration. This approach uses a 
“pinhole” placed in between the objective lens and the detector to allow only the light that 
originates from within a tiny focal volume below the tissue surface to be collected. For 
miniature instruments, the core of an optical fiber is used as the “pinhole.” 
Recently, significant progress has been made in the development of endoscope-compatible 
confocal imaging instruments for visualizing inside the human body. This direction has 
been accelerated by the availability, variety and low cost of optical fibers, scanners, and light 
sources, in particular, semiconductor lasers. These methods are being developed for use in 
the clinic as well as in small animal imaging facilities. The addition of a miniature real-time, 
high resolution imaging instrument can help guide tissue biopsy and reduce pathology 
costs. However, these efforts are technically challenging because of the demanding 
performance requirements for small instrument size, high image resolution, deep tissue 
penetration depths, and fast frame rates.  
The performance parameters for miniature in vivo confocal imaging instruments are 
governed by the specific application. An important goal is the early detection and image 
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guided therapy of disease in hollow organs, including colon, esophagus, lung, oropharynx, 
and cervix. Applications can also be found for better understanding of the molecular 
mechanisms of disease in small animals. In particular, localization of pre-malignant 
(dysplastic) lesions in the digestive tract can guide tissue biopsy for early detection and 
prevention of cancer.  In addition, visualization of over expressed molecular targets in small 
animal models can lead to the discovery of new drugs. 
 

 
Fig. 1. Dysplasia represents a pre-malignant condition in the epithelium of hollow organs, 
such as the colon and esophagus.  The dual axes confocal architecture has high dynamic 
range that is suitable for imaging in the vertical cross-sectional plane to visualize disease 
processes with greater tissue penetration depths. 

As shown in Fig. 1, dysplasia originates in the epithelium and represents an important step 
in the transformation of normal mucosa to carcinoma. Dysplasia has a latency period of 
approximately 7 to 14 years before progressing onto cancer and offers a window of 
opportunity for evaluating patients by endoscopy who are at increased risk for developing 
cancer. The early detection and localization of dysplastic lesions can guide tissue resection 
and prevent future cancer progression.  Dysplastic glands can be present from the mucosal 
surface down to the muscularis. Thus, an imaging depth of ~500 μm is sufficient to evaluate 
most early epithelial disease processes.   
On reflectance imaging, sub-cellular resolution (typically <5 μm) is needed to identify 
nuclear features, such as nuclear-to-cytoplasm ratio. On fluorescence imaging, high contrast 
is needed to distinguish between the target and background. With both modalities, a fast 
imaging frame rate (>4 Hz) is necessary to avoid motion artefact. 

2. Single axIs confocal architecture 
A. Configuration of optics 

Recent advances in the development of microlenses and miniature scanners have resulted in 
the development of fiber optic coupled instruments that are endoscope compatible with 
high resolution, including single [4-8], and multiple fiber [7, 9] strategies. Different methods 
of scanning are also being explored [10-14].  
All of these endoscope compatible designs use a single axis design, where the pinhole (fiber) 
and objective are located along one main optical axis. A high NA objective is used to achieve 
sub-cellular resolution and maximum light collection, and the same objective is used for 
both the illumination and collection of light.  In order to scale down the dimension of these 
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instruments for endoscope compatibility, the diameter of the objective must be reduced to 
~5 mm or less.  As a consequence, the working distance (WD) as well as the field-of-view 
(FOV) is also decreased, as shown by the progression of the 3 different objectives in Fig. 2. 
The tissue penetration depth also decreases, and is typically inadequate to assess the tissue 
down to the muscularis, which is located at a depth of ~500 µm and is an important 
landmark for defining the early presence of epithelial cancers. 
 

 
Fig. 2. For endoscope compatibility, the diameter of a single axis confocal microscope must 
be scaled down in size (A→B→C), resulting in a reduced working distance and limited 
tissue penetration depth. 
B. Resolutions 

For the conventional single axis architecture, the transverse, Δrs, and axial, Δzs, resolution 
between full-width-half-power (FWHP) points for uniform illumination of the lenses are 
defined by the following equations [3]: 
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where λ is the wavelength, n is the refractive index of the medium, α is the maximum 
convergence half-angle of the beam, sinNA n α=  is the numerical aperture, and sinα≈ α for 
low NA lenses.  Eq. (1) implies that the transverse and axial resolution varies as 1/NA and 
1/NA2, respectively.  A resolution of less than 5 µm is adequate to identify sub-cellular 
structures that are important for medical and biological applications.  To achieve this 
resolution in the axial dimension, the objective lens used requires a relatively large NA 
(>0.4).  The optics can be reduced to the millimeter scale for in vivo imaging, but requires a 
sacrifice of resolution, FOV, or WD.  Also, a high NA objective limits the available WD, and 
requires that the scanning mechanism be located in the pre-objective position, restricting the 
FOV and further increasing sensitivity to off-axis aberrations. 
C. Commercial systems 
Two endoscope compatible confocal imaging systems are commercially available for clinical 
use. The EC-3870K (Pentax Precision Instruments, Tokyo, Japan) has an integrated design 
where a confocal module (Optiscan Pty Ltd, Victoria, Australia) is built into the insertion 
tube of the endoscope, and results in an overall diameter of 12.8 mm, as shown in Fig. 3a 
[15]. This module uses the single axis optical configuration where a single mode optical fiber 
is aligned on-axis with an objective that has an NA ≈ 0.6. Scanning of the distal tip of the 
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optical fiber is performed mechanically by coupling the fiber to a tuning fork that vibrates at 
resonance. Axial scanning is performed with a shape memory alloy (nitinol) actuator that 
can translate the focal volume over a distance of 0 to 250 µm below the tissue surface.  
Excitation is provide at 488 nm (peak absorption of fluorescein) by a semi-conductor laser, 
and a transverse and axial resolution of 0.7 and 7 µm, respectively, has been achieved. The 
images are collected at a frame rate of either 0.8 or 1.6 Hz to achieve a FOV of either 
1024x1024 or 1024x512 pixels, respectively. The dimension of the confocal instrument by 
itself is ~5 mm.  When a suspicious lesion is identified, the confocal window located on the 
distial tip is placed into contact with the tissue to collect images. A separate instrument 
channel can be used to obtain pinch biopsies of tissue. 
 

a b

 
Fig. 3. a) The EC-3870K (Pentax) has a confocal module (Optiscan) integrated into the 
endoscope insertion tube.  b) The Cellvizio® GI is a confocal miniprobe that passes through 
the instrument channel of the endoscope.   
The Cellvizio® GI (Mauna Kea Technologies, Paris, France) uses a set of miniprobes that 
range in diameter from 1.5 to 2.5 mm, and passes through the standard instrument channel 
of medical endoscopes, as shown in Fig. 3b.  This instrument moves independently of the 
endoscope, and its placement onto the tissue surface can be guided by the conventional 
white light image [8, 15]. This miniprobe consists of a fiber bundle with ~30,000 individual 
fibers that is aligned on-axis with an objective that has an NA ≈ 0.6.  The core of each 
individual fiber acts as a collection pinhole to reject out-of-focus light.  Scanning is 
performed at the proximal end of the bundle in the instrument control unit with a 4 kHz 
oscillating mirror for horizontal lines and a 12 Hz galvo mirror for frames.  In this design, 
axial scanning cannot be performed.  Instead, separate miniprobes that have different 
working distances are needed to optically section at different depths.  Excitation is provided 
at 488 nm, and the transverse and axial resolution of these instruments ranges from 2.5 to 5 
µm and 15 to 20 µm, respectively.  Images are collected at a frame rate of 12 Hz with a FOV 
of either 600x500 µm2 or 240x200 µm2. 

3. Dual axes confocal architecture 
D. Configuration of optics 
So far, the aforementioned miniaturization techniques in the previous section deploy a 
conventional single-axis confocal architecture that has the objective and optical fiber aligned 
along the same optical axis. In order to overcome some of these limitations for endoscope 
compatibility and in vivo imaging, we have developed the novel dual axes confocal 
configuration, shown in Fig. 4. We use two fibers oriented along separate optical axis of 
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different low NA objectives to spatially separate the light paths for illumination and 
collection [16, 17]. The region of overlap between the two beams (crossed at a half angle θ 
from the midline) defines the focal volume, hence the resolution, and can achieve sub-
cellular dimensions. A very low probability exists for light scattered by tissue along the 
illumination path (blue cone) to enter the low NA collection objective (green cone), thus 
significant improvement in the dynamic range of detection can be achieved.  
 

 
Fig. 4. Novel dual axes confocal architecture uses separate optical fibers and low NA lenses 
for off-axis light collection, achieving long working distance, high dynamic range, and 
scalability while preserving resolution. 
Furthermore, the low NA objectives enable an increased working distance so that the 
scanning mirror can be placed on the distal (tissue) side of the lens (post-objective position), 
resulting in less sensitivity to off-axis aberrations [17]. In this configuration, the beams 
always pass through the low NA objectives on axis, resulting in a diffraction-limited focal 
volume that can then be scanned over a large FOV, limited by the performance of the 
scanner rather than by the optics. This design feature allows for the instrument to be scaled 
down in size to millimeter dimensions for compatibility with medical endoscopes without 
loss of performance. 
We first develop the theory to explain the unique performance features of the dual axes 
confocal architecture by characterizing the point-spread function (PSF) and dynamic range.  
Then, we demonstrate the scaled down implementation of this configuration in miniature 
prototypes.  Because of the challenges of packaging in such a small form factor, we first 
demonstrate a handheld (10 mm diameter) instrument and then an endoscope-compatible 
(5.5 mm diameter) prototype, using the same MEMS mirror and scanhead optics. 
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E. Definition of coordinates 
The coordinates for the dual axes confocal configuration are shown in Fig. 5. The 
illumination (IO) and collection (CO) objectives represent separate low NA lenses. The 
maximum convergence half-angles of the illumination and collection beams are represented 
by αi and αc, respectively. The separate optical axes are defined to cross the z-axis (zd) at an 
angle θ. The main lobe of the PSF of the illumination objective is represented by the light 
gray oval. This lobe has a narrow transverse but a wide axial dimension.  
 

 
Fig. 5. Coordinates for dual axes confocal configuration 

Similarly, the main lobe of the PSF of the collection objective is similar in shape but 
symmetrically reflected about zd, as represented by the dark gray oval. For dual axes, the 
combined PSF is represented by the overlap of the two individual PSF’s, represented by the 
black oval. This region is characterized by narrow transverse dimensions, Δxd and Δyd (out 
of the page), and by a significantly reduced axial dimension, Δzd, which depends on the 
transverse rather than the axial dimension of the individual beams where they intersect. 
F. Point spread function 
The dual axes PSF can be derived using diffraction theory with paraxial approximations [18]. 
The coordinates for the illumination (xi,yi,zi) and collection (xc,yc,zc) beams are defined in 
terms of the coordinates of the main optical axis (xd,yd,zd), and may be expressed as follows: 
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The maximum convergence half-angles of the focused illumination and collection beams in 
the sample media are represented as αi and αc, respectively. The angle at which the two 
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beams intersect the main optical axis is denoted as θ. A set of general dimensionless 
coordinates may be defined along the illumination and collection axes, as follows [19]: 
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The wavenumbers for illumination and collection are defined as ki = 2π/λi and kc = 2π/λc, 
respectively, where λi and λc are the wavelengths, and n is the index of refraction of the 
media. 
The amplitude PSF describes the spatial distribution of the electric field of the focused 
beams. Diffraction theory may be used to show that the PSF of the illumination and 
collection beams is proportional to the Huygens-Fresnel integrals below [18]: 
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where J0 is the Bessel function of order zero, and ρ is a normalized radial distance variable at 
the objective aperture. The weighting function, W(ρ), describes the truncation (apodization) 
of the beams. For uniform illumination, W(ρ) = 1. For Gaussian illumination, the objectives 
truncate the beams at the 1/e2 intensity, resulting in a weighting function of W(ρ) = 

2
e ρ− . 

In practice, the beams are typically truncated so that 99% of the power is transmitted. For a 
Gaussian beam with a radius (1/e2 intensity) given by w, an aperture with diameter πw 
passes ~99% of the power. In this case, the weighting function is given as follows: 

 ( )22/e)(W πρ−=ρ   (6) 

For the single axis configuration, the illumination and collection PSF’s at the focal plane (ui = 
uc = 0) are identical functions of the radial distance ρ, and can both be given by sU  using 
the substitution α=ν sinknr , as follows: 

 ∫ ρρρνρ∝ν
1

0
0is d)(J)(W)(U   (7) 

The resulting signal at the detector V from a point source reflector in the media is 
proportional to the power received, and is given by the square of the product of the 
overlapping PSF’s as follows: 

 2
ciUUAV =   (8) 

where A is a constant. 
Similarly, since the depth of focus for each individual beam, described within the 
exponential term in the integral product of Eqs. (3) and (4), is much larger than that of the 
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transverse width, the exponential term may be neglected. As a result, the detector output 
dV  for the dual axes configuration for uniform illumination (W = 1), is given as follows: 
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This expression can be combined with Eqs. (2) and (3) to derive the result for transverse and 
axial resolution with uniform illumination as follows [16]: 
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Note that for the dual axes configuration, the axial resolution is proportional to NA1 , 
where α≈α= nsinnNA , rather than 2NA1 , as is the case for the single axis design [3]. 
For example, with uniform illumination and the following parameters: 21.0=α  radians, 

30=θ  degrees, 785.0=λ  μm and 4.1n =  for tissue, Eq. (10) reveals a result for the dual 
axes configuration of Δxd = 1.1 μm, Δyd = 1.0 μm, and Δzd = 2 μm for the transverse and axial 
resolutions, respectively. Thus, sub-cellular resolution can be achieved in both the 
transverse and axial dimensions with the dual axes configuration using low NA optics but 
not with the single axis architecture.  
For an endoscope-compatible instrument, delivery of the illumination and collection light is 
performed with use of optical fibers and is more appropriately modeled by a Gaussian 
rather than a uniform beam. With this apodization, the detector response for the dual axes 
configuration from a point source reflector in the media, given by Eq. (9), may be solved 
numerically as a function of transverse (xd and yd) and axial (zd) dimensions. The integrals 
are calculated in Matlab, and use the weighting function with 99% transmission. In 
comparison, this model reveals a result of Δxd = 2.4 μm, Δyd = 2.1 μm, and Δzd = 4.2 μm for 
the transverse and axial resolutions, respectively. Thus, the use of optical fibers, modeled by 
a Gaussian beam, produces results that are slightly worse but still comparable to that of 
uniform illumination [19]. 
G. Dynamic range 
Differences in the dynamic range between the single and dual axes confocal configurations 
can also be illustrated with this model [18]. The calculated axial response for the single axis 
design with Gaussian illumination is shown by the dashed line in Fig. 6a, where optical 
parameters are used that achieve the same axial resolution (FWHM) of 4.2 µm. The result 
reveals that the main lobe falls off in the axial (z-axis) direction as 1/z2, and reaches a value 
of approximately -25 dB at a distance of 10 µm from the focal plane (z = 0). In addition, a 
number of side lobes can be appreciated.  
In comparison, the response for the dual axes configuration, shown by the solid line in Fig. 
6a, reveals that the main lobe rolls off in the axial (z-axis) direction as exp(-kz2), and reaches 
a value of -60 dB at a distance of 10 µm from the focal plane ( 0z = ). Thus, off-axis 
illumination and collection of light in the dual axes architecture results in a significant 
improvement in dynamic range and in an exponential rejection of out-of-focus scattered 
light in comparison to that for single axis. This advantage allows for the dual axes 
configuration to collect images with deeper tissue penetration and with a vertical cross-
section orientation. The transverse response with Gaussian illumination is shown in Fig. 6b. 
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a

b

 
Fig. 6. Dynamic range of novel dual axes confocal architecture. a) The axial response of the 
single axis (dashed line) configuration falls off as 1/z2 and that for the dual axes (solid line) 
design falls off as exp(-kz2), resulting in a significant improvement in dynamic range, 
allowing for vertical cross-sectional imaging to be performed. b) Transverse (X-Y direction) 
response.  
H. Post-objective scanning 

In confocal microscopes, scanning of the focal volume is necessary to create an image.  In the 
single axis architecture, the high NA objectives used limit the working distance, thus the 
scan mirror is by convention placed on the pinhole (fiber) side of the objective, or in the pre-
objective position, as shown in Fig. 7a.  Scanning orients the beam at various angles to the 
optical axis and introduces off-axis aberrations that expand the focal volume.  In addition, 
the FOV of pre-objective scanning systems is proportional to the scan angle and the focal 
length of the objective.  The diameter of the objective limits the maximum scan angle, and as 
this dimension is reduced for endoscope compatibility, the focal length and FOV are also 
diminished. 
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Fig. 7. a) For pre-objective scanning, illumination light is incident on the objective off-axis, 
resulting in more sensitivity to aberrations and limited FOV. b) With post-objective 
scanning, the incident light is on-axis, less sensitivity to aberrations, and large FOV.  Post-
objective scanning is made possible by the long WD produced by the low NA objectives 
used in the dual axes architecture. 
In the dual axes configuration, the low NA objectives used creates a long working distance 
that allows for the scanner to be placed on the tissue side of the objective, or in the post-
objective position [17]. This design feature is critical for scaling the size of the instrument 
down to millimeter dimensions for in vivo imaging applications without losing performance. 
As shown in Fig. 7b, the illumination light is always incident on-axis to the objective. In the 
post-objective location, the scan mirror can sweep a diffraction-limited focal volume over an 
arbitrarily large FOV, limited only by the maximum deflection angle of the mirror. 
Moreover, the scanner steers the illumination and collection beams together with the 
intersection of the two beams oriented at a constant angle θ and with the overlapping focal 
volume moving without changing shape along an arc-line. This property can be 
conceptualized by regarding the dual axes geometry as being equivalent to two separate 
beams produced from two circles in the outer annulus of a high NA lens containing a central 
obstruction (or a large central hole). A flat scan mirror deflects both beams equally, and 
thereby preserves the overlapping region without introducing aberrations to the beams.   
I. Improved rejection of scattering 
In the dual axes confocal architecture, the off-axis collection of light significantly reduces the 
deleterious effects of tissue scattering on the dynamic range of detection and allows for 
deeper ballistic photons to be resolved [20]. These features provide the unique capacity to 
collect vertical cross-sectional images in the plane perpendicular to the tissue surface. This is 
the preferred view of pathologists because differences from the normal patterns of tissue 
differentiation are revealed in the direction from the lumen to the sub-mucosa. 
1. Optical configurations 
The improvement in rejection of light scattered by tissue can be illustrated by comparing the 
dynamic range of detection between the single and dual axes optical configurations with 
equivalent axial resolution, as shown in Fig. 8a and 8b. The incident beams are modeled 
with a Gaussian profile because this is representative of light delivered through an optical 
fiber. For the single axis configuration, this beam is focused into the tissue by an ideal lens 
(L1). A mirror (M) is embedded in the tissue at the focal plane (parallel to the x-y plane) of 
the objective lens.  In this scheme, the rays that reflect from the mirror pass back through the 
lens L1, deflect at an angle off the beam splitter, and are focused by an ideal lens (L2) on to a 
pinhole detector. For the dual axes set-up, the incident Gaussian beam is focused into the 
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tissue by an ideal lens (L3) with its axis oriented at an angle θ = 30° to the z-axis, and an 
ideal lens (L4) focuses the backscattered beam, with its axis z´ at an angle -30° to the z-axis, 
onto the pinhole detector. As before, a mirror (M) with its plane perpendicular to the z-axis 
and passing through the coincident focuses of the lenses is embedded in the tissue to reflect 
the incident light to the detector. In both configurations, the lens system has a magnification 
of 1 from the focal plane to the pinhole detector. 

a b

 
Fig. 8. a) single axis and b) dual axes optical configurations are used to evaluate the axial 
response at the detector. 
In order to achieve an equivalent -3 dB axial resolution (FWHM), the NA’s for the single and 
dual axes configurations are defined to be 0.58 and 0.21, respectively.  From diffraction 
theory, discussed above, the theoretical transverse and axial resolutions for the PSF for dual 
axes at a wavelength λ = 633 nm with an average tissue refractive index of 1.4 and NA = 0.21 
are found to be Δx = 1.16 μm, Δy = 1.00 μm, and Δz = 2.00 μm.3 The mirror is placed at a 
distance of 200 µm below the tissue surface in the focal plane of the objective lenses for both 
the single and dual axes configurations. This depth is representative of the imaging distance 
of interest in the epithelium of hollow organs. The calculations performed to analyze the 
effects of tissue scattering on light are based on Monte Carlo simulations using a non-
sequential ray tracing program (ASAP® 2006 Breault Research Organization, Tucson, AZ). 
Three assumptions are made in this simulation study: 1) multiple scattering of an incoherent 
beam dominates over diffraction effects, 2) the non-scattering optical medium surrounding 
the lenses and the tissue (the scattering medium) is index matched to eliminate aberrations, 
and 3) absorption is not included to simplify this model and because there is much larger 
attenuation due to the scattering of ballistic photons. 

2. Mie scattering analysis 

We use Mie theory with the Henyey-Greenstein phase function p(θ) to model the angular 
dependence of tissue scattering, as follows [21, 22]: 
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Fig. 9. Distributions of photon flux in tissue scattering model. The peak value of multiple 
scattered photons for A) single axis is co-located with the confocal pinhole while that for B) 
dual axes is separated by ~50 µm.  As a consequence, the ballistic photons for dual axes 
result in a greater signal-to-noise ratio. 
Given the average scatterer size, refractive index, and concentration, the attenuation 
coefficient µs and anisotropy g are determined and provided to the ASAP program as 
simulation parameters. For a tissue phantom composed of polystyrene spheres with a 
diameter of 0.48 µm, refractive index 1.59, and a concentration of 0.0394 spheres/µm3 in 
water, the values g = 0.81 and µs = 5.0 mm-1 at λ = 633 nm are calculated from Mie theory [23]. 
For single axis, P(y’) is defined as the photon flux distribution along the y’-axis at the 
detector. The photon flux can be normalized by defining P*(y’) = P(y’)/Pmax, where Pmax is 
the maximum flux. The normalized flux P*(y’) consists of ballistic (signal) and multiple 
scattered (noise) photons, as shown in Fig. 9a [24]. The maximum flux for both the signal 
and noise components arrive at center of the detector. A confocal pinhole placed in front of 
the detector can filter out some but not all of this “noise,” resulting in a reduced signal-to-
noise ratio (SNR). For dual axes, the detector is angled off the optical axis by 30 deg. P(x’) is 
defined as the photon flux distribution along the x’-axis at the detector. The photon flux can 
be normalized by defining P*(x’) = P(x’)/Pmax, where Pmax is the maximum flux at the 
detector. Fig. 9b shows that normalized photon flux distribution for dual axes also exhibits a 
ballistic and multiple scattered components. However, for dual axes, the peak flux of 
multiple scattered photons arrives ~50 μm lateral to the center of the detector where the 
ballistic photons arrive, a consequence of off-axis collection. Thus, there is much less “noise” 
for the confocal pinhole (diameter ~1 μm) to filter out, resulting in a higher SNR and 
dynamic range. 



Miniature Dual Axes Confocal Microscope for Real Time In Vivo Imaging  

 

405 

3. Improvement in dynamic range 
An implication of this result is that the dual axes configuration has improved dynamic range 
compared to that of single axis. This difference can be quantified by determining the axial 
response at the detector. This can be done by calculating the photon flux f(∆z) as the mirror 
is displaced along the z-axis in the tissue. The flux is calculated using Monte-Carlo 
simulations in ASAP with the mirror at positioned in the range -10 μm < ∆z < 10 μm with 
respect to the focal plane at z = 0, which is located at 200 μm below the tissue surface. The 
flux is then normalized according to F(∆z) = f(∆z)/f(0). The axial response is shown in Fig. 
10a for various pinhole diameters D, including 1, 2 and 3 µm, which correspond to typical 
fiber core dimensions. Note that for each pinhole diameter, the dual axes (DA) configuration 
has significantly better dynamic range than that of single axis (SA). Note that the 
introduction of tissue scattering results in a reduction of the dynamic range compared to 
that found in free space, as shown by Fig. 6a. 
 

a
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Fig. 10. Axial response for single and dual axes geometries. The dual axes (DA) 
configuration has a much greater dynamic range than that for single axis (SA) given 
different a) pinhole diameters (1, 2, and 3 μm) and b) optical lengths L (4.8, 6.4 and 8.0).   
We can also determine the axial response of the detector for various optical lengths in tissue. 
This analysis reveals differences in the dynamic range between the single and dual axes 
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configuration for tissues with various scattering properties.  The total optical length L is 
defined as twice the product of the scattering coefficient µs and the tissue depth t, or L = 
2µst. The factor of two originates from the fact that the total path length is twice the tissue 
depth. The axial response is shown in Fig. 10b for various optical lengths L, including 4.8, 
6.4, and 8.0. Note that for each optical length L, the dual axes (DA) configuration has 
significantly better dynamic range than that of single axis (SA). These values of L are typical 
parameters of gastrointestinal epithelium. At λ = 633 nm, µs is about 7 mm-1 for esophagus 
tissue [24] and about 20 mm-1 for normal colon mucosa [25]. The range of tissue depths 
spanned by L = 4.8 to 8 for esophagus and colon is 340 µm to 570 µm and 120 µm to 200 µm, 
respectively. In addition, these results shows that for single axis only minimal changes occur 
in the dynamic range with approximately a factor of 2 difference in optical thickness L, 
while for dual axes significant changes occur over this thickness range.  Furthermore, 
scattering does not appear to alter the FWHM of the axial response for either single or dual 
axes over this range of lengths. 
4. Geometric differences produced by off-axis detection 
The superior axial response of the dual axes confocal architecture has a simple geometric 
explanation. When the mirror moves away from the focal plane by ±∆, the centroid of the 
beam is steered away from the optical axis by ±2∆sinθ from where the center of the pinhole 
is located [20]. Even taking into consideration diffraction and the broadening of the out-of-
focus beam, the beam intensity decreases exponentially when ∆ > D/2 (for θ = 30°).  But in 
the single axis case, many of the photons scattered near the vicinity of the focal plane (±∆) 
are collected by the detector through the pinhole. Thus, the spatial filtering effect by a 
pinhole for the single axis configuration is not as effective as that for dual axes. The 
implication of this effect for imaging deep in tissue is evident. In the single axis case, many 
of the multiple scattered photons that arrive from the same direction as that of the ballistic 
photons, starting from the surface to deep within the tissue, are collected by the detector 
despite the presence of a pinhole to filter the out-of-focus light. This explains why in Fig. 9a 
the single axis configuration has a large noise component alongside the ballistic component. 
Thus, the dual axes confocal architecture provides optical sectioning capability that is 
superior to that of the conventional single axis design in terms of SNR and dynamic range, 
and this result can be generalized to a range of relevant pinhole sizes. As a result, the dual 
axes architecture allows for imaging with greater tissue penetration depth, thus is capable of 
providing images in the vertical cross-section with high contrast. The implementation of the 
dual axes confocal configuration to an endoscope compatible instrument for collection of 
both reflectance and fluorescence has significant implications for in vivo imaging by 
providing both functional and structural information deep below the tissue surface.   

4. Tabletop dual axes confocal imaging instruments 
The dual axes confocal architecture was first implemented as a tabletop instrument using 
readily available optical components to demonstrate the proof of concept of off-axis 
illumination and collection with post-objective scanning. In particular, the primary 
advantages of the dual axes configuration including high dynamic range and deep tissue 
penetration are revealed by vertical cross-sectional images with either reflectance or 
fluorescence. The combination of these two imaging modes forms a powerful strategy for 
integrating structural with functional information. 
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The dual axes optical design incorporates a solid immersion lens (SIL) made from a fused-
silica hemisphere at the interface where the two off-axis beams meet the tissue. This 
refractive element minimizes spherical aberrations that occur when light undergoes a step 
change in refractive index between two media. The curved surface of the SIL provides a 
normal interface for the two beams to cross the air-glass boundary. Fused silica is used 
because its index of refraction of n = 1.45 is closely matched to that of tissue. Note that as the 
beams are scanned away from their neutral positions, they will no longer be incident to the 
surface of the SIL and small aberrations will occur. Another feature of the SIL is that its 
curved surface increases the effective NA of the beams in the tissue by a factor of n, the 
index of refraction, and produces higher resolution and light collection efficiency.  On the 
other hand, the SIL acts to reduce the scanning displacement of the beams in the tissue by a 
factor of 1/n so that larger deflections are needed to achieve the desired scan range. 
J. Horizontal cross-sectional imaging instrument 

a

b

 
Fig. 11. Horizontal cross-sectional dual axes images ex vivo. a) Squamous esophageal 
mucosa collected at z = 0 μm with λ = 488 nm reveals sub-cellular features, including cell 
nuclei (arrows) and membrane (arrowhead), scale bar 20 μm. b) Normal colonic mucosa at z 
= 150 μm with λ = 1.3 μm illumination reveals circular crypts with colonocytes surround the 
lumen and lamina propria (LP) filling space in between the crypts, scale bar 50 μm. 

Reflectance imaging takes advantage of subtle differences in the refractive indices of tissue 
micro-structures to generate contrast. The backscattered photons can provide plenty of 



 Advances in Solid State Circuits Technologies 

 

408 

signal to overcome the low NA objectives used for light collection in the dual axes 
configuration. The first reflectance images were collected with a tabletop system that used a 
488 nm semiconductor laser that delivered illumination into a single mode optical fiber that 
was focused by a set of collimating lenses with NA = 0.16 to a spot size with ~400 μW of 
power [16]. These parameters produced a transverse and axial resolution of 1.1 and 2.1 μm, 
respectively. The reflected light was collected by a complementary set of optics.  The off-axis 
illumination and collection was performed at θ = 30° to the main optical axis.  Reflectance 
images were collected in horizontal cross-sections of freshly excised specimens of esophagus 
ex vivo. As shown in Fig. 11a, the cell membrane and individual nuclei of squamous (normal) 
esophageal mucosa can be appreciated in the image collected at z = 0 μm, scale bar 20 μm.   
Much greater image contrast can be achieved with fluorescence imaging where the use of 
optical reporters, such as GFP, and exogenous probes can reveal over expression of 
molecular targets. The same tabletop dual axes microscope was also used to collect 
fluorescence images with a long pass filter to block the excitation light and photomultiplier 
tube (PMT) for detection [26]. In Fig. 11b, a fluorescence image of the cerebellum of a 
transgenic mouse that constituitively expresses GFP under the control of a β-actin promoter 
at a depth of z = 30 μm is shown, scale bar 50 μm. Purkinje cell bodies (arrows) can be seen 
as large round structures aligned side by side in a row, separating the granule layer and the 
molecular layer. 
K. Vertical cross-sectional imaging instrument 
1. Reflection imaging mode 
In order to collect vertical cross-sectional images, heterodyning can be used to provide a 
coherence gate that filters out illumination photons that are multiply-scattered and travel 
over longer optical paths within the tissue [17]. This approach is demonstrated with a fiber 
optic Mach-Zehnder interferometer, shown in Fig. 12a. A broadband near-infrared source 
produces light centered at λ = 1345 nm with a 3 dB bandwidth of 35 nm and a coherence 
length in tissue of ~50 μm. A fiber coupler directs ~99% of the power to the illumination 
path, which consists of a single mode optical fiber (SMF1) with a collimating (CL1) and 
focusing lens (FL1) with NA = 0.186.  The axes of illumination and collection are oriented at 
θ = 30o to the midline. Light reflected from the tissue is collected by the second set of 
focusing (FL2) and collimating (CL2) lenses into another single mode fiber (SMF2). The lens 
and fiber parameters are the same for both the illumination and collection beams. The fiber 
optic coupler directs ~1% of the source into a reference beam which is frequency shifted by 
an acousto-optic modulator at 55 MHz for heterodyne detection. An adjustable optical delay 
is used to increase the signal by matching the optical path length of the reference beam to 
that of the ballistic photons. An adjustable optical delay is used to increase the signal.  In 
addition, a polarization controller consisting of two half-wave plates and a single quarter-
wave plate is used to maximize the signal. The reference and collection beams are combined 
by a 50/50 coupler and the resulting heterodyne signal is detected by a balanced InGaAs 
detector (D1, D2) with a bandwidth of 80 MHz. The resulting electronic signal is then 
processed with a band pass filter (BPF) with a 3 MHz bandwidth centered at 55 MHz, then 
demodulated (DM), digitized by a frame grabber (FG), and displayed (D). 
In this heterodyne detection scheme, the reference beam essentially provides amplification 
of the weak collection beam via coherent optical mixing, and enables the measurement of 
reflected light with a dynamic range larger than 70 dB.  Post-objective scanning is performed 
with the scan mirror (SM) placed distal to the objective lenses. Reflectance images were 



Miniature Dual Axes Confocal Microscope for Real Time In Vivo Imaging  

 

409 

collected from fresh biopsy specimens taken from the squamo-columnar junction of subjects 
with Barrett’s esophagus.  Specimens with dimensions of ~3 mm were resected with jumbo 
biopsy forceps, and the mucosal surface was oriented normal to the z-axis. Vertical cross-
sectional images were collected with depth of 1 mm. From Fig. 12b, squamous (normal) 
mucosa is present over the left half of the image with an intact epithelium (EP). The other 
structures of normal esophageal mucosa, including the muscularis mucosa (MM), sub-
mucosa (SM), and muscularis propria (MP), can also be identified. Columnar mucosa 
consistent with intestinal metaplasia is seen over the right half of the image, and reveals the 
presence of pit epithelium (PE) [17]. These findings correlate with the tissue micro-
structures seen on histology. 

a
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Fig. 12. Vertical cross-sectional dual axes confocal reflectance images ex vivo.  a) Schematic 
of optical circuit for heterodyne detection, details discussed in the text.  b) Reflectance image 
of squamo-columnar junction in esophagus with vertical depth of 1 mm.  Squamous 
(normal) mucosa reveals epithelium (EP) and muscularis mucosa (MM) over left half.  
Columnar (intestinal metaplasia) mucosa shows pit epithelium (PE) over right half.  
Submucosa (SM) and musclaris propria (MP) are seen on both sides. 
2. Fluorescence imaging mode 

Fluorescence detection adds an entirely new dimension to the imaging capabilities of the 
dual axes architecture.  Detection in this mode offers an opportunity to achieve much higher 
image contrast compared to that of reflectance and is sensitive to labeled molecular probes 
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that can identify specific tissue and cellular targets. These features provide a method to 
perform functional as well as structural imaging, and allows for the study of a wide variety 
of molecular mechanisms. Although the use of low NA objectives in the dual axes 
configuration reduces the collection efficiency of the optics by a factor of ~NA2, this deficit 
can be overcome by the use of bright fluorophores. In order to achieve the deep tissue 
penetration depths possible with the off-axis collection of light, a near-infrared laser at 785 
nm is used as the source and a PMT with a long pass filter to block the excitation light is 
used as the detector [27]. The large dynamic range (>40 dB) of the dual axes confocal 
architecture encountered with collection of vertical cross-sectional images requires 
modulation of the PMT gain to compensate for the rapid decrease in fluorescence signal 
with axial depth due to tissue absorption and scattering. 
 

a
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Fig. 13. Vertical cross-sectional dual axes confocal fluorescence images ex vivo. a) Squamo-
columnar junction in esophagus with vertical depth of 500 μm.  Squamous mucosa present 
over left half. Columnar (intestinal metaplasia) mucosa over right half shows crypts with 
goblet cells. b) Colon. Many goblet cells can be seen in dysplastic crypts from a flat colonic 
adenoma. 
In Fig. 13, vertical cross-sectional fluorescence images of a) esophagus and b) colon collected 
with a tabletop dual axes confocal microscope are shown [27]. These specimens were 
incubated with a near-infrared dye, LI-COR IRDye® 800 CW NHS Ester (LI-COR 
Biosciences, Inc) prior to imaging after being freshly excised during endoscopy. These 
images were collected at 2 frames per second with a transverse and axial and resolution of 2 
and 3 µm, respectively. With use of post-objective scanning, a very large FOV of 800×500 
µm2 deep was achieved. In Fig. 13a, the specimen was collected from the squamo-columnar 
junction of a patient with Barrett’s esophagus.  Over the left half of the image, the individual 
squamous cells from normal esophageal mucosa can be seen in the luminal to the basilar 
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direction over a depth of 500 µm.  Over the right half of the image, vertically oriented crypts 
with individual mucin-secreting goblet cells associated with intestinal metaplasia can be 
appreciated as brightly stained vacuoles. This diseased condition is associated with greater 
than 100 fold relative risk of developing cancer in the esophagus.  In Fig. 13b, the specimen 
was collected from a flat colonic adenoma, and the image reveals vertically oriented dysplastic 
crypts with individual goblet cells. 
Volume rendering can also be performed with the dual axes confocal microscope to 
illustrate three-dimensional (3D) imaging capabilities. These views are important for 
tracking cell movements, observing protein-protein interactions, and monitoring angiogenic 
development. A xenograft mouse model of glioblastoma multiforme has been developed by 
subcutaneously implanting ~107 human U87MG glioblastoma cells in the flank of a nude 
mouse. Horizontal cross-sectional fluorescence images were collected with a tabletop 
instrument when the tumors reached ~1 cm in size. The mice were anesthetized for the in 
vivo imaging session, and indocyanine green (ICG) at a concentration of 0.5 mg/ml was 
injected intravenously to produce contrast. A skin flap overlying the tumor was exposed, 
and horizontal cross-sectional images were collected with a FOV of 400 x 500 µm2. A 
fluorescence image collected at 50 µm below the tissue surface, shown in Fig. 14a, reveals 
that the glioblastoma has developed a dense, complex network of tortuous vasculature. A 
total of 400 horizontal cross-sectional images acquired at 1 µm increments were used to  
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Fig. 14. Dual axes confocal fluorescence images in small animal models. a) A horizontal 
cross-sectional fluorescence image of a human U87MG xenograft glioblastoma tumor 
implanted subcutaneously in the flank of a nude mouse was collected in vivo at 50 μm 
depth using i.v. indocyanine green (ICG).  b) A 3D volumetric image is generated from a z-
stack of 400 sections collected at 1 μm intervals. 
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generate the 3D volumetric image, shown in Fig. 14b. Volume rendering was performed 
using AmiraTM modeling software.  

5. Mems-scanner based dual axes confocal imaging instruments 
The long working distance created by the low NA objectives in the dual axes architecture 
provides space for a scanning mechanism to be placed in the post-objective position.  This 
location is a key feature of the design that allows for scaling down of the optics to millimeter 
dimensions.  Moreover, for in vivo imaging, a fast scan rate is needed to overcome motion 
artifacts introduced by organ peristalsis, heart beating, and respiratory activity, typically 
requiring a frame rate of >4 per second. As a result, we have developed a MEMS-scanner 
based miniature and endoscope compatible imaging instruments without loss of 
performance.  This strategy is much more complex than other approaches being developed, 
but is well suited to meet the size and speed requirements for in vivo imaging in a compact 
package [28, 29].   
L. MEMS Scanner Structure 
The schematic of the 2-D MEMS scanner is shown in Fig. 15a. It has a gimbal structure, and 
is electrostatically actuated by self-aligned, vertical combdrives to give large deflection. The 
mirror can be actuated with respect to the frame by rotating around the springs that define 
the inner axis. The frame supporting the mirror can be actuated with respect to the substrate 
by rotating around the springs that define the outer axis. Fig. 2b shows the cross-sections of 
various structures of the device, which is made in double-stacked silicon-on-insulator (SOI). 
The two device layers are each 30 μm thick with an oxide layer of 0.38 μm in between. The 
substrate thickness is 530 μm, while the oxide layer between the lower device layer and 
substrate has a thickness of 1 μm. The thick device layers increase the tilt range of the mirror 
by deeper comb engagement, and lead to a larger FOV. The mirror, movable combteeth, and 
inner torsional springs are fabricated in the upper device layer. The fixed combteeth, outer 
torsional spring, and frame consist of double-stacked layers. A backside window is located 
below the gimbal structure to release the device and allow large-range motion. Four 
actuation voltages are supplied to the lower layer to actuate both sides of each axis (outer: 
V1 and V2, inner: V3 and V4, in Fig. 15a). The upper layer and substrate are both grounded. 
Electrical isolation between the device layers and the substrate is provided by buried oxide 
layers, as seen in Fig. 15b. The double-stacked layers of the outer torsional spring and frame 
deliver actuation voltages and ground to the inner combdrives. 
Alignment of the off-axis illumination and collection are achieved with two mirrors 
connected together by a strut.  The size of the mirrors (600 μm x 650 μm) and the distance 
between them (1.51 mm) enable an off-axis half-angle, θ, of 24.3°. The inner combdrives are 
placed on the connecting beam between the two mirrors and the inner springs are recessed 
into the mirror sides, to allow the die size to be reduced to 3.4 mm x 2.9 mm to fit inside the 
scanhead package. The frame width is designed to be 150 μm to prevent stress-induced 
curvature of the gimbal. In order to increase the torque with the same number of combs, the 
moment arm is lengthened by placing the outer combdrives further away from the outer 
torsional spring.  
M. Theoretical Analysis 

The outer spring consists of two silicon device layers (each 30 μm thick) with an oxide layer 
(0.38 μm) in between, and delivers three different voltages to the inner frame. Its dimensions  
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Fig. 15. a) Schematic drawing of the 2-D MEMS scanner. b) Cross-sectional view of various 
structures of the scanner. 

are 60.38 μm thick and 350 μm long. The inner spring consists of one silicon layer and is 
therefore 30 μm thick. The mechanical torque of the torsional spring can be expressed as 

 ( ) ( )T kφ φφ φ= ,  (13) 

where kφ  is the torsional spring constant, and φ  is the mechanical deflection angle. Both 
torsional springs are rectangular, so kφ  is given as follows [30]. 
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Here G is the shear modulus given by / 2(1 )G E ν= + , where E is the Young’s modulus, and 
ν  is Poisson’s ratio. The parameters , ,l w t  represent the length, width, and thickness of the 
spring, respectively. 
When an electrical voltage, V, is applied between the fixed and movable combs, the 
electrical torque, eT , is given as follows.  
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Here N is the number of comb pairs, and unitC  is the capacitance of a comb pair. In steady-
state, the mechanical torque of the spring is balanced by the electrostatic torque of the 
combdrives, and torques expressed by equations (13) and (15) are equal. A hybrid program 
which combines a 2-D finite element method (FEM) with analytical calculation [31] is used 
for generating the simulated DC transfer curves of Fig. 16. 
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Fig. 16. Static optical deflection curve of MEMS scanner. 
N. Device Fabrication 

 
Fig. 17. MEMS scanner fabrication process flow. 
The design of this mirror uses a gimbal geometry to perform scanning in the horizontal (X-
Y) plane, and rotation around an inner and outer axes defined by the location of the 
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respective springs. The overall structure has a barbell shape with two individual mirrors 
that have active surface dimensions of 600x650 µm2. A 1.51 mm long strut connects these 
two mirrors so that the illumination and collection beams preserve the overlapping focal 
volume in the tissue. The fabrication process flow, shown in Fig. 17, starts with a SOI wafer 
composed of a silicon substrate, buried oxide, and silicon lower device layers that are 530, 
0.38, and 30 µm thick, respectively [32]. A deep-reactive-ion-etch (DRIE) of coarse patterns, 
including the combdrives and trenches, is performed on the SOI wafer with Mask 1 (step 1). 
Next, an oxide layer is grown on a plain silicon wafer using a wet oxidation process. This 
wafer is then fusion bonded onto the etched surface of the SOI wafer (step 2). The yield is 
increased by bonding in vacuum, and the bonded plain wafer is ground and polished down 
to 30 µm thickness, forming the upper device layer. 
The two oxide layers between the silicon layers provide electrical isolation, and act as etch 
stops, allowing for precise thickness control. The front side of the double-stacked SOI wafer 
is patterned and DRIE etched to expose the underlying alignment marks in the lower device 
layer. Then, a low temperature oxide (LTO) layer is deposited on both sides of the wafer. 
The front side layer is patterned by two masks. The first mask (Mask 2) is the self-alignment 
mask (step 3), and is etched into the full thickness of the upper LTO layer. The second mask 
(Mask 3) is mainly for patterning the electrodes for voltage supplied to the lower device 
layer (step 4). It goes through a partial etch leaving a thin layer of LTO. The alignment 
accuracy of each step needs to be > / 2g , where g is the comb gap. Since most devices have 
6 µm comb gaps, this leads to a required alignment accuracy of better than 3 µm.  
 

 
Fig. 18. SEM of 2D gimbaled MEMS scanner, scale bar 500 µm.  
Good alignment accuracy is important to minimize failures due to electrostatic instability 
during actuation. These three masks eventually define the structures in the upper, lower, 
and double-stacked layers. After the front side patterning is done, the LTO layer on the 
wafer back side is stripped (step 5). The wafer is cleaned and photoresist is deposited on the 



 Advances in Solid State Circuits Technologies 

 

416 

back side. Then, front side alignment marks are patterned. Next, the upper silicon layer is 
etched with the features of Mask 2 in DRIE. Then, a thin LTO and buried oxide layer is 
anisotropically dry-etched. Finally, the lower and upper silicon layers are etched (DRIE) 
simultaneously with features patterned by Mask 2 and 3, respectively (step 6). 
For backside processing, the wafer is bonded to an oxidized handle wafer with photoresist. 
The back side trenches are patterned with Mask 4 on photoresist (step 7). The back side 
trench should etch through the substrate to release the gimbal structure, so handle wafer 
bonding and thick resist is required for DRIE. Alignment to the front side features are 
accomplished by aligning to the previously etched patterns. After the substrate (530 µm) is 
etched by DRIE, the process wafer is separated from the handle wafer with acetone. After 
wafer cleaning, the exposed oxide layer is directionally dry-etched from the back side. 
Finally, the remaining masking LTO and exposed buried oxide layer is directionally etched 
from the front side. 
O. Device Characterization 
The two-dimensional (2D) MEMS scanner is actuated by electrostatic vertical combdrive 
actuators [33]. Electrostatic actuation in each direction is provided by two sets of vertical 
comb actuators that generate a large force to produce sizable deflection angles. The scanning 
electron micrograph (SEM) of the scanner is shown in Fig. 18. There are 4 actuation voltages 
(V1, V2, V3, and V4) that power the device. The parameters of the scanner are characterized 
for quality control purposes prior to use in the miniature dual axes confocal microscope. 
First, the flatness of the mirror is measured with an interferometric surface profiler to 
identify micro-mirrors that have a peak-to-valley surface deformation <0.1 µm. The scanner 
is metalized with 10 nm thick aluminum (reflectivity = 67% at 785 nm wavelength) to 
increase reflectivity.  
 

 
Fig. 19. Frequency response of MEMS mirror shows resonant peaks at 0.5 kHz (outer axis) 
and 2.9 kHz (inner axis) to achieve real time operation. 
The radius of curvature of the mirror is greater than 60 cm with an average surface 
roughness of 7 nm. Static optical deflections of ±1.5 deg at 180 volts and ±4.25 deg at 150 
volts are achieved for the outer and inner axis, respectively. The resonant frequencies are 0.5 
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kHz with ±10 deg optical angle at resonance for the outer axis and 2.9 kHz with ±17 deg 
optical angle at resonance for the inner axis. The frequency response of the device is shown 
in Fig. 19. The parametric resonances can sometimes be observed in the inner axis near 
frequencies of 2f0/n, where n is an integer ≥1 [34]. This phenomenon is caused by the non-
linear response of the torsional combdrives, which leads to sub-harmonic oscillations. 

6. Dual axes scanhead 
P. Scanhead design 
The design and integration of the miniature dual axes scanhead is a very challenging part of 
the development of this novel imaging technique because of the small size required for 
compatibility with medical endoscopes. This process requires a package that allows for 
precise mounting of the following optical elements: 1) two fiber-coupled collimators, 2) 2D 
MEMS scanner, 3) parabolic focusing mirror, and 4) hemispherical index-matching solid-
immersion-lens (SIL) [35]. The basic design of the miniature scanhead is shown in Fig. 20. 
Two collimated beams are focused at an inclination angle θ to the z-axis by a parabolic 
mirror with a maximum cone half-angle α to an overlapping focal volume below the tissue 
surface after being deflected by the 2D MEMS scanner. The flat side of the SIL is placed 
against the tissue, and the curve surface accommodates the incident beams at normal 
incidence to minimize aberrations. The parabolic mirror is fabricated using a replicated 
molding process that provides a surface profile and smoothness needed for diffraction-
limited focusing of the two collimated beams. Once the beams are aligned parallel to each 
other, the parabolic mirror then provides a “self-aligning” property that forces the focused 
beams to intersect at a common focal point below the tissue surface. Focusing is performed 
primarily by the parabolic mirror which is a non-refractive optical element with an NA of 
0.12. This feature allows for the optical design to be achromatic. That is, light over a broad 
spectral regime can be focused to the same point below the tissue surface simultaneously, 
allowing for future multi-spectral imaging to be performed.   
 

 
Fig. 20. Miniature dual axes scanhead. Two collimated beams that are focused by a parabolic 
mirror at angle θ to the z-axis for en face scanning by the 2D MEMS mirror. The solid-
immersion lens (SIL) minimizes aberrations to the incident beams. 
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Q. Scanhead alignment and packaging 
Alignment of the two beams in this configuration is a key step to maximizing imaging 
performance. This step is accomplished by locating the two fiber-pigtailed collimators in a 
pair of v-grooves that are precision machined into the housing, as shown in Fig. 21a [35]. An 
accuracy of 0.05 deg can be achieved in aligning the two beams parallel to one another using 
the v-grooves with pre-assembled fiber collimators. Additional precision in alignment can 
be attained with use of Risley prisms (optical wedges) introduced into the light paths to 
provide fine steering of the collimated beams to bring the system into final alignment. These 
prisms are angled at 0.1 deg, and can be rotated to steer the collimated beam in an arbitrary 
direction over a maximum range of ~0.05 deg. This feature maximizes the overlap of the two 
beams after they are focused by the parabolic mirror. Two wedges are used in each beam so 
that complete cancellation of the deflection by each can be achieved, if needed, to provide 
maximum flexibility. 

a b

 
Fig. 21. Alignment and assembly of dual axes scanhead. a) Precision machined v-grooves 
and Risley prisms provide coarse and fine alignment, respectively, of the two beams. b) 
Axial (z-axis) displacement of the MEMS chip is made with a slider mechanism. 
Axial (z-axis) displacement of the MEMS chip is performed with a computer-controlled 
piezoelectric actuator (Physik Instrumente GmbH, P-783.ZL actuator, and E-662.LR 
controller) that moves a slider along 3 mechanical supports, shown in Fig. 21b. This feature 
adjusts the imaging depths to collect a stack of en face images to produce the 3D volume 
rendered images. The distal end of the slider has a mounting surface to attach the printed 
circuit board (PCB), which supports the MEMS chip, wire bonding surfaces, and soldering 
terminals. 
A mixture of conductive epoxy (adhesive resin ECCOBOND Solder 56 C and Catalyst 9, 
Emerson & Cuming, Inc.) is used to attach aluminum-1% silicon bonding wire 
(Semiconductor Packaging Materials, Inc.) from the bond pads on the MEMS die to that on 
the PCB. Electrical power is delivered to the mirror via wires that run through the middle of 
the housing, and are soldered onto the PCB terminals. The z-axis translational stage consists 
of a closed-loop piezoelectric linear actuator.  Finally, the scanhead assembly is covered and 
sealed from the environment using UV-curing glue to prevent inward leakage of bodily 
fluids. 
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Fig. 22. a) Assembly of the dual axes confocal scanhead mounted on a V-block. b) Gimbaled 
2D MEMS scanner wire bonded onto the PCB, scale bar 2 mm. 
Packaging of the 10 mm diameter scanhead mounted on a V-block stage is shown in Fig. 
22a. A piezoelectric (micro) μ-motor is used to perform vertical depth translation (z-axis). 
The MEMS scanner (die size is 3.2 (w) × 2.9 (h) mm2) mounted on the PCB is shown in Fig. 
22b. 
R. Instrument control and data acquisition 
Both the data acquisition and MEMS actuation systems are controlled using LabVIEWTM 
with Vision Acquisition software package and two National Instruments data acquisition 
(DAQ) boards (PXI-6711 and PXI-6115). The frequency and amplitude of the actuation 
signals control the frame rate and FOV of the MEMS scanner. There are 4 live and 1 ground 
wires that provide voltage to the device and are connected to the wirebond pads on the PCB 
via an ultrasonic wedge bonding technique. 
For each 2D en face image, the MEMS scanner is resonantly driven 180 deg out of phase to 
maximize the linear region of the angular deflection [14, 29] around the outer axis (V1 and 
V2) at 1.22 kHz with a unipolar sine wave at a maximum of 70V, while rotation around the 
MEMS scanner inner axis (V3 and V4) is driven 180 deg out of phase in the DC mode (5 Hz) 
with a unipolar sawtooth waveform at a maximum of 200 V (AgilOptics, Inc). The unipolar 
sawtooth waveform is smoothed at the transition edges to mitigate higher frequency ringing 
from the inner axis. The step size and depth scan range of the piezoelectric actuator (vertical 
translation) can be adjusted to optimize the acquisition of the 3D datasets.  
The PMT gain is synchronously adjusted to compensate for reduced light collected at 
increased tissue depths. Automated frame averaging and display can be performed to 
reduce noise and improve image quality during imaging. 2D en face images from the analog 
input channel are acquired and displayed in real time to enable continuous monitoring or 
visualization of the sample. All images are acquired in 16-bit data format. 3D volumetic data 
can be rendered by post-processing using Amira®software (Visage Imaging, Inc). 

7. Prototype systems 
S. Handheld instrument 
We first developed a 10 mm diameter handheld instrument, schematic shown in Fig. 23a 
[14, 29]. A semiconductor laser delivers 25 mW of light (λ = 785 nm) into a single mode fiber 
(SMF, Fibercore Limited, SM750).  The fiber terminates in a 1.8 mm diameter gradient index 
(GRIN) collimator (GRINTECH, GmbH). The output beam diameter (1/e2) from the 
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collimator is 0.9 mm. The half angle θ between the input (illumination) and output 
(collection) beams is 24.3º. The input beam is focused by an aluminum coated parabolic 
mirror (PM) with the focal length of 4.6 mm (Anteryon BV) and reflects off the first mirror 
surface of the MEMS scanner. The center-to-center distance between the two collimators is 
3.7 mm. The focused beam continues through a fused silica SIL (hemispheric lens) until it 
reaches the focal plane below the tissue surface. The SIL has a refractive index (1.47) that is 
similar to that of the tissue and this material was chosen for index matching.  The beams 
enter the air-silica interface at normal incidence to minimize aberrations as the focal point is 
scanned. Scattered light from the overlapping focal volume is collected through the optical 
window provided by the SIL and reflected off the MEMS mirror to the opposite surface of 
the parabolic mirror. The collected light is then focused onto the output fiber collimator for 
delivery to the PMT.  
 

 
Fig. 23. Handheld prototype system. a) Schematic of complete instrument. b) Portable 
system demonstrated. c) Packaged handheld (10 mm diameter) dual axes confocal 
microscope with piezoelectric actuator in the handle, scale bar 10 mm. 
As the MEMS mirror raster scans the overlapping beams, the 2D en face image is 
continuously displayed on a computer monitor using a frame grabber and image acquisition 
software. Intensity mapping of each 2D en face image is performed by reading the MEMS 
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scanner driving voltages and estimating focal beam trajectory. A 3D volumetric stack is 
created with post-processing and rendering a series of 2D en face images. Each 3D 
volumetric image is obtained by translating the MEMS scanner with the piezoelectric micro-
motor in the z-direction under computer-control. Imaging can be performed in reflectance or 
fluorescence mode by inserting a 790 nm long pass optical filter (LP-02-785RU-25, Semrock, 
Inc.) in the collection path for the latter case. The maximum output laser power on the 
sample is 2 mW. A photograph of a fully-packaged miniature dual axes confocal microscope 
is shown in Fig. 23c. 
T. Endoscope-compatible instrument 
We scale down the basic design of the 10 mm diameter handheld instrument to develop the 
5.5 mm endoscope-compatible version, shown in Fig. 24 [36]. This prototype uses the same 
replicated parabolic focusing and MEMS mirrors as that employed in the larger prototype.  
A pair of smaller (1 mm) diameter fiber-coupled GRIN collimator lenses is used in the 
smaller version.  Alignment is provided by a pair of 1 mm diameter rotating wedges (Risley 
prisms), which are inserted into the path of one of the collimated beams. The collimators 
and Risley prisms are both located by precision wire-EDM machined v-grooves and epoxied 
into place with UV curing glue. As with the larger prototype, the combined precision of the 
v-grooves and the pointing accuracy of the pre-assembled fiber collimators allow for the 
collimated beams to become parallel to each other to within ~0.05 deg accuracy. The 
alignment wedges have a small (0.1 deg) angle, which allows for steering of a collimated 
beam over a range of about 0.05 deg in any direction as each wedge is rotated. 
 

 
Fig. 24. Endoscope-compatible dual axes confocal microscope. a) Microscope passes through 
the instrument channel of an Olympus XTQ 160 therapeutic upper endoscope that has a 6 
mm diameter instrument channel. b) Distal end of endoscope shows the protruding dual 
axes microendoscope. 
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This smaller package design also accommodates a slider mechanism, which is used for axial 
(z-axis) scanning of the MEMS chip to provide a variable imaging depths within the tissue 
and for generating 3D volumetric images. This smaller slider mechanism comprises a single 
rod, which moves within a precision hole drilled through the housing. The MEMS chip is 
mounted by an adhesive to a PCB, which is in-turn mounted onto the slider. The PCB 
provides bondpads to accommodate wire bonding to the MEMS chip and also to provide 
soldering terminals for the external control wires that power the scan mirror. In Fig. 24a, the 
endoscope-compatible dual axes confocal microscope is shown inserted through the 6 mm 
diameter instrument channel of a therapeutic upper endoscope (Olympus GIF XTQ160). A 
magnified view of the distal tip is shown in Fig. 24b. 

8. Imaging results 
U. Reflectance imaging 
Instrument characterization is performed in reflectance mode by imaging a chrome surface 
of a standard (USAF) resolution target. It is also used as a sample to measure the image 
resolution and FOV. The transverse resolution was measured by the knife-edge method, 
defined by 10% to 90% of maximum intensity points, and found to be 5 µm [36]. The axial 
resolution, defined by FWHM, is measured by translating a plane mirror in the z-direction 
and was found to be 7 µm.  
 

 
Fig. 25. Reflectance image of standard (USAF) resolution target collected with handheld 
dual axes confocal microscope, scale bar 20 µm. 
Fig. 25 shows a reflectance image collected with the handheld confocal microscope that 
reveals clear visualization of group 7 of the USAF resolution target.  The measured values 
are slightly larger than the theoretical resolutions of 4.5 μm for the transverse dimensions, 
and 6.0 μm for the axial dimension. This is mainly due to the decrease in effective NA of the 
imaging system from the truncation of both input and output collimated beams by the 
width dimension of the MEMS scanner die. All acquired images are captured at 5 
frames/second with the largest FOV of 800×450 µm2 (900×506 pixels2).  This FOV is much 
larger than that most other miniature confocal instruments, and is achieved with use of 
post-objective scanning. 
V. Ex vivo fluorescence imaging 
1. Handheld dual axes confocal instrument 
The 3D fluorescence imaging capability of the handheld dual axes confocal instrument is 
shown in Fig. 26. Excised tissue specimens of normal and dysplastic colonic mucosa are 
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soaked in 0.5 mg of LI-COR IRDye® 800 CW NHS Ester (LI-COR Biosciences, Inc) diluted in 
10 ml of phosphate-buffered saline (PBS) at neutral pH for 5 minutes and then rinsed with 
water to remove excess dye. After imaging, the specimens are fixed in 10% buffered 
formalin, cut into 5 μm sections, and processed for histology with hematoxylin and eosin 
(H&E). All ex vivo images are obtained from freshly excised human tissues (obtained with 
informed consent at the VA Palo Alto Health Care System).  
 

 
 

Fig. 26. Ex vivo images. En face dual axes confocal images of a) normal, d) dysplastic colonic 
mucosa. Corresponding histology (H&E) of b) normal and e) dysplasia.  3D volumetric 
images of c) normal and f) dysplasia, scale bar 100 µm. 
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Fig 26a, b, and c and Fig 26d, e, and f show the en face image, histology (H&E), and 3D 
volumetric images of normal and adenomatous (dysplastic) colonic mucosa, respectively, 
scale bar 100 µm[36].  Features of colonic crypts, including colonocytes and crypt lumens, 
are clearly resolved. Fig. 26c and 24f show three extracted en face planes at 50, 170, and 230 
μm below the tissue surface. The gain is increased with depth to compensate for the lower 
signal levels. 

2. Endoscope-compatible dual axes confocal instrument 
A 2D en face fluorescence image of normal colonic mucosa collected ex vivo with the 5.5 mm 
diameter endoscope-compatible dual axes confocal prototype is shown in Fig. 27, scale bar 
100 μm. ICG was topically applied to enhance contrast, and the pseudocolor image shows 
dye enhancement in the lamina propria surrounding the circular shaped crypts. 
 

 
 

Fig. 27. En face fluorescence image of normal colonic mucosa collected with endoscope-
compatible dual axes confocal prototype ex vivo using topically applied ICG to enhance 
contrast shows regular crypt pattern, scale bar 100 µm. 
W. In vivo fluorescence imaging 
In vivo imaging with the handheld dual axes confocal microscope has also been 
demonstrated. A mouse was anesthetized, and 10 mg of indocyanine green (Sigma-Aldrich, 
Corp) diluted in 10 ml of PBS was injected into the retro-orbital plexus of the mouse. 
Imaging was performed by resting the mouse on a translational stage and placing its ear 
intact on the SIL window of the microscope. Fig. 28a shows an in vivo image of blood vessels 
en face with a maximum intensity projection. Fig. 28b shows a 3D volumetric rendering of 
the image stack obtained by scanning from the surface to 150 μm deep into the intact ear. 
The images were collected in 3 μm intervals along the z-axis by using the piezoelectric 
actuator. All images were taken at 5 Hz with 5 frames averaging (1 second per image). The 
full 3D volume rendered image was acquired in 50 seconds, scale bar 100 µm. 
In addition, in vivo images of human skin collected with the handheld dual axes confocal 
microscope are shown in Fig. 29. A sequence of approximately 300 individual en face images 
of human skin were collected at a fixed depth of 60 μm below the tissue surface (stratum 
corneum) with a speed of 5 Hz µm [36]. Topically applied indocyanine green was used for 
contrast. Image stitching or mosaicing was performed to enlarge the FOV and to increase 
the signal-to-noise ratio in real time with custom mosaicing software, shown in Fig. 29a. The  
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Fig. 28. a) A maximum intensity projected in vivo image of blood vessels in an intact mouse 
ear collected with handheld prototype. b) A 3D volume rendered image of blood vessels, 
scale bar 100 µm. 

 
Fig. 29. a) Image mosaic of human skin acquired in vivo at a depth of 60 μm composed of 
roughly 300 images. The white box shows the corresponding location of individual images, 
b) A single input image; c) the corresponding area of the mosaic with improved signal-to-
noise ratio, scale bars 50 µm. 
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white rectangle box in Fig. 29a represents an individual en face image (100×400 µm2) 
obtained with the dual axes confocal microscope. The images were mosaiced by first 
correcting the image borders for scanning distortions. Then, each new image was registered 
and blended before proceeding to the next. Fig. 29b and 29c demonstrate how image 
mosaicing can increase the signal to noise ratio and dramatically improve image quality by 
tuning the amount of image overlap. The maximum input frame rate that our computer 
acquisition can process with the real-time mosaicing algorithm is 15 frames/second. 

9. Conclusions and future directions 
In this chapter, we present the theory, design and implementation of a novel dual axes 
confocal microscope in both tabletop and miniature form factors. Separate illumination and 
collection of light using the region of overlap between the two beams (focal volume) provide 
a number of advantages for purposes of miniaturization and in vivo imaging. The 
instruments were developed with 785 nm illumination to take advantage of the “optical 
window” in tissue where the high dynamic range and deep tissue penetration of this novel 
architecture can be demonstrated. This instrument is able to achieve sub-cellular resolution 
(~5 µm), sufficient for in vivo histopathological evaluation. Performance of the dual axes 
confocal microscope is demonstrated by collecting both en face images in real time and 3D 
volumetric images with post-processing at a maximum interrogating depth of 300 µm for 
both ex vivo and in vivo samples. Furthermore, we used this instrument as a test bed to 
further scale down the dimensions of this architecture to a 5.5 mm diameter package for 
endoscope compatibility. The size of the instrument has been reduced with a more compact 
aligning mechanism. 
We have demonstrated a tissue penetration depth with the dual axes confocal microscope 
that is unmatched by any other endoscope-compatible instrument. From our in vivo 
experiments, fluorescence images can be collected up to a depth of 300 μm, limited by the 
maximum travel of the piezoelectric actuator. Greater depths have been achieved with our 
tabletop instruments (>500 μm).  These results demonstrate the large working distance and 
high dynamic range of the dual axes confocal architecture to enable deep subsurface tissue 
imaging. Further improvements in performance can be achieved by increasing light 
throughput. The relatively low output power of 2 mW can be significantly increased with 
use of either silver or gold coatings as the reflective surfaces of the MEMS scanner and 
parabolic mirror, rather than aluminum. In addition, a higher power fiber-coupled laser 
source can be used.  
Future development of dual axes confocal architecture will focus on achieving the 
theoretical levels of performance in a miniature instrument package. In addition, 
repeatability and reliability will be addressed. We will take advantage of the high dynamic 
range of the system by developing new z-axis actuators that rapidly scan the focal volume 
perpendicular to the tissue surface to achieve deep penetration in vertical cross-sections. 
This orientation provides a powerful view for studying the epithelium and presents a 
comprehensive picture of the biological differentiation patterns in this thin layer of 
metabolically active tissue. The epithelium forms the inner lining of all hollow organs, and 
is accessible by medical endoscopes. In addition, we will extend this approach to multi-
spectral imaging capabilities by developing achromatic optics using the same basic optical 
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design.  Finally, smaller form factors will be developed to achieve compatibility with 
standard medical endoscopes.   
As this novel approach matures, we will be able to use this high resolution imaging 
instrument to perform clinical investigation in human subjects and longitudinal studies in 
small animal models. Molecular specificity can be achieved by combining this 
microendoscope with use of affinity probes that bind to over expressed cell surface targets.  
This integrated imaging methodology will provide the ability to visualize molecular 
features of tissue micro-structures in the vertical plane with sub-mucosal axial depths. This 
powerful capability has tremendous potential to unravel previously unknown molecular 
mechanisms about important disease processes, such as cancer and inflammation. 
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1. Introduction  
Recently, a need to develop a high-speed semiconductor device increases remarkably. In 
order to achieve such a device characteristic, we have paid attentions to a device with 
localized stress such as Si-Ge device (Welser et al. 1994, Rim et al. 2000, Tezuka at al. 2001). 
Electron and hole mobility can be influenced by the stress distribution of active layer in very 
fine device. Thus, we have to control the strength of the stress as 2- or 3-dimensional 
distribution for development of advanced devices. It is very important to measure and 
analyze the stress of very fine semiconductor devices. We have expected to analyze the 
stress with Raman spectroscopy. In Raman spectrum, strong stokes and anti-stokes 
scattering peak shifts occur when compressing and stretching the local area of the device. 
On the other hand, a minimum size of semiconductor device pattern will be miniaturized to 
reach to a region of 25 nm in the future. We have to analyze the stress distribution for such a 
structure with very fine probe in Raman spectroscopy. In optical microscopic Raman 
spectroscopy, there exists a diffraction limit so that we cannot obtain the spectrum with a 
resolution of less than submicron. In order to overcome the diffraction limit, scanning near-
field optical microscopy (SNOM) with a resolution of less than wavelength of optical probe 
by small aperture has been proposed by E. H. Synge in 1932. Then, SNOM technology with 
a few 10s nm resolution has reported by D. Pohl in 1986 (Durig et al., 1986, Fischer et al. 
1989). The technology has been based on near-field optical probe with small aperture on the 
metal-coated probe or fiber probe (Trautman et al. 1994). On the other hand, another 
approach, using apertureless near-field optics, has been proposed by J. Wessel in 1985. The 
concept is based on surface enhanced Raman spectroscopy (SERS). Since 1985, SERS and 
SNOM technologies have been advanced by using scanning tunneling microscopy (STM) or 
atomic force microscopy (AFM) technique. So far, many researchers have reported lots of 
works using various type near field optical microscopes. 
In Raman spectroscopy, the significant technical issuer is how to detect too weak Raman 
scattering signal to increase spatial resolution. For improving the signal, a tip-enhanced 
Raman spectroscopy (TERS) has been proposed by A. Hartschuh, L. Novotny et al. in 2003. 
Then, many researchers proposed various type TERSes; bottom illumination (Stockle et al., 
2000, Hayazawa et al.,2003), side-illumination (Nieman et al., 2001, Hayazawa et al. 2002, 
Mehtani et al. 2005), and modified top illumination (Poborchii et al.. 2005). The concepts are 
based on SERS, in which enhancement of the signal is obtained in the vicinity of the metal 
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particle or tip. It can use the metal particle or metal tip as Raman scattering near-field probe 
with larger amplitude of Raman scattering. Although TERS technology has high spatial 
resolution based on Raman scattering signal enhancement in the vicinity of metal particle, 
the metal particle or metal tip has serious problem that they are one of contamination 
sources in Si device fabrication process. 
In SNOM or NSOM (near-field scanning optical microscopy), many researchers have also 
reported these technologies such as illumination mode, collection mode, illumination-
collection mode, etc (Pohl, 1986, Trautman et al. 1994). They are based on formation of fine 
electromagnetic field probe in the vicinity of small aperture on the metal tip as near-field 
optical probe. Although the aperture size controls the size of near-field optical probe, 
microscopic image is determined by a signal and noise ratio. Both probe size and optical 
power throughput are very important. So far, good spatial resolution was not demonstrated 
using aperture type SNOM (Hosaka et al., 1996, Ono et al., 2005). 
In near-field Raman spectroscopy, M. Yoshikawa et al. have reported to develop near-field 
optical Raman spectroscopy with illumination-correction mode and fine aperture pyramidal 
probe (Yoshikawa et al., 2006). Using resonant Raman scattering, they have 2-dimensional 
stress distribution of the VLSI standard sample made by Si and SiO2 for checking AFM The 
resolution is, however, not so high as about 250 nm even though they employed near-field 
light in Raman spectroscopy, though the Raman peak shift image is improved rather than 
optical microscopic Raman spectroscopy. In S. Hosaka group SNOM research, thus 
resolution could be also a little improved with near-field light in a case of using metal 
aperture probe in illumination-correction mode SNOM. The group have already pointed out 
optical aperture probe has limited to improve a spatial resolution because the optical probe 
has two components of near-field and far-field optical probes (Hosaka et al., 1999). The far-
field optical probe power is gigantic larger than that of near-field probe to eliminate the 
near-field optical probe. Recently, 10 nm-less spatial resolution using surface plasmon effect 
near-field optical probe (Fischer et al., 1989) in an illumination-collection and depolarization 
mode SNOM (Hosaka et al., 2007). 
The metal aperture on outside at the top of the pyramidal probe causes metal contamination 
on the device surface as described above. We have an idea to improve to get fine near-field 
optical probe and to protect the contamination in order to solve these problems. The idea is 
to utilize such a structure that the optical probe is made by plasmon resonance without the 
outside metal and its aperture. The probe is based on the commercial pyramidal probe. The 
outside and inside layers are made of insulator of Si3N4 or SiO2 and metal, respectively. The 
structure can protect from the contamination. However, we are anxious if we get fine near-
field optical probe without the aperture. It is very interested to study the aperture-less 
pyramidal probe for high resolution image (Hosaka et al., 2007). 
In this section, I describe recent research states of TERS and SNOM technologies. Then, I 
describe SNOM technology in regard to plasmon resonace optical probe using apertureless 
cantilever, depolarization optical system, Raman spectroscopy, etc. I describe estimation of 
near-field light propagation from the aperture-less pyramidal probe using FDTD method. 
And I describe some features of prototyped atomic force cantilevered SNOM with the 
aperture-less pyramidal probe and its combination system with Raman spectroscopy, and 
discuss on the possibility to detect Raman spectra for measuring fine stress distribution of 
semiconductor devices. 
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2. Raman scattering, TERS and SNOM technologies  
2.1 Raman scattering 
When light incidents the sample, the reflected light is modulated by lattice vibration of the 
sample. Assuming that polarizability of the sample is given by a = a0 + a1cos2πvst and the 
electric field is given by E = E0 cos2πvt the induced dipole moment P is given by P = aE 
where v1 and v are vibrations of the sample and incident light, respectively. The P is given 
by Eq. (1). 
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The reflected dipole moment has 3 components as presented in above equation. The 1st, the 
2nd and the 3rd terms correspond to Rayleigh scattering light, stokes scattering light and 
anti-stokes scattering light, respectively, as shown in Fig. 1(a). Therefore, stokes and anti-
stokes scattering lights have the sample’s information of lattice vibration, polarizability, 
atomic binding, stress, etc. 
Furthermore, when compression or tensile stress is applied to the sample, the frequencies of 
stokes and anti-stokes scattering peaks are shifted. The peak-frequency shift (peak shift) 
occurs as shown in Fig. 1(b). The peak shifts to low and high frequencies mean tensile stress 
and compression stress, respectively. The stress σ can be estimated from the shift Δv as 
represented by Eq. (2). 

 σ = 2.3 × 104 Δv [Ncm-2] (2) 
 

 
                                   (a)                                                                         (b) 

Fig. 1. Raman scattering phenomenon (a) and Raman peak shifts due to tensile 
andcompression stress (b). 

2.2 TERS  
The TERS has typically 3 types of bottom illumination, side illumination and modified top 
illumination as shown in Fig. 2. A. Hartschuh et al. have reported that near-field Raman 
spectroscopy with a spatial resolution of 20 nm has been demonstrated using a bottom 
 



 Advances in Solid State Circuits Technologies 

 

434 

 
                                       (a)                               (b)                                  (c) 

Fig. 2. Schematic diagrams of some TERSes; (a) bottom illumination, (b) side 
illuminationand (c) modified top illumination. 

illumination mode TERS with vibration mode of single-wall carbon nanotubes (SWNTs) 
(Hartschuh et al., 2003). The tip material was gold. The tip was controlled within 10-50 pN 
using tuning fork detection in AFM. They demonstrated an enhancement of TERS signals of 
G and G’ bands by a comparison of near-field and far-field as shown in Fig. 3. They showed 
Raman scattering image of SWNT using G’ band peak, and topographic and Raman 
scattering signal profiles (Fig. 4). The G’ band Raman signal profile indicated that the spatial 
resolution was less than 30 nm because a FWHM of SWNT with G’ band peak was about 26 
nm. 
 

 
Fig. 3. Raman spectra detected with a sharp metal tip (green line) on top of the 
sample(distance; 1 nm) and with the tip retracted by 2 μm (black line). Note, the intensities 
of allRaman bands are increased with the tip close to the SWNTs (Hartschuh et al., 2003). 

D. Mehtani et al. have introduced great potential of side illumination mode TERS for 
nanoscale chemical characterization and semiconductor (Mehtani et al., 2005). They 
demonstrated enhancement of Raman scattering signal of various molecular, polymeric and 
semiconducting materials as well as carbon nanotube (CNT) by comparing with far-field 
Raman signal. V. Poborchii et al. have introduced modified top illumination mode TERS 
using a silver particle on the top of quartz AFM cantilever probe immersed into glycerol 
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Fig. 4. (a) Raman image of SWNT bundles acquired by raster scanning a sharp metal tipand 
detecting the intensity of the G′ band (scan area 3 × 1 μm, integration time 5 msper pixel). (b 
and c): Cross-sections taken along the white dotted line in (a) fortopography (b) and Raman 
signal (c) (Hartschuh et al., 2003). 

droplet on Si surface (Poborchii et al.. 2005). As the experimental result, spatial resolution in 
a range of 100 nm was demonstrated. The system was used with depolarization optics 
without 364 nm primary light. As described above, TERS technology has tremendous 
potential to enhance Raman scattering signal compared with far-field Raman scattering 
signal, but the best spatial resolution was about 30 nm. It is not enough to apply the 
technology to measure the Si device. 

2.3 SNOM  
A research on this technology has been focused into improvement of near-field optical probe 
with very fine probe and high contrast against far-field light. At first, S. Hosaka et al. 
changed the optical fiber probe to the AFM cantilevered pyramidal optical probe because 
the fiber probe was broken by hard contact between the probe and sample. The cantilevered 
optical probe has a possibility to observe nanometer-sized pits formed by electron beam 
(EB) drawing. They succeeded in observing the 30 nm x 160 nm small pits by using the 
polarized near-field light as the illumination-collection mode SNOM. In the experiments, 
when they adopt an optical aperture on the cantilever, they had to focus illuminating laser 
beam into the aperture and to achieve another laser beam deflection optics for atomic force 
detection (optical lever). To achieve the requirements, they had to develop a through the 
lens (TTL) type optical lever. However, they have reported that illumination mode SNOM 
with an aperture on the top of metal probe has 2 components of near-field and far-field 
probes on the vicinity of the aperture (Fig. 5). The near-field probe power was very small 
rather than that of far-field probe. We needed to remove the far-field light and enhance the 
near-field probe power (high throughput) with small diameter. For the former, we adopted 
depolarization optics to detect only reflected near-field light without the far-field light 
reflected from the pyramidal probe. The illumination-collection mode SNOM optics was 
developed as shown in Fig. 6. The system obtained a spatial resolution of 300 nm from near- 
field Kerr effect image of perpendicular magnetic recorded bits (Fig. 7). The resolution was 
not enough to obtain nanometer resolution by using such optics and probe. The low 
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Fig. 5. Estimated optical probe profile (a) and the tip structure and its SEM image 
(b)(Hosaka et al., 1999). 

 
Fig. 6. Scheme of the illumination-collection SNOM system (Hosaka et al., 2007) 

resolution was caused by the aperture formed on the top of the metal probe. In Raman 
spectroscopy, M. Yoshikawa et al. have reported that they developed tuning fork AFM 
cantilevered illumination-collection type SNOM for stress distribution in VLSI standard 
sample, which has been used as AFM check sample. The experimental result showed a 
resolution of about 250 nm from peak-frequency shift image of the sample around 520 cm-1 

Si peak (Fig. 8). These data could not show high spatial resolution of less 50 nm. This might 
be caused by near-field optical probe with an aperture. Furthermore, the probe has a 
problem to make a contamination on Si device. Therefore, we have to solve the optical probe 
with no metal surface probe. We have proposed a plasmon effect near-field optical probe 
with Au inner film on outer pyramidal AFM conventional probe made of SiN with no 
aperture as described in next section. 
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Fig. 7. SNOM observation of 640MB magneto-optical disc(2mmx2mm); (a) AFM imageand 
(b) SNOM image (Kerr effect image), (c) top view of the aperture and (d)pyramidal probe 
(Ono et al., 2005). 
 

 
Fig. 8. The near-field Raman scattering Si images of (a) peak-frequency, and (b) stress inVLSI 
standards, measured by the pyramidical probe with a diameter of 100 nm. Theoptical 
microscope images of (c) peak-frequency, and (d) stress in VLSI standards,respectively 
(Yoshikawa et al., 2006), 

3. Illumination-collection mode SNOM with aperture-less pyramidal probe  
In order to consider whether we can obtain fine near-field optical probe from top of the 
aperture-less pyramidal AFM probe inside-coated with a metal film, we have studied light 
propagation through the top of probe when illuminating ultra-violet (UV) laser with a wave 
length of 363.8 nm using finite differential time domain (FDTD) method. 
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Fig. 9. Calculation model for near-field light emission from aperture-less cantileveredprobe 
with metal film using FDTD method. 

Figure 9 shows the AFM cantilever image and scheme of the probe for SNOM probe. The 
cantilever is available for commercial pyramidal one, which is model of OMCL-TR400PSA-1 
made by Olympus Inc. Figure 9(b) shows the calculation model of an enlarged image of the 
top of the pyramidal probe based on Fig. 9(a) when illuminating the UV laser into the probe. 
We executed FDTD calculation with very fine mesh with a size of 6 nm. As a result, we 
obtained near-field light profiles emitted from the top of the pyramidal probe for various 
metal films as shown in Fig. 10. The near-field light power becomes strong in order of 
aluminum, gold and silver. In the cases of Au and Ag, surface plasmon may occur on the 
inside metal film. In addition, the near-field light can be propagated along the pyramidal 
surfaces and emitted from the top. Figure 11 shows the light propagation from the top. The 
light can propagate to shallow region of <200 nm in FWHM of size far from the top. 
 

 
Fig. 10. Calculated images of near-field light emission from the top of aperture-less 
cantilevered probe with various metal films (50 nm) when illuminating an UV light witha 
wavelength of 363.8 nm (Hosaka et al., 2007). 

Figure 12 shows calculated results of the near-field light propagation through the top for 
various Au film thicknesses when illuminating the UV laser. The figure shows that near-
field light emits from the tip through the metal film and SiN dielectric material even by 
using thick metal film. The power decreases gradually with thickness. The profiles of the 
optical probe are almost same shape. As described above, we can use the near-field optical 
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probe even when using the aperture-less pyramidal probe. The optical profiles, however, 
indicates that the estimated near-field optical probe size is too large to detect a detail of the 
light image or localized Raman signal with a resolution of <100 nm. 
 

 
Fig. 11. Calculated results of near-field light propagation for the distances from thesurface of 
the aperture-less cantilevered probe with various metal film (thickness:50nm), (a) in-plain 
distribution n and (b).near-field light propagation above the sample surface (Hosaka et al., 
2007). 

 
Fig. 12. Calculated images of near-field light emission from the top of aperture-lessmetal 
probe for various metal film thicknesses, (a) 60 nm-thick Au film, (b) 30 nm-thickAu film, 
and (c) without the metal film at incident light of UV light with 363.8 nm in 

4. Prototype atomic force cantilevered SNOM system (Ono et al., 2005) 
The prototyped SNOM system has 4 functions; (1) to keep the gap between the probe and 
the sample constant by controlling a Z-position of the sample using atomic force detected 
with the through the lens (TTL) type optical lever6) (AFM function), (2) to generate near-field 
light emitted from the top of the probe by illuminating the laser beam into the inside of the 
pyramidal probe (illumination-collection mode SNOM function), (3) to detect only near-
field light reflected from the sample surface using a polarization (depolarization mode 
SNOM function) or Raman spectroscopy, and (4) to adjust the laser beams incident on the 
fixed positions of the cantilever using a charge-coupled device (CCD) camera for optical 
lever and near-field light adjustments. In order to achieve these functions, we have 
developed multi-beam optics. These optical axes coincide on the object lens. The main optics 
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is shown in Fig. 6. In SNOM or Kerr effect detection, a He-Ne laser beam with a wavelength 
of 632.8 nm (red laser) and a semiconductor laser beam with 532 nm (green laser) for near-
field light and atomic force detection of deflection optical lever, respectively, were used. In 
Raman spectroscopy, UV laser with a wavelength of 363.8 nm was used with Ar ion laser. 
The objective lens was used with a numerical aperture (NA) of around 0.5 in both cases. 
The depolarization optics consists of a He-Ne laser source, a half wave (λ/2) plate, quarter 
wave (λ/4) plates, AFM cantilever with a small aperture, a G-T analyzer, and a 
photomultiplier tube (PMT). The linearly polarized light that emitted from the He-Ne laser 
is converted into circularly polarized light through the λ/4 plate, and is focused into the 
inside of the probe on the cantilever tip. After the polarized near-field light is reflected from 
the sample surface through or outside of the top, a plane of polarization is slightly rotated. 
By passing the reflected light through the λ/4 plate, the plane of the polarization is 
converted to the linearly polarized light with various angles. The G-T analyzer is adjusted to 
remove the far-field light reflected from inside wall of the probe. On the other hand, near-
field light reflected from the sample surface has a little shift of polarization so that we can 
detect only polarization-rotated near-field light using G-T analyzer. 
Figure 13 shows AFM and depolarization SNOM images of the sputtered Au film on the 
glass with a comparison of SEM image. The system observed not only many fine clacks in 
the film in AFM image, but also bright small lines with a width of <10 nm in SNOM image. 
The images indicate that both functions of AFM and SNOM have very fine resolution of less 
than 10 nm. 
 

 
Fig. 13. Test sample observation of Au film; (a) SEM image, (b) AFM image and (c) SNOM 
image (Hosaka et al., 2007). 

The optical system observed Kerr effect near field image of optical recording of conventional 
giga magneto-optical (MO) disc as shown in Fig. 14. From the rise-up at the signal edge, a 
resolution of Kerr effect image was less than 20 nm, considering a magnetic domain wall 
between switched bits. Comparing these data with previous image (Fig. 7), the aperture-less 
pyramidal SNOM has the potential to achieve fine spatial resolution in near-field light 
images. 
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Fig. 14. AFM and SNOM images of 2.3 GB-MO recorded bits (MO disc spec.: min. bit length 
233nm, track pitch: 670 nm (Hosaka et al., 2007). 

5. Combination of SNOM and Raman spectroscopy (Hosaka et al. 2007)  
We have prototyped the combination system with above system (Fig. 6) and Raman 
spectroscopy of Nanofinder30, which is made by Tokyo Instruments Inc., as shown in Fig. 
15. The stimulated laser was used with UV line with a wavelength of 363.8 nm in Ar ion 
laser. Figure shows a scheme of optical functions of the system. In practice, the spectroscopy 
was inserted between the TTL type optical lever system and the depolarization optics. The 
sample with gates and shallow trench insulator (STI) on Si substrate was prepared for 
measuring its stress distribution. 
 

 
Fig. 15. Scheme of prototyped SNOM Raman spectroscopic microscopy (Hosaka et al., 2007). 
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Figure 16 shows Raman spectra change before and after AFM operation when illuminating 
the UV laser into the inside of aperture-less pyramidal probe. Figure 16(a) shows the 
spectrum under the sample was far from the probe. The Si Raman peak disappeared. Under 
controlling the system in the contact mode AFM, the peak at about 520 cm-1 was obtained. 
When adjusting the optics and using strong power of UV laser, strong signal was obtained 
as shown in Fig. 16(c). 
 

 
Fig. 16. Raman shift spectra of the silicon sample when illuminating UV light with a 
wavelength of 363.8 nm to inside of the pyramidal probe, (a) in separation between the 
probe and the sample, (b) under contact mode controlling at 20nN, and (c) incident laser 
power of 1.5 mW (Hosaka et al., 2007). 

Figures 17(a) and 17(b) show spectra detected by the near-field optical Raman spectroscopy 
(NFRS) and optical microscopic Raman spectroscopy (OMRS) at an accumulation time of 16 
sec, respectively. The OMRS can be easily achieved by removing the cantilever probe. 
Although the detected intensity of NFRS is weaker than that of OMRS, it is clarified that we 
detected Raman scattering peak of Si using the system and the aperture-less pyramidal 
probe. 
 

 
Fig. 17. Comparison of spectra in near-field optical Raman spectroscopy (NFRS) (a) 
andoptical microscopy Raman spectroscopy (OMRS) (Hosaka et al., 2007). 
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6. Raman spectroscopy of Si device test sample (Hosaka et al.)  
The test sample structure and anticipated Raman peak shift of Si are shown in Fig. 18. The 
compression and tensile stresses distribution can be estimated in the sample. In the gate, 
compression stress occurs because of oxidation of both gate sides. In the Si area between the 
STI and the gate, tensile stress ocurrs because STI-SiO2 volume is shrunk by annealing. 
 

 
Fig. 18. A structure of the test sample, and anticipated stress model and Raman peak shift. 

Using the sample, the surface structure was observed by AFM function in prototyped 
SNOM and scanning electron microscope (SEM). We can observe small dimension of the 
gate of about 25 nm as shown in Fig. 19. Then, we measured Raman spectrum around 520 
cm-1 at each pixel on one line of the sample for peak-frequency shift and stress distribution. 
 

 
Fig. 19. SEM and AFM images of the sample, AFM image was taken by SNOM system. and 
stress model. 

After the measurement, the peak-frequency shift was processed by Lorenz peak fitting of 
the spectrum for fine spatial resolution of less than 0.1 cm-1. The peak-frequency shift profile 
is shown in Fig. 20. The profile is well agreed with the anticipated profile. The peak of 
compress stress appears at the gate part. The FWHM of the peak is less than 25 nm. The 
result was obtained when the focused laser beam with a power of 1.5 mW was illuminated 
into the pyramidal probe of AFM. The Au film was coated inside the probe with a thickness 
of 50 nm. The highest compression stress of 1-1.5x104 [Ncm-2] was estimated, and is 
consistent with the result reported by M. Yoshikawa st al. Therefore, the technology has the 
potential to get near-field Raman scattering profile with fine spatial resolution of less than 
25 nm. 
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Fig. 20. AFM image of the gate and Raman spectrum peak shift around the gate. 

7. Summary  
Recent technologies of tip-enhanced Raman spectroscopy (TERS) and scanning near-field 
optical microscopy (SNOM) with Raman spectroscopy are reviewed.  
In TERS technology, it has been developed based on surface-enhanced Raman spectroscopy 
(SERS). The some TERS are reviewed as follows:  
1. Bottom illumination mode TERS has been described, and it has demonstrated fine 

spatial resolution and gigantic enhancement of Raman scattering signal using single 
wall carbon nano tube (SWNT).  

2. Side- and modified top-illumination mode TERS have been described, and they have 
demonstrated enhancement of Raman scattering signal and resolution of 
subwavelength.  

3. There are, however, some technical issues such as metal contamination, stress 
measurement of Si device, etc. This means that it is difficult to apply to an evaluation of 
semiconductor devices, etc.  

In SNOM technologies, illumination-collection mode SNOM has been described with regard 
of aperture type SNOM probe and aperture-less pyramidal SNOM probe. 
4. Using the aperture type SNOM probe, it is difficult to obtain fine spatial resolution 

because the aperture makes only near-field optical probe incompletely.  
5. M. Yoshikawa et al. demonstrated spatial resolution of about 200 nm in peak-frequency 

shift image with Raman Si peak of VLSI standard sample using illumination-collection 
mode with the aperture type SNOM probe.  

6. S. Hosaka et al. have proposed the aperture-less pyramidal probe in illumination-
collection mode SNOM to improve near-field optical probe and to protect from the 
metal contamination to the device surface. The SNOM and Raman spectroscopy was  
combined with UV laser. The prototyped microscopy demonstrated following 
possibilities.  
a. By calculating near-field light propagations in the aperture-less pyramidal probe by 

FDTD method, strong near-field light propagation from top of the aperture-less 
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pyramidal probe occurs due to surface plasmon effect using Au and Ag as inside 
metal film.  

b. Very fine SNOM image of the crack network of less than 10 nm in thin Au film 
using the aperture-less pyramidal probe SNOM was obtained with a spatial 
resolution of less than 10 nm.  

c. The combination system of SNOM and Raman spectroscopy has the possibility to 
detect Raman scattering light using the aperture-less pyramidal probe.  

d. The system measured the Si sample with STI and gate structure to get both AFM 
image and Si peak-frequency shift in stokes scattering.  

e. The system observed compression and tensile stress of 1-1.5x104 [Ncm-2] on the 
sample.  

f. The spatial resolution of less than 25 nm was demonstrated in Raman spectroscopy.  
As described above, scanning near-field Raman spectroscopic microscopy has the potential 
to measure a detail of the sample such as structure, magnetization, optical property, 
chemical characterization, stress distribution, etc with a fine spatial resolution of 25 nm. In 
the future, the technology is expected to be one of key technologies for evaluation of 
materials. 
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