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Preface

Wireless communications and networks have been one of the major revolutions of the
last three decades. We are witnessing a very fast growth in these technologies where
wireless communications and networks have become so ubiquitous in our society and
indispensable our daily lives. The demand for new services to support high speed
wideband Internet access and advanced high quality real-time video applications push
the researchers to investigate new technologies in wireless communications and
networks.

Progress in wireless communications and networks continues as this book is being
written. Although there have been many journal and conference publications
regarding wireless communication, they are often in the context of academic research
or theoretical derivations and sometimes omit practical considerations. Although the
literature has many conference and journal papers, technical reports, and standard
contributions, they are often fragmental engineering works and thus are not easy to
follow up. The objective of this book is to accelerate research and development by
serving as a forum in which both academia and industry can share experiences and
report original studies and works regarding all aspects of wireless communications. In
addition, this book has great educational value because it aims to serve as a virtual,
but nonetheless effective bridge between academic research in theory and engineering
development in practice, and as a messenger between the technical pioneers and the
researchers who followed in their footstep.

This book which is titled “Wireless Communications and Networks - Recent
Advances”, focuses on the current research topics from wide range of wireless
communications and networks and provides “on-going” research progress on these
issues. During the preparation of this book, I emphasized to the authors to add recent
research findings and future works in this area and to cite latest references in the
chapter. For this reason, a variety of novel techniques in wireless communications and
networks are investigated in this book. The authors attempt to present these topics in
detail. Insightful and reader-friendly descriptions are presented to nourish readers of
any level, from practicing and knowledgeable communication engineers to beginning
or professional researchers. All interested readers can easily find noteworthy materials
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in much greater detail than in previous publications and in the references cited in
these chapters.

This book includes twenty two chapters that were authored by the well-known
researchers in the world. Each chapter was written in an introductory style beginning
with the fundamentals, describing approaches to the hottest issues and concluding
with a comprehensive discussion. The content in each chapter is taken from many
publications in prestigious journals and conferences and followed by fruitful insights.
The chapters in this book also provide many recent references for relevant topics, and
interested readers will find these references helpful when they explore these topics
further.

This book was divided into seven parts. Part 1 consists of four chapters which are
dedicated to wireless communication antennas. Part 2 consists of three chapters which
are dedicated to wireless communication hardware. Part 3 consists of three chapters
which are dedicated to channel estimation and capacity. Part 4 consists of three
chapters which are dedicated to wireless communication performance analysis tools
and methods. Part 5 consists of six chapters which are dedicated to next generation
wireless communication technologies. Part 6 consists of only one chapter which is
dedicated to biological effects of wireless communication technologies. Finally, Part 7
consists of two chapters which are dedicated to wireless sensor networks & Mobile Ad
Hoc Networks (MANETS).

Chapter 1 provides a comprehensive discussion on the latest technologies of antenna
design for space-limited Multi-Input Multi-Output (MIMO) applications, such as
minimized base station, portable access point and mobile terminals. solve the
contradiction of system volume and antenna performance, two basic methods are
proposed in this chapter to maintain the channel capacity in a reduced system volume.
The first method is to reduce the volume each antenna occupied without decreasing
the number of antenna elements.Another is to antenna performance in space-limited
MIMO system, without increasing the antenna volume.

Chapter 2 introduces Wireless Capsule Endoscopy (WCE) system and antenna
specifications. Special consideration of body characteristics for antenna design and
state-of-the-art WCE transmitting and receiving antennas are also reviewed in this
chapter.

Chapter 3 explains travelling planar wave antenna for wireless communications. This
chapter describes the types of travelling planar wave antennas that are Wave Antenna
(LWA), Meanderline antenna, taped LWA and taped composite right/left-handed
transmission-line LWA. In this chapter, measurements are verified with simulations
for all types of LWA.

Chapter 4 explains how to develop a wideband, high gain and high efficient antenna
sufficient for 60 GHz communications using superstrate technology. This chapter also
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explains the importance of different sources on antenna performance in terms of
bandwidth, gain and efficiency.

Chapter 5 explains hardware implementation of wireless communications algorithms
with a practical approach. This chapter navigates through the author’s encounters
with different technologies at different stages in his career and how different
applications have been and are currently approached. This chapter also gives a
summary of the author’s last ten years of working with different tools, methodologies
and design flows.

Chapter 6 reviews state-of-the-art research in power amplifiers for wireless
communication infrastructure featuring advantages of Gallium Nitride (GaN)-based
power devices including large bandwidth capability, high power density and high
output impedance. Regarding the issues of power amplifier design, state-of-the-art
power amplifier architectures discusses with various prospects. This chapter also
discusses widespread techniques for average efficiency enhancement including
Doherty power amplifier concept and envelope tracking with state-of-the-art results
with examples.

Chapter 7 discusses radio frequency (RF) desensitivity analysis for components and
devices on mobile products.To improve the total isotropic sensitivity performance of
wireless communication on notebook computer, this chapter investigate the
electromagnetic interference noise from the built-in camera display moduleas
examples andanalyzedthe impact of various modes on performance with
throughput measurement. This chapter discovers throughput and receiving
sensitivity of wireless communications and the solutions to improve system
performance. Moreover, this chapter describes how to design and implement
periodic structures for isolation on the notebook computer to effectively suppress
noise source-antenna coupling and improve the receiving sensitivity of wireless
communication system.

Chapter 8 explains indoor channel measurement for wireless communications. This
chapter firstly gives detailed information about indoor channel measurement for
MIMO-Orthogonal Frequency Division Multiplexing (MIMO-OFDM) systems.
Secondly, channel measurement schemes are explained. Finally, channel measurement
applications are given in this chapter.

Chapter 9 addresses the problem of estimating the linearly time-varying (LTV)
channel of MIMO-OFDM systems using superimposed training (ST). The LTV channel
is modeled by truncated discrete Fourier bases. Based on this model, a two-step
approach is adopted to estimate the LTV channel over multiple OFDM symbols. This
chapter also presents a performance analysis of the channel estimation and derives a
closed-form expression for the channel estimation variances. It is shown that the
estimation variances, unlike that of the conventional ST-based schemes, approach to a
fixed lower-bound as the training length increases, which is directly proportional to

X
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information-pilot power ratios. For wireless communications with a limited
transmission power, the authors' try to optimize the ST power allocation by
maximizing the lower bound of the average channel capacity. Simulation results show
that the proposed approach in this chapter outperforms the frequency-division
multiplexed trainings schemes.

Chapter 10 focuses on more general and nonlinear fading distributions. An analytical
study of the é-1 fading channel capacity, e.g., under the optimal power and rate
adaptation (OPRA), constant power with optimal rate adaptation (ORA), channel
inversion with fixed rate (CIFR), and truncated CIFR (TIFR) adaptation policies and
maximum ratio combining (MRC) and selection combining diversity techniques are
performed. The expressions for the proposed adaptation policies and diversity
techniques are derived in this chapter. Capitalizing on them, numerically obtained
results are graphically presented, in order to show the effects of various system
parameters, such as diversity order and fading severity on observed performances. In
a similar manner an analytical study of the Weibull fading channel capacity, under the
OPRA, ORA, CIFR and TIFR adaptation policies and MRC diversity technique are
performed in this chapter.

Chapter 11 explains generalized approach to signal processing (GASP) in wireless
communications with examples. The used technique in this chapter, GASP, allows
researchers to extend the well-known boundaries of the potential noise immunity set
by classical and modern signal processing theories. Employment of wireless
communication systems, the receivers of which are constructed on the basis of GASP,
allows the researchers to obtain high detection of signals and high accuracy of signal
parameter definition with noise components present compared with that systems, the
receivers of which are constructed on the basis of classical and modern signal
processing theories.

Chapter 12 emphasizes the importance of conducting an early performance evaluation
of the communication protocols and systems, and to suggest an appropriate solution
for carrying out such an activity. Performance evaluation activity denotes the actions
to evaluate the protocol under development regarding its performance. This process
can take place in different phases of the development, and can be based on modelling
or measurements. If the designer can control the performance of the product, rather
than just manage its functionality, the result will be a much superior creation. This
problem is treated in this chapter through a tangible wireless communication protocol
example.

Chapter 13 discusses statistical relationships among residual cell dwell time (CDTr),
cell dwell time (CDT), and channel holding time (CHT) for new and handoff calls. In
particular, under the assumption that unencumbered service time is exponentially
distributed and CDT is phase-type distributed, a novel algebraic set of general
equations that examine the relationships both between CDT and CDTr and between
CDT and channel holding times are obtained. Also, the condition upon which the
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mean channel holding time for new calls (CHTn) is greater than the mean channel
holding time for handoff calls (CHTh) is derived in this chapter. Additionally, novel
mathematical expressions for determining the parameters of the resulting CHT
distribution as functions of the parameters of the CDT distribution are derived in this
chapter for hyper-exponentially or Coxian distributed CDT.

Chapter 14 highlights the classification of digital quadrature amplitude modulation
schemes in wireless adaptive OFDM systems using the likelihood principle. The
author particularly focuses on time-division duplex systems in which the channel can
be regarded as reciprocal. In contrast to other research work, a lot of new constraints
are taken into account. Namely, many parameters are known by the receiver that can
be utilized to enhance the classification reliability.

Chapter 15 introduces a user based framework in Worldwide Interoperability for
Microwave Access (WiMAX) and explores user based bandwidth allocation
algorithms, user based packet classification mechanism and user based call admission
control algorithm.

Chapter 16 covers the conceptual description of many representative retransmission
schemes under various environments and presented a novel fast packet retransmission
scheme intended for effectively transporting delay-sensitive flows in a general
cooperative diversity environment.

Chapter 17 highlights the significant role of cooperative (vehicular) communications in
future Intelligent Transport Systems. This chapter describes the architecture of
cooperative systems, wireless technologies used within the cooperative systems
framework and the applications of vehicular networks and their corresponding
categories. This chapter also emphasizes on hot research topics concerning cooperative
systems such as data fusion, routing, security and privacy.

Chapter 18 describes a specific wireless communications architecture developed
taking into account railway communications needs and the restrictions that have to be
considered in terms of broadband network features. It is based on standard
communication technologies and protocols to establish a bidirectional communication
channel between trains and railway control centers. In this chapter, a brief description
of the state of art in railway communications, a specific train-to-earth wireless
communication architecture, the main challenges concerning with the management of
the quality of service in train-to-earth communications, some services that are arising
as result of using this connectivity architecture and the way in which they interoperate
the future lines of work oriented to improve the proposed communication channel are
also explained.

Chapter 19 explains super-broadband wireless access networks. This chapter firstly
discusses the evolution of Internet traffic growth in subscribing the internet and
wireless network worldwide in diverse domain of services. This chapter secondly

Xl
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presents the solutions for transportation with huge traffic demand, according with the
expected growth in interactive video, voice communication and data traffic for
providing the cost effective communication services. Finally, it describes the radio
over fiber network as a future proof solution for supporting super-broadband services
that is a reliable, cost-effective and environmentally friendly technology.

Chapter 20 gives evaluations of more than 30 international expert group reports on the
biological effect of wireless communication systems. Evaluated reports in this chapter
were published during the 2009-2011 period. The vast majority did not consider that
there is a demonstrated health risk of RF exposure from mobile phones and other
wireless communication devices.

Chapter 21 describes a mechanism for the management of the wireless multimedia
sensor nodes. The mechanism, first, clusters nodes according to their scale of
similarity in covering the environment; second, selects and schedules members of
established clusters to monitor the sensing region which is divided among clusters.
The members of each cluster are scheduled with an exclusive frequency based on the
number of members in the cluster and the scale of overlapping among fields of view
of the cluster members and thus the monitoring efficiency is increased. Moreover,
because of the established intra cluster coordination and collaboration, sensing
subsystem of multimedia nodes are optimized to avoid redundant and overlapped
sensing. Thus, the capability of energy saving is considerably enhanced with respect
to ordinary duty-cycling manners of environment monitoring by wireless
multimedia sensor networks. On the other hand, optimizing the data sensed by
sensing subsystem results in conservation of energy in the transmission and
processing subsystems since they meet less amounts of multimedia data to be
transmitted and/or processed by the network nodes. Results in this chapter show
how this mechanism prolongs the network lifetime along with a better monitoring
performance.

Chapter 22 explains wireless communications for over homogeneous and
heterogeneous mobile devices. This chapter introduces related background and main
concepts of the MANETS, existing wireless mobile network approaches, wireless ad
hoc networks, wireless mobile approaches, characteristics of MANETs and types of
MANETs. Second, the traffic types in ad hoc networks, ad hoc network routing
protocol performance issues and the types of ad hoc protocols are given in this
chapter. Third, comparison between proactive versus reactive and clustering versus
hierarchical protocols are explained. Finally, mobility, Quality of Service provisioning,
multicasting and security issues of MANETSs are presented.

Briefly, this book will provide a comprehensive technical guide covering
fundamentals, recent advances and open issues in wireless communications and
networks to the readers. objective of the book is to serve as a valuable reference for
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students, educators, scientists, faculty members, researchers, engineers and research
strategists in these rapidly evolving fields and to encourage them to actively explore
these broad, exciting and rapidly-evolving research areas.

Dr. Ali Eksim

Chief Senior Researcher

Center of Research for Advanced Technologies of
Informatics and Information Security
(Tubitak-Bilgem)

Turkey
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Latest Progress in MIMO Antennas Design

Yue Li, Jianfeng Zheng and Zhenghe Feng
Tsinghua University
China

1. Introduction

Multiple-Input Multiple-Output (MIMO) wireless communication system, which is also
called Multiple-Antenna system, is well known as one of the most important technologies
and widely studied nowadays (Winters, 1987; Foschini & Gans, 1998; Marzetta & Hochwald,
1999; Raleigh & Cioffi, 1998). The main idea of MIMO wireless communication is to utilize
the spatial degree of freedom of the wireless multi-path channel by adopting multiple
antennas at both transmit and receive ends to improve spectrum efficiency and transmission
quality of the wireless communication systems. MIMO technology is able to extremely
improve the transmission data rates and alleviate the conflict between the increasing
demand of wireless services and the scarce of electromagnetic spectrum. Two famous
techniques of the MIMO systems are spatial multiplexing (SM) and transmit diversity (TD)
(Nabar et al, 2002). In the scheme of SM, multiple data pipes between transmit and receive
ends provide multiplexing gain to dramatically increase the channel capacity linearly with
the number of antennas (Telatar, 1999; Bolcskei et al, 2002). The TD technologies, such as
space-time coding, are adopted to improve the link reliability of wireless communication,
especially in the multi-path fading channels (Marzetta & Hochwald, 1999; Tarokh et al, 1998;
Bolcskei et al, 2001). The channel knowledge is not required in the transmit end for TD
technologies. MIMO is the key technology for future wireless communication systems, such
as 3GPP LTE, WiMAX 802.16, IEEE 802.20, IMT-Advanced and so on.

Although the spatial degree of freedom is important and has the potential to extremely
increase the capacity of the MIMO systems, how to utilize the space resources is still needed
to be studied. Physical layer design is the most important issue of wireless communication
systems. Among all the components, the antenna is the interface of the MIMO wireless
communication systems to the channel, which is the most sensitive part for the spatial
degree of freedom. The system performance is directly dictated by the number of antennas
adopted in transmit and receive end. The key issue to achieve high channel capacity of the
MIMO system is the mutual coupling between antenna elements. In traditional MIMO
systems, space-separated antenna array is adopted at the base station or mobile terminal.
Nearly half of the wavelength is required to achieve acceptable isolation, about -15 dB for
most of the situations. However, for the space is limited in both the base station and the
mobile terminal, the mutual coupling between the adjacent antenna elements becomes more
and more serious, restricts the performance of MIMO systems (Wallace & Jensen, 2004;
Morris & Jensen, 2005). The design of antenna in space-limited MIMO system is still need
further discussed. This chapter will focus on this topic.
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In this chapter, we provide a comprehensive discussion on the latest technologies of antenna
design for space-limited MIMO applications, such as minimized base stations, portable
access points and mobile terminals. To solve the contradiction of system volume and
antenna performance, two basic methods are proposed to maintain the channel capacity in a
reduced system volume, as illustrated in Fig. 1. The first one is to reduce to volume each
antenna occupied without decreasing the number of antenna elements. The polarization
resource is one of the important space resources. Different from the space-separated
antennas, the polarization antenna array can utilize the multiple field components to
improve the spatial degree of freedom of MIMO systems within a limited space. And the
antennas with different polarizations can locate in the same place to save the space
occupied. The ports isolation is the challenge for antenna design. Another one is to enhance
the antenna performance in the space-limited MIMO system, without increasing the antenna
volume. Using switching mechanism, one more polarization or radiation pattern can be
selected due to the channel conditions. Based on the adaptive antenna selection, suitable
signal processing methods can be adopted alternatively to achieve better performance. The
design of switching mechanism is the key issue for carefully consideration.

| Space-limited MIMO system |

Reduce the antenna volume | | Enhance the antenna performance
Without decreasing the Without increasing the
number of elements antenna volume

Fig. 1. Technical diagram for antenna design in space-limited MIMO system.

This chapter is organized as following. In Section 2, dual-polarized antenna solution is
proposed as an example of 2-element polarization antenna array. Two practical designs are
present to show the isolation enhancement between ports. Section 3 describes polarization
reconfigurable antenna element based on the Section 2. Channel capacity benefit has been
validated by experiment. In Section 4, another type of reconfigurable antenna, pattern
reconfigurable antenna element is proposed. Section 5 will give a summery of this chapter.

2. Dual-polarized antenna

In this section, we talk about the polarization resource of antenna. The polarization antenna
array has been studied in mobile communications for decades. In 1970s, the polarization
characteristics of mobile wireless channel had been widely measured and discussed. The
results illustrated that the correlation between feeding ports of different polarization
antenna elements must be low to satisfy the requirements of diversity, and the volume
occupied is much smaller than the space-separated antennas. Thus, more uncorrelated sub-
channels can be obtained by using polarization antenna array. Further, the orientations of
the mobile terminals are commonly not perpendicular to the ground. Polarization antenna
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array is an effective solution to reduce the polarization mismatch. In traditional cellular
mobile communication systems, the system with polarization diversity antennas has a 7 dB
gain than the one with space diversity antennas in Line-of-Sight scenarios, and a 1 dB gain
in Non-Line-of-Sight scenarios (Nakano et al, 2002).

In MIMO systems, the channel capacity of MIMO system with polarization antenna array is
approximately 10%~20% higher than that with space-separated co-polarized antenna array,
though the system SNR of polarization antenna array is lower (Kyritsi et al, 2002; Wallace et
al, 2003). Another measurement results in micro- and pico-cell show the channel capacity of
MIMO systems with dual-polarized antenna elements are 14% higher than that with twice-
numbered single-polarized antennas (Sulonen et al, 2003). Similar results are also obtained
(Erceg et al, 2006). Of course, the dual-polarized antenna element can be treated as a 2-
element single-polarized antenna array. For this application, two important issues must be
considered: one is the ports isolation, the other one is the antenna dimension. High-isolated
compact-volume dual-polarized antenna is our goal of design.

In resent research, different methods of isolation enhancement are introduced. An air
bridge, which is utilized in the cross part of two feedings for high isolation, was proposed in
(Barba, 2008; Mak et al, 2007). Different feed mechanisms, feed by probe and coupling
through aperture, were used in (Guo et al, 2002). Another isosceles triangular slot antenna is
proposed for wideband dual-polarization applications in (Lee et al, 2009). TE10 and TEO1
modes are excited by two orthogonally arranged microstrips. The above mentioned
methods are difficult to be realized in a compact structure and unable to be adopted in
space-limited multiple antenna systems. In this section, we introduce two compact antenna
designs with good ports isolation.

2.1 Dual-polarized slot antenna

For the purpose to realize dual orthogonal polarizations, slot structure is selected as the
main radiator. As shown in Fig. 2, both vertical and horizontal polarizations can exist
simultaneously in a rectangular slot. The operating frequency is dictated by the widths of
the slot. The slot also has the advantages of wide bandwidth, bi-directional radiation pattern
and high efficiency (Lee et al, 2009). However, how to excite these two polarizations is still a
question. The traditional method is to feed both polarizations in the same way through two
adjacent sides of the slot. Thus, the feeding structure is simple but with large dimension,
which isn’t able to fulfil our requirement of compact size.

ﬁ
—
—

(a) (b)

Fig. 2. Polarization mode in slot: (a) vertical polarization, (b) horizontal polarization.
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In order to excite dual orthogonal polarizations in a compact structure, we utilized the dual
modes of co-planar waveguide (CPW). Fig. 3 shows the geometry of the proposed antenna
with CPW feeding structure. The overall dimensions of the antenna are 100x80 mm?2. The
antenna is made of the substrate of FR4 (e,=4.4, tand=0.01), whose thickness is 1 mm. A
52x50 mm? slot, etched in the front side of light region, serves as the main radiator. In the
back side of dark region, an L-shaped microstrip line is fed through port 1. The CPW is fed
through port 2 in the front side. As shown in Fig. 4(a), when feeding through port 1, a
normal odd mode of CPW is excited to feed the vertical polarization mode. When feeding
through port 2, as shown in Fig. 4(b), the mode in the CPW is the even mode as a slot line,
which can excite the horizontal polarization mode.

l& Y
< W P

zZ

A

Ws

A 4

S

S,

Wi

Sy

Port 1

Fig. 3. The geometry of the proposed antenna. (L=100 mm, Ls=50 mm, Lg=36 mm, Lo=15
mm; L1=15 mm, [,=32 mm, [3=12.5 mm, L4=25.5 mm; L5=19 mm, W1=1.9 mm, W>=6 mm,
Ws=52 mm, W=80 mm, S;=0.35 mm, S,=0.5 mm. Reprinted from (Li et al, 2010) by the
permission of IEEE).

ZTTTTTITLY
EXERTTRIT,

Port 1 Port 2
@ (b)

Fig. 4. Feeding modes in CPW: (a) odd mode, (b) even mode.
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The current distributions of both polarizations are shown in Fig. 5 for better explanation. A
half wavelength distribution appears on each side of slot. Dimensions of Ls and Ws
determine the resonant frequencies of the vertical mode and horizontal mode respectively.
The L; is the tuning parameter for matching port 1. To match port 2, dimensions of W», Ls
and Le need to be optimized. Due to the symmetric and anti-symmetric characteristics of the
two modes in CPW, high isolation can be achieved between two ports. As a result, the
feeding structure can excite both polarization modes simultaneously and independently.

Jsurf[A/m]

5.0000e+000
4. 7143e+000
4.4286e+000

4.1429e+000
3.8571e+000
3.5714e+000

3.2857e+000
3. 0000 +000
2.7143e+000
2.4286e+000
2.1429e+000
1.8571e+000
1.5714e+000
1.2857e+000
1.0000e+000

(a) (b)
Fig. 5. Current distributions of (a) vertical polarization and (b) horizontal polarization.

To validate the design, the S parameters of the proposed antenna are simulated using Ansoft
high frequency structure simulator (HFSS). The antenna has also been fabricated and
measured. Fig. 6 shows the measured S parameter of the proposed antenna in solid lines,
compared with the simulated ones in dash lines. The centre frequencies of the dual
polarizations are both 2.4GHz. The bandwidths of -10dB reflection coefficient are 670MHz
(1.96-2.63GHz, 27.9%) and 850MHz (1.93-2.75GHz, 35.4%) for horizontal polarization and
vertical polarization, respectively. Throughout the WLAN frequency band (2.4-2.484GHz),
the isolation between two ports in the required band is lower than -32.6dB. These results
show that the proposed antenna is simpler, more compact than the references (Barba, 2008;
Mak et al, 2007; Lee et al, 2009).

0

S parameter [dB]

—Meas. S| —= - Meas. 5, ----- Meas. S,

—-—- Sim. S, = Sim. S ------ Sim. S

40 |-

-50
12 1.6 2.0 2.4 2.8 3.2 3.6

Frequency|GHz]
Fig. 6. Simulated and measured S parameters of the proposed antenna.
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The radiation patterns of the proposed antenna when feeding through port 1 and 2 are
shown in Fig. 7 and Fig. 8. For port 1, the vertical polarization case, the 3dB beam widths are

—e—FE¢ measurement
—a—E6 measurement
o E¢ simulation
4 E6 simulation

Fig. 7. Measured and simulated radiation patterns when feeding from port 1 at 2.4 GHz: (a)
X-Y plane (b) Y-Z plane.

—e—E¢ measurement
—a—E@ measurement
o E¢ simulation
A Eo simulation

Fig. 8. Measured and simulated radiation patterns when feeding from port 2 at 2.4 GHz: (a)
X-Y plane (b) Y-Z plane.

100° and 70° in E-plane (Y-Z plane) and H-plane (X-Y plane). From these results it may be
noted that the cross polarization in X-Y plane is worse than what was achieved in earlier
designs as values for cross polarization are not lower than -15dB. From the radiation
patterns, however, we can observe that the poles of E, and Eg are almost corresponding to
the maximum of each other, which means the integration of the two patterns is close to zero.
In other words, the signals of co and cross polarizations are almost uncorrelated. In the Y-Z
plane, the cross polarization level is sufficiently low to be ignored. For port 2, the horizontal
polarization is the dominant polarization. The 3dB beam widths are 60° and 180° in E-plane
(X-Y plane) and H-plane (Y-Z plane). From the above discussion, we may conclude that the
signals received by the two ports are uncorrelated, so dual-polarization in single antennas
can be treated as two independent antennas. The radiation efficiency and gain of the
proposed antenna are also measured. In the WLAN band of 2.4-2.484GHz, the efficiency is
better than 91.2% and 84.4% for port 1 and 2; and the gain is better than 3.85 dBi and 5.21
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dBi for port 1 and 2. The proposed antenna is a candidate for compact volume dual-
polarized antenna application.

2.2 Dual-polarized loop antenna

The half wavelength resonant structure, such as the patch and the slot, is able to be adopted
in dual-polarized antenna design. In order to realize even more compact dimension, we
choose the loop antenna, whose circumference is one wavelength. The radiation patterns of
the slot and the loop are almost the same. Also, the loop element can support two
orthogonal polarizations using the same structure, shown in Fig. 9. Seen from these two
modes, the current distribution is 90° rotated from one to another one. Good orthogonality
is illustrated with high isolation. The current distribution of its one-wavelength mode is
dictated by the feeding position, and feed should not be arranged at the position of the
current null. However, the maximum point of one mode is the null of the other mode. It is
difficult to feed the dual polarizations in one side of loop.

A/ A/
A A
Al A/
- ,(a; -
T = <
vi 44
vy an
LA A
bt A
Tz
(b)

Fig. 9. Modes in loop antenna: (a) vertical polarization, (b) horizontal polarization.

The feeding method should be considered carefully. In order to excite two orthogonal one-
wavelength modes, it is common to arrange two feeds at two orthogonal positions, which
will make the overall dimension much larger. A compact size could be realized if such two
modes of operation are fed at only one position. The compact CPW feed backed with
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microstrip line adopted in the last design is an effective solution to feed the dual-mode of
loop antenna. Fig. 10 shows the geometry of the loop antenna, which is quite similar as the
slot design. This antenna consists of a rectangular loop, a CPW feeding and a microstrip
line, and supported by the same FR4 board as last design with the thickness of 1 mm. The
loop has width of 4 mm; narrower than the slot design. The loop and CPW are etched on the
front side and the microstrip line is printed on the back side.

f—————w,—— |

\ 4

Port 2

Port 1

Fig. 10. Geometry of the proposed loop antenna. (L1=53 mm, L,=33 mm, L3=20 mm, L,=16
mm; Ls=5.1 mm, L=18.5 mm, L;=6.5 mm, W1=40 mm, W>=32 mm, W3=2 mm, W4=1.9 mm,
5=0.5 mm. Reprinted from (Li et al, 2011a) by the permission of IEEE).

When the loop fed through port 1, the CPW operates at its typical symmetrical mode. In this
mode the vertical polarization is excited. The inner conductor works as a monopole with the
vertical polarization. The energy is coupled from monopole to the loop, exciting the vertical
polarization mode. It is a good solution to feed the one-wavelength mode at the position of
current null. The radiation consists of two modes, the one-wavelength mode of the loop and
a monopole mode. When the loop is fed through port 2, the horizontal polarization of the
loop antenna is excited. The feed is exactly at the maximum of current, and the horizontal
mode is clearly excited in this configuration.

Fig. 11 shows the current distributions of two polarizations, which are totally different from
the slot antenna. For the same application of 2.4 GHz WLAN in last design, the rectangular
slot is etched in a large ground. The slot’s length and width are approximately half
wavelength. For a typical slot mode, the width of extended ground is a quarter of
wavelength or smaller. If the size of surrounded ground decreases to some level, the slot
turns to be a loop mode with the frequency shift. What's more, a loop has four edges with
the overall dimension of the loop antenna is 40x53 mm?, including the feeding structure. The
slot antenna is with the dimension of 100x80 mm?2. It is clear that the area of the proposed
antenna is only 26.5% of the slot one. Fig. 12 (a) and (b) show the loop antenna, in front and
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back views, respectively. Fig 12(c) shows the slot antenna design, which also operates in the
same band. A significant size reduction is achieved using the loop design.

Jsurf[A/m]

S5.0000e+000
2417e+000
5984e+000
B527e+000
5897e+000
1970e+000
8638e+000
5811e+000
3413e+000
1379e+000
6535e-001
1895e-001
9475e-001
. 8938e-001
5.0000e-001

o OWwERE R RBRRENNOWSF

Fig. 12. Photograph of the loop antenna (a) front side, (b) back side and (c) the slot
antenna.the total length is one wavelength. Therefore, the dimension of a rectangular loop
antenna is much smaller than the slot design with large ground. However, the slot antenna
can be adopted in the array design in the same ground for special requirements.

The measured and simulated S parameters are illustrated in Fig. 13. The -10 dB bandwidth
of the reflection coefficients are 770 MHz (1.98-2.75 GHz, 32.1%) for the vertical polarization
and 730 MHz (1.96-2.69 GHz, 30.4%) for the horizontal polarization, both covering the of 2.4
GHz WLAN band. The isolation in this band is better than -21.3 dB, which is lower than the
slot design, as a cost of dimension reduction. The isolation deterioration is mainly
contributed to the feeding structure of the vertical polarization. The feeding monopole is
located at the current maximum point of the horizontal mode. The energy couples between
two modes. But it still fulfils the -15 dB industrial requirement.The radiation pattern s of the
loop antenna is quite similar to the slot antenna, but with a lower level of cross polarization.
In the 24 GHz WLAN band, the measured gains are better than 2.9 dBi and 4.1 dBi.
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Considering the compact structure of loop, this antenna is suitable for the space-limited
systems.
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Fig. 13. Simulated and measured S parameters of the loop antenna.

3. Polarization reconfigurable antenna

As described in the introduction, reconfigurable antenna is an effective solution for the
space-limited MIMO systems by adaptive antenna selection. This kind of systems is called
adaptive MIMO system. The adaptive MIMO system takes the advantage of varying
channel characteristics to make the best use of the improvement of channel capacity (Cetiner
et al, 2004). Due to the channel condition, different antenna properties, such as polarizations
and radiation patterns, are selected for better transmitting or receiving. Also, different data
processing algorithms are used depending on the antenna selection. For this reason, the
reconfigurable antenna is very important to the MIMO system, especially for the space-
limited system. In this section, we will introduce the polarization reconfigurable antenna,
based on the dual-polarized slot antenna described in the last section. In order to validate
the benefit of polarization selecting, the channel capacity of a 2x2 MIMO system using the
polarization reconfigurable antenna has been measured in a typical indoor scenario.

3.1 Reconfigurable mechanism

The geometry of the proposed reconfigurable slot antenna element is shown in Fig. 14,
based on the design of (Li et al, 2010). The port 1 and port 2 are combined together and
controlled by two PIN diodes. The port 1 is connected the microstrip line on the back side
through a via hole, and controlled by PIN 1. The port 2 is connected directly to the
microstrip line on the back side, and controlled by PIN 2. When PIN1 is ON and PIN2 is
OFF, the antenna is fed through the port 1. The vertical polarization of the slot is excited.
When PIN1 is OFF and PIN 2 is ON, the antenna is fed through the port 2, and the
horizontal polarization of the slot is excited. Therefore, two ports are fed alternatively and
controlled by the PIN diodes. The two PIN diodes need the bias circuit to control. Due to
compact feed design, the two PIN diodes share the same bias circuit, saving the space of the
antenna system and using less lumped components.
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Fig. 14. Geometry of the proposed loop antenna. (L=120 mm, Ls=50 mm, Lg=36 mm, Lo=16
mm; L1=8.9 mm, L,=33.9 mm, L3=15.3 mm, L4=20.1 mm; Ls=30 mm, W1=1.9 mm, Ws=53
mm, W=80 mm, 5;=0.7 mm, S,=1 mm. Reprinted from (Li et al, 2011b) by the permission of
John Wiley & Sons, Inc.).

A prototype of the dual-polarized slot antenna with switching mechanism is fabricated, and
shown in Fig. 15. The PIN diodes with bias circuit are on the back side of the antenna. The
detailed bias circuits of two PIN diodes (D1 and D2, Philips BAP64-03) are shown in Fig. 15
(c). The “ON’ and ‘OFF’ states of the two PIN diodes are controlled by a 1-bit single-pole 2-
throw (SP2T) switch on the front side. The bias circuit consists of three RF choke inductors
(Lb1 L2 and Lis, 12 nH), a DC block capacitor (Cy, 120 pF), three RF shorted capacitors (Cs

S ’ Switch
(@) (b) (c)
Fig. 15. Photograph of the antenna prototype (a) front side, (b) back side; (c) bias circuit of
the PIN diodes.
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Cs2 and Cg3, 470 pF) and a bias resistor (R, 46 Q). The bias resistor is selected depend on the
value of VCC and the operating current of the PIN diode. In this application, the VCCis 3 V.

The measured reflection coefficients for both polarizations are shown in Fig. 16. Compared
with results of the dual-polarized slot antenna in Fig.13, the difference is mainly contributed
from the parasitic parameters of PIN diodes and the bias circuit. The -10dB bandwidths are
700MHz (2.02-2.72 GHz, 29.2%) and 940MHz (1.84-2.78 GHz, 40%) for vertical and
horizontal polarizations, both covering the WLAN band (2.4-2.484 GHz). The gain decreases
approximately 0.5 dB due to the insertion loss of PIN diodes.
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Fig. 16. Simulated and measured S parameters of the reconfigurable antenna.

3.2 Channel capacity measurement

In this section, we measured the channel capacity of a 2x2 MIMO system in a typical indoor
scenario by using the proposed polarization reconfigurable antenna. The measurement
setup is shown in Fig.17. The measurement system consists of an Agilent E5071B Vector
network analyzer (VNA), which has 4 ports for simultaneous measurement, transmit and
receive antennas, a computer and RF cables. Two standard omni-direcitional dipoles are
utilized as the transmit antennas (TX), and arranged perpendicular to XY plane along Z axis.
Two proposed reconfigurable antennas are used as the receive antennas (RX). The 2x2
antennas are connected to the 4 ports of the VNA. The computer is used to control the
measurement procedures and record the measured channel responses. In order to validate
the improvement in channel capacity by using reconfigurable antennas, another two
reference dipoles are adopted as receive antennas for comparison. The measurement was
carried out in a room of the Weiqing building, Tsinghua University, illustrated in Fig. 18.
The framework of the room is reinforced concrete, the walls are mainly built by brick, and
the ceiling is made with plaster plates with aluminium alloy framework. The heights of
desk partition and wood cabinet are 1.4 m and 2.1 m. The transmit antennas are fixed in
the middle of room (TX). The receive antennas are arranged in several typical locales
which are noted as RX1-5 in Fig. 20. Here, the scenarios when the receive antennas are
arranged in RX1 and RX2 are line-of sight (LOS), while that is NLOS when the receive
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antennas are arranged in RX3, RX4 and RX5. In this measured, the antennas used are fixed
at the height of 0.8 m. The space of antenna elements in TX or RX is 0.5\, with the mutual

coupling less than -25dB.

X RX
- L Reference dipole |~ —— — — 1
A vl Rzlzef:l‘::e or A vl
1 _L_ P Reconfigurable antenna | — |+ _ [ !

VNA
Control @) m—
[ ]
1111

B /|y

Fig. 17. Experiment setup of the measurement.
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Fig. 18. Layout of measurement environment.

The measurement was carried out in the band of 2.2-2.6 GHz, with a step of 2 MHz. Three
different orientations (ZZ, YY, and XX) of RX antennas were measured to simulate different
operational poses of the mobile terminals. For two horizontal (H) and vertical (V)
polarizations reconfigurable antennas, 4 configurations (HH, HV, VH, VV) were switched
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manually for each channel capacity measurement in a quasi-static environment, and the
result with the biggest value was chosen for statistics. Given the small-scale fading effect,
4x4 grid locations for each RX position were measured. Therefore, a total 201x3x16x2=19296
measured channel capacity for LOS condition was obtained, and 201x3x16x3=28944 was the
measured results for NLOS condition.

The channel capacity can be calculated through following formula (Foschini & Gans, 1998):

C =log, det[Iy +SNMH,[H,? ] 1)

t
where N; and N are the numbers of RX and TX antennas. In is a N; x N; identity matrix,
SNR is the signal-to-noise ratio at RX position, H, is the normalized H, and () is the
Hermitian transpose. H is normalized by the received power in the 1x1 reference dipole
with identical polarization. We selected the SNR when the average channel capacity is 5
bit/s/Hz in a 1x1 reference dipole system in LOS or NLOS scenario.

The measured Complementary Cumulative Distribution Functions (CCDF) of the channel
capacity for the 2x2 MIMO system using polarization reconfigurable antennas in both LOS
and NLOS conditions are shown in Fig. 19 and 20. As summarized in Table 1, the average
and 95% outage channel capacities are both improved, especially in NLOS scenario. For
NLOS, the received signal is mainly contributed from reflection and diffraction, which vary
the polarization property of the wave. However, the path loss is higher in NLOS scenario.
The transmit power should be enhanced to guarantee the system performance. Considering
the insertion loss introduced from non-ideal PIN diodes, better capacity can be obtained by
using high quality components. The measurement results prove the benefit by using
polarization reconfigurable antennas.
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Fig. 19. CCDFs of channel capacity in LOS condition.
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Fig. 20. CCDFs of channel capacity in NLOS condition.

Channel capacity Condition 1x1 dipole 2x2 dipole 2x2 polar.-reconfig.
Average LOS 5 7.86 10.62
NLOS 5 9.9 13.18
95% outage LOS 1.75 491 7.11
NLOS 1.94 6.87 11.32

Table 1. Average and 95% Outage Channel Capacity (bit/s/Hz).

4. Pattern reconfigurable antenna

Pattern reconfigurable antenna is another type of reconfigurable antenna. Such antenna
provides dynamic radiation coverage and mitigates multi-path fading. In this section, we
introduce a design of pattern reconfigurable antenna with compact feeding structure. The
benefit by using pattern reconfigurable antennas in the MIMO system is also proved by
experiment of channel capacity measurement.

The configuration of the pattern reconfigurable antenna is shown in Fig. 21 (a). It is
composed of an elliptical topped monopole, two Vivaldi notched slots and a typical CPW
feed with 2 PIN diodes. The antenna is printed on the both sides of a 50 x 50 mm?2 Teflon
substrate, with &,=2.65, tand=0.001 and thickness is 1.5 mm. The CPW is connected to the
microstrip at the back side through several via holes. A 0.2 mm wide slit is cut from the
ground on the front side for DC isolation. Three curves are used to define the shape of
antenna, fitted to the coordinates in Fig. 21 (a). Curve 1 is defined by equation (2) and curve
2 is defined by equation (3). Curve 3 and curve 2 are symmetrical along X axis.
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Fig. 21. Geometry of the proposed loop antenna. (L1=1.74 mm, L,=28.52 mm, L3=10.74 mm,
L4=25 mm; Ls=8 mm, Ls=16.8 mm, L;=10mm, Ls=10mm, W=50 mm, L,=2 mm, W1=4 mm,
$1=0.3 mm. Reprinted from (Li et al, 2010c) by the permission of IEEE).

X —(Ly—a*xW/2
UL @)
W)2 a*W)2
where L, —a*W/2<y<L,,and a=04.
y=Cie"" +C, (3)

where C1=14, C,=0.26, c=0.16.

4.1 CPW:-slot transition design

Different radiation patterns are provided by different work states of the same antenna. In
order to achieve different work states, a switchable CPW-to-slotline transition with two PIN
diodes is proposed and sown in Fig. 21 (b). Three feeding modes are achieved in this
structure by varying the states of PIN diodes. When both PIN diodes are OFF, the elliptical
topped monopole is fed through a typical CPW and a nearly omni-directional radiation
pattern is achieved in XZ plane. When PIN 1 is OFF and PIN 2 is ON, the right slotline is
shorted. The left Vivaldi notched slot is fed through the left slotline (LS) of the CPW, and a
unidirectional radiation pattern is formed along the -X axis. In the same way, when PIN 1 is
ON and PIN 2 is OFF, a unidirectional beam along the +X axis is obtained in the right
Vivaldi notched slot through the right slot (RS). The proposed CPW-to-slotline transition is
able to achieve good switching from the CPW to slotline with any other extra structures.
Compared with this design, the CPW-to-slotline transition reported in (Wu et al, 2008; Kim
et al, 2007; Ma et al, 1999) all required extra structures for mode convergence, including A\/2
phase shifter (Ma et al, 1999)and A/4 matching structures (Wu et al, 2008; Kim et al, 2007),
which occupy considerable space in the feed network. Such structures are not suitable for
the space-limited systems. The proposed CPW-to-slotline transition here is designed to
reduce the overall dimensions of the antenna.
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In order to explain work principle of the feed transition, the equivalent transmission line
model is utilized, illustrated in Fig.22 and 23. The PIN diode is expressed as perfect
conductor for ‘ON’ state and open circuit for the ‘OFF” state. Fig. 22 (a) shows the normal
CPW structure. By tuning the Ls, the radiation resistance Rmonopole of monopole is matched to
50Q at the feed port. When the right slot is shorted by PIN diode, the antenna is fed through
the RS mode. The diagram and equivalent transmission line model are depicted in Fig. 22
(b). The right slotline is used to feed the Vivaldi notched slot, and the shorted left slotline
works as a matching branch. The shorted branch which is less than a quarter of wavelength
serves as a shunt inductance and its value is determined by its length Ls. The position of the
PIN diode is not fixed, and it is another freedom for impedance matching of RS feed. As
shown in Fig. 23, the value of shunt inductance is jZgotan[Pslot(Ls-Ly)] and used to match
the radiation resistance Ryivaai. The advantage of this switchable feeding structure is that no
extra structure is used in the CPW and slotline transition.
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Fig. 22. Feed diagram and equivalent transmission line model. (a) CPW feed; (b) RS feed.
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Fig. 23. Matching strategy of RS feed. (a) Feed diagram; (b) Transmission line model.
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Fig. 24. Simulated and measured reflection coefficient of the reconfigurable antenna.

The selected PIN diode is Agilent HPND-4038 beam lead PIN diode, with acceptable
performance in a wide 1-10 GHz bandwidth. The bias circuit is similar as the PIN diodes
used in the last design in Fig. 15. The values of each component are determined by the
working current of the PIN diode. The efficiency decreases approximately 0.3 dB by using
this PIN diode. All the measurements were taken using an Agilent E5071B VNA. The
simulated and measured reflection coefficients of CPW feed, LS and RS feeds are shown in
Fig. 24. The measured -10dB bandwidths are 2.02-6.49 GHz, 3.47-8.03 GHz and 3.53-8.05
GHz for CPW feed, LS feed and RS feed, respectively. The overlap band from 3.53 GHz to
6.49 GHz is treated as the operation frequency for the reconfigurable patterns. The
measured normalized radiation pattern in XZ and XY planes for CPW, LS and RS feed at 4,
5, 6 GHz are shown in Fig. 25. For the CPW feed, a nearly omni-directional radiation pattern
appears in XZ plane and a doughnut shape in XY plane. For the LS or RS feed, a
unidirectional beam appears along -X or +X axis, with acceptable front-to-back ratio better
than 9.5dB. For the CPW feed, an average gain in the desired frequency range is 2.92 dBi.
For the LS and RS feed, the average gains in the 4-6 GHz band are 4.29 dBi and 4.32 dBi. The
improved gain is mainly contributed to the directivity of the slotline feed mode, and the
diversity gain is achieved by switching the patterns.
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Fig. 25. Radiation patterns of the reconfigurable antenna.

4.2 Channel capacity measurement

The channel capacity of a 2x2 MIMO system by using the proposed pattern reconfigurable
antenna is measured in this section. The experiment setup is as same as Fig. 17. At the TX
end, two reference dipoles are arranged perpendicular to XZ plane along Y axis. Another
two reference dipoles and two proposed pattern reconfigurable antennas are adopted at the
RX end alternatively for comparison. Each port of the two wire dipoles has a bandwidth of
3.9-5.9 GHz with reflection coefficient better than -6 dB, and mutual coupling between the
two ports is lower than -25 dB over the frequency band which is achieved by tuning the
distance between two elements. Also, the isolation between two proposed pattern
reconfigurable antennas is lower than -25 dB.

The measurement was also taken in the Weiqing building of Tsinghua University of Fig.
18. The locations of RX are different from last experiment. The position of RX4 is not
measured. Therefore, the LOS scenario includes the RX1 and RX2, and the NLOS scenario
includes the RX3 and RX5. The frequency range of measurement is 4-6 GHz, with a step of
10 MHz. A total number of 201 data points/results are obtained as samples. Three
configurations (CPW, LS and RS) of each reconfigurable element of the receive end were
switched together manually and the highest value signal was selected as the receiving
signal. Also, considering the small-scale fading effect, 5x5 grid locations for each RX
position were arranged. A total number of 2x201x25=10050 results were measured for
LOS and NLOS scenarios respectively. In the measurement, a 2x2 channel matrix H is
obtained. The channel capacity is calculated by formula (1) in the last section. We also
selected the SNR when the average channel capacity is 5 bit/s/Hz in a 1x1 reference
dipole system in LOS or NLOS scenario.

The measured CCDFs of channel capacity of LOS and NLOS scenarios are illustrated in Fig.
26 and 27. The results consist of the channel capacity information of 2x2 multiple antenna
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system using the proposed pattern reconfigurable antennas, compared with 1x1 and 2x2
systems using reference dipoles. As listed in Table 2, 2.28 bit/s/Hz and 4.13 bit/s/Hz of the
average capacity enhancement are achieved in LOS and NLOS scenarios, and 2.51 bit/s/Hz
and 3.75 bit/s/Hz enhancement for 95% outage capacities. In the NLOS scenario, the
received signal is mainly contributed from reflection and diffraction of the concrete walls
and the desk partitions, arriving at the direction of endfire. The diversity gain in the endfire
increases the channel capacity. Considering the insertion loss introduced from the non-ideal
PIN diodes, better performance of the proposed antenna can be achieved by using high
quality switches, such as micro-electro-mechanical systems (MEMS) type switches with less
insertion loss and parasitic parameters.
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Fig. 26. CCDFs of channel capacity in LOS condition.
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Fig. 27. CCDFs of channel capacity in NLOS condition.
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Channel Capacity | Scenario | 1x1 Dipole | 2x2 Dipole | 2x2 Pattern Reconfig.
Average LOS 5 9.46 11.74
NLOS 5 9.93 13.06
95% Outage LOS 2.29 421 6.72
NLOS 1.68 5.41 9.16

Table 2. Average and 95% Outage Channel Capacity (bit/s/Hz).

5. Conclusion

This chapter has introduced the now trend of antenna design in MIMO systems. From a
view of antenna design, it is difficult to achieve good performance by using traditional
antennas in space-limited MIMO systems. The mutual coupling between the antenna
elements deteriorates the independence among multiple channels in MIMO systems. For
both techniques of TD and SM, the benefit of multiple channels is difficult to be obtained
due to the space limitation. However, the usage of miniaturized mobile terminals is popular
and their size is getting much smaller. Here comes the contradiction between the antenna
performance and the ministration of mobile handsets.

In this chapter, we are aimed to solve the space problem of antennas in MIMO systems. Two
effective solutions are introduced here. The first one is to use polarization, an important spatial
resource, to take the place of antenna element. Two orthogonal polarized antenna elements
can be arranged together with acceptable isolation. In this way, the space between antenna
elements is saved, making the overall antenna system more compact. As an important
practical application, two types of dual-polarized antennas are presented and analyzed.
Isolation enhancement methods are proposed, such as the feed design and operation modes
design. The proposed antennas show the advantages of compact structure, high ports isolation
and easy fabrication, and are suitable to be adopted in the space-limited MIMO systems.

Considering in the opposite way, the antennas with better performance in the original space
is another solution in space-limited MIMO systems. The reconfigurable antenna is a
prevalent type of antenna nowadays. Switching mechanism is added to achieve selectable
polarizations, radiation patterns and other property. Different antenna configurations and
corresponding signal processing methods are selected due to the channel information. The
switching mechanism is the most important issue. Based on the dual-polarized slot antenna
design, the PIN diodes are used to achieve polarization selection. A pattern reconfigurable
antenna is design by using a switchable CPW-to-slotline feeding structure. In order to prove
the benefit of the antenna selection, we design an experiment of channel capacity in a typical
indoor environment. The results show that the channel capacity improves in both LOS and
NLOS scenarios, especially in NLOS scenario. The reconfigurable antenna shows the
potential application in space-limited MIMO systems.
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1. Introduction

The organization of American Cancer Society reported that the total number of cancer
related to GI track is about 149,530 in the United State only for 2010 (American Cancer
Society, 2010). Timely detection and diagnoses are extremely important since the majority of
the Gl related cancers at early-stage are curable.

However, the particularity of the alimentary track restricts the utilization of the current
available examine techniques. The upper gastrointestinal tract can be examined by
Gastroscopy. The bottom 2 meters makes up the colon and rectum, and can be examined by
Colonoscopy. In between, lays the rest of the digestive tract, which is the small intestine
characterised by being very long (average 7 meters) and very convoluted. However, this
part of the digestive tract lies beyond the reach of the two previously indicated techniques.
To diagnose the small intestine diseases, the special imaging techniques like CT scan or MRI
are less useful in this circumstance.

Therefore, the non-invasive technique Wireless Capsule Endoscopy (WCE) has been
proposed to enable the visualisation of the whole GI track cable freely. The WCE is a
sensor device that contains a colour video camera and wireless radiofrequency
transmitter, and battery to take nearly 55,000 colour images during an 8-hour journey
through the digestive tract.

The most popular WCEs, are developed and manufactured by Olympus (Olympus, 2010),
IntroMedic (IntroMedic, 2010) and Given Imaging (Given Imaging, 2010). However, there
are still several drawbacks limiting the application of WCE. Recently, there are two main
directions to develop the WCE. One is for enlarging the advantages of current wireless
capsule, for example they are trying to make the capsule smaller and smaller, to enhance the
propagation efficiency of the antenna or to reduce the radiated effects on human body.
While, others are working on minimizing the disadvantages of capsule endoscope, for
instance, they use internal and external magnetic field to control the capsule and use
technology to reduce the power consumption.

The role of the WCE embedded antenna is for sending out the detected signals; hence the
signal transmission efficiency of the antenna will directly decide the quality of received real-
time images and the rate of power consumption (proportional to battery life). The human
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body as a lossy dielectric material absorbs a number of waves and decreases the power of
receiving signals, presenting strong negative effects on the microwave propagation.
Therefore, the antenna elements should ideally possess these features: first, the ideal
antenna for the wireless capsule endoscope should be less sensitive to human tissue
influence; second, the antenna should have enough bandwidth to transmit high resolution
images and huge number of data; third, the enhancement of the antenna efficiency would
facilitate the battery power saving and high data rate transmission.

In this chapter the WCE system and antenna specifications is first introduced and described.
Next, the special consideration of body characteristics for antenna design (in body) is
summarized. State-of-the-art WCE transmitting and receiving antennas are also reviewed.
Finally, concise statements with a conclusion will summarize the chapter.

2. Wireless Capsule Endoscopy (WCE) system

In May of 2000, a short paper appeared in the journal Nature describing a new form of
gastrointestinal endoscopy that was performed with a miniaturized, swallowable camera
that was able to transmit color, high-fidelity images of the gastrointestinal tract to a portable
recording device (Iddan et al., 2000). The newer technology that expands the diagnostic
capabilities in the GI tract is capsule endoscopes also known as wireless capsule endoscopy.
One example of the capsule is shown in Figure 1.

Fig. 1. Physical layout of the WCE (Olympus, 2010).

The capsule endoscopy system is composed of several key parts (shown in Figure 2): image
sensor and lighting, control unit, wireless communication unit, power source, and
mechanical actuator. The imaging capsule is pill-shaped and contains these miniaturized
elements: a battery, a lens, LEDs and an antenna/transmitter. The physical layout and
conceptual diagram of the WCE are depicted in Figure 1 and Figure 2, respectively. The
capsule is activated on removal from a holding assembly, which contains a magnet that
keeps the capsule inactive until use. When it is used, capsule record images and transmit
them to the belt-pack receiver. The capsule continues to record images at a rate over the
course of the 7 to 8 hour image acquisition period, yielding a total of approximately 55,000
images per examination. Receiver/Recorder Unit receives and records the images through
an antenna array consisting of several leads that connected by wires to the recording unit,
worn in standard locations over the abdomen, as dictated by a template for lead placement.
The antenna array and battery pack can be worn under regular clothing. The recording
device to which the leads are attached is capable of recording the thousands of images
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transmitted by the capsule and received by the antenna array. Once the patient has
completed the endoscopy examination, the antenna array and image recording device are
returned to the health care provider. The recording device is then attached to a specially
modified computer workstation (Gavriel, 2000). The software shows the viewer to watch the
video at varying rates of speed, to view it in both forward and reverse directions, and to
capture and label individual frames as well as brief video clips.
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Fig. 2. Conceptual diagram of the WCE.

Since the device received FDA (American Food and Drug Administration) clearance in
August 2001, over 1,000,000 examinations have been conducted globally. The 11mm by
26mm M2A capsule is propelled passively, one end of the capsule contains an optical dome
with six white Light Emitting Diodes and a CMOS camera that captures 2 images a second
(Given Imaging, 2010). These images relayed via a transmitter using a radio frequency
signal to an array of aerials from where they are transferred over the wires to a data-
recorder. The sensor array allows for continues triangulation of the position of the capsule
inside the body of the patient. The accuracy of the capsule location provide by this method
was reported to be +/-3 cm (Ravens & Swain, 2002). In December 2004, FDA approved a
second type of capsule developed by Given Imaging-the PillCam ESO, which allows the
evaluation of esophageal disease. The response to this demand materialized in the
development of the pillCam ESO which has the higher frame rate and CMOS cameras
positioned at both ends of the capsule. This capsule acquires and transmits seven frames per
second from each camera, giving a total of 14 frames per second (Mishkin et al. 2006). Due to
the increased frame rate, the capsule battery life is only 20 minutes. In October 2005,
Olympus launched a competitor system called EndoCapsule in Europe. The difference lies
in the use of a different imaging technology-CCD, which the manufacturers claim is of
higher quality (Fuyono, I. 2005). Another feature of EndoCapsule is the Automatic
Brightness Control (ABC), which provides an automatic illumination adjustment as the
conditions in the GI tract vary. In October 2006, Given Imaging received the CE Mark to
market a third capsule-the PillCam COLON though out the European Union. This capsule
measures 11lmm by 31mm, that is slightly larger than previous products. It captures 4
images a second for up to 10hours. A new feature in Given Imaging capsules is an automatic
lighting control (Eliakim et al. 2006; Schoofs et al., 2006). In 2007, PillCam SB2 was cleared
for marketing in the US. According to the manufacturers, it offers advanced optics and a
wider field of view. PillCam SB2 also captures nearly twice the mucosal area per image. It
also provides Automatic Light Control for optimal illumination of each image. In 2009, the
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second-generation capsule, PillCam COLON2, was cleared by the European Union. The
capsule has the ability to adjust the frame rate in real time to maximize colon tissue coverage.
To present, Olympus is working on the development of a new generation capsule endoscope,
which features magnetic propulsion. Apart from the novel propulsion and guidance system,
the capsule designers aim to provide a drug delivery system, a body fluid sampling system
and also the ultrasound scan capability. RF System Lab Company announced the design of the
new Sayaka capsule (RF System Lab, 2010), which acquires images at a rate of 30 frames per
second and generate about 870,000 over an eight hour period of operation. Also, further
applications of magnetic fields are presented (Lenaertes & puers, 2006).

3. Antenna specifications for WCE

Wireless capsule transmitting and receiving antennas belong to wireless communication
unit. The transceiver in conjugation with an antenna was utilised. A bidirectional
communication between the capsule and the external communication unit at recommended
frequency for industrial, scientific and medical usage was established. Wireless capsule
endoscopy transmitting antenna is for sending out the detected signal and receiving antenna
receive the signal outside human body. The signal transmission efficiency of the antenna
will directly decide the quality of the received real-images and rate of power consumption.
Because a lossy dielectric material absorbs a number of waves and decreases the power of
receiving signal, it presents strong negative effects on the microwave propagation (Johnson,
& Guy, 1972). Therefore, some features to ideally possess are required. The WCE antenna
should be less sensitive to human tissue influence. Enough bandwidth to transmit high
resolution images and huge number of data is a requirement for antenna. Also, power
saving and high data rate transmission can be obtained with enhancement of antenna
efficiency.

In addition to the standard constraints in electronic design, a number of main challenges
arise for systems that operate inside the human body. The size of the capsule endoscope
system should be small because small-sized capsules are easier to swallow. Therefore, the
foremost challenge is miniaturization to obtain an ingestible device (the volume should be
smaller than endoscopy). The availability of small-scale devices can place severe constraints
on a design, and the interconnection between them must be optimized. The size constraints
lead to another challenge, noise. The coexistence of digital integrated circuits, switching
converters for the power supply, and communication circuits in close vicinity of the analog
signal conditioning could result in a high level of noise affecting the input signal. Therefore,
capsule designers must take great care when selecting and placing components, to optimize
the isolation of the front end.

The next vital challenge is to reduce power consumption. In particular, the generated
wireless signal must not interfere with standard hospital equipment but still be sufficiently
robust to overcome external interferences. On the basis of Friis's formula, the total loss
between transmitter and receiver increases with the distance between the transmitting and
the receiving antennas increasing. As the result of the dispersive properties of human body
materials, the transmitting power absorbed by body varies according to the antenna’s
operating frequency. The radiated field intensity inside and outside the torso or gut area is
determined for FCC regulated medical and Industrial Scientific Medical (ISM) bands,
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including the 402MHz to 406MHz for Medical Implant Communications Service (MICS),
608MHz to 614 MHz for Wireless Medical Telemetry Service (WMTS), and the 902MHz-
928MHz ISM frequency band. Moreover FCC has allocated new bands at higher frequencies
such as 1395MHz-1400 MHz wireless medical telemetry services (WMTS) band. Carefully
selection of target frequency is important during the antenna design.

The effective data rate was estimated to be about 500 Kbps (Rasouli et al. 2010). The transmit
power must be low enough to minimize interference with users of the same band while
being strong enough to ensure a reliable link with the receiver module. Lower frequencies
are used for ultrasound (100 kHz to 5 MHz) and inductive coupling (125 kHz to 20 MHz).
The human body is no place for operational obscurity, so the control software must enforce
specific rules to ensure that all devices operate as expected. For that reason, key programs
must be developed in a low-level (often assembly) language. The last challenge concern
encapsulating the circuitry in appropriate biocompatible materials is to protect the patient
from potentially harmful substances and to protect the device from the GI's hostile
environment. The encapsulation of contactless sensors (image, temperature, and so on) is
relatively simple compared to the packaging of chemical sensors that need direct access to
the GI fluids. Obtaining FDA (Food and Drug Administration) approval for the US market
or CE (European Conformity) marking in Europe involves additional requirements.
Capsules must undergo extensive material-toxicity and reliability tests to ensure that
ingesting them causes no harm. The maximal data rate of this transmitter is limited by the
RC time constant of the Rdata resistor and the capacitance seen at the base. It is clear that
formal frequency higher than 1/(Rdata*Cbase), the modulation index decreases, because the
injected base current is shorted in the base capacitance. Although the occupied bandwidth
decreases, the S/N ratio decreases too, and robust demodulation becomes more difficult at
faster modulation rates. From experiments, the limit was found to be at 2Mbps [22].
Considering the sensitivity of small receivers for biotelemetry, the designed antenna should
have a gain that exceeds —20 dB (Chi et al. 2007; Zhou et al. 2009).

4. Special consideration of body characteristics for antenna design

The antenna designed for biomedical telemetry is based on the study of the materials and
the propagation characteristics in the body. Because of the different environment, the wave
radio propagation becomes different in free space. The human body consists of many tissues
with different permittivity and conductivity, which leads to different dielectric properties.

The same radio wave propagating through different media may exhibit different features.
From an electromagnetic point of view, materials can be classified as conductive, semi
conductive or dielectric media. The electromagnetic properties of materials are normally
functions of the frequency, so are the propagation characteristic. Loss tangent defined as the
ratio of the imaginary to the real parts of the permittivity, which is equation (Kraus &
Fleisch, 1999).

tans = -~ 1)
we

With the specific classification are given in (Kraus & Fleisch, 1999), the body material is
dielectric material. The loss tangent is just a term in the bracket. The attenuation constant is
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actually proportional to the frequency if the loss tangent is fixed; where the attenuation
constant is
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The dominant feature of radio wave propagation in media is that the attenuation increases
with the frequency. With the formula
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It can find out that the power of E plane and H plane reduce with high dielectric constant
and conductivity. The total power is consumed easily in human body. The efficiency of
antenna becomes lower than free space. With the formula
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in a high dielectric material, the electrical length of the antenna is elongated. Compare
dipole antenna in the air and in the body material, they have same physical length but
electrical lengths are not same. Because of the high permittivity, the antenna in the body
material has longer electrical length. The time-averaged power density of an EM wave is

Sav=* *EO ’ (7)

which leads to high power density in human body. The intrinsic impedance of the material
and is determined by ratio of the electric field to the magnetic field (Huang & Boyle, 2008).
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Based on wave equation V’E-y?E=0, A and B in the wave propagating trigonometric form
E=xAcos(ot - fz) + yBsin(ot - fz) can be determined. With the relationship of A and B, it can
confirm shape of polarization.

The multi-layered human body characteristic can be simplified as one equivalent layer with
dielectric constant of 56 and the conductivity of 0.8 (Kim & Rahmat-Samii, 2004). So, with
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the change from free space to body materials, dielectric constant changes from 1 to 56 and
conductivity changes from 0 to 0.8. What's more, to detect the transmitted signal
independent of transmitter a position, the antenna is required the omni-directional radiation
pattern (Kim & Rahmat-Samii, 2004; Chirwa et al., 2003). To investigate the characteristics of
antennas for capsule endoscope, the human body is considered as an averaged
homogeneous medium as described by the Federal Communications Commission (FCC)
and measured using a human phantom (Kwak et al., 2005; Haga et al., 2009).

5. State-of-the-art WCE transmitting and receiving antennas

An antenna plays a very crucial role in WCE systems. Wireless capsule transmitting and
receiving antennas belong to wireless communication unit, which provides a bidirectional
communication between the capsule and the external communication unit at recommended
frequency at which industrial, scientific and medical band was established. Wireless capsule
endoscopy transmitting antenna is for sending out the detected signal and receiving antenna
receive the signal outside human body. This section is to discuss the current performance of
both WCE transmitting and receiving antennas.

5.1 Transmitting antennas

The capsule camera system is shown in Figure 2. One of the key challenges for ingestible
devices is to find an efficient way to achieve RF signal transmission with minimum power
consumption. This requires the use of an ultra-low power transmitter with a miniaturized
antenna that is optimized for signal transmission through the body. The design of an antenna
for such a system is a challenging task (Norris et al., 2007). The design must fulfill several
requirements to be an effective capsule antenna, including: miniaturization to achieve
matching at the desired bio-telemetric frequency; omni-directional pattern very congruent to
that of a dipole in order to provide transmission regardless of the location of the capsule or
receiver; polarization diversity that enables the capsule to transmit efficiently regardless of its
orientation in the body; easy and understandable tuning adjustment to compensate for body
effects. Types of transmitting antenna are used such as the spiral antennas, the printed
microstrip antennas, and conformal antennas as shown in following subsections.

5.1.1 Spiral antennas

A research group from Yonsei University, South Korea, proposed a series of spiral and
helical antennas providing ultra-wide bandwidth at hundreds of megahertz.

Single arm spiral antenna

The first design is a miniaturized normal mode helical antenna with the conical structure
(Kwak et al., 2005). To encase in the capsule module, the conical helical antenna is reduced
only in height with the maintenance of the ultra-wide band characteristics. Thus, the spiral
shaped antenna is designed with the total spiral arm length of a quarter-wavelength. The
configuration of the designed antenna is shown in Figure 3(a). It is composed of a radiator
and probe feeding structure. The proposed antenna is fabricated on the substrate with 0.5-0z
copper, 3 mm substrate height, and dielectric constant of 2.17. The diameter of the antenna
is 10.5 mm and 0.5 mm width conductor.
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Fig. 3. Single arm spiral antenna (Kwak et al. 2005): (a) the geometric structure; (b) simulated
and measured return losses; (c) azimuth pattern at 430MHz.

The simulated and the measured return losses of the antenna surrounded by human body
equivalent material are shown in Figure 3(b). It can be observed that the bandwidth of the
proposed spiral shaped antenna for S;1<-10dB is 110 MHz of 400-510 MHz and the fractional
bandwidth is 24.1 %, which is larger than 20%, the reference of the UWB fractional
bandwidth. The measurement result of the azimuth radiation pattern is shown in Figure
3(c). The normalized received power level is varying between 0dB to -7dB, which can be
considered as an omni-directional radiation pattern.

Dual arm spiral antenna

The dispersive properties of human body suggested that signals are less vulnerable when
they are transmitted at lower frequency range. Therefore, a modified design is proposed to
provide ultra-wide bandwidth at lower frequency range (Lee et al. 2007). Figure 4(a) shows
the geometry of a dual spiral antenna. The newly proposed antenna is composed of two
spirals connected by the single feeding line. The radius of designed antenna is 10.1mm and
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its height is about 3.5mm. To design a dual spiral antenna, two substrate layers are used.
The upper and lower substrate layers have the same dielectric constant of 3.5 and the
thicknesses of them are both 1.524mm. Two spirals with the same width of 0.5mm and the
same gap of 0.25mm have different overall length. The lower spiral antenna is a 5.25 turn
structure and the upper spiral is 5 turns.
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Fig. 4. Dual arm spiral antenna (Lee et al. 2007): (a) the geometric structure; (b) measured
return losses; (c) azimuth pattern at 400MHz.

The return loss of the proposed antenna was measured in the air and in the simulating fluid
of the human tissue as shown in Figure 4(b). Because of considering electrical properties of
equivalent material of human body, return loss characteristic in the air is not good but dual
resonant characteristic is shown in the air. However, the proposed antenna has low return
loss value at operating frequency in the fluid and its bandwidth is 98MHz (from 360MHz to
458MHz) in the fluid, with the fractional bandwidth of about 25%. The simulated radiation
pattern as shown in Figure 4(c) is omni-directional at the azimuth plane with 5dB variation.
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Conical helix antenna

Extensive studies of the helical and spiral antennas were conducted with modified
geometric structures. For example, a conical helix antenna fed through a 50 ohm coaxial
cable is shown in Figure 5. Compared to small spiral antenna, conical spiral takes up much
space. However, additional space is not necessary because a conical spiral can use the end
space of the capsule as shown in Figure 5(a). The radius of the designed antenna is 10mm
and the total height is 5 mm. This size is enough to be encased in small capsule.
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Fig. 5. Conical helix antenna (Lee et al. 2008): (a) the geometric structure; (b) simulated and
measured return losses; (c) azimuth pattern at 450MHz.

The proposed antenna provides a bandwidth of 101MHz (from 418MHz to 519MHz) in the
human body equivalent material as shown in Figure 5(b). Its center frequency is 450MHz, so
the fractional bandwidth is about 22%. The normalized simulated radiation pattern is shown
in Figure 5(c). The proposed antenna has omni-directional radiation pattern with less than
1dB variation.

Fat arm spiral antenna

Another modified design is the fat arm spiral antenna as shown in Figure 6(a). The spiral
arm is 3mm wide and separated from ground plane with a Imm air gap. The antenna is
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simulationally investigated in the air, in the air with capsule shell and in the human body
equivalent material.

Return Loss (dB)
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Fig. 6. Fat arm spiral antenna (Lee et al. 2010): (a) the geometric structure; (b) return losses;
(c) azimuth pattern at 450MHz.

The return losses of the antenna in free space, with dielectric capsule shell and in the liquid
tissue phantom are plotted in Figure 6(b). The resonant frequency is observed about 800
MHz in the air, and reduced to 730 MHz due to the capsule effects on the effective dielectric
constant and matching characteristic. When the proposed antenna is emerged in the
equivalent liquid, it shows good matching at a resonant frequency and its bandwidth is 75
MHz (460 ~ 535 MHz) for Si; less than -10dB. The radiation pattern illustrated in Figure 6(c)
presents that this antenna also provides omni-directional feature at azimuth plane.

Square microstrip loop antenna

A square microstrip loop antenna (Shirvante et al. 2010) is designed to operate on the
Medical Implant Communication Service (MICS) band (402MHz -405MHz). The antenna is
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patterned on a Duroid 5880 substrate with a relative permittivity ¢, of 2.2 and a thickness of
500pm as shown in Figure 7(a). The area of the antenna is approximately 25 mm?2 which is
smaller enough to be encased in a swallowable capsule for children.
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Fig. 7. square microstrip loop antenna (Shirvante et al. 2010): (a) the geometric structure; (b)
simulated and measured return losses; (c) azimuth pattern at 403MHz.

The simulated and measured return losses as shown in Figure 7(b) presents that the antenna
provides enough bandwidth to cover the 402MHz to 405MHz band. At the FSK operating
frequency 403MHz, the measured return loss is -13dB. Moreover, the designed antenna shows
a large tolerance to impedance variation at the MICS band, in correspondance to ¢, variation.
The designed antenna also has an omni-directional radiation pattern at azimuth plane.

5.1.2 Conformal antennas

A conformal geometry exploits the surface of the capsule and leaves the interior open for
electrical components including the camera system. Several designs made efficient usage of
the capsule shell area are selected as examples and introduced in this subsection.

Conformal chandelier meandered dipole antenna

The conformal chandelier meandered dipole antenna is investigated as a suitable candidate
for wireless capsule endoscopy (Izdebski et al., 2009). The uniqueness of the design is its
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miniaturization process, conformal structure, polarization diversity, dipole-like omni-
directional pattern and simple tunable parameters (as shown in Figure 8(a)). The antenna is
offset fed in such a way that there is an additional series resonance excited in addition to the
parallel resonance (as shown in Figure 8(b)). The two arms with different lengths generate
the dual resonances. This additional series resonance provides better matching at the
frequency of interest. This antenna is designed to operate around 1395MHz - 1400 MHz
wireless medical telemetry services (WMTS) band.

29.2mm
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Fig. 8. Conformal chandelier meandered dipole antenna (Izdebski et al., 2009): (a) the

geometric structure of the conformal chandelier meandered dipole antenna; (b) Offset
Planar Meandered Dipole Antenna with current alignment vectors.

The offset planar meandered dipole antenna is simulated on a 0.127 mm thick substrate with
a dielectric constant of 2.2. The antenna is placed in the small intestine and it is observed
that there is a lot of detuning due to the body conductivity and the dielectric constant
(average body composition has a relative permittivity of 58.8 and a conductivity of
0.84S/m). The series resonance shifts closer to 600 MHz. The antenna is then retuned to the
operational frequency of 1.4 GHz by reducing the length of the dipole antenna. The return
losses of both the detuned and tuned antenna are shown Figure 9(a). Figure 9(b) shows the
radiation pattern of the tuned antenna inside the human body at 1.4 GHz.
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Fig. 9. Conformal chandelier meandered dipole antenna (Izdebski et al., 2009): (a) the return
losses of detuned and tuned structure in human model; (b) azimuth pattern at 1.4GHz.

The radiation pattern is dipole-like but tilted due to the conformity of the structure. The
axial ratio (dB) for the conformal chandelier meandered dipole antenna is about 7dB
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(elliptical polarization). It possesses all the characteristics of planar structure along with
polarization diversity.

Outer-wall loop antenna

The proposed outer-wall loop antenna (Yun et al., 2010.) makes maximal use of the capsule’s
outer surface, enabling the antenna to be larger than inner antennas. As shown in Figure
10(a), the antenna is part of the outer wall of the capsule, thus decreasing volume and
increasing performance, and uses a meandered line for resonance in an electrically small
area. The capsule shell with the relative permittivity of 3.15 has the outer and the inner
radius of the capsule as 5.5mm and 5mm, respectively. Its length is 24 mm. The height of the
meander line and gap between meander patterns are set to 7mm and 2.8mm, respectively.
The opposite side of the loop line is meandered in the same way. Although capsule size is
reduced, the radius of sphere enclosing the entire structure of the antenna is increased.
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Fig. 10. Outer-wall loop antenna (Yun et al., 2010.): (a) the geometric structure; (b) simulated
and measured return losses; (c) azimuth pattern at 500MHz.

Figure 10(b) shows that the proposed antenna has an ultra wide bandwidth of 260 MHz
(from 370MHz to 630 MHz) for VSWR<2 and an omnidirectional radiation pattern at
azimuth plane (as shown in Figure 10(c)). Using identical antenna pairs in the equivalent
body phantom fluid, antenna efficiency is measured to 43.7% (3.6 dB).
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5.2 Receiving antennas

The receiving antennas are operating outside of human body, which is no longer limited by
its size. Therefore, the design of receiving antennas is less challenge than the design of
transmitting antennas. In this subsection, several types of receiving antenna are selected as
examples.

Narrow bandwidth antenna for receiver

A narrow bandwidth receiving antenna is designed using microstrip loop structure
(Shirvante et al. 2010). The antenna is patterned using a milling machine on a Duroid 5880
substrate with a relative permittivity ¢ of 2.2 and a thickness of 500pm as shown in Figure
11(a). The overall length of the wire is approximately a quarter wavelengths: Aair /4 =
187mm at 402MHz for air medium.
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Fig. 11. Rectangular microstrip loop antenna (Shirvante et al. 2010): (a) the geometric
structure; (b) simulated and measured return losses; (c) azimuth pattern at 403MHz.
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Figure 11(b) shows the simulated and measured return losses of the proposed antenna. The
return loss shows a deep null of -30dB at 403MHz. The directional rational pattern as shown
in Figure 11(c) provides the possibility to aim the receiver to human body area, where the
transmitter sends signals from. Therefore, for narrow bandwidth applications, such as the
ASK or FSK modulation, the line loop antenna is a good choice.

Miniaturized microstrip planar antenna

To accommodate the antenna in a small communication unit, a meander line style structure
is used (Babar et el., 2009). The antenna's radiating part is shorted with the ground plane, to
further decrease the size of the antenna structure. The reduction of the size of the antenna by
shortening also reduces the gain of the antenna, as decreasing the size of the antenna more
than its wavelength affects the efficiency of the antenna.

The antenna was fabricated on a double sided copper FR4 - printed circuit board, with
1.6mm thickness as shown in Figure 12(a). The excitation is given through an SMA
connector from the opposite direction of the PCB to the antenna structure. The total size of
the antenna structure is 20mm x 37mm. There is no ground plane present on the opposite
side of the PCB, where the antenna structure is present, which helps in getting an omni-
directional radiation pattern.
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Fig. 12. Microstrip planar antenna (Babar et al. 2009): (a) the geometric structure; (b)
simulated and measured return losses; (c) radiation patterns at 433MHz.
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Figure 12(b) presents that the operating frequency of the antenna is 433 MHz with the
bandwidth of 4MHz. Figure 12(c) shows the radiation pattern of the antenna's E and H-
plane. The achieved max gain from the antenna was around -6.1 dBi.

Receiver antenna with buffer layer

The dual pentagon loop antenna having circularly polarization is proposed (Park, S. et al.,
2008). The configuration of the proposed dual pentagon loop antenna is shown in Figure
13(a). The proposed antenna and the feeding structure were etched on the front and the back
of a substrate (Figure 13(b)). And a-a' are b-b' are shorted as follows. The proposed antenna
was designed a dual loop type to enhanced H-field since the current direction of each of
loops is different. And there is a gap on each of loops to make a CP wave (Morishita &
Hirasawa 1994; Sumi et al., 2004 as cited in Park, S. et al., 2008). The strip widths of the
primary loop and of the CPW are 0.80 mm; the used substrate is R/flex 3850; L1 = 12.93 mm,
L2 =10.97 mm, L3 = 10.21 mm, G = 0.49 mm, S1 = 26.01 mm, S2 = 1.65 mm, W1 = 5.80 mm,
W2 =1.70 mm. The CPW feeding line on the back of substrate is used to efficiently excite
balanced signal power which makes to have a broadband.
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Fig. 13. Receiver antenna with buffer layer (Park, S. et al., 2008): (a) the pentagon dual loop
antenna; (b) feeding structure; (c) simulated and measured return losses.
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Figure 13(c) presents that the bandwidth of the receiver antenna is from 400 MHz to 600
MHz for VSWR<2. As a wave in air meets a medium of which relative permittivity is very
high over air, much reflection is inevitably generated. So we designed the buffer layer
having & between air and human body for reducing the reflection, artificially. The buffer
layer which is added a little bit loss is attached on the back of the proposed antenna for
reducing a size of antenna and back lobe power.

6. Conclusions

Because of the requirement of medical test for GI tract, WCE came to the world. It solves
many restrictions on exploring GI tract. With the development from 2001, WCE has become
a promising device with suitable requirement. It has image sensor and lighting, control unit,
wireless communication unit, power source, and mechanical actuator. The system can be
operated outside the human body, the size of the capsule endoscope system is smaller, and
the interconnection between devices was optimized, power consumption also reduced with
technology optimized. Some companies and individual are still studying on new functions
and optimization.

For wireless capsule endoscopy antenna, several basic standards and situation of operation
in human body were discussed. The signal transmission efficiency of the antenna will
directly decide the quality of the received real-images and rate of power consumption.
Because of the lossy material absorbs a number of waves and decreasing the power of
receiving signal, human body presenting strong negative effects on the microwave
propagation. Wireless capsule endoscopy transmitting antenna is for sending out the
detected signal inside human body and receiving antenna receive the signal outside human
body. Several transmitting antennas are introduced in this article. The two fundamental
types of transmitting antenna are the spiral antennas and conformal antennas both feature
as the small physical size, relatively large bandwidth, omni-directional pattern and
polarization diversity. The receiving antennas operating outside of human body are also
discussed, such as the narrow bandwidth antenna for receiver, microstrip meandered planar
antenna and the receiver antenna with buffer layer. All of them operate well outside the
human body.
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1. Introduction

Microstrip antennas are one of the most widely used types of antennas in the microwave
frequency range, and they are often used in the millimeter-wave frequency range. Actually
as the demand for high data rates grows and microwave frequency bands become
congested, the millimeter-wave spectrum is becoming increasingly attractive for emerging
wireless applications. The abundance of bandwidth and large propagation losses at
millimeter-wave frequencies makes these bands best-suited for short-range or localized
systems that provide broad bandwidth. Automotive radar systems including cruise control,
collision avoidance and radiolocation with operation up to 10 GHz have a large market
potential in the near future of millimetre wave applications.

One advantage of the microstrip antenna is easy matching, fabrication simplicity and low
profile, in the sense that the substrate is fairly thin. If the substrate is thin enough, the
antenna actually becomes conformal, meaning that the substrate can be bent to conform to a
curved surface. Disadvantages of the microstrip antenna include the fact that it is usually
narrowband, with bandwidths of a few percent being typical. Also, the radiation efficiency
of the microstrip antenna tends to be lower than some other types of antennas, with
efficiencies between 70% and 90% being typical. A microstrip antenna operating in a
travelling wave configuration could provide the bandwidth and the efficiencies needed.

Travelling-wave antennas are a class of antennas that use a travelling wave on a guiding
structure as the main radiating mechanism. It is well known that antennas with open-ended
wires where the current must go to zero (dipoles, monopoles, etc.) can be characterized as
standing wave antennas or resonant antennas. The current on these antennas can be written
as a sum of waves traveling in opposite directions (waves which travel toward the end of
the wire and are reflected in the opposite direction). For example, the current on a dipole of
length 1 is given by:

I(z)=Iosin[k[i—z’]
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Traveling wave antennas are characterized by matched terminations (not open circuits) so
that the current is defined in terms of waves traveling in only one direction (a complex
exponential as opposed to a sine or cosine). A traveling wave antenna can be formed by a
single wire transmission line (single wire over ground) which is terminated with a matched
load (no reflection). Typically, the length of the transmission line is several wavelengths.
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Fig. 1. Beverage or wave antenna.

The antenna shown in Fig. 1 above is commonly called a Beverage or wave antenna. This
antenna can be analyzed as a rectangular loop, according to image theory. However, the
effects of an imperfect ground may be significant and can be included using the reflection
coefficient approach. The contribution to the far fields due to the vertical conductors is
typically neglected since it is small if 1 >> h. Note that the antenna does not radiate
efficiently if the height h is small relative to wavelength. In an alternative technique of
analyzing this antenna, the far field produced by a long isolated wire of length 1 can be
determined and the overall far field found using the 2 element array factor. Traveling wave
antennas are commonly formed using wire segments with different geometries. Therefore,
the antenna far field can be obtained by superposition using the far fields of the individual
segments. Thus, the radiation characteristics of a long straight segment of wire carrying a
traveling wave type of current are necessary to analyze the typical traveling wave antenna.
Traveling-wave antennas are distinguished from other antennas by the presence of a
traveling wave along the structure and by the propagation of power in a single direction.
Linear wire antennas are the dominant type of traveling-wave antennas.

There are in general two types of traveling-wave antennas [1-2]. The first one is the surface-
wave antenna, which is a slow-wave structure, where the phase velocity of the wave is
smaller than the velocity of light in free space and the radiation occurs from discontinuities
in the structure (typically the feed and the termination regions). The propagation
wavenumber of the traveling wave is therefore a real number (ignoring conductors or other
losses). Because the wave radiates only at the discontinuities, the radiation pattern
physically arises from two equivalent sources, one at the beginning and one at the end of the
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structure. This makes it difficult to obtain highly-directive singlebeam radiation patterns.
However, moderately directly patterns having a main beam near endfire can be achieved,
although with a significant sidelobe level. For these antennas there is an optimum length
depending on the desired location of the main beam. Examples include wires in free space
or over a ground plane, helixes, dielectric slabs or rods, corrugated conductors, “beverage”
antenna, or the V antenna. An independent control of the beam angle and the beam width is
not possible.

The second type of the travelling wave antennas are a fast-wave structure as leaky-wave
antenna (LWA) where the phase velocity of the wave is greater than the velocity of light in
free space. The structure radiates all its power with the fields decaying in the direction of
wave travel.

A popular and practical traveling-wave antenna is the Yagi-Uda antenna It uses an
arrangement of parasitic elements around the feed element to act as reflectors and directors
to produce an endfire beam. The elements are linear dipoles with a folded dipole used as the
feed. The mutual coupling between the standing-wave current elements in the antenna is
used to produce a traveling-wave unidirectional pattern. Recently has been developed a
new simple analytical and technical design of meanderline antenna, taped leaky wave
antenna (LWA) and taped composite right/left-handed transmission-line (CRLHTL) LWA.
The meanderline antenna is a traveling-wave structure, which enables reduction of the
antenna length. It has a periodical array structure of alternative square patterns. With this
pattern, the extended wire can be made much longer than the initial antenna (dipole) length,
so that the selfresonance can be attained. The resonance frequency is then lower and
radiation resistance is higher than that of a dipole of the same length. This in turn implies
that the antenna is effectively made small.

2. Leaky wave antennas

In detail this type of wave radiates continuously along its length, and hence the propagation
wavenumber kz is complex, consisting of both a phase and an attenuation constant. Highly-
directive beams at an arbitrary specified angle can be achieved with this type of antenna,
with a low sidelobe level. The phase constant B of the wave controls the beam angle (and
this can be varied changing the frequency), while the attenuation constant o controls the
beamwidth. The aperture distribution can also be easily tapered to control the sidelobe level
or beam shape.

All kinds of open planar transmission lines are predisposed to excite leaky waves. There are
two kinds of leaky waves. Surface leaky waves radiate power into the substrate. These
waves are in most cases undesirable as they increase losses, cause distortion of the
transmitted signal and cross-talk to other parts of the circuit. Space leaky waves radiate
power into a space and mostly also into the substrate. These waves can be utilized in leaky
wave antennas. Leaky-wave antennas can be divided into two important categories,
uniform and periodic, depending on the type of guiding structure. A uniform structure has
a cross section that is uniform (constant) along the length of the structure, usually in the
form of a waveguide that has been partially opened to allow radiation to occur. The guided
wave on the uniform structure is a fast wave, and thus radiates as it propagates.
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As said previously leaky-wave antennas form part of the general class of travelling-wave
antennas which are a class of antennas that use a travelling wave on a guiding structure as
the main radiating mechanism [3], as defined by standard IEEE 145-1993: “An antenna that
couples power in small increments per unit length, either continuously or discretely, from a
travelling wave structure to free space”.

Pin

Fig. 2. Rectangular metal waveguide with a slit, aperture of the leaky wave antenna.

Leaky-wave antennas are a fast-wave travelling-wave antennas in wich the guided wave is a
fast wave, meaning a wave that propagates with a phase velocity that is more than the
speed of light in free space.

The slow wave travelling antenna does not fundamentally radiate by its nature, and
radiation occurs only at discontinuities (typically the feed and the termination regions). The
propagation wavenumber of the travelling wave is therefore a real number (ignoring
conductors or other losses). Because the wave radiates only at the discontinuities, the
radiation pattern physically arises from two equivalent sources, one at the beginning and
one at the end of the structure. This makes it difficult to obtain highly-directive singlebeam
radiation patterns. However, moderately directly patterns having a main beam near endfire
can be achieved, although with a significant sidelobe level. For these antennas there is an
optimum length depending on the desired location of the main beam. An independent
control of the beam angle and the beam width is not possible. By contrast, the wave on a
leaky-wave antenna (LWA) may be a fast wave, with a phase velocity greater than the speed
of light. Leakage is caused by asymmetry, introduced in radiating structure transversal
section (e.g.: aperture offset, waveguide shape, etc...), feeding modes or a combination of
them. In this type of antennas, the power flux leaking from waveguide to free space ( P,,; in

Fig. 2 and Fig. 3), introduces a loss inside structure, determining a complex propagation
wavenumber k, [4-5]:

(k;=p-ja) @)

Where « is the leakage constant and g is the propagation constant . The phase constant £
of the wave controls the beam angle (and this can be varied changing the frequency), while
the attenuation constant « controls the beamwidth. Highly-directive beams at an arbitrary
specified angle can be achieved with this type of antenna, with a low sidelobe level.
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Moreover the aperture distribution can also be easily tapered to control the sidelobe level or
beam shape. Leaky-wave antennas can be divided into two important categories, uniform
and periodic, depending on the type of guiding structure.

Pout N

Pin

Fig. 3. Example of periodic leaky wave antenna, using a dielectric substrate upon which are
placed rods of other material, even metal, in a periodic layout.

A uniform structure has a cross section that is uniform (constant) along the length of the
structure, usually in the form of a waveguide that has been partially opened to allow
radiation to occur [6]. The guided wave on the uniform structure is a fast wave, and thus
radiates as it propagates. A periodic leaky-wave antenna structure is one that consists of a
uniform structure that supports a slow (non radiating) wave that has been periodically
modulated in some fashion. Since a slow wave radiates at discontinuities, the periodic
modulations (discontinuities) cause the wave to radiate continuously along the length of the
structure. From a more sophisticated point of view, the periodic modulation creates a
guided wave that consists of an infinite number of space harmonics (Floquet modes) [7].
Although the main (n = 0) space harmonic is a slow wave, one of the space harmonics
(usually the n = -1) is designed to be a fast wave, and hence a radiating wave.

3. LWA in waveguide

A typical example of a uniform leaky-wave antenna is a rectangular waveguide with a
longitudinal slot. This simple structure illustrates the basic properties common to all
uniform leaky-wave antennas. The fundamental TE;, waveguide mode is a fast wave, with

p= fkg + _(£)2 lower than kj. As mentioned, the radiation causes the wavenumber k, of
a

the propagating mode within the open waveguide structure to become complex. By means
of an application of the stationary-phase principle, it can be found in fact that [5]:

sind, = kﬁ = UL 3)
0 ph
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where 8, is the angle of maximum radiation taken from broadside. As is typical for a
uniform LWA, the beam cannot be scanned too close to broadside (4, =0), since this

corresponds to the cutoff frequency of the waveguide. In addition, the beam cannot be
scanned too close to endfire (4, = 90) since this requires operation at frequencies

significantly above cutoff, where higher-order modes is in a bound condition or can
propagate, at least for an air-filled waveguide. Scanning is limited to the forward quadrant

only (0< §, < %) for a wave travelling in the positive z direction.

|
|-‘I a r,_/_

Fig. 4. Slotted guide (patented by W. W. Hansen in 1940).

This one-dimensional (1D) leaky-wave aperture distribution (see Fig. 4), results in a “fan
beam” having a narrow beam in the x-z plane (H plane), and a broad beam in the cross-
plane. Unlike the slow-wave structure, a very narrow beam can be created at any angle by
choosing a sufficiently small value of « . From diffraction theory, a simple formula for the
beam width, measured between half power points (3dB), is:

const
A9z 4)

——cos 9,

“const” is a parameter which is influenced by the type of aperture and illumination; for
example, if at the aperture there’s a constant field, const = 0.88 and, if the structure is
uniform, const =0.91. As a rule of thumb, supposing:

—cos 9,

a good approximation of beamwidth is yielded, where L is the length of the leaky-wave
antenna, and 49 is expressed in radians. For 90% of the power radiated it can be assumed:

L _018

oo
kO
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If the antenna has a constant attenuation throughout its length «,(z)=«a, results:
P(z) = P(0)e >

Therefore, being L the length of antenna, if a perfectly matched load is connected at the end
of it, it's possible to express antenna efficiency as:

PO-PL)_, PL) _;_ 2l

Myad = P(O) P(O) (6)

Rearranging:

__In(1=7,4)
L= %2 (7)

z

For most application, to gain a 90% efficiency, means that the antenna length is within
104, +1004, interval.

Fixing the antenna efficiency, using (7), makes possible to express attenuation constant in
terms of antenna length, and vice versa. Using antenna efficiencies grater than 90%-95% is
not advisable; in fact, supposing constant antenna cross section and, as a consequence, fixed
leakage constant, the necessary length L grows exactly as a,L, which increases

asymptotically, as shown in Fig 5. If we want a 100% efficiency (#,,; =1 ) from (6):

P(L)=0=e?*=0=L=w
we note that is necessary an infinite antenna length.

Substuting (7) in (5), being Ag =27/ ky:

A9~ [ 4z ] a,
11'1(1 ~Mrad ) cos ‘gm kO

Because cos9,, =+/1-sin’6,,, considering (7)

A9~ A % ®)

2 |k
1n<1—nmd)J1—[ﬂZ] '
kO

Since k3 =k*+k? and having supposed the attenuation constant much smaller than the

phase constant, k, = §,, getting:
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—4r a,
— 9
k, kg ©)

A~ | ——mMM—
ln(l - nrad)g

where k, is the transverse propagation constant. Alternatively, considering (7):

NG~ 2T
L-k,

Using waveguide theory notation, supposing 4. the cut-off wavelength:
Ag~E (10)

(3) and (10), provided the approximations used to be valid, are a valid tool for describing the
main parameters of radiated beam.

[
&

ni Tead
Fig. 5. Variation of a,L versus antenna efficiency.

Radjiation properties of leaky wave antennas are well described by dispersion diagrams. In
fact since leakage occurs over the length of the slit in the waveguiding structure, the whole
length constitutes the antenna’s effective aperture unless the leakage rate is so great that the
power has effectively leaked away before reaching the end of the slit. A large attenuation
constant implies a short effective aperture, so that the radiated beam has a large beamwidth.
Conversely, a low value of ¢ results in a long effective aperture and a narrow beam,
provided the physical aperture is sufficiently long.
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Moreover since power is radiated continuously along the length, the aperture field of a
leakywave antenna with strictly uniform geometry has an exponential decay (usually slow),
so that the sidelobe behaviour is poor. The presence of the sidelobes is essentially due to the
fact that the structure is finite along z.

When we change the cross-sectional geometry of the guiding structure to modify the value
of o at some point z, however, it is likely that the value of £ at that point is also modified

slightly. However, since £ must not be changed, the geometry must be further altered to
restore the value of £, thereby changing o somewhat as well.

In practice, this difficulty may require a two-step process. The practice is then to vary the
value of a slowly along the length in a specified way while maintaining f constant (that is
the angle of maximum radiation), so as to adjust the amplitude of the aperture distribution
to yield the desired sidelobe performance.

Radiation modes

Let us consider a generic plane wave, whose propagation vector belongs to plane (y-z),
directed towards a dielectric film grounded on a perfect electric conductor (PEC) parallel to
plane (x-z), as shown in Fig. 6 [8-9].

Fig. 6. Incident wave on a grounded dielectric film, whose thickness is t.

If the incident wave polarization is linear and parallel to the x axis, since both reflection and
refraction occur:

Exo = Aefjkyo (-1 +C€jky° (y-t) >t
E, =Bcos(k, y)+Dsin(k, y) t2y20

Being the tangent components of electric field null on a PEC surface, B = 0:

Xo

E. = Ae 0™ L coffuD y=t 1)
E, =Dsin(k, y) t2y=0

One constant can be expressed by the remaining two, as soon as continuity of tangent
components of electric field is considered in y = t. First equation of (11) contains an
exponential term which, diverging for y — oo, violates the radiation condition at infinite
distance. Therefore, C # 0 only near plane y = t, at the incidence point. k, can assume any
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value from 0 to ky (i.e.: radiating modes); above it, only discrete values of kz exist,

identifying the associated guided modes. Since separability condition must be satisfied, in
air:

kg =’ mygg =k;, + k2 where ky e R (12)

For every k, it’s now possible calculate k, . In fact, considering only positive solutions:

k,, =\kg — K2

Obtaining;:
Mode Wave numbers
Guided k, >k ky0 el
Radiating ko>k,>0 ko >k, >0
Evanescent 0>k, >—jo o>k, >k

Table 1. Wave modes identified by k, .

Thus, a spectral representation of electromagnetic field near the air-dielectric interface, must
contain all values of k, , from 0 to co: the associated integral is complex and slowly

convergent. Alternatively, a description, which uses leaky waves and guided modes, both
discrete, can well approximate such field.

It's been observed that it's often enough a single leaky wave to obtain a good far field
description.

Letting k, =k, , from (2) and (12), in general:
ko =ﬂ,f +ﬂ22 —aj—azz
0=pa,+p.a,
alternatively

_ 2
K2 =|pl a

! (13)
0=4-a

Having defined the attenuation and the phase vectors, respectively, as:

a= ayyo +a,z)

B =50+ B2
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Being kj € R, from (9)‘5‘ #0,and ‘ﬁ‘ >|a

Considering waves propagating in the positive direction of z axis, £, >0 and supposing no

losses in z direction, o, =0, from (13):

0=4-a

Leaving out ﬁy,ay =0 , two situations can occur: a, = 0 and ﬂy =0.1If ay, = 0, equations

describe a uniform plane wave passing the air-dielectric interface. On the other hand, if
B, =0, two types of superficial waves exist, depending on a, =0 sign:

a, >0 ;F_f_.‘, Confined superficial wave
a, < 0 N Improper superficial wave
[ [

Fig. 7. Superficial waves at air-dielectric interface when g, =0.

Because confined superficial waves amplitude decreases exponentially as distance from
interface increases, when y is greater than 10 times radiation wavelength, electromagnetic
field practically ceases to exist. Improper superficial wave, whose amplitude increases
exponentially as distance from interface increases, are not physically possible because they
violate the infinite radiation condition.

Removing the hypothesis «, =0, both &, #0, and g, #0.

Losses in Dielectric

Leaky Wave

Fig. 8. General mutual  and a configurations depicting condition 0= -« .

When losses in dielectric occur, f must point towards the inner part of dielectric to
compensate such losses (see Fig.8). In the other configuration, when £ points upwards,
even though a non-physical solution is described, the associated wave is useful to describe
electromagnetic field near air-dielectric interface.

4. LWA in microstrip

Microstrip antenna technology has been the most rapidly developing topic in antennas
during the last twenty years [10]. Microstrip is an open structure that consists of a very thin
metallic strip or patch of a width, w, separated from a ground plate by a dielectric sheet
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called substrate (Fig. 9). The thickness of the conductor, t, is much less than a wavelength,
and may be of various shapes. The height of the substrate, h, is usually very thin compared
to the wavelength (.0003 4 < h < 0.051) [11]. The substrate is designed to have a known
relative permittivity, ¢, , that is homogeneous within specified temperature limits.

~

— . @ @ |

Fig. 9. Geometry of a microstrip transmission line.

The antenna can be excited directly by a microstrip line, by a coaxial cable, or a combination
of the two. The antenna can also be fed from a microstrip line without direct contact through
electromagnetic coupling. Feeding by electromagnetic coupling through an aperture in the
ground plane tends to improve bandwidth. To maximize efficiency, the impedance of the
feed must be matched to the input impedance of the antenna. There are a variety of stubs,
shunts, and other devices used for matching. The major disadvantages of microstrip are
lower gain, very narrow bandwidth, low efficiency and low power handling ability. In
addition, antennas made with microstrip typically have poor polarization purity and poor
scan performance [12].

Operating above the cutoff frequency, the field lines of microstrip extend throughout the
substrate as well as into the free space region above the substrate, as seen in Fig. 10. The
phase velocity of the field in the free space surrounding the structure is the speed of light, c,
and the phase velocity of the field in the substrate is given by Equation (14)

v, =—— (14)

g
This difference in phase velocity at the interface between the substrate and free space makes
the TEM mode impossible. Instead, the fundamental mode for microstrip is a quasi-TEM
mode, in which both the electric and magnetic fields have a component in the direction of
propagation. Likewise, a higher order mode in microstrip is not purely TE or TM, but a
hybrid combination of the two. The nth higher order mode is termed the TE, mode. The
fundamental mode of microstrip, as seen in Fig. 10, does not radiate since the fields
produced do not decouple from the structure. If the fundamental mode is not allowed to
propagate, the next higher order mode will dominate. Fig. 11 shows the fields due to the
first higher order mode, TE;;. A phase reversal, or null, appears along the centerline,

allowing the fields to decouple and radiate.
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——— E-field lines

Fig. 10. Field pattern associated with the fundamental mode of microstrip.

-
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—»—— E-field lines

Fig. 11. Field pattern associated with the first higher order mode of microstrip.

Recently, there has been significant interest in the microstrip leaky-wave antenna which
utilizes a higher order radiative microstrip mode. Since Menzel in 1979, published the first
account of a travelling wave microstrip antenna that used a higher order mode to produce
leaky waves [13], many microstrip leaky-wave antenna designs incorporating various
modifications have been investigated. The design of Menzel antenna [13], can be seen in Fig.
12. Menzel’s antenna uses seven slots cut from the conductor along the centerline to
suppress the fundamental mode allowing leaky wave radiation via the first higher order
mode. Menzel’s antenna has been analyzed by a host of researchers over the past 25 years
[14] and its performance is known and reproducible. Instead of transverse slots, we can uses
a metal wall down the centerline of the antenna to block the fundamental mode. Symmetry
along this metal wall invites the application of image theory. One entire side of the antenna

Fig. 12. Menzel’s original antenna [13].
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is now an image of the other side, making it redundant and unneeded. This property
allows to design the resulting antenna half of the width of Menzel’s antenna, as shown in
Fig. 13.

Fig. 13. Half Width Leaky Wave Antenna.

As mentioned the microstrip structures do not radiate for the fundamental mode, therefore,
a higher order mode must be excited to produce leaky waves. This method of producing
radiation by exciting higher order modes in a transmission line has been documented since
the 1950’s [6]. By the 1970’s, rectangular waveguides, circular waveguides, and coaxial
cables were in use as leaky traveling wave antennas. However, until Menzel, the jump to
microstrip had not been made. By looking at a cross section of microstrip excited in the
fundamental mode, the E field is strongest in the center and tapers off to zero at the sides, as
depicted in Fig 10. If the electric field down the centerline is suppressed, the fundamental
mode will be prohibited, forcing the energy to propagate at the next higher mode, TE;;. As
seen in Fig. 11, TE;; mode causes E to be strongest at the edges. Menzel attempted to force
the TE;; mode using several means. Feeding two equal magnitude waves 180° out of phase
with a “T” or “Y” feed produced TE;;, as desired, but did not fully eliminate the
foundamental mode. Easier to produce and providing an even better response was given
using transverse slots down the centerline (Fig. 12). The multiple feeds were not necessary
to produce the TE;; mode when the fundamental mode was suppressed. Menzel
demonstrated that the beam angle can be predictively steered by input frequency if the
electrical length of the antenna is at least 34 . If the length is less than 34, too little of the
incident wave is being radiated and a resonance standing wave pattern is forcing the beam
toward broadside. Qualitative analysis shows that the beamwidth of Menzel’s antenna is
not frequency dependent, however, it is inversely related to length. The 3 dB beamwidth
approaches 10° for electrical length of over 64 and approaches nearly 90° for fractions of a
wavelength. Menzel's gain varied from 7 dB for I = 024 to 14 dB for 1 = 44.7 dB is
comparable to a similar sized resonant antenna. An antenna longer than 1= 41 would have
an even higher gain as the radiation aperture increases. Lee notes that Menzel assumed that
his antenna should radiate simply because the phase constant due to his operating
frequency was less than k, [15]. If Menzel had considered the complex propagation
constant, he would have realized that his antenna was operating in a leaky regime. The
length would need to be roughly 220 mm, or more than twice as long as his design, to
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radiate at 90% efficiency. Radiation patterns in Menzel’s paper clearly show the presence of
a large backlobe due to the reflected traveling wave.

Now this class of printed antennas that is particularly well suited for operation at mm-
wave frequencies, alleviate some of the problems associated with resonant antennas since
they provide higher gain, broader bandwith performance, and frequency scanning
capabilities. These microwave and millimeter leaky wave antennas, have the same
properties of the waveguide leaky wave antennas described previously. In addition, when
opening a waveguide to free space, a discrete spectrum is not enough to express an
arbitrary solution [16].

In fact, when considering a closed region, all characteristic solutions, individuated by the
associated eigenvalues, constitute a complete and orthogonal set of modes, whose linear
combination can express any field satisfying boundary conditions. As soon as the region is
not perfectly bounded, an arbitrary field solution cannot be expressed only using discrete
eigenmodes but, generally, a continuous spectrum of modes, which don’t necessarily have
finite energy (e.g.: plane waves), must be considered, too.

Fortunately, for leaky wave antennas, an approximation that uses particular waves, called
leaky, can be used instead of the continuous spectrum. Moreover, leaky waves are well
described by dispersion constants (i.e.: leakage and phase constants) that strongly affect the
radiated beam width and elevation.

5. Dispersion curves, spectral-gap

Dispersion curves, describing how attenuation and phase vectors, solutions of dispersion
equation (12), evolve, are a valid tool to study leaky waves.

As discussed previously, the radiation mechanism of higher order modes on microstrip
LWA is attributed to a traveling wave instead of the standing wave as in patch antennas and
above cutoff frequency, where the phase constant equals the attenuation constant (.= £.),
it is possible to observe three different range of propagation: bound wave, surface wave and
leaky wave [15]. At low frequency, below the cutoff frequency, we have the reactive region
due to evanescent property of LWA.

From (3) we can observe that the leaky mode leaks away in the form of space wave when
f <K, therefore we can define the radiation leaky region from the cutoff frequency to the

frequency at which the phase constant equals the free-space wavenumber (£ =Kj). For

(B >K,)we have the bound mode region and for Ky < g <Kj, exists a narrow frequency

1 . . .
range (K <T), in which we can have surface-wave leakage, where K, is the surface
g}’

wavenumber.

Moreover the transition region between surface wave leakage and space wave leakage
including a small range in frequency for which the solution is non-physical, and it therefore
cannot be seen. For this reason, the transition region is called a spectral gap. Such a spectral
gap occurs commonly (but not always) at such transitions in printed circuits, but it also
occurs in almost all situations for which there is a change from a bound mode to a leaky
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Fig. 14. The typical normalized attenuation constant, « / k;, and phase constant g/ k;, in
the direction of propagation of the first higher order mode, TE; . There are four frequency

regions associated with propagation regimes: Reactive, Leaky, Surface, and Bound.

mode, or vice versa. For example, a spectral gap will appear when the beam approaches
endfire in all leaky-wave antennas whose cross section is partly loaded with dielectric
material. It is necessary to employ a greatly enlarged scale, on which the dispersion plot is
sketched qualitatively. The transition region itself is divided into two distinct frequency
ranges, one from point A to point B and the second from point B to point C. Before point B, a
leaky wave occurs. As soon as frequency reaches f; (point B), an improper superficial wave
is solution of dispersion equation [9]. Because, both «, and g, cannot increase with
frequency between f; and f, , their trend will change until point C, from which a confined
superficial wave is an acceptable solution for increasing values of frequency.

To depict normalized constants behaviour around the spectral-gap, it's necessary a very
precise numerical method since, leaving out particular structures, its width (Af) is very
small compared to working frequencies.

The dispersion characteristics for microstrip has been investigated by a number of authors
using different full wave methods and evaluating different regimes of the dispersion
characteristic.

The spectral domain analysis has proven to be one of the most efficient and fruitful
techniques to study the dispersion characteristics of printed circuit lines [17]. As is explained
in literature, the Galerkin method in conjunction with Parseval theorem can be used to pose
the dispersion relation of an infinite printed circuit line as the zeros of the following
equation:
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F(k,) = [ Gou(k kT2 (k)dk, =0 (15)
C

x

where T (k,), is the Fourier transform of the basis function T(k,)used to expand the

longitudinal current density on the strip conductor as
Joa(,2) = T(x)e

The term Gzz(kx;kz, ») is the zz component of the spectral dyadic Green’s function, and C, is
an appropriate integration path in the complex k, plane to allow for an inverse Fourier

transform non uniformly convergent function. The spectral dyadic Green’s function has the
following singularities in the complex k, plane: branch point, a finite set of poles on the

proper sheet and a infinite set of poles on the improper sheet. For a fixed frequency, the
function F(k,) is not uniquely defined because of the many possible different C, integration

paths that can be used to carry out the integral (15) [18].

Fig. 15. Transition region between leaky wave and confined superficial wave showing the
spectral-gap occurring f; and f,.

The different C, paths come from the different singularities of the spectral dyadic Green’s

function, that can be detoured around. For complex leaky mode solution, an integration
path detouring around only the proper poles of the spectral dyadic Green’s function is
associated with an surface-wave leaky mode solution. If the path also detours around the
branch points, passing trough the branch cuts and, therefore, lying partly on the lower
Riemann sheet, the path will be associated with an space-wave leaky mode solution (see Fig.
16). This procedure, is not trivial. We shown in the next chapters how it is possible to extract
the propagation constant of a microstrip LWA more simply using an FDTD code with
UPML boundary condition, who directly solves the _elds in the time domain using
Maxwell's equations and with which the analysis is easy modifying the geometries of the
LWAs. The results are in a good agreement with transverse resonance approximation (a full
wave method) derived by Kuestner [19].
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Amik.)

=

Fig. 16. Possible integration paths C . The three different are denoted as C, for the real-axis
path (bound mode solution), C; for the path that detours around only the spectral dyadic
Green’s function poles (surface-wave leaky modes solution), and C, for the path that also

passes around the branch points (space-wave leaky modes solution).

6. Tapered leaky wave antennas

Nowdays, some applications especially with regard to communication applications like the
indoor wireless LAN(WLAN) actually are increasing the use of millimeterwave antennas
like leaky-wave antennas (LWA), suited for more purpose. In detail, the transmitting/
receiving antennas with relatively broadbeam and broadband can be obtained from the
curved and tapered leakywave structures. In fact, the microstrips (LWA), are very popular
and widely used in applications thanks to their advantages of low-profile, easy matching,
narrow beamwidth, fabrication simplicity, and frequency/electrical scanning capability. Is
well know that the radiation mechanism of the higher order mode on microstrip LWAs is
attributed to a traveling wave instead of the standing wave as in patch antennas. Moreover
the symmetry of the structure along this physical grounding structure, thanks to the image
theory, allows to design only half of an antenna with the same property of one in its
entirety, and reducing up to 60% the antenna’s dimensions. Using this tapered antenna we
can obtained a quasi linear variations of the phase normalized constant and than a quasi
linear variations of the its radiation angle. Moreover the profile of the longitudinal edges of
the LWA, was designed, by means of the reciprocal slope of the cutoff curve, symmetrically
to the centerline of the antenna, allows a liner started of leaky region.

Nevertheless the variation of the cross section of the antenna, allowing a non-parallel
emitted rays, such as happens in a non-tapered LWA. In fact, using the alternative
geometrical optics approach proposed in the tapering of the LWA, for a fixed frequency,
involves the variation of the phase constant f and the attenuation constant a, obtained as a
cut plane of 3D dispersion surface plot varying width and frequency. We can be determined
a corresponding beam radiation interval with respect to endfire direction. As mentioned
previously, for a tapered antenna with a curve profile (square root law profile) the radiation
angle in the leaky regions, vary quasi linearly whit the longitudinal dimension, so it is
possible to calculate the radiation angle of the antenna as a average of the phase constant
using the simple formula.
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Alternatively using the geometrical optics approach it is easy to determine the closed
formula to predict the angle of main beam of a tapered LWA.

7. Design of tapered LWA

The radiation mechanism of the higher order mode on microstrip LWAs is attributed to a
traveling wave instead of the standing wave as in patch antennas [13,20].

We can explain the character of microstrip LWAs trough the complex propagation constant
k=p—ja, where f is the phase constant of the first higher mode, and « is the leakage
constant. Above the cutoff frequency, where the phase constant equals the attenuation
constant (. = f3,.), it is possible to observe three different propagation regions: bound wave,
surface wave and leaky wave.

The main-beam radiation angle of LWA can be approximated by:

6 =cos™! [Kﬂj (16)

0

where 0 is the angle measured from the endfire direction and K, is the free space
wavenumber. According to (16) we can observe that the leaky mode leaks away in the form
of space wave when f <K, therefore we can define the radiation leaky region, from the
cutoff frequency to the frequency at which the phase constant equals the free-space
wavenumber (f=K;). An example of tapered LWA was proposed in [21-22], using an
appropriate curve design to taper LWA.

In fact through the dispersion characteristic equation, evaluated with FDTD code, we can
obtain the radiation region of the leaky waves indicated in the more useful way for the
design of our antenna:

c _ fc\/g
TN A = 17)

From equation (17) we can observe that the cutoff frequency increases when the width of the
antenna decrease, shift toward high frequencies, the beginning of the radiation region as
shown in Fig. 17. 1.

Therefore it is possible to design a multisection microstrip antenna [as Type I antenna in Fig.
17.a], in which each section able to radiate at a desired frequency range, can be
superimposed, obtaining an antenna with the bandwidth more than an uniform microstrip
antenna. In this way every infinitesimal section of the multisection LWA obtained
overlapping different section should be into bound region, radiation region or reactive
region, permitting the power, to uniformly radiated at different frequencies.

Using the same start width and substrate of Menzel travelling microstrip antenna (TMA)
[13], and total length of 120 mm., we have started the iterative procedure mentioned in [23]
to obtain the number, the width and the length of each microstrip section. From Menzel
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TMA width, we have calculated the fgrarr (onset cutoff frequency) of the curve tapered
LWA, than, choosing the survival power ratio (7 = e 2aib ) opportunely, at the end of the
first section, we have obtained the length of this section. The cutoff frequency of subsequent
section ( f;), was determined by FDTD code, while the length of this section was
determined, repeating the process described previously. This iterative procedure was

repeated, until the upper cutoff frequency of the last microstrip section.
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Fig. 17.1 Cutoff frequency of multisection microstrip LWA.

The presence of ripples in return loss curve and the presence of spurious sidelobes shows
the impedence mismatch and discontinuity effect of this multisection LWA that reduce the
bandwidth. A simple way to reducing these effects is to design a tapered antenna in which
the begin and the end respectively of the first and the last sections are linearly connected
together (as the Type Il antenna in Fig. 17.a).

Alternatively the ours idea was to design a LWA using a physical grounding structure along
the length of the antenna, with the same contour of the cutoff phase constant or attenuation
constant curve (a,= f.), obtained varying the frequency (the cutoff frequency fc is the
frequency at whicha,.=f,) , for different width and length of each microstrip section as
shown in Fig. 17.1, employing the following simple equation (18):

B.=crf? +cof +c (18)

obtained from linear polynomials interpolation, where ¢; = 0.0016, c, = 0.03, c3 =-15.56.

The antenna layout (as the Type III antenna in Fig. 17.a), was optimized through an 3D
electromagnetic simulator, and the return loss and the radiation pattern was compared with
Type I antenna and Type II antenna.
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8. Simulation results

An asymmetrical planar 50 Q feeding line was used to excite the first higher-order mode
while a metal wall down the centerline connecting the conductor strip and the ground plate
was used to suppress the dominant mode for Type I - IIIl. The chosen substrate had a
dielectric constant of 2.32 and a thickness of 0.787 mm, while the total length of the leaky
wave antenna was chosen to be 120 mm.

The leaky multisection tapered antenna Type I was open-circuited, with a 15 mm start
width, and 8.9 mm of final width obtained according to [23]. For LWA layout Type I, we
used four microstrip steps, for layout Type II we tapered the steps linearly, while the curve
contour of the LWA layout Type III, was designed through equation (18).

Fig. 17.b shows the simulated return loss of three layouts. We can see that the return loss
(S11) of Type I is below -5 dB from 6 to 10.3 GHz, but only three short-range frequencies are
below -10 dB. S11 of Type II is below -5 dB from 6.1 to 9.1 GHz, and below -10 dB from 6.8 to
8.6 GHz. At last, S11 of Type III is below -5 dB from 6.8 to 11.8 GHz, and below -10 dB from
8.0 to 11.2 GHz. In Fig.17.c are shows the mainlobe direction at 9.5 GHz for the different
Type I to Type III. We can see a reduction of sidelobe and only few degrees of mainlobe
variation between Type I to Type III. Moreover, in Fig. 18 is shown the variation of mainlobe
of antenna Type 1II, for different frequency, while in Fig. 19 is shown the trend of gain
versus frequency of the same antenna. It is clear that, the peak power gain is more than 12
dBi, which is almost 3 dBi higher than uniform LWAs.

Finally the simulated VSWR is less than 2 between 8.01 and 11.17 GHz (33%), yielding an
interesting relative bandwidth of 1.39:1, as shown in Fig. 20, compared with uniform
microstrip LWAs (20% for VSWR < 2) as mentioned in [24].

.

Type I

_ I

Type II

Fig. 17a. Layout of leaky wave antennas Type I-III. A physical grounding structure was used
to connecting the conductor strip and the ground plane.
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Fig. 17b. Simulated Return loss of Type I-IIl LWA.

These results indicate a high performance of Type III LWA: high efficiency excitation of the
leaky mode, increases of the bandwidth, improves the return loss and reduction of 19% of
metallic surface with respect to uniform LWA. Moreover, these results are in a good
agreement whit the experimental results of return loss and radiation pattern of a prototype
made using a RT/Duroid 5880 substrate with thickness of 0.787 mm and relative dielectric
constant of 2.32, as shown in Fig.21 and Fig.22.
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Fig. 18. a) Simulated radiation patterns of E field of LWA Type III for different frequency. b)
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Fig. 20. Simulated VSWR of LWA Type III.
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Fig. 22. a) Measurement set-up of LWA Type III. b) Experimental and simulated return loss
of LWA Type III.
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Fig. 23. A prototype of half tapered LWA.

Moreover the use of a physical grounding structure along the length of the antenna, as
suggested in [21-22], allows the suppression of the dominant mode (the bound mode), the
adoption of a simple feeding, and due to the image theory, it is also possible to design only
half LWA (see Fig. 23) with the same property of one entire, as shown in Fig. 24 and in Fig.
25, reducing up to 60% the antenna’s dimensions compared to uniform LWAs [24].

S11 (dB)

; = = full width LWA
: : : half width LVWA
40 i I T
5

6 7 8 9 10 " 12 13
Frequency (GHz))

Fig. 24. Measured return loss of full and half Leaky Wave Antennas

)

Fig. 25. The measured and simulated radiation patterns of E field of half tapered LWA at 8
GHz.
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9. Focusing-diverging property

As described in [21-22], the profile of the longitudinal edges of the LWA, was designed, by
means of the reciprocal slope of the cutoff curve, symmetrically to the centerline of the antenna,
allows a liner started of leaky region. Using this tapered antenna we can obtained a quasi linear
variations of the phase normalized constant and than a quasi linear variations of the its
radiation angle as we can see in Fig. 26 and in Fig. 27. Nevertheless the variation of the cross
section of the antenna, allowing a non-parallel emitted rays, such as happens in a non-tapered
LWA (see Fig. 28). In fact, as was described in the alternative geometrical optics approach
proposed in [24] the tapering of the LWA, for a fixed frequency, involves the variation of the
phase constant £ and the attenuation constant « , as shown in Fig. 29, obtained as a cut plane

of 3D dispersion surface plot varying width and frequency (see Fig. 30).
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Fig. 26. The variation of the main beam radiation angle versus length of the antenna, at f= 8
GHz, for linear, square and square root profile of the LWA.
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Fig. 27. The variation of the phase constant versus length of the antenna, at f= 8 GHz, for
linear, square and square root profile of the LWA.
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From (16) can be determined in the leaky regions of the antenna, a corresponding beam

9

radiation interval [ Fmin , max]  with respect to endfire direction.

As mentioned previously, for a tapered antenna with a curve profile (square root law
profile) the radiation angle in the leaky regions, vary quasi linearly whit the longitudinal
dimension, so it is possible to calculate the radiation angle of the antenna as a average of the
phase constant using the simple equation (19).

9, =sen! (_KiLIOL ﬁ(z)dz} (19)

Alternatively using the geometrical optics it is easy to determine the closed formula to
predict the angle of main beam of a tapered LWA. Through simple mathematical passages,
the main beam angle 3, can be obtained by the equation (20).

9, =sen”* AserSimin (20)

E\/(2Asen£,1mm)2 +(L+2Ccos

2
max )

Where A and C are respectively the distance between real focus F and the beginning and
the end of the length of the antenna L . Therefore, if we know the begin width and the end
width of the antenna, from the curves of normalized phase and attenuation constant at fixed
frequency, we can determine the beam radiation range from (16), and the main beam angle
through (20).

/
: —
/ //////
F ——

Fig. 28. The ray optical model for a tapered Leaky Wave antenna.

Furthermore this focusing phenomena of a tapered LWA can determine a wide-beam
pattern in a beam radiation range which is evident when the antenna length is increased
(L=504) [25].
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9 10 ¥ i 13 14 15
Width LWA (mm.)

Fig. 29. The curve of normalized phase and attenuation constants versus the width, at 8 GHz

for the LWA with the angular range [28°, 76°]. The leaky region start from 10.8 mm. (cutoff

frequency).

To obtain a broad beam pattern without the use of a longer LWA, we can bend a tapered
LWA (see Fig. 31), leading the electromagnetic waves to diverge. This, increases the beam of
the radiation pattern and reduce furthermore the back lobes as we can see compared the
curves of Fig. 32. Finally in Fig. 33 is shown the measured return loss of half bend LWA

Type IIL

[ Japharco
Beta/ko

alpha/Ko, beta/Ko

n
" Width [mm]

Fig. 30. The 3D normalized phase constant and attenuation constant of tapered LWA versus
frequency and width.
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b)
Fig. 31. a)Layout of a bend tapered LWA. b) A prototype of bend half LWA Type IIl made
using Roger 5880 RT/Duroid.

a) b)

Fig. 32. a)The radiation patterns of E field of tapered LWA at f= 8 GHz. b) The radiation
patterns of E field of bend tapered LWA at f= 8 GHz.
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Fig. 33. Experimental return loss of half bend LWA Type III.

10. Tapered composite right/left-handed transmission-line (CRLH-TL) leaky-
wave antennas (LWAs)

Recently composite right/left-handed (CRLH) leaky-wave antennas (LWAs) have been
shown as one of the applications of the CRLH transmission line (TL) metamaterials thanks
to their advantages of fabrication simplicity and frequency/electrically scanning capability
without any complex feeding network. Neverthless the fixed geometrical size of a unit cell
of the CRLH-TL Leaky-wave antennas, prevents the possibility to improve the antenna
bandwidth “tapering” the geometrical size of unit cell.

It is well known as a composite right/left-handed transmission-line (CRLH-TL)
metamaterials, used for the leaky-wave antennas (LWAs) allow to obtain a superior
frequency scanning ability than its conventional counterpart [26-27]. The leaky-wave
antennas possess the advantages of low-profile, easy matching, fabrication simplicity, and
frequency/ electrically scanning capability without any complex feeding network.

However, the conventional leaky-wave antennas suffer from major limitations in their
scanning capabilities. In fact the radiation pattern is restricted to strictly positive 6 for
uniform configurations, or to a discontinuous range of negative or positive 6 excluding
broadside direction, for periodic configurations. The CRLH LWAs have essentially
suppressed these limitations, being able to scans the entire space from 6 = -90° to 6 = +90°
and thereby paved the way for novel perspectives for leaky-wave antennas.

Although actually the designs of CRLH-TL for LWAs available in the literature, are
developed as a different number of unit cell with a fixed geometrical size for all the unit
cells of the entire antenna.

These design prevents the possibility to improve the antenna bandwidth “tapering” the
geometrical size of unit cell. In order to obtain an improvement of the antenna bandwidth a
novel design of CRLH LWAs was used in our work. The simulation results of the the CRLH
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unit-cell with different size, obtained by a commercial 3D EM simulator has shown the good
performance of this antenna compared with the performance of the uniform CRLH TL LWA
antenna.

The good performance of this composite right/left-handed LWA are also demonstrated by
measured results, which shown a good agreement with simulation results paving the way
for the future applications of the antenna.

11. Antenna design

It has been shown that the leakage rate of the CRLH-TL LWA can be altered by using
different sizes of the unit-cell [27] as shown in Fig.34.

= =2 = =

Fig. 34. Different size and number of fingers of CRLH-TL unit cell.

In detail the radiation resistance, of the unit-cell having four fingers and the unit-cell of six
fingers, both the unit-cells designed to have the phase origin at the same frequency, shows
two different bandwidth as mentioned in [27-28].

The radiation resistance of the four finger antenna is always higher than that of the six-
finger one, which implies faster decay of power (more leakage) along the structure for the
former.

Moreover it should be noted that increasing the number of fingers the size of the unit-cell
has to be reduced in order to have the same centre-frequency for the antenna antennas,
otherwise, the centre-frequency for the antenna with unit-cell which have the larger number
of fingers will shift down to a lower frequency [29-30].

As shown in [21-22] for a simple microstrip leaky wave antenna the radiation bandwidth is
governed by the line width once the substrate is fixed. The bandwidth can be improved by
adopting a tapered line structure (Fig.35), where, the radiation of different frequency
regions leaks from different parts of the antenna.

Fig. 35. A taper layout of LWA with a different frequency regions leaks from different parts
of the antenna.
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In fact from the propagation characteristics of the leaky wave antenna, we known that the
leakage radiate phenomena, can only be noted above the cutoff frequency of higher order
mode, and below the frequency such that, the phase constant is equal at the free space wave
number. Decreasing the width of the antenna for a microstrip leaky-wave antenna the cutoff
frequency increases shift toward high frequency. This behaviour allows to design a
multisection microstrip LWA according [21-22] superimposing different section, in which
each section can radiate in a different and subsequence frequency range, obtaining a
broadband antennas. In this way each section should be into bound region, radiation region
or reactive region, permitting the power, to uniformly radiated at different frequencies.

Following these idea in the our developed procedure we have applied a process to get the
dimension of the physical parameters of the unit cell shows in Fig. 36 whit different
optimized number of fingers (see Fig. 37). Naturally we have calculated the extraction
parameters of every cell of CRLH implementation: LR, CR, LL, and CL using the equation
mentioned in [26].

In the case of CRLH transmission line based LWA the amount of radiation by the unit cell
can be related to the beam shape required and thus can be used to determine the total size of
the structure as mentioned in [31].

o) O
d

Fig. 36. Unit cell equivalent circuit with radiation resistance.

Given the unit cell equivalent circuit in Fig. 36, we have the per unit length series impedance
and per unit length shunt admittance as follows [31]:

C i

Z =R, +R + jolg ——— 21

a T+ JOLR oC, (21)

Y =G +R) + joCy ——L— 22)
wL;

Where R, represents radiation resistance per unit length, R‘l represents the per unit length
resistance associated with transmission loss, Ly and C'R denotes per unit length parasitic
inductance and capacitance respectively, C'L and L; denotes times unit cell length left-hand
capacitance and inductance respectively.

Propagation constant and characteristics impedance are given by the following relations:
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y=a+jf=NZY (23)

.
z, —\E (24)

From the above expression of propagation constant and line impedance we can find the
centre frequency of the CRLH LWA [31].

These procedure was applied for subsequency frequency range of interest able to obtain a
broadband antenna and a narrow-beam radiation pattern more than the uniform CRLH-TL
LWA.

W

Fig. 37. Layout of a single unit cell of CRLH-TL LWA were p is the length of the unit cell
period, Ic, is the length of the capacitor w and ws represent, the overall width of its finger
and the width of the stub respectively.

The optimized antenna design as we can see in Fig. 38 was obtained considering the
sequence of 16 cells composed respectively by 4 cell with 12 fingers, 4 cells with 10 fingers,

Fig. 38. Layout of the 16 unit-cell CRLH-TL LWA with cells of 10, 8 and 6 fingers.
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4 cell with 8 fingers and 4 cell with 6 fingers for the entire length of the antenna of 207.55
mm and width between 2.9 mm (cells with 12 fingers) and 5.9 mm (cells with 6 fingers).

12. Simulation and experimental results

In the following Fig. 39 and Fig. 40 are showing the simulation data of the return loss
obtained with a 3D EM commercial software, of the uniform 16 unit-cell CRLH-TL LWA of
10 fingers compared with the results of tapered 16 unit-cell CRLH-TL LWA. Instead in Fig.
41 and in Fig. 42, are shown the results of the radiation pattern of the uniform CRLH-TL
LWA compared with 16 unit-cell of 10 fingers and tapered 16 unit-cell CRLH-TL LWA. It is
evident the good performance of the tapered 16 unit-cell CRLH-TL LWA compared with
uniform CRLH-TL LWA in term of broadband and narrowbeam.
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Fig. 39. Return loss (S11) of the uniform 16 unit-cell CRLH-TL LWA with 10 fingers.
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Fig. 40. Return loss (S11) of the 16 unit-cell CRLH-TL LWA with cells of 12, 10, 8 and 6
fingers.
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Radisian Pattemn 1

s

Fig. 41. Radiation pattern of the E field of the uniform CRLH-TL LWA for f=1.12 GHz (red
line), £=2.30 GHz (brown line), f= 3.20 GHz (blu line).

Radiadon Patiem 1

Fig. 42. Radiation pattern of the E field of the tapered CRLH-TL LWA for f=1.12 GHz (red
line), £=2.30 GHz (brown line), f= 3.20 GHz (blu line).

The simulation results were compared with experimental results made on a prototype of
CRLH-TL LWA (see Fig. 43) designed with 16 unit-cell on Rogers RT/duroid 5880 substrate
with dielectric constant & r = 2.2 and thickness h = 62 mil (loss tangent = 0.0009) showing a
quite good agreement with simulated results of tapered 16 unit-cell CRLH-TL LWA as we
can see in Fig. 44 and Fig. 45.
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Fig. 43. A prototype and its detail of Radiation patter of tapered 16 unit-cell CRLH-TL LWA
made on Rogers RT/duroid 5880.
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Fig. 44. Experimental return loss (S11) of the 16 unit-cell prototype CRLH-TL LWA with
cells of 12, 10, 8 and 6 fingers.

Fig. 45. Experimental E field radiation pattern of tapered prototype CRLH-TL LWA for
f=1.12 GHz (red line), f=2.30 GHz (brown line), f= 3.20 GHz (blu line).

13. Meander antenna

Nowadays, miniaturization of electronic devices is the main request that productions have
to fulfil. In this process, the reduction of the antenna size is the crucial challenge to face,
being its dimensions related to the working frequency.

The rapid developing of the modern society has become to a crescent interest for the
wireless communications. Nowadays, everybody wants to be connected everywhere
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without the use of cumbersome devices. The current tendency goes towards portable
terminals that have to be light and hand pocket. A suitable antenna for the portable
terminals should be low cost, low profile, light weight and especially small size.

Printed antennas are commonly used for their simple structure and easy fabrication. As
applications are space limited, it is challenging to design an antenna of small size but with
simple tunable feature. For microstrip antennas, some techniques, such as making slots in
their structure or using high dielectric constant substrates, can be used to reduce the
antenna size. However, it results in the narrow bandwidths for its high Q factor and the low
radiation efficiency.

In the following sentences is described an antenna printed on a substrate with low dielectric
constant in order to get a reliable bandwidth. Moreover, the meander configuration allows
us to reduce the antenna size keeping good radiation performance.

Meander dipole antennas have been already designed through numerical techniques that
apply either time- or frequency-domain algorithms demanding high computational efforts
and long-time processing. The common approach in the design of meander antenna is to
draw a meander path with a suited length to the working frequency in commercial software
and run simulations. Nevertheless, This empirical approach may lead to several consecutive
trials and verifications. In order to decrease the long-time processing and avoid these cut
and try methods, it would be convenient to start simulations with a commercial software
having an antenna size close to its optimized dimensions. Thus, a good initial configuration
can strongly affect the numerical convergence efficiency and the design process would be
quicker.

This paper presents a transmission line model that provides an initial geometrical
configuration of the antenna that allows us a computational improvement in the design of
meander antennas. The dimensions obtained from the model have been used to run a
simulation with a commercial software and an antenna resonating very close to that
working frequency has been achieved. Finally, a quick optimization has been performed to
definitely tune the antenna according to the ISM band.

14. TL model for meander antennas

Commercial and military mobile wireless systems demand for high compactness devices.
An important component of any wireless system is its antenna. Whereas significant efforts
have been devoted towards achieving low power and miniaturized electronic and RF
components, issues related to design and fabrication of efficient, miniaturized, and easily
integrable antennas have been overlooked. In this paper a novel approach for antenna
miniaturization is presented. The meander topology is proposed as a good approach to
achieve miniaturization and a transmission line model for the analysis and synthesis of
meander antennas is developed.

Indeed, the miniaturization of an antenna can be accomplished through loads placed on the
radiating structure. [32-33]. For example, monopoles were made shorter through center
loaded (inductive) or top loaded (capacitive). Hence appropriate loading of a radiating
element can drastically reduce the size, however, antenna efficiency may be reduced as well.
To overcome this drawback, lumped elements of large dimensions can be created using
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distributed reactive elements. For this reason, we propose a meander topology that allows
us to distribute loading through short-circuited transmission lines.

In the past, meander structures were suitably introduced to reduce the resonant length of an
antenna without great deterioration of its performances [34-36].

To exploit the meander topology to miniaturize printed antennas and develop a
transmission line model for the analysis and the synthesis of this kind of antennas is
proposed an antenna shown in Fig 46. It is a meander printed on the same side of the chassis
of a circuit board on a FR4 substrate with er =3.38 and thickness 0.787 mm. The feeding is
between the meander structure and the ground plane. Even if the antenna is a printed
monopole, it can be studied as an asymmetric dipole and its input reactance has been
studied through a transmission line model. It is well known that the resonance condition is
obtained when the input impedance is purely resistive [37-39]. The antenna has been
modelled as a transmission line periodically loaded from inductive reactances Xm
represented by the half meanders shown in Fig 46. We have named half-meander the
shorted transmission line of length w/2.

Ground Plane

Fig. 46. Meander antenna monopole printed on the same side of the ground plane of the
substrate.

The height b of each half meander and their total number 27 are related to the total length of
the monopole Lax with the following formula:

L, =@2n+1)b (25)

Each half meander was studied as a short transmission line w/2 long with a characteristic
impedance Zcm obtained as:

Zem =1201In(b / a) (26)

and terminating with a metallic strip having an inductance Lsc:

L, =2%10"b[In(8h/a)-1]- (27)
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The inductance Lsc of the strip with the length b and width a was substituted by a line Lall
long terminating with a short circuit. The length Lall was properly chosen because this line
had the same inductance of the strip (Lsc).

At the end, the inductance of each meander Xm was obtained by the formula (28):
X =Zcmtg[2”1[‘ge[ﬁ (w/2+Ly—a/2)] (28)

The total characteristic impedance of the transmission line with a length Lax and loaded by
2n half meanders was:

Z, =120[In(8L,, / a)-1] (29)

In Fig. 47 the normalized length Lax of the printed monopole versus the normalized
thickness a according to the transmission line model for w /b = 1 is shown. It is pointed out
from the figure that, when b=w, the meander length is smaller than the conventional
monopole at its resonant frequency.

In Fig 48, for several values of the parameter x=w/4, the resonant length Lax/A versus the
ratio wyb is plotted.

It can be seen that, for each value of w/b, a remarkable reduction of the antenna length
is obtained by increasing the values of w at the resonant frequency. Therefore, by
choosing a value of w/b, the model allows to detect the correspondent resonant length of
the antenna.
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Fig. 47. The normalized length Lax of the printed monopole versus the normalized thickness
a according to the transmission line model for w /b =1.
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Fig. 48. Transmission line model for meander antenna printed on substrate with &r =3.38 and
s = 0.81 mm for different x=w/A.

15. Simulated and experimental results

To test the validity of the model, simulations were run with full wave commercial software
CST Microwave Studio © at a frequency of 2.45 GHz with appropriate model as shows in
Fig 49.

L1

Fig. 49. Top and bottom model of meander antenna monopole designed with CST
Microwave Studio ©.

The transmission line model (TLM) and the full wave simulation were in a good agreement
and the difference between the resonant length obtained by TLM and the full wave
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simulations was within 250 MHz as it has been summarised in Table 2. Figs 47 and Fig. 48
show, respectively, the normalized length Lax versus antenna thickness a for different
values of w/b and the normalized length Lax versus w/b for different values of x=wy/\.

w/b=1.4
model 1° run 2° run
w/A n| Ly/A fr sim. L./ A fr sim. L./ A fr sim.
[GHz] [GHz] [GHZz]
0.029 |3 0.158 2.26 0.137 2.54 0.143 2.448
0025 |4 0.177 2.13 0.154 2.40 - -
0.021 5 0.185 212 0.162 2.37 0.157 2.430
0017 |6 0.180 2.23 0.159 2.49 - -
w/b=1
model 1° run 2° run
w/A n| L,y/A fr sim. La/ A fr sim. L./ A fr sim.
[GHZz] [GHz] [GHZz]
0.029 |2 0.155 2.43 - - - -
0025 |3 0.189 2.14 0.160 2.446 - -
0.021 3 0.160 2.45 - - - -
0.017 |4 0.169 2.41 - - - -

Table 2. Resonant frequencies calculated with FIT method.

The antenna sizes derived from the model allow us to obtain a design very close to the final
project which can be quickly optimized by avoiding long simulations with commercial
software.

Table 2 shows that the antenna sizes derived from the model allow us to get antenna sizes
close to the final structure as the antenna resonates almost at 2.45 GHz. Moreover, in order
to get exactly 2.45GHz, a quick optimization has to be carried out by running few
simulations with a commercial software.

To validate the proposed TLM method, simulations and measurements have been
performed. The antenna has been printed on a Rogers R04003C with er =3.38 and
thickness 0.81 mm. A prototype is presented in Fig 50. The geometrical sizes chosen were
a=0.5 mm, b=8 mm and w=b that has led to a length Lax =56mm by considering 6 half
meanders (Fig 50). The board total size is L1=72mm and WI1=32mm, by considering also
the chassis. The antenna is fed by a microstrip printed on the back of the chassis by
terminating with a stub for achieving good matching. The microstrip is 20mm length and
the stub is L2=8mm and W2= 4mm. The dimensions of the microstrip line has been
optimized using full wave software to provide better impedance matching for the
frequency antenna-resonance.

The simulated and measured return loss is shown in Fig 51. Simulation has been performed
by using CST Microwave Studio © 2009 and it has shown a value of -44dB at 2.45 GHz.
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Fig. 50. Meander antenna monopole printed on the Rogers R04003C substrate.

The measurements were carried out in an anechoic chamber by connecting the antenna at a
network analyser through coaxial cables.

The measured return loss in Fig 51 shows a slight shift of the antenna resonant frequency
towards lower frequencies from 2.45 GHz to 2.42 GHz. Nevertheless, a good matching
is still observed because the reflection coefficient assumes the value -26 dB instead of
-44 dB.

5 N S~
1 \

1.5 1.66 1.82 1.98 2.14 2.3 246 2.62 2.78 2.94 3.1 3.26 3.42
Frequency [GHz]

‘—Simulated ——Measured ‘

Fig. 51. Comparison of S11 simulation results with measured results.

Fig. 52 shows the E field radiation patterns of the antenna at 2.45 GHz on two principal
planes, xz plane (®=0°) and yz plane (®=90°). The comparison of the radiation patterns
shows that simulations and measurements are in a good agreement.
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Fig. 52. Comparison of measured and simulated E-field at 2.45 GHz for a) ®= 0° and
b) ®=90°.

Fig 53 shows the current distribution on the antenna. It can be observed that the current is
particularly intense at the end of each half meander. Full wave simulations confirm that
each half meander can be studied as a transmission line terminating in a short circuit.
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Fig. 53. Current distribution on the meander antenna.
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1. Introduction

Modern multimedia applications demand higher data rates and the trend towards wireless
is evident, not only in telephony but also in home and office networking and customer
electronics. This has been recently proven by the accelerating sales of IEEE 802.11 family
WLAN hardware. Current WLANSs are, however, capable of delivering only 30-100 Mb/s
connection speeds, which is insufficient for future applications like wireless high-quality
video conferencing, multiple simultaneous wireless IEEE 1394 (Firewire) connections or
wireless LAN bridges across network segments. For these and many other purposes, more
capacity — wirelessly — is needed. Service provided by IEEE 802.11 WLAN:Ss fulfills casual
internet users and office workers actual needs. But, bandwidth demands are still rising.
Millimetre-wave technology is one solution to provide up to multi-Gbps wireless
connectivity for short distances between electronic devices. The data rate is expected to be
40-100 times faster than today’s wireless LAN systems, transmitting an entire DVD’s data in
roughly 15 seconds. 60 GHz is ideally suited for personal area network (PAN) applications.
A 60 GHz link can replace various cables used today in the office or in home by wireless link
as shown in Fig.1, including gigabit Ethernet (1000Mbps), USB 2.0 (480Mbps), or IEEE 1394
(~800Mbps). Currently, the data rates of these connections have precluded wireless links,
since they require so much bandwidth. While other standards are evolving to address this
market (802.11n and UWB), 60 GHz is another viable candidate. In such a context, 60 GHz
millimeter wave (MMW) systems constitute a very attractive solution due to the fact that
there is a several GHz unlicensed frequencies range available around 60 GHz, almost
worldwide. In Europe, the frequency ranges 62 - 63 GHz and 65 - 66 GHz are reserved for
wideband mobile networks (MBS, Mobile Broadband System), whereas 59 - 62 GHz range is
reserved for wideband wireless local area networks (WLAN). In the USA and South Korea,
the frequency range 57 - 64 GHz is generally an unlicensed range. In Japan, 59 - 66 GHz is
reserved for wireless communications (Nesic et al., 2001). This massive spectral space
enables densely situated, non-interfering wireless networks to be used in the most
bandwidth-starving applications of the future, in all kinds of short-range (< 1 km) wireless
communication. Also in this band, the oxygen absorption reaches its maximum value (10-15
dB/km), which gives an additional benefits of reduced co-channel interference. Hence, it is a
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promising candidate for fulfilling the future needs for very high bandwidth wireless
connections. It enables up to gigabit-scale connection speeds to be used in indoor WLAN
networks or fixed wireless connections in metropolitan areas.

. Desktop PC
Display —

Notebook PC

.-.5J

—

h

Cellular Phone ]D)

Fig. 1. Short range communication.

These new systems will need compact and high efficient millimeter wave front-ends including
antennas. For antennas, printed solutions are often demanding for the researchers because of
its low profile, lightweight and ease of integration with active components (Zhang et al., 2006).
High gain and high efficient antennas are needed for 60 GHz communication due to high path
losses at this range of frequencies. Conventional antenna arrays are used for high gain
applications. But in these cases for achieving high gain, a large number of elements are
needed, which not only increases the size of the antenna but also decreases its efficiency
(Lafond et al., 2001), (Karnfelt et al., 2006) & ( Soon-soo oh et al., 2004). It has been reported
that for high gain, a superstrate layer can be added at a particular height of 0.5 Ag above the
ground plane (Choi et al., 2003) , (Menudier et al., 2007) & (Meriah et al., 2008).

2. Superstrate antenna technology

In this chapter the authors are explaining how to develop a wideband, high gain and high
efficient antenna sufficient for 60 GHz communications using superstrate technology. Also
explains the importance of different sources on antenna performance in terms of bandwidth,
gain and efficiency.

2.1 Microstrip fed parasitic patch antenna with superstrate

Here the antenna configuration consists of a microstrip feed, patch and a parasitic patch, as
the source, which are loaded by a superstrate. Fig. 2 shows the 3D view (a) and side view (b)
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of the microstrip fed stacked patch antenna with superstrate. It consists of a lower patch
with an optimised dimension of 1.63 mm x 1.6 mm on a substrate RT Duroid 5880 (e, = 2.2,
t; = 0.127 mm). The upper patch with an optimised dimension of 1.63 mm x 1.63 mm is
printed on the lower side of a parasitic substrate RT Duroid 5880 (e; = 2.2, t, = 0.254 mm).

Paragitic substrate

@)
Superstrate
t=0.635mm, ¢g=7.5

Parasitic substrate

Ground (b)
Fig. 2. Cutting plane of stacked patch antenna with superstrate.

The distance between the lower patch and the upper patch is optimized, by simulation
using CST Microwave Studio®, as h; = 0.35 mm for a resonance at 60 GHz for a larger
bandwidth and gain. This antenna is then loaded with superstrate. The material used for
the superstrate is Roger substrate RT6006 (e = 7.5 at 60 GHz, t = 0.635 mm). The dimension
of the superstrate and the height from the ground plane are optimized as explained below. The
variation of gain and VSWR bandwidth with the variation of superstrate dimension (0.73),
1.1\, 2\g) for different heights (0.5, 0.6 Ao, 0.7Ag) is shown in Figs. 3 (a-c). It is noted that the
maximum gain with good bandwidth is achieved for a superstrate dimension of 1.1\ with a
height = 0.6\o, and is equal to 13.6 dB with almost flat over a frequency range of 59 GHz to 64
GHz (Vettikalladi et al., 2009). In all other cases either the gain is less than the above value or
the VSWR bandwidth is poor. Also noted that when the superstrate dimension is higher than
1.1\, the gain goes down when the height h varies from 0.5Agto 0.7 Ao,
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Fig. 3. variation of s11 and gain with superstrate dimension and height from ground plane.
a) ho=0.5 g b) ho=0.6 Ao ¢) hp=0.7 Ay for size =.73\g ——®—— size =1.1Ng —+—
size =2\ —<>—.
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From the literature (Gupta et al., 2005), the theoretical height between the superstrate and
ground plane is 0.5\, but in this work it is found to be 0.6 A¢ for maximum gain, it may be
due to the stacked patch. Fig. 4 shows the return loss, simulated directivity with theoretical
values, and simulated and measured gain of the prototype with superstrate. It is found that
there is a gain reduction in the measurement, which is due to the variation of exact heights
from the theoretical values as shown in Table I.

W=2mun, t=0.38mm, er =2.2
Fig. 4 (b)

—+ Sim -prototype
;T | OSSR | S Meas-prototype -

Returnloss&gain (dB)

4 . . Sim-Original
%5 57 58 61 63 65 66

Frequency {GHz)
Fig. 4. (a) Comparison of return loss and gain with superstrate.
Original variation while
(mm) implementation
(mm)

Lower 1.6x1.63 1.62x1.65

Patch

Upper 1.63x163 | 1.65x165

Patch

h1 0.35 0.38

h2 3 348

Table I. Variation of prototype parameters from exact values.

It is very difficult to maintain the exact thickness h1, hence we inserted a substrate cut in the
form of a rectangular U shape (Fig. 4(b)), with width 2mm, thickness 0.38mm and
permittivity 2.2. Also the thickness h2 is varied to 3.48mm instead of 3mm (0.6 Ag) and hence
is the reason for the reduction of gain to nearly 10 dB. The E and H planes radiation
patterns at 57 GHz and 58 GHz are shown in Figs. 5(a-b). The radiation patterns are found
to be broad. There is a cross polar level of less than -20 dB on both the planes. The measured
half-power beam widths are found to be 37° for E and H planes at 57 GHz, and 38° and 41°
for E and H planes respectively at 58 GHz.
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Fig. 5. Measured and simulated E-plane & H-plane radiation patterns of the parasitic patch
Superstrate antenna (a) 57 GHz, (b) 58 GHz.

It is noted that for microstrip fed stacked patch antenna, the optimized superstrate size is 1.1
Ao for getting maximum gain and broad pattern. This value is considered as the limitation of
size in this case. It is also observed from Fig. 3, that when the superstrate size is higher than
1.1 Ao, and when the height varies from 0.5 Ao to 0.7A¢ the broad nature of the gain decreases
and starts coming down at 60 GHz .Le. the pattern changes from broadside to sectorial and
then to conical for different frequencies in the band as shown in Fig. 6 (for a superstrate size
of 2 Ao & h»=0.6 \g), which may suitable for some other application (Vettikalladi et al., 2009b).
Here, the small superstrate size is due to the presence of the parasitic patch that disturbs the
field in the cavity (thickness = 0.6 \o).
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Fig. 6. Gain pattern for a microstrip fed parasitic patch superstrate with a superstrate size =
2 N , for different frequencies in the band.

Since this kind of prototype is very difficult to manufacture and hence we are going to
discuss with other kind of technology.

2.2 Slot coupled superstrate antenna

In this section, we are explaining a superstrate antenna with aperture coupled source as the
excitation. We are also showing the importance of the size of the superstrate for getting
maximum gain and also for getting consistent radiation pattern all over the frequency range
of interest. Fig.7 shows the side view and the 3D view of a slot coupled patch antenna with
superstrate. The slot is optimised to 0.2 mm x 1 mm for maximum coupling with a stub
length of 0.75 mm. In order to consider the easiness of implementation; we used a thick
ground plane of thickness t=0.2 mm. The antenna consists of a patch with optimised
dimension 1.3mm x 1.3mm on a substrate RT Duroid 5880 of permittivity 2.2 and a loss
tangent tand = 0.003 with a thickness t; = 0.127 mm. Low thickness and low permittivity
substrate are used for reducing surface waves. A dielectric superstrate is added above the
slot coupled patch antenna (Vettikalladi et al., 2009a). Here we used only one layer to avoid
the technological manufacturing problems when many layers are used at 60 GHz. The
material used for the superstrate is Roger substrate RT6006 with a relative permittivity of 7.5
at 60 GHz. Theoretically the thickness of superstrate must be Ag/4 (0.456 mm), but here we
took the thickness (t; =0.635 mm) close to the theoretical thickness available in market for
good antenna performance. The distance between the superstrate and ground plane is 0.5 Ao
as per the theory (Gupta & Kumar, 2005). A Rohacell foam layer of permittivity 1.05 is
sandwiched between base antenna and superstrate to fix all the layers.
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tz=0.635 mm, 4
g =75
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o / 50 Q feedline J
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Ground plane t = 0.2 mm

Ground plane

Feedline

Fig. 7. Cutting plane and 3D view of aperture coupled antenna with superstrate, ground
plane size = 30 x 30 mm?.

Usually in all the known superstrate antennas large superstrates are used for improving the
gain which not only increases the size of the antenna but also decreases the S11 bandwidth.
But our objective is different, we want to use a small superstrate for obtaining high stable gain
and consistant radiation pattern all over the frequency band of interest. To study the effect of
superstrate size ' S' and hence to optimize, we considered four square sizes (1 Ao, 2 Ao, 4 Ao and
6 N\o). Simulations are done using CST Microwave studio®. Fig. 8 shows the CST results of S11
and gain variations of the slot coupled antenna without superstrate and with varying
superstrate size. It is observed that the S11 and gain vary with various size of the superstrate.
When there is no superstrate, the antenna radiates at 60 GHz with a bandwidth of 3.7% over a
frequency range of 58.9 to 61.1 GHz with a maximum gain of 5.9 dBi. It is noted that with
superstrate the gain is highest for a superstrate size of 2 Ao. The 2:1 VSWR bandwidth is noted
to be BW =58.7 - 62.7 GHz i.e. 6.7% with a maximum gain of 14.9 dBi. It is also noticed that the
gain decreases when the size of the superstrate is above or below 2 Ag.

14

IS111 (dB}) & Gain (dBD)

3 . . . :

DE 5 a7 a9 61 63 ifa]
Frequency(GHz)

Fig. 8. Variation of S11 and gain without superstrate and with various superstrate

dimensions. without superstrate - T Ag wrmmrmmnrees 2 Mo 4N ———-
6N — —— .
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There is a gain enhancement of 9 dB with the superstrate. Fig. 9 shows the comparison of
measured and simulated S11 and gain for the optimised superstrate size of 2 Ao, Table II
gives the comparison of measured and simulated S11 and gain for the optimised superstrate
size. It is noted in S11 that there is a frequency band shift of 2.8% (1.7 GHz), when a V-
connector is used and a frequency band shift of 1.5% when a V-band test fixture is used.
These frequency shifts are maybe due to the combined effect of connectors and the
inaccuracy of the distance between patch and superstrate for the experimental prototype.

13

1514 (B & Gain (dBi)

T 57 54 &1 63 BS
Freguency (GHz)

Fig. 9. Variation of S11 and gain with a superstrate dimension of 2 Ap. Simulation ;
measured with V coaxial mounting connector ---- ; measured with V test fixture ——- .

Return loss Return loss . . . .| Efficiency

bandwidth bandwidth Max.lmum Gain | Maximum Gain Estimated

- (simulated) (measured)

(simulated) (measured) n

58.7 - 62.7 GHz (6.7%) |57 - 61.1 GHz (6.8%) |14.9 dBi 14.6 dBi 76%

Table II. Comparison between simulated and measured results of aperture coupled
superstrate antenna.

Also the gain measured and simulated are in good agreement but with a frequency shift as
explained. The gain is measured using comparison technique with a standard horn of
known gain. For calculating the efficiency, we compared the measured gain with the
simulated directivity. The measured and simulated E plane radiation patterns are shown in
Fig. 10a for the optimised superstrate dimension. It is clear from Fig. 9 that the measured
S11 and gain are shifted; the measured gain is maximum between 57 to 59 GHz and
simulated gain is from 59 to 61 GHz. Hence the radiation patterns are plotted by taking in
account of this frequency shifting (e.g.; that is radiation pattern plotted is, 60 GHz
simulation and 58 GHz measurement, and so on). It is noted that the radiation patterns are
found to be broad and in good agreement with measurements, and there is a cross polar
level of less than -28 dB at all frequencies. The radiation patterns are verified to be the same
in all the frequencies in the band of interest. The measured half-power beam width is found
to be 23° at 58 GHz. Also verified by simulation that the back radiation in this case is below -
22 dB as compared to the antenna without superstrate (-12 dB).
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Fig. 10a. Measured and simulated E-plane radiation patterns of superstrate antenna.

The measured and simulated H plane radiation patterns are shown in Fig. 10b for the
optimised superstrate dimension. The radiation patterns are also plotted by taking in
account of shifting as explained in E plane radiation pattern. It is noted that the radiation
patterns are found to be broad and in good agreement with measurements, and there is a
cross polar level of less than -28 dB at all frequencies. The measured half-power beam width
is found to be 22°at 58 GHz.

0

Magnitude(dB)

Angle(Degree)

- 57 GHz -meas —@— 59 GHz -sim
58 GHz -meas 60 GHz -sim
R 59 GHz -meas —@— 61 GHz -sim

Fig. 10b. Measured and simulated H-plane radiation patterns of superstrate antenna.
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When the superstrate size is higher than 2 Ao, the broad nature of the pattern disappeared at
60 GHz. Fig. 11 shows the simulated (60 GHz) and measured (58 GHz) H plane radiation
patterns of the antenna with a superstrate dimension of 6 Ao. It is noted that the radiation
patterns change from broad side to sectorial / null at 60 GHz, which is also useful for some
other applications. It concludes that the dimension of the superstrate is critical for the
optimum performance of the antenna. To conclude, the dimension of the superstrate is very
important in order to get the consistent radiation pattern for the entire frequency band and
it is found to be 2 Ag in this case. This is the main difference from the already developed
superstrate antennas published in the literature.

Magnitude(dB)

Angle(Degree)

Fig. 11. Measured and simulated H-plane radiation pattern for a superstrate dimension of 6
Mo. Co-simulated - Co-measured — Cross-simulated ——+—
Cross-measured ——<—.

2.2.1 Slot coupled 2x2 superstrate antenna array

Fig.12 (a) & (b) show the side view of an aperture coupled 2 x 2 patch antenna array with
superstrate and the feeding network. The distance between the elements in the array are
optimized to be d = 1.3 Aq for obtaining maximum gain and to minimize coupling. All the
base antenna parameters and substrate and superstrate are same as explained in section 2.2.

As explained in section 2.2, usually, large superstrates are used for improving the gain. But
our objective is different: we want to use the smallest superstrate for obtaining high stable
gain and consistant radiation pattern in the frequency band. To study the effect of
superstrate size ' S ' and hence to optimize it, here also we considered four square sizes (2.4
Ao, 3.2 Ao, 4 Ao and 6 Ag). Simulations are done using CST Microwave studio. Fig. 13 shows
the CST results of S11 and directivity variations of the 2 x 2 slot coupled antenna array with
varying superstrate size. The S11 and directivity are affected by the size of the superstrate:
the highest directivity of 18 dBi is obtained for a superstrate size of 3.2 Ao. The resulting 2:1
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VSWR bandwidth is 5% from 58.6 to 61.6 GHz. It is also noticed that the directivity
decreases when the size of the superstrate is above or below 3.2 A\g and hence the optimised
size of the 2 x 2 superstrate antenna array is 3.2 Ag x 3.2 Ao, Fig. 14 shows the comparison of
measured and simulated S11, and measured gain with simulated directivity for the
optimised superstrate size of 3.2 Ag,

supema_
- S L

0.5 An

Patch size =1.3 x 1.5 mmun?

= -
‘fp—,——H
L/,/‘/

gubstrate
50 & feedlire
Slot, 0.2 %1 m(a) thick gmupl/d

()

Fig. 12. a) Cutting plane of an aperture coupled 2 x 2 antenna array with superstrate, ground
plane size = 6 Ag x 10 Ao, for connecting V band connector and for ease of measurement
purpose, b) 2x2 feeding network.

Return loss (dB) & Directivity (dBi)

_4%5 57 55 59 g0 61 62 B3
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Fig. 13. Variation of return loss and directivity with various superstrate dimensions.
7 N p—— 32N\ AN Ng———- 6Ny —-—-— .
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Fig. 14. Variation of S11 and gain with a superstrate dimension of 3.2 Aq.
Simulation measured

Table III gives the comparison of measured and simulated results for the optimised
superstrate size (Vettikalladi et al., 2010a). It is found that the measured maximum gain is 16
dBi with S11 bandwidth of 6.7% and an estimated efficiency of 63%. With superstrate there
is a gain enhancement of 4 dB compared to the classical 2 x 2 array (Liu et al., 2009, Book
chapter 5, O. Lafond & M. Himdi). The measured gain is maximum at 58 GHz while the
simulated directivity is maximum at 59 GHz, which corresponds to 1.7% frequency shift.

Returnloss | Return loss Maximum Maximum Efficiency
bandwidth bandwidth Directivity Gain Estimated
(simulated) | (measured) (simulated) | (measured) 1

58.6 - 61.6 57.6-61.6

GHz (5%) GHz (6.7%) 18 dBi 16 dBi 63%

Table III. Comparison of simulated and measured 2 x 2 superstrate antenna array.

The simulated and measured E-plane radiation patterns are shown in Fig. 15 for the
optimised superstrate dimensions. It is clear from Fig. 14 that the measured gain is
maximum between 58 to 59 GHz and simulated is from 59 to 60 GHz. Hence the radiation
patterns are plotted by taking in account of this 1.7% shift (e.g. ; that is radiation pattern
plotted is, 60 GHz simulation and 59 GHz measurement, etc). It is noted that the radiation
patterns are found to be broad and in good agreement with measurements. The measured
half-power beam width (HPBW) is found to be 17° at 59 GHz.
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Magnitude (dB)

AR 30 0 0 B0 o0
Angle (Degree)

Fig. 15. Measured and simulated E-plane radiation patterns of 2 x 2 superstrate antenna array.
58 GHz - measured ———— 59 GHz - simulated -
59 GHz - measured —— 60 GHz - simulated -+

The measured and simulated H-plane radiation patterns are shown in Fig. 16 for the
optimised superstrate dimension. The radiation patterns are also plotted by taking into

1]

-10

Magnitude (dB)

g B0
Angle (Degree)

Fig. 16. Measured and simulated H-plane radiation patterns of 2 x 2 superstrate antenna array.
58 GHz - measured 59 GHz - simulated —+——
59 GHz - measured ———— 60 GHz - simulated -
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account the shift as explained for E-plane radiation patterns. It is noted that the radiation
patterns are found to be broad and in good agreement with measurements. The measured
HPBW is found to be 16° at 59 GHz. The cross polarisation level is lower than -26 dB on both
the E and H-plane, and is lower than -19 dB at 45° cut plane in 3D pattern.

2.2.2 Slot coupled 4x4 superstrate antenna array

Fig. 17 shows the photograph of a 4 x 4 array antenna array with superstrate. The antenna
parameters and the distance between the elements are the same as explained for 2 x 2
superstrate antenna array in Section 2.2. The same substrate for the superstrate is used. Here
also the superstrate should be optimised and it is found to be 6 Ao x 6 Ao which is the total
size of the antenna. For manufacturing this prototype, because of the 4x4 array, two metal
wedges of 3 mm width are used to position the superstrate at 2.3 mm (~ Ao/2 - 0.127 mm)
above the patch array. This mechanical solution is found to be better in this case than foam
due to the relation between superstrate position sensitivity and gain increase.

(b)

Fig. 17. Photograph of 4 x 4 superstrate antenna array prototype (a) Top view of superstrate
antenna (b) view of antenna feed line network from bottom side. Ground plane taken is 6 Ao
x 10 Ao, for connecting V band connector and for ease of measurement purpose.

Fig. 18 shows the measured and simulated S11, and measured gain with simulated
directivity. It is found that the maximum gain measured is 19.7 dBi with an efficiency of 51%
(simulated directivity = 22.6 dBi) which is far better than a classical 6 x 6 array antenna of
gain 17.5 dBi with an efficiency of 40% at 59 GHz (Lafond et al. 2001), and an 8 x 8 array
antenna (size = 6.5 Ao x 6.5 Ag) of gain 19.7 dBi with an efficiency of ~ 40% as explained in
(Nesic et al., 2001). The S11 bandwidth measured for the 4 x 4 superstrate antenna array is
57.9 GHz to 61.3 GHz (5.7%).
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Fig. 18. Variation of S11 and gain with a square superstrate dimension of 6 Aq.
Simulation measured -

It is clear from Fig. 18 that the gain measured and simulated are maximum from 58 GHz to
60 GHz. The simulated and measured H-plane radiation patterns are shown in Fig. 19 (a). It
is noted that the simulated patterns are in good agreement with the measured results. The
measured HPBW is 8° at 60 GHz.

The measured and simulated E-plane radiation patterns are shown in Fig. 19(b) for the
optimised superstrate dimension. The radiation patterns are broad and the agreement
between measurement and simulation are quite acceptable. The measured HPBW is found
to be 10° at 60 GHz. In this case, the cross polarization level is lower than -25 dB on both the
E and H-plane, and is lower than -16 dB at 45° cut plane in 3D pattern.

For both the presented antennas, a distance between the elements of 1.3 Ao is used for the
source array, which induces high ambiguity side lobes for both cases when there is no
superstrate: -2 dB for a 2 x 2 array and -1.9 dB for 4 x 4 array as shown in Fig. 20. Adding a
superstrate will strengthen the main lobe while suppressing the ambiguity side lobes to less
than -10 dB for both the arrays without affecting the back radiation as shown in Fig. 20. It
also strengthens the front to back ratio as shown in the figure. It is to be underlined that the
size of the superstrate is a key point of the design of such structures. In fact the nature of the
pattern is conditioned by the choice of this parameter: a broad pattern is obtained for a size
limited to 3.2 Ao x 3.2 Ao for 2 x 2 array and 6 Ag X 6 Ao for 4 x 4 arrays.
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Fig. 19. Measured and simulated (a) H plane & (b) E plane radiation patterns of 4 x 4
superstrate antenna array.
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Fig. 20. Comparison of simulated results of 2 x 2 and 4 x 4 arrays without and with
superstrate in terms of main beam, side lobe and back radiation.

2.3 Superstrate aperture antenna

In this section we are using another source, as aperture, for exciting the antenna. The side
view of an aperture antenna with superstrate is shown in Fig. 21(a). The aperture is
optimised to 4.4 mm x 1 mm for maximum coupling with a stub length of 0.4 mm (Fig.
21(b)). To improve the rigidity of antenna, a ground plane of thickness t = 0.2 mm is used.
For maintaining the exact air thickness in practical prototype, the superstrate is inserted
within an air pocket realized in a Rohacell foam block of permittivity 1.05, as shown in
Fig. 21(c). All the substrate and superstrate material used are the same as explained in
section 2.2.
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(a)  Ground plane t= 0.2mm

_________ FF_D-_‘LLHJLI___ I] Tt

Superstrate

Ground plane

(©)

Fig. 21. (a) Cutting plane of aperture antenna with superstrate, ground plane size =6 Ao x 6
Ao. (b) Aperture and stub in details. (c) Overview of the Prototype: Details of the superstrate
and air gap within foam.

In this case also we want to study the effect of superstrate size on antenna performance. To
study the effect of superstrate size ' S ' and hence to optimize it, a parametric study has been
performed, using commercial electromagnetic software CST Microwave studio. To highlight
the effects of this parameter, results obtained for four sizes (1 Ao x 2o, 2 Ao x 2 Ao, 1.2 A X
2.7 X and 3 Ao x 3 Ao ) are reported in Fig. 22. It is observed that both the S11 and the
directivity vary according to the size of the superstrate. A maximum directivity of 14.5 dBi is
obtained for a superstrate size of 1.2 Ag x 2.7 Ao. The corresponding 2:1 VSWR bandwidth is
noted to be equal to 57.5 - 71 GHz i.e. 22.5%. It is also noticed that the directivity decreases
when the size of the superstrate is above or below this optimized value. We plotted
directivity only up to 65 GHz because of the decline in the values after that. When the
superstrate size is higher than the optimized value, then there is a plunge in directivity as
shown in Fig. 22. Hence the broad nature of the pattern moved out at 60 GHz as explained
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in (Vettikalladi et al., 2009a), i.e the radiation patterns change from broad side to sectorial /
null at 60 GHz, which is also useful for some other applications.

IS111¢dB) & Directivity (dBI)

a5 av a9 i 63 Ga 67 g9 70
Frequency (ZHZ)

Fig. 22. Simulated results of S11 and directivity with various superstrate dimensions.
1Aox2 Ao ;2NMx2 N 12 Mox 27 N T 53 Mox3 N T T .

It concludes that in this case the dimension of the superstrate is critical for the optimum
performance of the antenna. Also we can control the shape of the pattern by changing the
dimension of the superstrate from broadside to sectorial / null. The comparison of
measured and simulated S11, and measured gain with simulated directivity for the
optimized superstrate size is shown in Fig. 23 (a). Table IV gives the summary of these
results (Vettikalladi et al., 2010b). It is noted that the measured 2:1 VSWR bandwidth is 15%
which is larger compared to the superstrate slot coupled antenna (Vettikalladi et al.,
2009a), where the bandwidth was only 6.8%. The gain is measured using comparison
technique with a standard gain horn. It is found to be 13.1 dBi. Moreover, it is almost flat
(ripple ~ 0.5 dB) over a bandwidth of 5 GHz. To determine the efficiency, we compared
the measured gain with the simulated directivity. The estimated efficiency is 79%. In
order to highlight the effect of the superstrate for this configuration, the simulated
comparison of E-plane radiation pattern of aperture antenna with superstrate and without
supertstrate is shown in Fig. 23 (b). The ripples in the pattern without superstrate are due
the diffraction from the edges of the limited ground plane. Also it is clear that aperture
antenna is a bidirectional antenna, superstrate technology make this antenna to
unidirectional without adding any reflector, which is a highlight of the superstrate with
this kind of source. l.e. Superstrate makes the antenna pattern directive and there is a
gain enhancement of 8 dB compared to its basic aperture antenna.
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Fig. 23. (a) Results of S11 and gain with a superstrate dimension of 1.2 Agx 2.7 Ao.
Simulation ~ * ; measurement . (b) Simulated comparison of E-plane antenna
radiation pattern with and without superstrate.

The measured and simulated H- and E-plane radiation patterns at 57 GHz, 60 GHz and 62
GHz are shown in Fig. 24 for the optimized superstrate dimension. It is noted that the
radiation patterns are found to be broad and in agreement with simulations. The cross polar
level is less than -25 dB for H-plane and -20 dB for E-plane respectively, for all the
frequencies in the band. The measured half-power beam widths (HPBW) at 60 GHz are 26°
for H-plane and 30° for E-plane respectively. The measured cross polarization level is lower
than -17 dB at 45° cut plane in 3D patterns of both planes.
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Return loss Return loss Maximum Directivity | Maximum | Efficiency
bandwidth bandwidth of the prototype Gain Estimated
(simulated) (measured) (simulated) (measured)

57.5-71 GHz (22.5%) |55 - 64GHz (15%) |14.1 dBi 13.1 dBi 79%

Table IV. Comparison between simulated and measured results superstrate aperture antenna.
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Fig. 24. Measured and simulated H-plane & E- plane radiation patterns of superstrate
antenna (Co and Cross polarisation).
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2.3.1 2x2 superstrate aperture antenna array

The side and 3D view of a 2 x 2 aperture antenna array with superstrate are shown in Figs.
25(a) and (c). All the parameters of the antenna are the same as explained in section 2.3. For
maintaining the exact air thickness, the superstrate is inserted within an air pocket realized
in Rohacell foam as shown in Fig. 25(c). The distance between the elements in the array is
optimized as d = 1.3 Ao for obtaining maximum gain and to minimize coupling. The 2 x 2
feeding network is exposed in Fig. 25(b). In a classical array (without superstrate), when the
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distance between the patches is d = 1.3 Ao, high ambiguity side lobes appear with almost the
same level as the main lobe. Adding a superstrate strengthens the main lobe while reducing
the ambiguity side lobes to less than -10 dB (E-plane) as shown in Fig. 26. It also strengthens
the front to back ratio as shown in the figure. It has to be underlined that the size of the
superstrate is a key point for the design of such structures as explained in previous cases.
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Fig. 25. (a) Cutting plane of a 2 x 2 aperture antenna array with superstrate, ground plane
size = 6 Ao x 10 Ao for connecting V band connector and for ease of measurement purpose. (b)
2 x 2 feed network. (c) Overview of 2 x 2 array prototype: details of the two separate
superstrate sheets and air gap within foam.
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Fig. 26. Simulated comparison of 2x2 antenna array pattern (d = 1.3 L0) with and without
superstrate (E-plane).
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As did in previous sections, we studied the effect of superstrate size ' S ' by simulating
different sizes and the optimized solution is found to be two pieces of dimension 1.2 Ag x 4
Ao, one sheet for two aperture antenna, with a spacing of Imm as shown in Fig. 25(b). If we
use a single piece with a size of 2.6 Adgx 4 Ao, then the gain is little lower than in the previous
case. The comparison of measured and simulated S11, and measured gain with simulated
directivity for the optimized superstrate size is shown in Fig. 27. The highest directivity of
17.9 dBi is obtained for the optimized superstrate size. The resulting simulated 2:1 VSWR
bandwidth is 11.3% from 57.2 to 64 GHz,
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Fig. 27. Variation of S11 and gain for a 2 x 2 superstrate aperture antenna array.
Simulation ; measurement -

Table V gives the comparison of measured and simulated results for the optimized
superstrate size. It is found that the maximum measured gain is 16.6 dBi with S11
bandwidth of 13.3% (56 GHz - 64 GHz), and an estimated efficiency of 74%. This gain is
comparable to a classical 4 x 4 array at 60 GHz but with better efficiency (Lafond 2000). Also
the measured gain is almost stable (ripple ~ 0.8 dB) over 5 GHz (57 GHz - 62 GHz) in the
band of interest (Vettikalladi et al., 2010c).

Return loss bandwidth | Return loss bandwidth gﬁ:é?;?; Maéz;;um giﬁ:;irtlzé
(simulated) (measured) (simulated) |(measured) n
57.2-64 GHz (11.3%) |56 - 64 GHz (13.3%) 17.9 dBi 16.6 dBi 74%

Table V. Comparison between simulated and measured results of a 2 x 2 superstrate
aperture antenna array.

The measured and simulated H- and E-plane radiation patterns at 57 GHz, 60 GHz and 62
GHz are shown in Figs. 28 (a) & (b) respectively for the optimized superstrate dimension.
It is noted that the radiation patterns are found to be broad and in good agreement with
simulations. The measured cross polar levels are -26 dB for H-plane and -20 dB for E-
plane respectively. The radiation patterns are verified to be the same in all the frequencies
in the band of interest. The measured HPBWs are 17° for H-plane and 16° for E-plane
respectively at 60 GHz.
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Fig. 28. Measured and simulated H-plane (a) & E-plane (b) radiation patterns of the 2 x 2
superstrate antenna array (Co and Cross polarisation).
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2.3.2 16 x 16 superstrate aperture antenna array

Finally we developed a big array to obtain very high gain of nearly 30 dBi for 60 GHz
outdoor communication, for example from one department to another department inside a
university (< 1km). Fig. 29 (a) depicts the 3D side view of the 16 x 16 array prototype. The
antenna parameters and the distance between the elements are all same as explained in
Section 3.2. For maintaining the exact air thickness, the superstrate is inserted within an air
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pocket realized in Rohacell foam as shown in Fig. 29(a). The 16 x 16 feeding network is
showing in Fig. 29(b).

As pointed out in previous section , we want to use the smallest superstrate for obtaining
high stable gain and consistent radiation pattern in the frequency band. We studied the
effect of superstrate size ' S ' by simulating different sizes and the optimized size is found to
be 16 pieces of dimension 1.2 Ag x 21.8 Ao, one sheet for 16 aperture antenna, with a spacing
of Imm as shown in Fig. 29(a). If we use a single piece with a size of 20.6 Ao x 21.8 Ao, then the
gain is little lower than in the previous case.

Sheet of superstrate

air gap

(b)

Fig. 29. (a) Side overview of 16 x 16 array prototype: details of the 16 separate superstrate
sheets and air gap within foam, total size = 20.6 Ag x 21.8 Ao. (b) 16 x 16 feed network.

The comparison of measured and simulated S11, and measured gain with simulated
directivity for the optimised superstrate size is shown in Fig. 30. The highest simulated
directivity of 33.3 dBi is obtained for the optimised superstrate size. The resulting simulated
2:1 VSWR bandwidth is 22 %. It is found that the maximum measured gain is 29.4 dBi ( at
point 'P' in Fig. 29 (b)) with S11 bandwidth of 16.7 % (54 GHz - 64 GHz), and an estimated
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efficiency of 41%. The measured and simulated E- and H-plane radiation patterns at 57
GHz, 60 GHz and 62 GHz are shown in Figs. 31(a) and (b) respectively for the optimised
superstrate dimension. It is noted that the radiation patterns are found to be broad and in
good agreement with simulations. The measured cross polar levels are -28 dB for H-plane
and -26 dB for E-plane respectively. The radiation patterns are verified to be the same in all

the frequencies in the band of interest. The measured HPBWs are 2.5° for H-plane and E-
plane respectively at 60 GHz.
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Fig. 30. Variation of S11 and gain for a 16 x 16 superstrate aperture antenna array.
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Fig. 31. Measured and simulated E-plane (a) & H-plane (b) radiation patterns of the 2 x 2

superstrate antenna array (Co and Cross polarisation).

57 GHz - Simulated X ; 57 GHz - Measured -

60 GHz - Simulated - ;60 GHz - Measured — ;

62 GHz - Simulated —#— ; 62 GHz - Measured ———- .

’



120 Wireless Communications and Networks — Recent Advances

It is noted from the study that single/small array superstrate antenna technology is very
good for high gain, wide bandwidth and high efficiency, but is not suggestive for big arrays
because of the gain go up is not upto the point but is good in terms of efficiency.

3. Comparison of superstrate slot coupled antenna with superstrate aperture
antenna

Table VI gives the comparison of the superstrate aperture antenna element or antenna array
presented with slot coupled superstrate antenna element or antenna array. It is clear that
superstrate aperture antenna element / antenna array give broad S11 bandwidth of 15% /
13.3% with better efficiency as compared to superstrate slot coupled antenna element /
antenna array. Also the antenna size is smaller compared to the other in both the cases. Le.
superstrate aperture antenna element or antenna array gives sufficient bandwidth, gain and
efficiency for 60 GHz applications.

Return loss Maximum Efficiency
Antenna bandwidth gain Estimated Size
(measured) | (measured) n
Single superstrate 15% 131 799% 6 mm x 13.5 mm x
Aperture 3.48 mm
Single superstrate 6.8% 146 76% 10 mm x 10mm x
slot coupled 3.48 mm
2x2 superstrate o o 13 mm x 20 mm, x
Aperture 13:3% 166 74% 3.48 mm
2x2 superstrate o o 16 mm x 16 mm x
slot coupled 67% 16 63% 3.48 mm

Table VI. Comparison between superstrate aperture s antenna and slot coupled superstrate
antenna explained in section 2.

4. Conclusion

In this chapter we explained about the significance of superstrate on antenna performance at
millimeter wave frequencies. It is found that the size of the superstrate is critical, which is
not the case in lower frequencies. Also we studied the antenna performance with different
source of excitation. It is noted that superstrate technology is very good for a single patch
and also for small array but not that much good for big arrays. As a conclusion, it is found
that superstrate aperture antenna element / antenna array is a good candidate for
wideband, high gain and high efficiency antenna design in millimetre wave range.
Moreover it is easy to integrate with electronics by placing the feed on backside of the
substrate where the electronic components are integrated, and the radiating aperture and
superstrate (i.e. the radiation part) are on the other side.
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1. Introduction

Wireless communication algorithms are implemented using a wide spectrum of building
blocks such as: source coding; channel coding; modulation; multiplexing in time, frequency
and code domains; channel estimation; time and frequency domain synchronization and
equalization; pre-distortion; transmit and receive diversity; combat and take advantage of
fading and multi-path channels; intermediate frequency (IF) processing in software defined
radio, etc.

Due to this breadth of different algorithms, the traditional approach has been to create a
system model in a high level language such as Matlab (Mathworks, 2011), C/C++ and
recently in SystemC (SystemC, 2011). Usually these models use floating point
representations, are architecture agnostic, and are time independent, among others
characteristics. After the system model is available, then based on the specifications it is
manually converted into a fixed point model that will take care of the finite precision
required to implement the algorithm and compare its performance against the “Golden”
floating point model. The reason to perform this conversion is due to cost and performance.
While it is possible to program the algorithm on a floating point Digital Signal Processor
(DSP) or using floating point hardware on application specific integrated circuit (ASIC)
technology, the resulting: complexity; signal throughput; silicon area and cost; and power
consumption among others, usually prohibits its implementation in floating point
arithmetic. This is one of the reasons most of the wireless communications algorithms are
implemented using a finite precision fixed point number representation.

In the last decade several technologies have made the conversion from floating point to
fixed point seamless to a certain point. These technologies rely either on either a high level
language such as C or C++ or a set of hardware model libraries for a particular field
programmable gate array (FPGA) or ASIC technologies. In addition to these, there are some
other electronic system level (ESL) design tools that can take a floating point algorithm and
even preserve the same floating point testbench and transform the algorithm into a fixed
point representation, where different architectural trade-offs can be made based on the
area/power/latency/throughput requirements are in the system specifications.
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In this chapter we do not propose a one solution fits all applications methodology, rather we
will navigate through the author’s encounters with different technologies at different stages
in his career and how different applications have been and are currently approached. This is
a summary of the last ten years of working with different tools, methodologies and design
flows. What has prevailed due the level of integration of current Systems on a Chip (SoC)
has been for example: component and systems reusability; fast algorithm and architecture
exploration; algorithm hardware emulation; and design levels of abstraction.

2. System level design

By system level design (SLD), we refer to the modeling of the wireless communications
systems based solely on the specifications or target standard. At this stage, individual and
collective block level performance can be evaluated and also interconnects with other
components in the system can be specified. There are two major known approaches for
system design, top-down and bottoms-up methodologies.

System level design calls for a top-down methodology. In sophisticated systems such as
SoCs, their complexity can be very large and it is a common practice in system level design
to create a set of high level specifications with a complete vision of the system including
their complete set of interconnects. The next phase is to divide the system into functional
blocks, specify all internal interconnects and design each block in the subsystem. This allows
the complete system to be simulated using for example a system level language such as
SystemC and then be able to replace each block with its Register Transfer Level (RTL)
functional equivalent. These techniques are also being heavily used to speed up system
verification in which it is not possible to perform in a reasonable amount of time a complete
RTL or gate level simulation due to time to market (TTM) constraints or because it is not
computationally feasible. SLD methodologies allow performing a complete system level
simulation at a higher level of abstraction by just including the key blocks required at the
gate level to test interconnectivity and performance.

A system level simulation is in the order of tenths to thousands times faster than gate level
simulations, thus assuring that all individual blocks or combinations of blocks will work
after being interconnected. In Figure 1 it is shown an ideal case where a system level model
or commonly referred as the “running specification” is first generated and creates a
“golden” model against all performance implementations will be compared against. Ideally
we would like to keep the original testbench for all modeling, design, implementation,
simulation and verifications tasks, but this is not always possible. The problem arises when
manual or automatic translations could change the behavior of the original testbench. One
of the most critical problems in SLD development is that once you descend in the level of
abstraction, the system level testbench and models are no longer updated and maintained,
then deviating from the original running specification reference.

2.1 System modelling

SLD has been traditionally been done using C language, therefore it is common to refer in
industry to the “C-model” as the running specification or “golden” model. The advantage is
that C language is particularly fast, runs on all platforms and can represent fixed point
precision easily after taking care of the fixed point operations such as rounding, truncation,
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saturation, etc. One disadvantage of this methodology is that it is not very straight forward
to couple C simulations with RTL simulations and then obtain the complete benefits of
system level modeling,.

TestBench TestBench
Floating Point Floating Point

DUT DUT

Fixed Point

Floating Point
“Golden”

Fig. 1. System Level Modeling approach. Testbench should ideally be reused while verifying
the Device Under Test (DUT) at different level of hierarchy. E.g. Behavioral, RTL, gate level
netlist and parasitic extracted netlist.

More recently, SLD has been done using C++, since the level of abstraction can be taken one
level further and the interfaces and testbenches can be encapsulated and reused. SystemC is
a set of libraries that extend C++ to brings capabilities such as fixed point types, transaction
level modeling (TLM), parallel event driven simulation compatibility, and testbench
reutilization among several other features. Recently SystemC have been used to create
complex reusable testbenches that interface directly with RTL code and can be executed
using most of the high performance RTL event driven simulators.

A relatively new player in the SLD is System Verilog which in addition to have unique
properties to perform verification and design tasks, it can also be used for system level
design due to its enhancements comparable with SystemC features. The current belief is that
System Verilog can be the “one size fits all” language due to its system and blocks level
modeling, system and block level verification, synthesis constructs, and simulation
capabilities. One company working in this space is Bluespec that provides high level system
modeling, architecture exploration, verification and synthesis using a System Verilog
(Bluespec, 2011).

So far, we have talked about languages that are capable of performing SLD, but the
drawback of these languages is that they rely on the user knowing the architectural
constraints of the design. There is also another very popular complete set of SLD languages
that also allow to perform system level modeling at the same time that its users are closer to
the algorithm development rather than the language options we just mentioned above. The
primary SLD system language for modeling is Mathwork’s Matlab and it’s time-driven
block-based tool Simulink. There are also other tools that also used for system level
modeling such as Agilent’s SystemVue (Agilent, 2011) and Synopsys” SPW (Synopsys,
2011a) to cite a few used previously by the author.

The author has been exposed to more SLD projects done in Matlab, and in some cases the
complete running specification has been kept in Matlab m-code, even the fixed point
implementation and test vector generation. Other projects, had Matlab as the main
algorithm verification driver, followed by a C model implementation and then by an RTL
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implementation. Each tool/language translation can potentially introduce errors in the
system level design and verification stages. In an ideal world, we should only deal with one
system level language, one system level testbench and multiple implementations at different
levels of abstraction. By having different models at different levels of abstraction we can
have a different model to resolve efficiently different problems such as interconnection,
timing, programming, functional verification, synthesizability, and feasibility of
implementation.

2.2 Algorithmic focused system level design

The focus on this chapter will center around Matlab and especially on Simulink. The two
major FPGA providers Xilinx (Xilinx, 2011b) and Altera (Altera, 2011a), make available
libraries that allow efficient block level modeling of wireless communications algorithms
and its automatic conversion to RTL. The code can be either downloaded to the FPGA for
standalone algorithm implementation or used with hardware in the loop (HIL) functionality
that allows a particular block of the system to be emulated using an FPGA device, this is
with the purpose of performing hardware acceleration.

Nowadays the common first step taken by researchers is to test their ideas in Matlab’s
m-code. Matlab as a system level platform allows a very fast and efficient algorithm
implementation of complete systems. Matlab does not include the conception of time; it is
more comparable to high level programming languages; has a vast set of libraries or
toolboxes in many disciplines; and it is not limited to math or engineering. Matlab has
become an indispensable tool in modern electronic design and engineering in general.

If the designer would like to model the system including time as another design dimension,
Simulink could be used to design complete dynamic systems that are time aware and also
include a large number of libraries or toolboxes for a large number of disciplines.

2.3 System architecture

When evaluating an algorithm, the designer is mostly concerned on modeling a system. One
of the problems is that the final implementation cannot be readily extracted from this system
level modeling easily. There are different levels of system models, some models can be bit
accurate and/or cycle accurate.

In a bit accurate model, the system traditionally has been modeled using floating point
precision, and then the algorithm has been converted into fixed point precision for efficient
implementation. At this stage the main concern is that the signal to quantization noise ratio
(SQONR) will dictate the losses due by the effects of for example: quantization, rounding and
saturation. This transformation stage can be performed in Matlab/Simulink, SystemC and
C/C++. A bit accurate model will have a very close representation of the final
implementation in terms of hardware cost and performance. One problem here is that the
internal precision of the operation is difficult to model until the final architecture has been
decided.

In a cycle accurate model, the systems are architected such that the generated hardware
corresponds one to one to the behavioral model in terms of time execution. The advantage is
that a true bit accurate and cycle accurate simulation can be obtained, but at much higher
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simulation speed to their RTL or gate level simulations. In the author’s experience, this
model has not been used much in the past, since it is tied up with a fixed architecture so the
conversion to RTL is straightforward with no ambiguities.

After the fixed point precision has been proposed, it is traditionally coded either in a high
level language or in a hardware description language. Of course at this stage the model can
continue to be modeled in Simulink. Typically and architectural description is being
pursued at this level and the model should closely represent the hardware to be
implemented.

What is interesting is that at this stage, there are at least from two or more “system models.”
One very common error is to not update the higher level with architectural changes once
high level modeling stage has “finished”, this could lead to inaccuracies on the
implementation since it is no longer compared with the “golden” model anymore. As we
mentioned, the models can get out of synchronization due to lack of communication
between the system’s team and the implementation’s team. It is of extreme importance
throughout the life of the project to have all models updated to reflect the latest changes in
both SLD and RTL since each one represents a running specification of the system at
different levels of hierarchy.

2.4 System testbench

A testbench is created at the behavioral level, what this means is that the testbench is not to
be synthesized, that is why the testbench can include language constructs that represent
stimulus and analysis rather than processing and are not directly synthesizable. The
testbench is designed to test a “black box” or commonly known as the Device Under Test
(DUT), generate inputs, measure responses and compare with known “golden” vectors. One
very useful feature in Verilog HDL is to be able from the testbench to descend into the
design hierarchy and probe on internal signals that are not available at the interface level.
VHDL 2008 includes hierarchical names for verification as well.

A rule of thumb says that when a design is “finished”, it is just 30% complete and the
validation and verification (V&V) stages will start to cover the remaining 70% effort to have
a verified finished design. There are different methodologies to accomplish this and
unfortunately Verilog HDL and VHDL have not been robust enough to allow complete and
efficient design verification. Due to the later, several proprietary verification languages
evolved and recently several methodologies such as Open Verification Methodology
(OVM)(Cadence, 2011), Verification Methodology Manual (VMM)(Accellera, 2011) and
Universal Verification Methodology (UVM)(Synopsys, 2011c) have been developed to fill
the gap between HDL and proprietary verification languages including a common
framework for verification. The common denominator in all these methodologies is the use
of System Verilog as the driver of all three. System Verilog is evolving as the verification
and design solution language since it contains the best of design, synthesis, simulation and
verification features, the versatility of the HDLs, and it is designed for system level
verification.

Talking about levels of design abstraction, another very common approach is to use the
popular C and C++ languages to describe algorithms to be implemented in hardware. We
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have found that several Electronic System Level (ESL) design tools generate SystemC
testbenches that could be used as standalone applications as well as integrated into event
driven simulators that are the core when designing hardware implementations. Some
examples are Pico Extreme from Synfora (acquired by Synopsys and now is SynphonyC
compiler)(Synopsys, 2011b) and CatapultC from Mentor Graphics (CatapultC is more like
C++rather than SystemC) (MentorGraphics, 2011).

We have talked about Matlab/Simulink being used at the system level design phase. In
order to take full advantage of a common testbench, a hardware design could rely entirely
on this platform for rapid prototyping by accomplishing transformations at the level of
modeling hierarchy.

Once a design is transformed for example from Matlab m-code to Simulink, or perhaps the
design was started in Simulink directly, there are a series of custom libraries that allow the
designer to transform their design directly into hardware and keep the original Simulink
testbench to feed the hardware design. The design could be verified by generating HDL RTL
and by running event driven simulations side by side the Simulink engine and compare
with the original Simulink model to verify that the RTL code generated matches the desired
abstracted model. Not only a standalone simulation is conceivable, it is possible to
download the application directly into an FPGA and generate excitation signals and receive
the data back in Simulink. This allows to verify hardware performance at full speed or to
accelerate algorithm execution that will take a long time on an event driven simulator. There
are several products with similar capabilities such as National Instrument’s LabView (NI,
2011) that also allows the option to have “Hardware In the Loop” (HIL) as a way to
accelerate computing performance by implementing the algorithm directly in hardware.

The philosophy at this level is to try to reuse the testbench as much as possible to verify
correctness of the design at a very high level of abstraction and to code a single testbench
that could be used at the system level, while still being able to run the components at single
levels of abstraction, namely behavioral, RTL and gate level.

3. Fixed point number representation

This section will cover the different formats used to represent a number using fixed point
precision. In addition, the effects of truncation, rounding, and saturation will be covered.
SystemC provides a standard set of fixed point types that have been also adopted and
adapted by electronic system level (ESL) tools. We will talk about SystemC’s fixed number
representation. We will talk also about traditional RTL fixed point implementations and the
required hardware, complexity and performance.

3.1 SystemC fixed point data types

SystemC includes the sc_fixed and sc_ufixed data types to represent fixed point signed and
unsigned numbers the syntax to include these in a SystemC program is the following;:

sc_fixed<wl, iwl, q_mode, o_mode, n_bits>
sc_ufixed<wl, iwl, q_mode, o_mode, n_bits>

where
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wl: total word_length

iwl: integer word length
q_mode: quantization mode
o_mode: overflow mode
n_bits: number of saturated bits

Quantization modes: SC_RND, SC_RND_ZERO, SC_RND_INF, SC_RND_MIN_INF,
SC_RND_CONYV, SC_TRN, SC_TRN_ZERO

Overflow modes: SC_SAT, SC_SAT ZERO, SC_SAT SYM, SC_WRAP, SC_WRAP_SM

For example if we would like to declare a signed integer variable with 16 total bits of which
8 bits are integer, we declare:

sc_fixed<16,8> number;

As can be observed in Figure 2, the 16 bit number will contain 8 integer bits and 8
fractional bits. The maximum number that can be represented is 27 — 278 ~ 128 and the
minimum number will be —27 = -128 with a 278 ~ 3.9x10-3 resolution. By default, the
number will have a quantization mode of q_mode = SC_TRN which means that the number
precision will be truncated after each mathematical operation or assignment, and the
number will have an overflow mode o_mode=SC_WRAP which means that the number
will wrap from approximately 128 to -128. The different modes allow for flexibility in the
rounding and saturation operations that are useful to limit the number of bits enhance the
SQNR and also to allow infrequent numbers to be saturated and save on the total number
of bits. Of course, the price is additional hardware and probably timing to perform these
operations.

15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0

| | | | | | | | F F F F F F F F

2720 2> 2% 27 22 20 2" 271 22270 22 027 27
Fig. 2. sc_fixed<16,8> representation of a fixed point number.

There are too many ways to describe fixed point notations and representations, but we think
that this represents a commonly used format in most of ESL tools that we have explored.

4. Floating to fixed point design considerations

A practical implementation of a wireless communication algorithm involves the conversion
of a floating point representation into a fixed point representation. This process is related to
the optimum number of bits to be used to represent the different quantities through the
algorithm. This process is performed to save complexity, area, power, and timing closure. A
fixed point implementation is the most efficient solution since it is customized to avoid
waste of resources. The tradeoffs against a floating point implementation are noise,
non-linearities and other effects introduced by the processes of: quantization, truncation,
rounding, saturation and wrapping among the most important.
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Both the floating point and the fixed point solutions have to be compared against each other
and one of the most common measure of fixed point performance is the signal to
quantization noise ratio (SQNR) (Rappaport, 2001).

Several tools are available to allow the evaluation of a fixed point implementation against a
floating point implementation. One of the most important factors is the dynamic range of
the signal in question. Floating point adapts to the signal dynamic range, but when the
conversion is to be done, a good set of statistics has to be obtained in order to get the most
out of the fixed point implementation. The probability density function of the signal will
give insight on the range of values that occur as well as their frequencies of occurrence. It
may be acceptable to saturate a signal if overshoots are infrequent. We need to carefully
evaluate the penalty imposed by this saturation operation and the ripple effects that it could
have. This process allows to use just the necessary number of bits to handle the signal most
of the time, thus saving in terms of area, power and timing. In section 5.3, we talk about
some of the little steps that have to be taken throughout the design in order to save in power
consumption. As mentioned, power consumption savings start at the system level
architecture throughout the ASIC and FPGA methodologies.

Sometimes the processed signal could be normalized in order to have a unique universal
hardware to handle the algorithm. It is very important to take into consideration the
places where the arithmetic operations involve a growth in the number of bits assigned at
each operation. For example, for every addition of two operands, a growth of one bit has
to be appended to account for the overflow of adding both signals. If four signals are
added, only a growth of two bits is expected. On the other hand a multiplication creates
larger precisions since the number of bits in the multiplication result is the addition of the
number of bits of the operands and also it has to be taken into account if the numbers are
signed or unsigned.

The fixed point resolution at every stage needs to be adapted and maintained by the
operations themselves and specific processing needs to be done to generate a common
format. These operations are the truncation, rounding, saturation and wrapping covered
briefly for SystemC data type in section 3.

A nice framework of the use of fixed point data types that could be incorporated into
C/C++ algorithm simulations are the SystemC fixed point types available in the IEEE
1666™-2005: Open SystemC Language Reference Manual (SystemC, 2011). There are some
other alternatives to fixed point data types such as the Algorithmic C Datatypes (Mentor-
Graphics, 2011) that claim to simulate much faster than the original SystemC types and used
in the ESL tool CatapultC. The ESL tool Pico Extreme uses the SystemC fixed point data
types as the input to the high level synthesis process.

Matlab/Simulink also has a very nice framework to explore floating to fixed point
conversion. When hardware will be generated directly from Simulink, it is very natural to
alternate between floating point and fixed point for system level design. Designs that are
targeted for Xilinx or Altera FPGAs could naturally use this flow and reuse the floating
point testbench to generate the excitation signals that could be used within the
Matlab/Simulink environment in for example Hardware in the Loop (HIL) configuration or
fed externally to the FPGA using an arbitrary waveform pattern generator.



Hardware Implementation of Wireless Communications Algorithms: A Practical Approach 133

Another very useful tool for creating executable specifications in C++ is to use IT++ (IT++,
2011) libraries available for simulation of communication systems.

Each EDA vendor has a different set of tools that allow designers to make the
implementation of floating point to fixed point as seamless as possible. This conversion
process is a required step that cannot be avoided and traditionally it has been done
manually and by matching the results of the Golden model against HDL RTL simulation.
Sometimes this comparison is bit accurate, but in some cases the comparison is just done at
the SQNR level due to the difficulty to model all the internal operations and stages of a
particular hardware implementation.

5. Register transfer level design

Once a system has been verified for performance and has been converted from a floating to
a fixed point representation, the specifications are passed to the register transfer level (RTL)
design engineer to come up with an architecture that will achieve the desired performance,
while consuming minimum power at the right frequency of operation, using minimum area,
sharing resources efficiently, reusing as much components as possible, and coming with an
optimum tradeoff between hardware and software implementations. We can see that this is
not usually an easy task to perform, even for experienced designers.

5.1 Architecture

In this section we will give an overview of the importance of the architecture in RTL design.
Examples of different architectures for complex multipliers, finite impulse response (FIR)
filters, fast Fourier transforms (FFT) and Turbo Codes will be given comparing their
complexity, throughput, maximum frequency of operation and power consumption.

When an efficient architecture is sought, each gate, each register, each adder and each
multiplier counts. Sometime it is a good approximation at the system level to count the
number of arithmetic operations to get an initial estimate of the silicon area that will be used
for the algorithm. While this is a crude approximation it is a very good start point to allocate
resources on the System on a Chip (SoC). Many companies have spreadsheets that contain
average values for different operations in a particular technology; based on hundredths of
designs. The architecture task is to find the optimum implementation of a particular
algorithm while accomplishing all the above referred design parameters.

When an algorithm is implemented, what will be the final underlying technology for
implementation? ASIC or FPGA; or will it be driven by software and just primitive building
blocks will be used as coprocessors or hardware accelerators. Whenever a product needs to
be designed on an application area that continues to grow and generate new algorithms and
implementation such as video processing, sometime an analytics engine must be architected
that will provide co-processing or hardware acceleration by implementing the most
common image processing algorithms. This idea could be applied to any communications
system or signal processing system where a solution could include a common set of
hardware accelerators or coprocessors that realize functions that are basic and will not easily
change. One very good example is the TMS320TCI6482 Fixed-Point Digital Signal Processor
(Texas-Instruments, 2011) that is used for third generation mobile wireless infrastructure
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applications and contains three important coprocessors: Rake Search Accelerator, Enhanced
Viterbi Decoder Coprocessor and Enhanced Turbo Decoder Coprocessor.

So the question is: When implementing a particular algorithm, how can we architect it such
that it is efficient in all senses (are, power, timing) as well as versatile? The answer depends
on the application. That is why hardware/software partitioning is a very important stage
that has to be developed very carefully by thinking ahead of possible application scenarios.
In some cases there is no option, and the algorithm has to be implemented in hardware,
otherwise the throughput and performance requirements may not be met. Let’s explore
briefly some practical examples of blocks used in wireless communication systems and just
brainstorm on which architectures may be suitable.

Finite Impulse Response Filters

An FIR filter implementation can be thought as a trivial task, since it involves the addition of
the weighted version of a series of delayed versions of an input signal. While it seems very
simple, we have several tradeoffs when selecting the optimum architecture for
implementation. For an FIR filter implementation we have for example the following
textbook structures: Transversal, linear phase, fast convolution, frequency sample, and
cascade (Ifeachor, 1993). When implementing on for example on FPGAs, then we found for
example the following forms: Standard, transpose, systolic, systolic with pipelined
multipliers(Ascent, 2010).

Most of the FPGA architectures are enhanced to make more efficient the implementation of
particular DSP algorithms and the architecture selection may fit into the most efficient
configuration for a particular FPGA vendor or family. If we are targeting ASIC, then the
architecture will be different depending on the library provided by the technology vendor.
When implementing an FIR or any other type of filter or signal processing algorithm, we
need to evaluate the underlying implementation technology for tuning the structure for
efficient and optimum operation.

Turbo Codes

One interesting example is on Turbo Codes, while the pseudo-random interleaver is
supposed to be “random”, there has been a pattern defined on how the data could be
efficiently accessed. Some interleavers are contention free, while some others have
contentions depending on the standard. For example, one of the major differences on the
third generation wireless standards namely 3GPP(W-CDMA) and 3GPP-2 (CDMA2000) is
on the type of interleaver generator used, this means that to a certain degree it would be
possible to design a Turbo Coder/Decoder that could easily implement both standards.

The purpose of an efficient implementation of an interleaver hardware is to have different
processing units accessing different memory banks in parallel, some examples on the search
for common hardware that could potentially be used for different standards are shown in
(Yang, Yuming, Goel, & Cavallaro, 2008), (Borrayo-Sandoval, Parra-Michel, Gonzalez-Perez,
Printzen, & Feregrino-Uribe, 2009) and (Abdel-Hamid, Fahmy, Khairy, & Shalash, 2011).
The architecture is a function of the standard and sometimes it is very difficult to find a “one
architecture fits all” type of solution and in some case to make the interleaver compatible
with multiple standards, on-the-fly generation is the best approach, but there can be
irregularities or bubbles inserted into the overall computation. This is one of the challenges
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in mobile wireless that sometimes is easier to implement complete different subsystems
performing efficiently one particular standard, rather than having an architecture that could
perform all. This is the case in mobile cellular second generation GSM (Global System for
Mobile Communications, originally Groupe Spécial Mobile) and third generation cellular
W-CDMA (wideband code division multiple access) that minimum reusability could be
achieved and to a certain extent there are two complete wireless modems implemented for
each standard.

Fast Fourier Transform

Many of the modern wireless communications algorithms migrated from the CDMA to
the Orthogonal Frequency Division Multiple Access (OFDMA) technologies. One of the
main reasons to transfer to a completely new technology might have been that the current
state of the art on integrated circuit design allowed the efficient implementation of
algorithm architectures that were not previously convenient to implement in hardware.
This is the case of the Fast Fourier Transform (FFT) which is the core of Orthogonal
Frequency Division multiplexing (OFDM) and its derivatives such as OFDMA (Yin &
Alamouti, 2006).

OFDM and FFT techniques are not new, as a matter of fact they have been around longer
that many of the current wireless technologies. What it is new, is the feasibility of the
algorithms to be implemented on silicon. An efficient architecture implementation for a
pipelined FFT (Shousheng & Torkelson, 1998) has been used as a benchmark for hardware
implementation of the FFT algorithms, this technique allows all hardware units to be used at
all times once the pipeline is full and is very convenient for FPGA or ASIC implementation.

We will just briefly talk about this on section 10, since it is one example that comes with the
FPGA libraries and the purpose of this chapter is not to develop a new FFT form, but rather
to see how it can be implemented.

5.2 Maximum operating frequency

While it could be easy to convert an algorithm from floating point to fixed point and to
identify architectures for its implementation, the final underlying technology should be
taken into account to determine the maximum operating frequency and in some cases the
required level of parallelism and/or pipelining. It can be true that an algorithm designed
for FPGA will run without major modifications on ASIC, but the reverse is not always
true. FPGAs are used widely to perform ASIC emulation, but it does not make much
sense to have two different versions of the algorithm running on either technology, since
this could invalidate the overall algorithm validation. Sometimes the same code could be
run, but in slow motion on FPGAs if real time constraints are not required. If real time is a
factor, only some of the low throughput modes could be run on the FPGA platform and
simulated for ASIC.

5.3 Power consumption

Power consumption in mobile devices is a crucial part of the algorithm selection and it is
tightly coupled to architecture’s implementation, frequency of operation, underlying
technology, voltage supply, and gate level node toggle rates to give some examples. In this
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section we will cover some of the important features to be considered when designing
power optimized algorithms implementations.

When designing digital systems we all know that a magic button exists that reduces power
consumption to the minimum. Unfortunately this is not the case, the magic button does not
exist and power savings start at the system level design, the architecture selection, the RTL
implementation, the operating frequency, the integrated circuit technology chosen, the gate
clocking methodology, use of multi-Vg and multi-Vy, technologies, and leakage among
some of the most important factors. In reality power savings are being done in small steps
starting from efficiency at the system and RTL level design. One power saving criteria is: if
you do not have to toggle a signal, don’t do it! Power consumption is a function of the
frequency of operation, the load capacitance and the power supply voltage. On average, the
gate level nodes switch at around 10% to 12%, while an RTL level simulation could have
toggles close to 50% meaning that all units are being used all the time and there is no waste
in terms of hardware resources.

When deciding the fixed point representation, every bit in the precision counts towards the
total power consumption, the number of gate levels between registers the load capacitance
of each node. If we decide to include saturation and/or rounding, there are additional gates
required to perform these operations. The cost of additional hardware can be worth the
gates if the bit precision is reduced from a system with a wide dynamic range that takes into
account no overflow for signals that can have very large excursions but are very infrequent.
So what could be the best tradeoff between complexity, fixed point precision, internal
normalizations, and processing? There is not a single solution to the problem, the best will
be to statistically characterize the signals being handled to find out their probability
distributions and then based on these determine the dynamic range to be used and if
saturation/wrapping and truncation/rounding could be used and within these which
methods to apply as mentioned in section 3.

Power consumption depends on the circuit layout as well, while old technologies used to be
characterized in terms of gate delays, input capacitance and output load driving
capacitance, the end game has changed and modern technologies have to take into account
the effects of interconnection delays due to distributed resistance, inductance and
capacitance. The solution to the power consumption estimate is not final until the circuit has
been placed and routed and transistors are sized. If an FPGA implementation is sought, a
similar approach is taken but control is coarser due to the huge number of paths that the
signals have to flow in order to be routed among all resources.

Another important factor are the power supply Vg and the threshold voltage Vi, of the
transistors. These two factors control the voltage excursion of the signals and most
important the operation region of the transistor. Most of the digital logic design rules
assume that the transistors are operating in saturation, power is consumed while
transitioning through the active region and this is the region where you want to get out as
fast as possible. A transistor operating under saturation regime has a quadratic
transconductance relation of the current I and the input gate voltage V,. When a transistor is
not in saturation, it could be in linear region or even in sub-threshold. A transistor in the
latter does not have a quadratic, but an exponential transconductance relation. While this is
the most power efficient operating regime, it is also the slowest. Many circuits that need
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very low power consumption can work in sub-threshold, but there is a huge variability and
precision constraints. Most of these designs involve linear analog mode operations.

So what is the secret formula to design power efficient devices? The answer is discipline!
Try to save as much as possible at each level in the design hierarchy. If it is in software, set
the processor to sleep if there is nothing important to do. If it is hardware, do not toggle
nodes that do not require to be toggled, gate the clocks so you can lower power
consumption in blocks not used, reduce powers supply Vi to the minimum allowed for
efficient operation of the algorithm and design using just the right number of bits. More
techniques for low-power CMOS design have been published and good overviews are given
in (Chandrakasan & Brodersen, 1998) and (Sanchez-Sinencio & Andreou, 1999).

6. Electronic System Level Design

Electronic System Level Design (ESL) design has come from a promising technology to a
reality. Companies such as Cadence, Mentor Graphics and Synopsys have their own ESL
tools and have integrated these into their System on a Chip (SoC) design flows. In this
section we will address some of the most important features of ESL which are architecture
exploration, power consumption estimation, throughput, clock cycle budgets allocated, and
the overall integrated verification framework from untimed C/C++ golden model, all the
way to gate level synthesis.

One of the advantages of ESL tools is that the same testbench used to design a block could
be reused at all levels of abstraction thus minimizing the probability of introducing errors at
different levels of the implementation. While RTL design requires thinking very carefully on
a target architecture, ESL allows exploring different architectures and taking tradeoffs using
a high level description of the algorithm, and avoids the designer to go to the RTL level to
verify block’s performance. We will go through examples of an OFDM FFT implementation
as well as MIMO signal processing. ESL niche applications are hardware accelerators that
traditionally are hooked to a microcontroller platform such as an ARM processor and
handle data processing intensive operations. This is a common practice in SoC design,
several intellectual property (IP) vendors concentrate their products in offering very high
performance blocks that interface with a common bus architecture such as AMBA.

7. FPGA implementation

For FPGA implementations we could always resort to the traditional RTL implementation of
the algorithm. For this section we will resort to Mathwork’s Matlab/Simulink
implementations of particular algorithms by the automatic generation of RTL code to be
either downloaded to the FPGA and to be tested standalone or to the Matlab/Simulink
testbench that could be used to drive the simulation and the actual RTL code will be
executed in the FPGA. The latter is referred as hardware in the loop (HIL).

We will give examples of: converting a chaotic modulator/demodulator from Matlab code
to a Simulink model; to a Simulink model using Altera DSP builder blocks; and
demonstrating the algorithm working on a development board after digital to analog and
analog to digital conversions.
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In FPGAs the pool of resources is fixed. Depending on the particular algorithm, it could be
better placed in one of the different families of FPGAs available by different vendors.
Datapath architectures can be very efficiently instantiated on FPGAs since most of building
blocks included in these devices are designed for very high performance digital signal
processing algorithms. We will talk about the tradeoffs when FPGA utilization is low and
high and the effort to place and route (P&R) as well as timing closure.

8. ASIC implementation

Most of the wireless communication algorithms would have two versions: one for wireless
infrastructure that needs high performance and power is important but not critical since it is
always connected to an external power source, and another for mobile wireless devices in
which performance is a requirement but power has to be optimized in order to make the
device usable, power efficient and competitive. In this section we will explore these two
types of implementation in applications specific integrated circuits (ASIC). We will give an
example of a turbo code interleaver/de-interleaver that had been implemented and verified
using simulation and an FPGA platform and the changes required to take it to an ASIC
implementation.

9. Hardware acceleration

Sometimes it is not possible to evaluate an algorithm using regular simulation techniques
due to the computing power that is required to perform these tasks. SoC designs are a good
examples of these constraints, not all block could be implemented and verified at the gate
level in simulation due to the fact that it will take from hours to weeks to perform these
simulations. For these cases it is common to use FPGAs as hardware accelerators or ASIC
emulators. ESL tools are very efficient in generating these type of blocks that can be either
instantiated for FPGA or ASIC and the only real difference is on the characterized libraries
used as well as the system clock frequency.

The basic requirements while designing custom datapath components is to create hardware
accelerators that could work as standalone blocks. Normally these components will become
part of a large SoC. Many of the current embedded products recently designed are
composed of a microcontroller such as an ARM core, a standard bus such as AMBA, and a
series of Intellectual Property (IP) blocks that realize specific functions that require high
performance and low-power. This is mostly true on cellular mobile devices, while for base
stations a dedicated Digital Signal Processor (DSP) could be used since throughput is a more
important constraint than power consumption. It is worth mention that these designs could
be done in the same technology geometry, but with different characteristics: base station
would most likely use a high performance, higher threshold voltage and large leakage
process while the mobile device will be constrained to medium performance, very low
leakage process and low and probably variable threshold voltages.

Some examples of systems that are designed as hardware accelerators in cellular
technologies are:

e Equalizers
e  Viterbi, Turbo and LDPC decoders
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OFDM Modems

Rake receivers

Correlators

Synchronizers

Channel estimators

Matched filters

Rate matching filters
Encryption/decryption
Modulator/demodulator

Antenna diversity and MIMO processing

The question is which functions will run on software and which functions will run on
hardware. This lies in the gray area of hardware/software partitioning. There are different
specifications that need to be considered before taking an educated decision. In theory,
anything that could be done in hardware could be done in software and vice versa (of
course having an infinitely fast processor with a humongous bus bandwidth and a large
number of 1/Os). We must carefully evaluate the hardware components to be implemented
since no field upgradeability will be possible once an ASIC has been manufactured; we need
to find the equilibrium where a firmware patch could potentially get rid of any anomaly not
detected at verification and validation time.

In particular, the author worked for many years in teams concentrated on hardware
accelerators, but all these components were part of a SoC where traditionally an ARM
processor was used with a standard interconnect such as AMBA(ARM, 2011) or OCP (OCP,
2011) and the hardware accelerators were mapped as peripherals in the processor memory
space. The ASIC design was first simulated, then emulated on a large FPGA platform at a
constrained speed and then the ASIC could finally be developed.

In academia we are more involved with FPGA designs and in particular the platforms being
used for teaching include the possibility of a soft core processor. For the author’s particular
case the platform is Altera and the soft core processor is the Nios II. It is interesting to find
that a C to RTL application program exists that allows functions implemented in software
could be converted into hardware accelerators. The application is C2H (Altera, 2011b) and
even that the author has not been able to test it, it looks promising since it allows the
exploration of different hardware/software partitions that could impact the total silicon
area, performance, power and cost of a particular application (Frazer, 2088). In the case of
FPGA design it could lead to be able to reduce costs or performance by moving back and
forth different FPGA migration devices that are pin compatible, but vary in the number of
logic elements available, the number of I/O pins available and cost. An equivalent tool exist
from Xilinx called Auto-ESL (Xilinx, 2011a) that generates code from C/C++/SystemC.

10. Hardware implementation examples
10.1 MOC digital communications system implementation

In this design example, we will walk through the steps required to implement a mutually
orthogonal chaotic (MOC) digital communications system (Glenn, 2009) algorithm
architected in Simulink to run on FPGA hardware and the constraints imposed by these
steps that were not considered in the original design, that affect the systems performance.



140 Wireless Communications and Networks — Recent Advances

The MOC algorithm was coded first in m-code and later converted into a Simulink model.
This is shown in Figure 3. The model allows following what the algorithm does without
going deep into the details and the model is time dependent. The data rates at the input and
output of each block are not shown and this is one of the most important features to
consider in a datapath Simulink model.

After looking at the architecture presented for implementation, each of the blocks was
substituted by the equivalent Altera DSP Builder available blocks. Some of the blocks have a
direct equivalent while some others have to be converted into an equivalent hardware
component. This is shown in Figure 4.

Since this block is originally excited by a binary signal, some digital components were used to
group the bitstream into a fixed number of bits that will be used to select the modulation
waveform. The original Simulink model does not have time restrictions and could potentially
generate a waveform with a very large precision, but for practical reasons the implementation
is restricted to a particular clock frequency and thus the number of samples to choose for the
modulation waveform has an impact on the algorithm performance. A study of the optimum
number of samples and the optimum number of bits to represent each modulation waveform
had to be done. Each modulated waveforms also could change in sign and or magnitude, for
Simulink the operation is just a simple multiplication, but for a hardware implementation it is
more efficient to allocate ROM tables and access the correct magnitude and phase. This is
similar to storing one quarter of the phase of a sine wave and generates sine and cosine
waveforms out of this reduced table. The difference is that the basis functions for this
algorithm are chaotic waveforms, then it is difficult to exploit any symmetry property.

In Simulink it is very convenient to add very high level functions such as the modulators
and demodulators observed in Figure 3b and Figure 3c, while this may not be required for a
baseband algorithm like the one that are implemented on FPGAs. For implementation and
testing we decided to work just at the baseband level.

After the model was converted, we compared the values generated by the Simulink blocks
simulation against the one generated by using the Altera DSP Builder blocks. The signals
were matched and SONR was computed to validate the approach as well as rate matching
was performed to match the samples. The bit sequence and the modulated waveforms are
shown in Figure 4d.

The next step is to generate HDL RTL out of the Altera DSP Builder blocks. This is shown in
Figure 5a where RTL code is generated, a Simulink simulation is run, followed by a
Modelsim RTL simulation and both simulations are compared and the differences are noted.
The generated HDL RTL now can be synthesized and programmed into the FPGA for
further development. Since for this particular system the excitation is being generated in the
test bench by using a Bernoulli random number generator, we decided to use a pseudo
random noise (PRN) sequence generator to embed into the FPGA for standalone testing.

The results for the transmitter are shown in Figure 6, where a) is the Altera Cyclone II FPGA
testing board with two 14-bit resolution and data rate up to 65 MSPS analog to digital
converters and two 14-bit resolution and data rate up to 125 MSPS digital to analog
converters. This configuration is suited for testing communication transceiver applications,
digital signal processing algorithms and as a platform for various modulation techniques
such as the presented in this implementation example.
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Figure 6b shows the modulation operation when an all zero pattern is generated. Figure 6¢
shows the PRN sequence excitation modulation waveforms and Figure 6d shows a screen
capture of the MOC modulated waveforms.
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Fig. 3. MOC algorithm architecture implemented as Simulink models.
a) Complete MOC communications system block diagram including channel modeling.
b) MOC transmitter block diagram. ¢) MOC receiver block diagram.
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Fig. 4. MOC algorithm transformed to use Altera DSP Builder blocks to automatically
generate HDL for FPGA implementation. a) Testbench and interface signals to FPGA.
b) Transmitter sub-system. c) Receiver subsystem. d) Simulink simulation waveform.



Hardware Implementation of Wireless Communications Algorithms: A Practical Approach 143
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Fig. 5. In addition to a system level simulation within Simulink, it can also control an RTL
simulation of the generated HDL code and compare against the system level simulation.

a) Test bench generator for RTL simulation. b) RTL HDL simulation of the code generated
by DSP Builder. c) Signal compiler for synthesis, place and route, and FPGA programming,.
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Fig. 6. MOC hardware implementation on an Altera Cyclone II FPGA.

a) Altera DE-2 with daughtercard dual AD channels with 14-bit resolution and data rate up
to 65 MSPS and dual DA channels with 14-bit resolution and data rate up to 125 MSPS.

b) MOC modulation output when the input is a stream of constant zeros.

¢) MOC modulation output when the input is driven by a PRBN sequence generator.

d) MOC modulation output snapshot when the input is driven by a PRBN sequence
generator.

10.2 Improving the performance of DSP systems for MIMO processing

In the paper “Improving the performance of DSP systems for MIMO processing” (Horner,
Kwasinski, & Mondragon, 2011), we explored the efficient implementation of select Multiple
Input Multiple Output (MIMO) communications algorithms. Two implementation
approaches were considered: adding new instructions to the DSP instruction set and adding
a hardware accelerator to the DSP system. Of the two approaches, the second was
concluded to be best, as it resulted in notable processing speedups and a more efficient use
of the computational resources.
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While the research into MIMO algorithms have reached levels of development that show
important wireless systems performance improvements, the development of DSP systems to
implement them has limited the realization of these algorithms to the simplest and least
performing ones. This example addresses this technological gap by studying how to design
DSP systems to better handle the increased complexity arising from the particular
operations typical of MIMO processing algorithms.

Two hardware co-processors were designed, as shown in Figure 8 one for a Householder
decomposition algorithm and one for a Greville pseudo inverse algorithm. These hardware
co-processors resulted in a simulated speedup of 2.7 for the Greville algorithm and between
4 and 4.7 for the Householder algorithm.

For the design of the hardware accelerator, Synfora’s Pico Extreme (acquired recently by
Synopsys) ESL tool was used. The author had previous experience with the tool and the
task performed for this work was limited to architecture exploration and to find which ASIC
implementation would result in the best compromise between throughput, area, power, and
easy of interfacing. The algorithms were written in floating point C code and then converted
to fixed point C code by evaluating the impact in performance due to the hardware
implementation.

Pico Extreme is a very versatile tool since it is structured as a series of logical steps from
running an untimed sequential ANSI C program, to single-to-multi-threaded
transformations; to hierarchical block-level resource sharing & scheduling; to automatic
retiming and pipelining; to performance and throughput analysis; to rapid exploration of
performance impacts of loop unrolling, scheduling, and other optimizations; and to RTL
verification among others. The flow methodology is shown in Figure 7.
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Fig. 7. PICO Extreme design flow.

While this seems to be a dream in which the system designer can implement his design by
exploring architectures and trade-offs, then pushing a button and get verified RTL as an
output, the reality is that the learning curve of these tools is quite steep and it is not as
straight forward as it looks. Even that a very thorough architecture exploration can be
performed, the designer still needs to think in terms of hardware when writing the C code to
have the same effect as writing in HDL RTL. The C code has to be written in terms of
functional units, pipeline stages, memory implementations, operator sharing and general
hardware efficiency.
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There are two basic methods to specify the design (Synfora, 2009). The number of clock
cycles between iteration starts is called II (Initiation Interval) and the number of clock cycles
to start all iterations is called MITI (Maximum Inter Task Interval). For this example, MITI
can be as small as N*II (where N is the number of loop iterations).

The user is able to provide a target maximum number of clock cycles taken per stage MITI
and the tool will select from the library of high-speed components the optimum to achieve
higher levels of parallelism at the same time of sharing resources and achieving
performance.

Greville
DSP PPA DSP

Householder QR
DSP PPA

Calc H™H
Scale

a) b)

Fig. 8. Processing pipeline for Greville and Householder decomposition methods.

To provide a tradeoff between complexity and speedup, different implementations with
different target MITIs were generated. It was noted that as timing constraints tightened,
hardware multipliers were switched from two-cycle to one-cycle and the number of
multipliers increased to be able to complete complex multiplications (requiring three
multiplies) in a single cycle.

MITI timing constraints were used to determine the lowest complexity implementation for
each algorithm. The constraints within these ranges of target clock cycles were then used to
produce a tradeoff between complexity and resulting speedup. Resulting ranges of targeted
number of clock cycles were 230 to 330 for the Householder implementation and 130 to 210
for the Greville implementation.

The resulting speedup was calculated as the ratio of cycles on the DSP-only implementation
to the cycles of the DSP-PPA implementation. The resulting silicon area was calculated
based on the estimated number of gates given by Pico Extreme and using a characterized
CMOS 65nm technology library with an estimate of 854,000 gates per mma2. This technology
was selected, given that is the one in which the DSP was manufactured and can provide an
estimate of the growth of the silicon area for the DSP to enable MIMO processing. A plot of
speedup vs. complexity for both clocks and both simulators is shown in Figure 9.

The resulting maximum speedups were close to 2.75 for the Greville algorithm and between
4 and 4.7 for the Householder QR decomposition algorithm. This speedup would result in a
large reduction (129 ps for the Greville implementation and 521 ps for the Householder
implementation) in the amount of time required to compute the channel equalization
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matrices for an entire OFDM channel in MIMO communication. There is an upper limit to
the speedup, however. Because the DSP is still required for some pre-processing operations,
there is an asymptotic limit on the actual speedup achieved. Once the PPA unit is able to
compute one stage of the processing pipeline in the same amount of time as the software
pre-process, there is little added benefit to faster clock or higher complexity. There is also
not a major advantage in the 1 GHz clock over the 500 MHz. While the slower clock would
require the more complex implementations to compute faster than the DSP software, the
savings on power consumption could outweigh the cost of higher complexity.
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Fig. 9. a) Speedup vs. Complexity for Householder implementation b) Speedup vs.
Complexity for Greville implementation.

10.3 OFDM - FFT example

In (Mondragon-Torres, Kommi, & Bhattacharya, 2011), the author proposes the
development of an OFDM educational platform that will make use of all the methodologies
and tools presented in this chapter with the objective of creating a single system that will
allow students to explore different levels of abstraction on hardware design as well as to
quantify the effects of the decisions taken on the fixed point precisions as well as all the
intermediate signal processing and conditioning through the datapath.

The heart of the OFDM modulation technique lies in the use of the Fast Fourier Transform
(FFT), which is a very structured algorithm to convert a time domain signal into the
frequency domain and by taking the inverse FFT (IFFT) can be transformed back into the
time domain. In Figure 10, a complete digital communication system that employs OFDM
modulation is shown (Cho, 2010).

The approach in OFDM systems is to have digital information encoded by traditional phase
modulation techniques such as Quadrature Amplitude Modulation (QAM). This
modulation technique maps a series of bits into QAM modulated symbols. The number of
symbols used for each OFDM frame is traditionally a power of two. Then the IFFT of a block
is performed on the frame to convert it back into a time domain representation that can be
further processed and sent through the transmitter chain and through the antenna. On the
receiver side the process is reversed after frame synchronization by taking the FFT of the
received block and obtaining an estimate of the QAM symbols which are mapped back into
a series of bits. This sounds pretty straightforward but there are many subtle details that
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could be investigated in terms of the effects of: quantization, distortion, channel noise,
multipath propagation, fading, Doppler shift, synchronization, etc.

A very simple implementation of a 256 point FFT is presented in this section as shown in
Figure 12. No architectural decisions were performed and a regular textbook
implementation is used just to demonstrate some of the capabilities of CatapultC. In Figure
11, technology parameters and some common definitions are shown as reference for the
reader. Based on the above definitions, we started to change the system parameters to get a
feel of their implications.

In Figure 13 it is shown how by unrolling and pipelining the input and output operations
we can drastically reduce the latency. What is the price for this? Answer: Memory
bandwidth. We can observe that the area has been maintained constant and this is due to the
fact that no memories have been considered in these solutions.

Pilot symbol and
virtual carrier

l

—» —»
Data Source/ st Mapper Serial to ™ " Parallel
5 Channel [—b{ 1 PP s parallel IFFT AddCP [—»]{ Pulse Shaper |—»! to serial DAC |—5{ RFTx
source interleaver (QAM / PSK)
coder (P/s) N o (P/S)
—» —»
Bit stream QAM/PSK modulated symbol OFDM signal 5
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Timing / Frequency
and |«
channel estimation
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sink deinterleaver Equalizer cp
decoder PSK demodulator) ) e /5)
|

l | 1 |

Bit stream QAM/PSK modulated symbol OFDM signal

Fig. 10. Digital communications system using OFDM modulation.

Figure 14 and 15 shows the complexity of the solution and we can observe that most of the
area is being used in multiplexers to route the signals. On the other hand, more memory will
be required for unrolling printing and pipelining reading. So far we have not touched a single
line of code and just by modifying the outer input and output loops we have been able to
reduce the latency by 2x at the cost of 2x memory. This is a simple illustration of using the
same code to tradeoff performance vs. complexity.
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Technology used: Generic CMOS ASIC 90 nm, 200MHz

Definitions

Loop unrolling: Loop unrolling can be used to compute multiple loop iterations in parallel.
Partial unrolling: Computes ‘n’ copies in parallel

Pipelining: Starts the next loop iteration before the current iteration of the data path contained in the loop has
completed

Initial Interval: indicated how often to start a new loop iteration
Latency: Latency refers to the time, in clock cycles, from the first input to the first output
Throughput: Throughput, not to be confused with IO throughput, refers to how often, in clock cycles, a function call

can complete.

Fig. 11. Technology used and some common definitions.

#include <iostream>

# include "FixedButterfl
# include "Iwiddle.h"
using namespace std;

W e

1 o

int Bsep, p, Bwidth:
int topval, Botval;
floatl pi: 14

9 floatl Theta, wnr, wni;
10 floatl Tempr, Tempi:
11 floatl =xr[N], xi[N]:

12

#pragma hls_design top
vold FixedButterfly ( ac_channel<floatl> &data inR, ac_channel<floatl> &data_ inI,
ac_channel<floatl> &data outR, ac_channel<floatl> &data_outI)

1s  HH{
17 //Reading data from the channels bit by bit
reading: for(int i=0;i<N:i++)
= {
data_inR.read(xr[i]):
21 data_inT.read(xi[i]):
22 r }
=3 Stage: for{int s=1;s<=m;s++)
24 [ {
Baep=Baepl[s]:
r=pll=l;
Bwidth=Bwidthl[s] :
coefficients: for(int j=0;j<=Bwidth-1;j++)
= {
wnr=twiddle_real[=][j];
wni=twiddle img[s][j]:
finalvalues: for(int topval=j;topval<N;topval=topval+Bsep)
= {
Botval=topval+Bwidth;
Tempr=xr [Botval] * wnr - xi[Botval] * wni;
Tempi=xi[Botval] * wnr + xXr[Botval] * wni;
xr[Botval]=xr[topval] -Tempr;
®i[Botval]=xi[topval]-Tempi;
Xr[topval]=xXr[topval]l+Tempr
xi[topval]=xi[topval]+Tempi,
B 1
i }
B 1
printing: for(int i=0;i<N;it++)
(=] {
data_outR.write(xr[i]):
data_outl.write(xi[i]):
i }
1

Fig. 12. Program to compute 256 point FFT.
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The FFT algorithm itself has not been optimized due to the data dependency among inner
and outer loops. Additional pipe stages will need to be implemented in order to break the
loop dependency implicit in the direct implementation of the FFT. This probes the point that
there the designer has to guide the tool by writing the C code in such a way that the
hardware can be inferred.

Another simple tradeoff was executed by increasing the frequency of operation from
100 MHz to 500 MHz as shown in Figure 16. We can observe that the area remained almost
constant, while the latency cycles increased by 3% with respect to the 200 MHz
implementation baseline, the latency cycles increased by 19%. We can interpret these
numbers as the logic required to implement the FFT had a larger critical path, but since the
clock was increased 2.5x, the latency time was reduced by 2.0x demonstrating that there is
not a linear relationship between the parameters and depends on the implementation given
by the particular constraints.

Talking about power, increasing the frequency by 2.5x will have an impact on the power,
but at the same time if it is 2.0x faster, we can think for example on reusing the FFT for some
other part of the OFDM processor such as computing the IFFT and FFT using the same
hardware and sharing it on the time domain rather than have two cores to perform both
operations independently.

Solution / Latency ... |Latency ... |Through... |Through... | Total Area
jﬂ NeConstraints.vl (allocate) 1415 7075.00 1417 7085.00| 291555.47
A UnrollingRead.vl (zllocate) 1176 5880.00 1177 5885.00| 292156.30
[FA unrollingRead & Printing.v1 (allocate) 666| 3330.00 667| 3335.00| 291849.43

g% Unrolling Print pipeling Read.vl 3250.00 3260.00 291555....

Fig. 13. Different solutions by selecting different architectural constraints.

S Legend

®Rom

= Functional

Unralling Print pip...

Fig. 14. Graphical view plotting Area.
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[N
Unrelling Print pip...
Fig. 15. Graphical View plotting memory usage.
Solution Latency Cycles Latency Time Throughput Cycles | Throughput Time | Total Area

(54 100MHz v1 (aliocate) 1391 13910.00 1393 13930.00| 289966.67
(5A 200MHz.v1 (allocate) 1415 7075.00 1417 7085.00| 291555.47
(54 300MHz.v1 (allocate) 1415 4711.95 1417 4718.61| 304308.54
(54 400MHz vl (allocate) 1423 3557.50 1425 3562.50| 303989.20
JEZ 500MHz.v1 1695 3390.00 1697 3394.00 300547.22

Fig. 16. Change in performance with change in frequency.

10.4 Hardware In the Loop (HIL)

Hardware in the loop has become a buzz word when designers want to run their algorithm
at full speed or at least hundredths or thousands times faster than an RTL or gate level
simulation. In SoCs, simulation can take days, weeks and sometimes months, and that
depends on the level of detail that is included in the top level simulation. That is why it is
important to be able to replace each block by its behavioural, RTL and gate level models in
order to refine the level of simulation control and granularity.

Rather than talking about ASIC emulators that are not traditionally available for small
companies or universities, we will take a poor’s man approach and show how we can integrate
hardware in our computations to able to speed up the testing and processing of algorithms.

Let’s take a closer look at the first level of implementation which is generating automatic
HDL code from a Simulink model. Each block or a set of few blocks of the entire
communication system can be implemented on hardware this was demonstrated in Section
10.1. So far, we have used an Altera Stratix III FPGA to do system level hardware testing of
the Fast Fourier Transform block in the OFDM communication model. For this purpose we
have used Hardware in Loop (HIL) block provided by the DSP builder Altera library. This
block acts as a link between Simulink and the actual hardware we want to configure.

In modern digital communication systems, the current trend is to implement a pipelined
FFT to generate orthogonal sub-carriers. A pipelined FFT generate an output every clock
cycle which helps in real-time applications like digital communication systems where data is
being continuously fed. We have designed Simulink models to implement FFT using
butterfly diagrams which use simple Simulink blocks as well as pipelined FFT which use the
advanced block set from DSP Builder. In this section we are going to talk more about the
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pipelined FFT for the above mentioned reasons. For more information on the architecture of
the pipelined FFT implemented refer to (Shousheng & Torkelson, 1998).

The hardware implementation was done using the Altera’s Quartus II version 10.1 and DSP
Builder version 10.1. Care must be taken to properly design a Simulink model which would
involve block sets from both advanced and standard block sets of DSP Builder. We created
this model in layers. The lower level consists of the device block which has the information
about the FPGA available in the hardware platform (Stratix III) and the functional blocks
that essentially form the FFT. However, on the top level we could only use the signal and
control blocks from the advanced block set and other blocks have to be at the lowest level in
the design hierarchy.

We make use of the signal compiler and testbench from the standard block set on the top
level. The signal compiler is used for creating a Quartus II project, start synthesis, to launch
place and route after generating the HDL code. The testbench is used to compare the block
level simulations in Simulink and the HDL simulations using Modelsim. Input and output
blocks are inserted before and after the subsystem that contains the advanced block set.
These blocks have external type parameters to convert from floating or other format
handled by Simulink to fixed point as FPGA implementations can only be configured for
fixed point. These blocks act as boundaries to the advanced and basic block sets. The
procedure to convert the FFT model to HDL, configure the FPGA with the HDL code, and
running it from Simulink is detailed below.

|256 Point Single Channel Radix 4 Gomplex FFT |
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an

TestBench

—
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imag_seurce Output

o]

V
%o@ Clogk

Hardware &eneration is on Input
Address Width:10
Data Width 15
Big Endian

Contral4
m} Inputt demo_f256_radizd  Outputd [1]:[15}—)«0[1]:[151 >

Inputt Outputt

¥

w

ok (@200.00 MHz
areset (active High)
bus @ 200.00hHz

Signals
|_ [ rEs- Inpu 18] % Outputz

TopScope

real_source Inputz Cutputz

HIL

Fig. 17. Hardware In the Loop (HIL) Simulink simulation, actual code runs on the FPGA.

We first run the signal compiler block on the top level to generate HDL code and create a
Quartus II project. Then compile the design with Quartus II using the compile option in the
signal compiler block. We have now created a Quartus II project for the model and
synthesized the HDL code for the same. Now save a copy of this model and instantiate a
HIL block on the top layer of the new model from the Altera DSP Builder library found in
the standard block set. Open the HIL block and copy the Quartus II project that was earlier
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created into the file path. This would generate proper ports for the HIL block. Connect these
ports to the appropriate signals. Configure the simulation in burst mode to observe high
speed of simulation. In the next menu entry of the HIL block, compile the Quartus II project
again, scan JTAG in order to recognize the FPGA device and program it. If we simulate this
model it runs at a remarkable speed when compared with the native Simulink simulation.
Figure 17 above shows the model which has the advanced block set replaced with a HIL
block. This example was modified from the one supplied by Altera to run the FFT on the
FPGA platform and to be controlled by the Simulink simulation. We are in the process of
converting some other algorithms into hardware following the same methodology to be able
to create custom hardware acceleration blocks (Altera, 2007).

11. Conclusions

In this chapter we summarized a few of the methodologies, technologies, tools and
approaches that can be taken to convert a wireless communications algorithm into a feasible
hardware implementation.

While this chapter is far from being a single methodology to be followed when designing for
hardware implementation of wireless communication circuits, we explored many of the
practical aspects on how to achieve quick results and also to have a baseline where the final
design may compare with.

Push button methodologies are still far from being a reality and even that ESL tools can
achieve impressive results and can verify all the way from system level down to gate level
against a golden model, there is still some reluctance from the backend teams to rely on
automatic tools to do the job. While this approach has been done in automatic place and
route in digital systems, ESL has been pushed the level of abstraction one level above RTL
design.

What are the advantages of ESL system level design? The most valuable for the author is the
ability to explore different architectures and the possibility of generating very complex
datapath designs easily with simple constraints and with high hardware reusability.

Can a good RTL designer do it better? The answer is yes if he has all the time to select the
best architecture for implementation. SoC design methodologoes rely on IP reutilization and
to spend the valuable design time just on those blocks that will make the product
differentiation.

Due to time to market constraints, design teams cannot spend much time trying to find the
best and optimal architecture to implement, sometimes the task are reduced to get the job
done on time. One important aspect to remember that most of the products, when the
designer announces that the module is ready, it is still no more than 30% of the complete
SoC design. Integration, verification & validation, design for testability, design for
manufacturability, synthesis, automatic place and route will consume more than 70% of the
SoC development time.

Another very important aspect is to be able to run an algorithm on hardware to take
advantages of computational speed that for example could be obtained on an FPGA. This is
a step required to prove if an algorithm is robust enough. ASIC technologies cannot be
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verified using FPGAs, but at least system level emulation can be performed to verify
interconnectivity and overall signal flow.
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1. Introduction

Progress in wireless communication technology has enabled applications which were
unthinkable as the first digital mobile phone came into the market. Integration of digital
camera into a mobile phone was an important step of the convergence between
telecommunication and information technology as users started to require transfer of digital
pictures besides conventional voice and text information. In addition, fast progress in digital
technology has been an immense driving force of the needs for high data rates in
telecommunications. Digital multimedia contents e.g. pictures, music, video clips are
expected to be available anytime and anywhere which results into tremendous requirements
in research and development in wireless technology.

Even though the industry tends to be majorly driven by software applications as well as
“look and feel” of mobile devices, enabling hardware technologies in the background also
deserve appropriate attention from R&D engineers. As soon as the performance of mobile
communication systems cannot fulfil the expectation of users in terms of data rate and error
robustness, the importance of the enabling hardware technology becomes obvious.

In order to cope with the rapid growth of the needs in wireless data transmission with
constantly increasing data rates, new technical challenges arise perpetually on every layers
of the OSI reference model. Whereas new modulation and multiple access techniques e.g.
OFDM and OFDMA are introduced to support higher data rates and intelligent network
configuration deals with the optimization of routing to increase the capacity and to improve
load distribution, progress in hardware components in mobile devices and mobile base
stations on the physical layer is also required to serve the needs of the higher OSI layers.
Such progress on the physical layer includes techniques and hardware architectures which
can enhance power efficiency of the system components while still complying with other
specifications regarding linearity, noise, interference, etc.. Also, novel semiconductor device
technology provides improved power handling capability resulting in smaller hardware
size and high impedance which simplifies the design of matching networks. Moreover, large
bandwidth and high impedance offer the possibility to create multiband components by
designing the matching networks to be reconfigurable (Fischer, 2004).

This chapter aims to review state-of-the-art research in power amplifiers for wireless
communication infrastructure featuring advantages of Gallium Nitride (GaN)-based power
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devices including large bandwidth capability, high power density and high output
impedance. Regarding the issues of power amplifier design, state-of-the-art power amplifier
architectures will be discussed with various prospects. For wireless communication
standards with high data rates e.g. WCDMA, WiMAX and LTE, their modulation schemes
and multiple access techniques lead to non-constant signal envelope with high peak to
average power ratio. As a consequence, power amplifiers in wireless communication
infrastructure are required to operate in a wide dynamic range making it difficult to
maintain high average efficiency over time. This chapter will discuss widespread techniques
for average efficiency enhancement including Doherty power amplifier concept and
envelope tracking (ET) with state-of-the-art results. Another possibility for power efficiency
improvement is the switched-mode power amplifier where the waveforms of the voltage
and current are optimized to achieve low power dissipation at the power transistor. GaN-
based power transistors have demonstrated in numerous research works to be suitable
power devices for the switched-mode architecture as well as for average efficiency
enhancement techniques e.g. Doherty power amplifier and envelope tracking. As examples,
results of 2.45 GHz GaN class AB power amplifier and GaN VHF class E power amplifier
will be presented in this chapter. The wide band capability of GaN-based devices also
supports design of reconfigurable and wideband power amplifiers. With all advantages of
GaN-based devices, they are still not a mature technology in terms of reliability and
memory effects. Results from investigation on memory effects and parasitics of GaN-based
devices will also be discussed in the chapter showing promising improvements in these
regards which make GaN-based devices interesting and promising power devices for future
wireless communication infrastructure.

2. Power amplifiers in the wireless communication infrastructure

In a mobile communication system, power amplifier is an important component which
boosts the transmitted signal power before it is sent via the antenna to the receiving device
through wireless channels (see Fig. 1.). In a base station for mobile communication
standards e.g. GSM, UMTS or LTE, power amplifier is the part which consumes the largest
portion of power. Thus, the efficiency of power amplifier has the greatest influence on the
entire system’s efficiency. In addition, cooling requirement of a base station is also
dominated by its power amplifier. In terms of cost, power amplifier is also the most
expensive part of a base station. For the first generation of UMTS base stations, the costs of
power amplifier and cooling are about 30%-35% of the cost of an entire base station
(Chalermwisutkul, 2007). Besides the efficiency, linearity is also an important specification
of power amplifiers which ensures that the transmitted signal is not distorted by the
nonlinearity to an unacceptable level causing excessive bit errors.

RF switch RF switch Tx waveguide filter 5 14_5 17 g1,
’—‘ ﬁ Antenna
From up-converter 7 A
Power amplifier
Duplexer
RF switch RF switch

To down—converter<—“ \J
L i lifi L 1.92-1.98 GHz
OW noise amplitier Rx waveguide filter

Fig. 1. Block diagram of a UMTS base station transceiver showing power amplifier and other
system components.
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2.1 Typical architecture and power device for base station power amplifier

In general, power amplifiers in mobile base stations are class AB amplifiers which offer both
acceptable power efficiency and linearity. The operating point for the power device of this
amplifier class is a compromise between those of highly efficient class B and highly linear
class A. The conduction angles, output drain current waveforms, active load-lines and
operating points of class A, AB, B, C, E and F amplifiers are depicted below in Fig. 2..

Output current waveforms/ Conduction angles

Ny A A

Class A Class B Class AB Class C
360 180 180 < ¢ < 360 0< ¢ <180

Active load-lines
and operating points

lout

Vi ".. Vad Vir  Vou

Fig. 2. Conduction angles, output drain current waveforms, active loadlines and operating
points of class A, AB, B, C, E and F amplifiers. Vout, lout, Vi, Vaa and Vi, are drain output
voltage, drain current, knee voltage, drain voltage supply and drain breakdown voltage,
respectively (source (Chalermwisutkul, 2007)).

Typically, lateral diffused metal oxide semiconductor (LDMOS) field effect transistors based
on Silicon are used as power devices for base station power amplifiers. Silicon LDMOS is
considered a mature power device technology for mobile base station amplifiers due to its
high efficiency, high power density and high thermal conductivity. However, main reasons
which make LDMOS standard device technology for base station amplifiers are its low cost
and high reliability. Although it is known that the operating frequency of LDMOS devices is
limited to a few GHz, progress in LDMOS technology is still ongoing and new LDMOS
devices are continuously introduced into the market with higher operating frequency and
other progresses in terms of power efficiency, linearity, etc. (Ma et al, 2005). Due to this fact,
the dominance of LDMOS devices in low GHz high power applications has been ensured
since the first devices came into the market. However, new challenges in power device
technology keep emerging as modern wireless communications are required to cope not
only with higher data rates at limited frequency resource, but also with energy saving
issues. In other words, there are increasing demands in high power efficiency besides
spectrum efficiency for the wireless communication infrastructure. In this regard, there are
several cases where it is worth to look for alternative power device to overcome limitation of
existing device technologies.

Despite of all advantages of LDMOS, the main drawback of this device is the bandwidth
capability. Due to high output capacitance of LDMOS device, the Q factor tends to be high
and the bandwidth is small. Also, the operating frequency limit hinders this device from
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being used in high frequency applications which are served with other device technology
e.g. GaAs MESFET and HEMT. The research interest has been then attracted by wide-
bandgap semiconductor materials for high frequency power devices. Silicon Carbide (SiC) is
superior in thermal conductivity compared to other wide-bandgap semiconductors.
However, the cost of SiC is relatively high. Moreover, this material is not appropriate for
applications with very high operating frequencies. For Indium Phosphide (InP), another
wide-bandgap compound semiconductor, the focus of research is on extremely high-speed
digital applications where high power is not required.

The most prominent wide-bandgap semiconductor is Gallium Nitride (GaN). Comparing
with Silicon device technology which is mainly driven by microprocessor and computer
industries, GaN found its applications in screen industries enabled by GaN OLED (organic
light emitting diode) technology and data storage industries utilizing blue laser produced
by GaN laser diode to read out the data from a Blue-ray Disc™. In automotive applications
and power electronics, GaN devices are attractive due to high operating temperature and
high breakdown field for switching power supply. For RF power amplifiers, GaN-based
power devices offer extremely large bandwidth, high power density, high operating
frequency and high output impedance. The advantages of GaN-based power devices for
wireless communications will be discussed more thoroughly in the next section.

2.2 Techniques for enhancement of average power efficiency

Modulation schemes and multiple access techniques allowing high data rates in wireless
communication standards lead to non-constant signal envelope with high crest factor or
peak to average power ratio (PAPR). Since a typical class AB power amplifier in mobile base
station offers highest power added efficiency (PAE) about at one dB compression area in the
power sweep plot, high peak to average power ratio leads to power back-off from the peak
efficiency point which leads to efficiency reduction (see Fig. 3.). As a result, average
efficiency over time is much lower than the peak efficiency. From the system point of view,
reduction of peak to average power ratio can be done with different techniques at the cost of
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Fig. 3. Typical power sweep plot of a class AB power amplifier showing efficiency
degradation when the power is backed-off from 1 dB compression point.
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reduced data rate, transmit signal power increase, BER performance degradation,
computational complexity increase, and so on (Jiang and Wu, 2008). Independent of the
reduction techniques, rest of the peak to average power ratio still exists, so that for further
average efficiency improvement, power amplifier architecture which can keep power
efficiency high also when the transmitted power is backed-off must be considered.

Envelope elimination and restoration (EER) or Kahn technique

This average efficiency enhancement technique is based on the idea to separate the
amplitude modulated envelope from the constant envelope, phase modulated carrier signal.
The envelope is amplified with high efficiency envelope amplifier, whereas the carrier is
amplified with nonlinear but highly efficient power amplifier. The output of the envelope
amplifier is supplied to the carrier amplifier which reconstructs the typical signal with non-
constant envelope of modern wireless communication standards (Diet et al, 2004).

Envelope Tracking (ET)

Similar to Kahn technique, supply voltage level of the RF amplifier is dynamically modified
depending on the level of the signal envelope. A slight difference is that the input of the RF
amplifier is still amplitude and phase modulated. Only with excessive signal power, the
supply voltage of the RF amplifier is modified. The RF amplifier of this technique operates
also in a linear mode unlike the Kahn technique, where the RF amplifier operates solely in a
nonlinear mode.

Outphasing or Chiriex technique

Also known as linear amplification using nonlinear components (abbr. LINC), this
technique uses two nonlinear high efficiency power amplifier to boost up two signals with
differently controllable phases. The two amplified signals are then combined with vector
addition and the phase difference between the two signals defines the power level of the
resulting signal. Compared to EER and ET, phase is the dynamically changing quantity and
not the supply voltage of the RF amplifier (Helaoui et al, 2007).

Doherty technique

The concept of Doherty power amplifier utilizes two power devices which are operated as
main and auxiliary amplifiers. As soon as a certain level of input power is reached, main
amplifier—normally class B — is running into saturation providing its maximum
efficiency. As the main amplifier starts to saturate, the auxiliary amplifier starts to
conduct current. The saturation condition of the main amplifier is maintained by load
modulation caused by the current from the auxiliary amplifier, so that the main power
device acts like a voltage source. At peak output power, the auxiliary amplifier just begins
to saturate and high efficiency is ensured for both amplifiers. Block diagram of a Doherty
power amplifier is depicted in Fig. 4.. Details about Doherty amplifier can be found in the
literature (Raab, 1987).

Compared to other efficiency enhancement techniques, Doherty concept has gained its
popularity due to simple architecture which deals with RF circuit design issues only,
whereas other techniques make use of digital signal processing to improve average
efficiency. Thus, it is more straightforward to design a Doherty power amplifier to cope
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with new peak to average power ratio value where high average efficiency is desirable. This
can be simply achieved by modifying the input power division ratio between main and
auxiliary amplifier. If necessary, three amplifiers can also be used in order to maintain high
average efficiency over a high dynamic range.
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Fig. 4. Block diagram of a Doherty amplifier.

2.3 Switched-mode power amplifiers

In subsection 2.2, average efficiency enhancement techniques with the goal of maintaining
high efficiency over a wide range of input power have been described. Considering peak
efficiency at peak output power, switched-mode power amplifiers can achieve higher
efficiency than widespread class AB power amplifiers. In case of switched-mode, the power
transistor operates as a switch so that output voltage and current of the device (drain of
FETs and HEMTs or collector for BJTs and HBTs) do not have high values at the same time.
For the “off” state, the current is near to zero and the voltage is high and vice versa for the
“on” state resulting in theoretical efficiency of 100%. In the following, switched-mode class
E, F and D will be briefly described.

Class E

The first class E amplifier has been proposed by Sokal in 1975 (Sokal, 1975). Thereafter,
other variations of class E amplifiers have been constantly presented with higher
operating frequency where not only class E operation is ensured, but also, practical issues
such as small circuit size and simple matching have been taken into account. A good
example of such progress in class E amplifier design was represented by the class E
amplifier with parallel circuit proposed by Grebennikov (Gebrennikov, 2002). Class E
offers high efficiency by avoiding simultaneous existence of high drain voltage and high
drain current and thus, avoiding power dissipation of the power transistor. Control of the
output current and voltage waveforms at drain or collector node of the device is achieved
using an output load network. Theoretically, as the transistor turns on, the voltage drops
to zero and the current starts to flow so that the output capacitance is gradually charged.
As soon as the control voltage of the switch is lower than the switching voltage threshold,
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the transistor is turned off and the current drops to zero while the output voltage of the
device starts to increase. The ideal class E voltage and current waveforms are depicted in
Fig. 5. Variations of class E amplifiers are reported to offer high power as 1 kW for
switching applications at low frequency, whereas for RF applications, operating frequency
of 10 GHz was already presented (Weiss, 1999). Class E is a promising switched-mode
amplifier concept due to its simple architecture and flexibility compared to other
switched-mode classes. Combination of a class E amplifier with average efficiency
enhancement techniques e.g. EER or Doherty has been reported in the literature (Diet et
al, 2004 and Kim et al 2010).

Class F

High efficiency of class F amplifiers is achieved by shaping the wave forms of output
current and voltage of the power transistor which operates as a switch. Compared to class E,
where load network is required to ensure the ideal switching condition (on state with high
current, zero voltage and off state with high voltage and zero current), load network of class
F has additional function which attempts to shape the output voltage and current
waveforms at the device’s drain or collector node. For conventional class F, odd harmonic
peaking of the device’s output voltage is realized by providing high impedance (open circuit
condition) at the odd harmonic frequencies. As a result, the voltage waveform approximates
a square wave. For the drain current, even harmonics are provided in addition to the
fundamental by offering the device a short circuit condition at even harmonic frequencies.
As a result, the current waveform approximates a half wave signal. Ideal current and
voltage waveforms of a class F amplifier are shown in Fig. 5. Another alternative variation
of class F is the inverse class F where the current waveform approximates a square wave,
whereas the voltage waveform approximates a half wave signal. Efficiency of class F
amplifiers can be increased by offering appropriate termination (open or short) at higher
harmonics. However, this occurs at the cost of circuit’s complexity. Similar to class E, class F
and inverse class F amplifiers can be combined with Doherty technique to obtain high
average efficiency for wireless communication signals with high peak to average power
ratio. By using class F or inverse class F in a Doherty transmitter, peak efficiency is increased
compared to the variation with class B main amplifier (Goto et al, 2004).

Class D

Unlike other switched-mode amplifier classes, class D uses at least two transistors as
switches. In case of current mode class D (CMCD), the transistor’s output current has a
form of a square wave whereas the voltage mode class D (VMCD) shows a square output
voltage of the transistor (see Fig. 5.). For both CMCD and VMCD, a tank filter is required
to obtain the sinusoidal signal at the load. For CMCD, additional BALUN is also required,
whereas for VMCD, two supply voltage sources are needed (see Fig. 6.). When one of the
switches is turned on, the other one is turned off, so that high current and high voltage
cannot exist at the same time. Theoretically, 100% efficiency can be achieved. In practice,
the efficiency is compromised by limited switching speed and device’s output
capacitance. Due to these reasons, frequency of operation is limited for class D amplifiers.
Experimental, state-of-the-art RF class D power amplifiers can operate at frequencies in
the region near to 1 GHz (Aflaki et al, 2010).
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Fig. 5. Ideal current and voltage waveforms of class E, F and D switched-mode amplifiers
(Raab et al., 2002). Broken lines represent the device’s output current and the solid lines
represent the device’s output voltage.
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Fig. 6. Configurations of voltage mode class D (VMCD) and current mode class D (CMCD)
amplifiers.

2.4 Linearization techniques

In general, a trade-off exists between efficiency and linearity of power amplifiers. For
conventional transconducdance amplifier classes e.g. class A, AB and B, it is obvious that
high efficiency classes are nonlinear. In subsection 2.2, average efficiency enhancement
techniques aiming to keep the efficiency high over a wide dynamic range have been
discussed. Even though efficiency is the main goal of such techniques, linearity was also
taken into consideration so that none of such techniques would have severe impact to
linearity. However, when the desired efficiency profile is achieved, linearity might not
comply with wireless communication standards leading to unacceptable error vector
magnitude and bit error rates. In such a case, linearity improvement techniques can be
utilized to eliminate the excessive nonlinearity of the amplifier. Widespread linearization
techniques are reviewed below.
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Feedback linearization

In order to force the RF output to follow the input, feedback of the RF signal is realized
using a directional coupler. The simplest variation of this technique subtracts the RF
feedback from the input signal. However, the compensation of the non linearity with this
technique is not very efficient as the transmitter’s gain is reduced. Another variation detects
the envelope of the RF feedback and the input signal and subtracts the first from the latter to
realize the linearization of the amplitude. For the compensation for both phase and
amplitude nonlinearities, another variation called Cartesian feedback was conceived that the
feedback signal is down converted to I and Q values which are used to compensate the I and
Q of the input signal. For a relatively small bandwidth, the two tone IMD can be reduced by
10 to 35 dB with this technique.

Feedforward linearization

This linearization technique is excellent in terms of bandwidth and IMD reduction. In order
to generate the error signal, the power amplifier’s output and the input signal are sampled
using directional couplers and the first is then subtracted from the latter (see Fig. 7.). The
error signal is then amplified and subtracted from the power amplifier’s output to obtain the
linear output signal. Since this technique utilizes an open loop concept, additional loop
control is required in order to compensate the degradation of the power device over time to
ensure the right settings of phase shift and gain for maximum linearity. IMD reduction of
20-40 dB can be achieved for bandwidth up to 100 MHz. The drawback of this technique is
the complexity of the system.

Digital predistortion

In order to obtain undistorted signal at the transmitter output, the input signal can be
intentionally distorted before being fed to a nonlinear power amplifier. The predistorter
generates nonlinearities which operate in the opposite way to the nonlinearities generated
by the power amplifier, so that the overall response at the PA-output is linear (see Fig. 8).
The linearization is done in the digital regime using FPGA which makes the system very
flexible and adaptive for changes in power device over time to ensure linear output. As
computational power of FPGA is continuously increasing, linearization over larger
bandwidth can be realized with this technique. In the literature, linearization with digital
predistortion technique which can cope with dynamic nonlinearity caused by electrical
memory effects has also been reported (Lee et al, 2009).

Power

amplifier Delay line
\ €

In&< Output
Attenuator @—

Delay line |
% |

Fig. 7. Block diagram of a feedforward transmitter.
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Fig. 8. Principle and block diagram of digital predistortion for linearization of power
amplifiers.

In comparison to other techniques, digital predistortion offers higher efficiency and
greater flexibility at low cost and represents a mature linearization technique for mobile
base stations. Due to the mentioned flexibility and simple architecture, digital
predistortion has gained it popularities in the power amplifier design community. In most
of the cases where no extremely large bandwidth is required, high efficiency amplifiers
e.g. Doherty and switched-mode amplifiers are combined with digital predistortion to
improve the linearity.

3. GaN-based power amplifiers

As mentioned in section 2.1, GaN is a promising semiconductor material for high power and
high frequency power transistors which are used as power devices in mobile base station
power amplifiers. The advantages of GaN originate from physical properties of this wide-
bandgap semiconductor. Table 1 shows physical properties of various semiconductor
materials including GaN.

Material / Properties Si GaAs InP SiC GaN
Bandgap (eV) 1.1 14 1.3 3.2 34
Saturation Velocity
(107 cm/s) 1.0 21 2.3 2.0 2.7
Thermal
Conductivity 1.3 0.46 0.7 49 1.7
(W/cmK)
Breakdown Field
(106 V/cm) 0.3 0.4 0.7 2.0 2.7
Electron Mobility | 455, 8500 5400 800 1500
(cm2/Vs)

Table 1. Physical properties of semiconductor materials for RF and microwave applications.
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From table 1, advantages of GaN compared to other semiconductor materials for RF and
microwave applications are obvious. GaN offers very high saturation velocity leading to
high operating frequency up to 100 GHz or higher. High breakdown field allows GaN-based
devices to operate with high supply voltage which is advantageous for the off state of
switched mode amplifiers and for obtaining high output power with high output
impedance. Due to higher supply voltage, efficiency is also improved due to the reduction
of the need for voltage conversion. For extreme operating environment e.g. for automotive
applications, GaN offers wide bandgap and high thermal conductivity leading to the
capability to operate at high temperature.

The most prominent GaN-based device for RF and microwave applications is GaN-based
high electron mobility transistor (GaN HEMT). This kind of device offers extremely high
operating frequency due to high electron mobility in the so-called 2DEG channel
(Smorchkova, 2001). Moreover, one of the most impressive features of this device is the
extremely high power density meaning that the device’s size can be much smaller compared
to other device technology for the same output power. With size reduction, output
impedance becomes larger and parasitic capacitances smaller leading to large bandwidth
and uncomplicated matching to 50 Ohm. It was also mentioned in the literature that GaN
HEMT can offer better noise performance than that of MESFET’s (Mishra et al, 2007).

For wireless communication infrastructure, GaN HEMT has proven itself to be an attractive
alternative power device besides LDMOS FET for base station power amplifiers. For
WCDMA base station, a GaN HEMT-based transmitter with output power higher than 200
W and supply voltage of 50 V was published in 2004 (Kikkawa et al, 2004). Reliability--one
of the biggest concerns regarding GaN HEMT compared to LDMOS--was also presented in
that work. However, at this point, it is not possible to foresee when GaN HEMT’s will take
the place of LDMOS FET’s in base station power amplifiers. Even if the frequency of
operation is limited to a few GHz for LDMOS, this device technology is continuously
developed regarding power, reliability, linearity, etc.. Moreover, LDMOS is considered a
cost-effective and mature power device technology with a large LDMOS amplifier designer
community. Consequently, knowhow and design experience for this device is available to a
great extent. Regarding this consideration, GaN HEMT will find its importance first in
applications where large bandwidth is required or high power is desirable at high
frequency. Besides reliability, charge carrier trapping in GaN HEMT has been a big issue for
device technology improvement. Numerous investigations have been done regarding
trapping effects of GaN devices. Charge carrier traps can cause dependency of the pulse-
measured I-V characteristic on the quiescent point. This is a phenomenon of the so-called
electrical memory effect (Chalermwisutkul, 2008). Other phenomena of memory effects are
gate lag and drain lag in time domain where the drain current reaches its final value after
some delay as the bias voltages are abruptly changed. In frequency domain, dispersion of
output impedance is the consequence of electrical memory effect leading to dynamic
nonlinearity with a large bandwidth of spectral regrowth (Fischer, 2004). Improvement of
GaN device technology regarding charge carrier trapping and reliability has been reported
occasionally e.g. SiN passivation or use of the field plate for traps reduction (Mishra, 2007).
In this section, results from the works regarding GaN device modeling and GaN power
amplifier design in which the author has been involved will be presented.
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3.1 GaN device modeling

Computer simulation of the performance belongs to a typical design flow of power
amplifiers. As many as possible components in the amplifier circuit should be characterized
and described by models in order to obtain accurate prediction of circuit’s performance
from the simulations. As the main component of a power amplifier, quality of power
transistor model plays a significant role in the accuracy of circuit simulation. Especially for
power amplifier design, nonlinearities of the device must also be described by the device
model unlike for small signal amplifiers, where it is sufficient to have the device’s S-
parameter sets of a few bias points of interest.

Even for one device technology, it is not practical to create a universal model which can
describe the device’s behavior under all operating conditions. In order to describe more
effects and dependencies of the device’s behavior on dynamic thermal and electrical
conditions, more and more model parameters and nonlinear equations are required. In that
case, the model would become very complex and long simulation time is needed. Though
computational resource can be increased, complex device models suffer from poor
robustness, that the simulation would be often terminated without convergence and
reasonable results. For switched-mode power amplifiers e.g. class E, F, inverse F or D, a
concept of using switch model in combination with the “on” state resistance Ron, and output
capacitance Cgs instead of empirical transistor model exists (Negra et al, 2007). This simple
model is capable of providing good trend of power and efficiency and of verifying
switched-mode operating conditions. At this point, there exist some discussions regarding
the accuracy of such switch model for switched-mode power amplifier applications.
Especially for power devices with charge carrier trapping and thus, memory effects, the
switch model is not able to describe such effects which can have influence in efficiency and
output power of switched-mode amplifiers (Chalermwisutkul, 2008).

Electrical memory effects

Even when electrical memory effects of GaN HEMT are still not negligible compared to
those of GaAs HEMT, but the benefit of high power density, high output impedance, high
frequency, etc. of GaN HEMT can be used, when the device is accurately described
including the memory effects by the device model. First of all, the extraction of model
parameters should be done using multibias pulsed measurement data. In such a
measurement process, the bias voltages of the transistor is pulsed starting from the so-called
quiescent point to other bias points in the I-V characteristics and drain current I4s as well as
S-parameters of that bias point are measured. Pulsed measurement has a significant
advantage which is the isothermal measurement condition. The measured I-V characteristic
of a pulsed measurement does not contain the self-heating of the transistor at high Vg4, and
I4s as seen in DC measurement which is more familiar to the realistic operating condition.
Moreover, quiescent point of pulsed measurement can be chosen equal to the operating
point of the amplifier class of interest in order to create a device model which corresponds
to the behavior of the device under realistic operating condition. In particular, the quiescent
point dependent device model is necessary for a power device with significant trapping
effects (see Fig. 9.). Theoretically, the dependence on quiescent point could be included into
the model making the device model a general purpose one. However, as described above,
this would increase the complexity and decrease the robustness of the model. Promising
results of high power GaN HEMT have been published in 2004 showing the progress in
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GaN device technology in term of reduction of trapping effects where the DC measurement
of I-V curves shows no significant difference in the level of drain current compared to a
pulsed measurement with a quiescent point at high drain voltage region (Kikkawa et al,
2004). In such a case, the quiescent point dependence of the device model would not be so
critical. For power transistor manufacturers, normally, only one device model is provided to
the circuit designer. As a result, the model of a mature power device regarding trapping will
offer more accurate results for arbitrary classes of amplifiers.

Fig. 9. Dependence of I-V characteristic of a GaN HEMT on quiescent point. The quiescent
voltage was constant at a pinch-off value (no quiescent current) whereas the drain quiescent
voltage V4sq Was varied.

Knee walkout

In contrast to GaAs HEMT and MESFET, the knee voltage of a GaN HEMT depends on the
gate voltage and the drain quiescent voltage. With high gate voltage, the knee of the I-V curve
becomes more round than at lower gate voltage where the knee is relatively angular. In
addition, the knee voltage is shifted to the right toward higher drain voltage when gate voltage
is high. This so-called knee walkout effect observed only with GaN HEMT and not with GaAs
HEMT or MESFET cannot be modeled with standard EEHEMT model. By adding dependency
of the knee voltage on the gate voltage and the drain quiescent voltage, the knee region of the
I-V curve with high gate voltage can be better described (see Fig. 10.). As a result more
accurate power and efficiency simulation can be done (see Fig. 11.) (Chalermwisutkul, 2007).
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Fig. 10. I-V curves fitting results without (left) and with (right) the description of the knee-
walkout.
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Fig. 11. Power sweep simulation without and with the description of the knee-walkout
compared to measured values.

Large signal behavioral model

As discussed before, large signal model is required in order to describe nonlinearities of
the power device. However, device modeling is a complex task which requires extensive
experience of modeling engineers and special modeling software, so that power amplifier
design engineers are mostly forced to rely on the large signal model provided by device’s
manufacturer. Due to progress in RF measurement techniques, a measurement system has
been developed which allows measurement of the so-called X-parameters (Betts et al,
2011). Unlike with S-parameters, not only small signal behavior of the device can be
described, but also nonlinearities arising under large signal conditions. In general, the
input signal power is swept and the output response at the fundamental as well as at
higher harmonics is measured. The measured information is then concluded into the X-
parameter set which can be directly used in the circuit simulation software as the device’s
behavioral model. This kind of device modeling is very convenient and can be combined
with source and load tuners to obtain load dependence of the X-parameters. In addition,
the extracted behavioral model is accurate, robust and does not require large
computational resource. However, the behavioral model cannot provide insights into
physical properties of the device and the measurement setup is relatively expensive for
small companies and educational institutions with low budget.

Package modeling

Packaged transistors comprise also parasitic components of the package and bond wires.
These typical parasitic inductance and capacitance can compromise the performance of the
amplifier circuit especially at high frequencies. For example, for class F amplifiers where
short or open circuit must be provided at the drain node of the transistor at harmonic
frequencies in order to shape the output current and voltage waveforms for high efficiency.
Optimization for efficiency can be done best, if the package model of the transistor is
known. The current and voltage waveforms which are optimized for minimum overlap
should be presented at the internal drain node of the device inside the package and not at
the external drain port (Schmelzer and Long, 2007).
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Design examples of GaN HEMT power amplifiers

As examples, two GaN power amplifiers are presented. The first one is a 2.45 GHz GaN
HEMT class AB power amplifier (Monprasert et al, 2009). This power amplifier is intended
for the use in a WLAN system. The power transistor used in this amplifier is NPTS00004
GaN HEMT from Nitronex Corporation. The performance of the 2.45 GHz power amplifier
is shown in Table 2. The drain supply voltage was varied with V4,q=20V and 28V. For the
drain supply voltage of 28V, the output power is not as high as in the case with Vg45,=20V
since the drain current was increased as the device started to be saturated. The DC power
exceeded the limit of 7 Watts given in the datasheet and the device was damaged. Fig. 12
shows a photograph of the fabricated class AB amplifier.

Drain quiescent voltage Vasq=20V Vasq=28V
Maximum output power 34.68 dBm 30.93 dBm
Maximum Power Added Efficiency | 42.5 % 20.8%
Small signal gain 12.27 dB 13.69 dB

Table 2. Measured performance of 2.45 GHz GaN HEMT class AB power amplifier.

Tunible Resistor
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Fig. 12. Fabricated 2.45 GHz GaN HEMT class AB power amplifier.

Another design example is the VHF class E power amplifier (Khansalee et al, 2010). Using
the same GaN power device Nitronex NPTB00004, a class E power amplifier for the
operating frequency from 140 MHz to 170 MHz has been designed and fabricated. The
values of load network L, C, Lo and Cy (see Fig. 13.) were determined using equations in the
work published by Gebrennikov (Gebrennikov, 2002).
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Fig. 13. Schematic of class E power amplifier with parallel circuit.



172 Wireless Communications and Networks — Recent Advances

The optimal load impedance was determined using load pull simulation in Advance Design
System (ADS). Simulated drain voltage and current waveforms show that class E operation
is achieved (see Fig. 14.).
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Fig. 14. Simulated drain current and voltage waveforms of the class E amplifier.

The fabricated class E power amplifier delivers maximum output 33.9 dBm, peak Power-
Added Efficiency (PAE) of 72.5% and power gain of 16.4 dB at the center frequency of 155
MHz. Fig. 15. shows output power, efficiency and gain over the required operating
frequency from 140 MHz to 170 MHz. A photograph of the fabricated GaN class E amplifier
is depicted in Fig. 16.
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Fig. 15. Simulation and measurement results of power gain, output power, and PAE over
the frequency 140 MHz to 170 MHz at input power of 18 dBm with the drain supply voltage
of 24 V and gate supply voltage of -1.4 V over frequency.
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Fig. 16. Fabricated class E GaN VHF power amplifier.

4. Future research in power amplifiers for wireless communications

Needs for high data rates anywhere and anytime while the spectrum resource is limited will
be a great challenge for future mobile and wireless communications. In order to utilize the
bandwidth efficiently, new approaches on the network layers are being standardized and
conceived including opportunistic, software defined and white space radio. The challenge of
such frequency agile concepts will be not only be on the network and system layers e.g.
spectrum sensing for vacant frequency slots, but also on the physical layer regarding the
need of transmitters which can cope with extremely wide band or can be reconfigured for
dynamic band migration. Regarding efficiency and power management, issues on every
layer must be taken into consideration which would lead to interlayer optimization from
network over system to physical layers. Active antenna and multiple inputs, multiple
outputs (MIMO) concept will also be important topics which will require co-design and
integration of amplifiers and antennas.

Energy saving is and will be a big issue not only in automotive and electrical power areas
but also in wireless communications. To fulfil the intention for the “green transmission”,
high efficiency must be provided by all infrastructure components e.g. base stations. Also,
the trend of modern wireless communication standards is going in the direction of low
power and small base stations will small cell size. This means that not only the mobile
devices e.g. smart phone or tablets require aesthetic design but also the infrastructure
components which should be well integrated into the environment. High efficiency will
contribute to this requirement by offering small size of base stations. Regarding efficiency,
research and development efforts will be spent in high efficiency signal transmission
including design of switched-mode high efficiency power amplifiers with modulated input
for improved efficiency e.g. class S amplifiers for delta sigma modulated signal (Pivit et al,
2008). Considering the demand of wide bandwidth and the capability to deliver high
switching speed at high power, GaN-based devices are promising device technology for
future wireless communications.

5. Conclusion

In this chapter, GaN-based power amplifiers for wireless communication infrastructure
have been discussed. GaN HEMT’s offer superior performance compared to state-of-the-art
power devices for base station power amplifiers e.g. LDMOS. Especially high power density
and high supply voltage of GaN HEMT’s leads to smaller size of the device and thus, to
lower parasitic capacitance, higher output impedance and large bandwidth which are
advantageous for switched-mode and reconfigurable power amplifiers. In addition, wide
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range of operating frequency can be covered by GaN-based power devices. The concerns of
GaN transistors regarding charge carrier trapping and reliability is gradually extenuated by
the progress in GaN device technology.

Device modelling is another important issue which ensures the power amplifier design
community fast design process and accurate simulations. As examples, VHF class E
amplifier and 2.45 GHz class AB amplifier have been presented.
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1. Introduction

Cloud computation and always-connected Internet attracts the most industrial attention
for the past few years. Meanwhile, with the development of IC technologies advancing
toward higher operating frequencies and the trend of miniaturization on wireless
communication products, the circuits and components are placed much closer inside the
wireless communications devices than ever before. The system with highly integrated
high-speed digital circuits and multi-radio modules are now facing the challenge from
performance degradation by even more complicated platform EMI noisy environment.
The EMI noises emitted by unintentionally radiated interference sources may severely
impact the receiving performance of antenna, and thus result in the severe performance
degradation of wireless communications. Due to the miniaturization of a variety of
wireless communications products, the layout and trace routing of circuits and
components become much denser than ever before. Therefore, we have investigated and
analyzed the EMI noise characteristics of commonly embedded digital devices for further
high performance wireless communications design. Since the camera and display module
is most adopted to the popular mobile devices like cellular phone or Netbook, we hence
focus on EMI analysis of the built-in modules by application of IEC 61967[1][2] series
measurement method.

Since the causes of reduction of throughput or coverage due to receiving sensitivity
degradation of wireless system could result from decreased S/N via conducted or radiated
EMI noises from nearby digital components shown in Figure 1. This chapter discusses RF
de-sensitivity analysis for components and devices on mobile products. To improve the TIS
performance of wireless communication on notebook computer, we investigated the EMI
noise from the built-in camera and display modules as examples and analysed the impact of
various operation modes on performance with throughput measurement. We also utilized
the near-field EM surface scanner to detect the EMI sources on notebook and locate the
major noisy sources around antenna area. From the emission levels and locations of the
noisy components, we can then figure out their impact on throughput and receiving
sensitivity of wireless communications and develop the solutions to improve system
performance. Finally, we designed and implemented periodic structures for isolation on the
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notebook computer to effectively suppress noise source-antenna coupling and improve the
receiving sensitivity of wireless communication system.

Level

-106dBm

CH

Fig. 1. S/N ratio decreases due to digital components for multi-functions.

2. The noise impact of camera and Touch Panel (TP) modules on product
performance

2.1 Performance testing for Wireless Wide Area Network (WWAN) devices

There are two different purposes for the OTA (Over-The-Air) testing[3] on mobile stations.
The first testing is for the carrier’s cell site coverage which is relative with loss plan and link
budget of the cell site. For example, the sensitivity measurement of the W-CDMA receiver is
performed by the base-station simulator to determine the receiving sensitivity of EUT
(Equipment Under Test) by reporting the minimum forward-link power which resulting in a
bit-error-rate (BER) of 1.2% or less at the data rate of 12.2 kbps with a minimum of 20,000
bits. The second tresting is the throughput for supporting all kind of the applications for
cloud computing. The minimum throughput required will depend on application. For
example, the minimum throughput we need to link YOU TUBE for HD video is about
1Mbps at least. Therefore, the mobile station (Smart Phone, Tablet PC, Note book PC, etc.) is
required the OTA performance testing on TRP, TIS and De-Sense.

2.1.1 Total Radiated Power (TRP)

TRP measurement is to evaluate the transmitting RF power performance of mobile device

by summing the effective isotropic radiated power (EIRP) of complete Theta- and Phi-cut as

shown in Figure 2. The procedure is first to measure the radiated power at each Phi degree

interval for 360 degree rotation ( if interval is 30 degree then it need 12 measurement), and

then for the Theta axial. Finishing the 180 degree rotation along Theta axial, the TRP is

obtained with following formula.
T

TRP =
2NM

N-1 M-l
Y [EiRP,(6,.4,) + EiRP,(6,.¢,)]sin(0)) 1)
1 0

i f
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Fig. 2. Total Radiated Power measurement.

For the ideal case, the TRP should be equal to the conducted power (Watts) times
mismatching Loss (%) and antenna efficiency as shown in following relationship and
illustration. But the antenna efficiency measurement can actually with error resulting from
coaxial cable connection as illustrated in Figure 3. When the coaxial cable is connected to the
SMA connector, the surface on it could cause measurement error of the antenna efficiency.
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TRP = — J’ 7]‘(5:'12!’,) (6,9) + EiRP,(6,¢))sin(0)dexigp

0=0 =0

TRP=P,-L, eff

Transmit Power = Pc (Conducted Power) + Antenna Gain (in dB)

D>\ >

TRP

Fig. 3. Illustration of Antenna TRP.

2.1.2 Total Isotropic Sensitivity (TIS)

The measurement setup for TIS testing is the same as shown in Figure 2, except with the
different calculation. It is analogous to calculate the total resistance form the parallel resistor
network. The Effective Isotropic Sensitivity (EIS) is illustrated in Figure 4 and calculated
with following formula.

TIS = B
N-1TM-1 i 3
H;,[E!S“U(() 4) EIs,0.9, )}m(m )

P

G, e (6.9) _m 4)

TIS = .

1 1 _
in(6)d 6

‘{{51&;(9.;&) v EISG,(9,¢)}IH( Hee (®)

For the ideal case, TIS should be equal to conductive sensitivity divided by mismatchin