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Preface

This book covers the most recent advances concerning the ability to overcome connec-
tivity limitations and extend the link capacity of vehicular systems. Ranging from the
advances on radio access technologies to intelligent mechanisms deployed to enhance
cooperative communications, cognitive radio and multiple antenna systems have been
given particular highlight.

While some contributions do not offer an immediate response to the challenges that
appear in some vehicular scenarios, they provide insight and research conclusions,
from which Vehicle Networking Design can greatly benefit. Finding new ways to over-
come the limitations of these systems will increase network reachability, service deliv-
ery, from infrastructure to vehicles, and the inter-vehicle connectivity. Having this in
mind, particular attention was paid to the propagation issues and channel character-
ization models. To overcome the current limitations over these systems, this book is
mainly comprised of the following topics:

1. Multiple Antenna Systems, Cognitive Radio and Cooperative Communica-
tions: focusing on multiple smart antenna systems, MIMO, OFDM, MC-CDMA sys-
tems, cognitive radio advances.

2. Transmission and Propagation: evaluating the propagation aspects of these
systems, link layer coding techniques, mobile/radio oriented technologies, channel
characterization, channel coding.

It is our understanding that advances on vehicular networking technologies can great-
ly benefit from the research studies presented herein. In this book, we tried to summa-
rize the areas concerning physical and link layers with contributions that expose the
state of the art for vehicular networks. We are thankful to all of those who contributed
to this book and who made it possible.

Miguel Almeida
University of Aveiro
Portugal






A Non-Stationary MIMO Vehicle-to-Vehicle
Channel Model Derived From the
Geometrical T-Junction Model

Ali Chelli and Matthias Péatzold
University of Agder
Norway

1. Introduction

According to the European commission (Road Safety Evolution in EU, 2009), 1.2 million road
accidents took place in the European Union in 2007. These road accidents have resulted
in 1.7 million injuries and more than 40 thousand deaths. It turned out that human errors
were involved in 93% of these accidents. V2V communication is a key element in reducing
road casualties. For the development of future V2V communication systems, the exact
knowledge of the statistics of the underlying fading channel is necessary. Several channel
models for V2V communications can be found in the literature. For example, the two-ring
channel model for V2V communications has been presented in (Patzold et al., 2008). There, a
reference and a simulation model have been derived starting from the geometrical two-ring
model. In (Zaji¢ et al., 2009), a three-dimensional reference model for wideband MIMO V2V
channels has been proposed. The model takes into account single-bounce and double-bounce
scattering in vehicular environments. The geometrical street model (Chelli & Pétzold, 2008)
captures the propagation effects if the communicating vehicles are moving along a straight
street with local roadside obstructions (buildings, trees, etc.). In (Acosta et al., 2004), a
statistical frequency-selective channel model for small-scale fading is presented for a V2V
communication links.

The majority of channel models that can be found in the literature rely on the stationarity
assumption. However, measurement results for V2V channels in (Paier et al., 2008) have
shown that the stationarity assumption is valid only for very short time intervals. This fact
arises the need for non-stationary channel models. Actually, if the communicating cars are
moving with a relatively high speed, the AoD and the AoA become time-variant resulting
in a non-stationary channel model. The traditional framework invoked in case of stationary
stochastic processes cannot be used to study the statistical properties of non-stationary
channels. In the literature, quite a few time-frequency distributions have been proposed to
study non-stationary deterministic signals (Cohen, 1989). A review of these distributions can
be found in (Cohen, 1989). Many commonly used time-frequency distributions are members of
the Cohen class (O'Neill & Williams, 1999). It has been stated in (Sayeed & Jones, 1995) that the
Cohen class, although introduced for deterministic signals, can be applied on non-stationary
stochastic processes.
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In this chapter, we present a non-stationary MIMO V2V channel model. The AoD and
the AoA are supposed to be time dependent. This assumption makes our channel model
non-stationary. The correlation properties of a non-stationary channel model can be obtained
using a multi-window spectrogram (Paier et al., 2008). For rapidly changing spectral content
however, finding an appropriate time window size is a rather complicated task. The problem
is that a decrease in the time window size improves the time resolution, but reduces
the frequency resolution. To overcome this problem, we make use of the Choi-Williams
distribution proposed in (Choi & Williams, 1989). The extremely non-isotropic propagation
environment is modelled using the T-junction scattering model (Zhiyi et al., 2009). In contrast
to the original multi-cluster T-model, we assume to simplify matters that each cluster consists
of only one scatterer. Under this assumption, the reference and the simulation model are
identical. The main contribution of this chapter is that it presents a non-stationary channel
model with time-variant AoD and AoA. Moreover, analytical expressions for the correlation
properties of the non-stationary channel model are provided, evaluated numerically, and then
illustrated.

The rest of the chapter is organized as follows. In Section 2, the geometrical T-model is
presented. Based on this geometrical model, we derive a reference (simulation) model in
Section 3. In Section 4, the correlation properties of the proposed channel model are studied.
Numerical results of the correlation functions are presented in Section 5. Finally, we draw the
conclusions in Section 6.

2. The Geometrical T-junction Model

A typical propagation scenario for V2V communications at a T-junction is presented in
Fig. 1. Fixed scatterers are located on both sides of the T-junction. In order to derive the
statistical properties of the corresponding MIMO V2V channel, we first need to find a
geometrical model that describes properly the vehicular T-junction propagation environment.
This geometrical model is illustrated in Fig. 2. It takes into account double-bounce scattering
under non-line-of sight conditions. Each building is modelled by one scatterer which makes
our model extremely non-isotropic. The scatterers in the neighborhood of the transmitter MSt
are denoted by S,ﬂ (m = 1,2,...,M), whereas the scatterers close to the receiver MSy are
designated by 55 (n =1,2,...,N). The total number of scatterers near to the transmitter is
denoted by N, while the total number of scatterers near to the receiver is designated by M.
The transmitter and the receiver are moving towards the intersection point with the velocities
vr and vy, respectively. The direction of motions of the transmitter and the receiver w.r.t. the
x-axis are referred to as ¢ and ¢r, respectively. The AoD are time-variant and are denoted
by al,(t), while the symbol B&(t) stands for the AoA. The AoD and the AoA are independent
since double-bounce scattering is assumed. The transmitter and the receiver are equipped
with an antenna array encompassing Mt and Mg antenna elements, respectively. The antenna
element spacing at the transmitter side is denoted by d7. Analogously, the antenna element
spacing at the receiver side is referred to as Jg. The tilt angle of the transmit antenna array is
denoted by 1, while g stands for the tilt angle for the receive antenna array. The transmitter
(receiver) is located at a distance th (hf) from the left-hand side of the street and at a distance
hzT (hg) from the right-hand side seen in moving direction.
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Fig. 1. Typical propagation scenario for V2V communications at a T-junction.
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Fig. 2. The geometrical T-Junction model for V2V communications.

3. The Reference Model

The starting point for the derivation of the reference model for the MIMO V2V channel is
the geometrical T-junction model presented in Fig. 2. For the reference model, we assume
double-bounce scattering from fixed scatterers. We distinguish between the scatterers near to
the transmitter and the scatterers close to the receiver. It can be seen from Fig. 2 that a wave
emitted from the /th transmit antenna element AZT (I=1,2,..., Mr) travels over the scatterers
S,Tn and 55 before impinging on the kth receive antenna element AE (k=1,2,...,Mg). Using
the wave propagation model in (Pétzold et al., 2008), the complex channel gain gy (7T, 7r)
describing the link AZT—AIIS of the underlying Mt x Mg MIMO V2V channel model can be
expressed in the present case as

M,N . 2T - TR =
P, P e 00 T a0 o
m=1,n=1
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The symbols ¢, and 0, () stand for the the joint gain and the joint phase shift caused by the
scatterers S,Tn and S,If. The joint channel gain can be written as c¢;;, = 1/v MN (Pétzold et al.,
2008). The phase shift 6, (t) is a stochastic process, as the AoD a, () and the AoA BR(t) are
time-variant. This is in contrast to the models proposed in (Pitzold et al., 2008) and (Zhiyi
et al., 2009), where the phase shift is a random variable. The joint phase shift can be expressed
as Oy (1) = (0 (t) +6;,(t))mod 271, where mod stands for the modulo operation. The terms
0 (t) and 6/, (t) are the phase shifts associated with the scatterers S!, and SR, respectively.
The second phase term in (1), 7{?1 - 7T, is caused by the movement of the transmitter. The wave
vector pointing in the propagation direction of the mth transmitted plane wave is denoted
by k%, while 71 stands for the spatial translation vector of the transmitter. The scalar product
kI - 71 can be expanded as

% Fr o= nfmax COS( ( ) (PT) @

where fI. =vr/A denotes the maximum Doppler frequency associated with the mobility of
the transmitter. The symbol A refers to the wavelength. The time-variant AoD &}, (t) can be
expressed as

—m4gt) if —m<al(t)<-%
oI (1 &2(0) it —F <) <0
" &) it 0<al(t) <%
t4g(t) if  Z<al()<n
®)
where
hT tan (], (1))
g1 (t)yarctan <hT —vr(t —to) tan(al, (¢ ))) Y
hT tan(al, (o))
92 (tyarctan <hT —vr(t —tg) tan(ak, (tg)) ) ?

We assume that the AoD seen from the transmitter side can be considered as constant for a
given time interval if the angular deviation does not exceed a certain threshold. For instance,
the AoD « (tl) at tlme instant t; and the AoD aJ,(t,) at time instant t, are equal if the angle
difference |1x (t1) — alL(t2)| < €, with €, is a very small positive value. In this way, the AoD

al () can be written as

ap (tyd i iftig <t <tifori=1,2,... (6)

The term sz _ is a constant that can be obtained from (3) by setting the time ¢ to t; 1. The
length of the mtervals [ti_1,t;) and [t;, t; 1) can be quite different for i = 1,2,.... The phase
shift introduced by a scatterer is generally dependent on the direction of the outgoing wave.
Hence, a change in the AoD a/ () results in a new random phase shift. Since the AoD &, ()
is defined piecewise, the phase shift 6,,(t) is also defined piecewise as follows

9m(t)=9m,i_1 if tiq <t< t; fori= 1,2,... (7)
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where 6,0, 0,1, ... are independent identically distributed (i.i.d.) random variables
uniformly distributed over [0, 277).
The third phase term in (1), El,f - 7R, is associated with the movement of the receiver. The
symbol 755 stands for the wave vector pointing in the propagation direction of the nth received
plane wave, while 7z represents the spatial translation vector of the receiver. The scalar
product kR . 7 can be expanded as

kR 7 = —27fR  cos(BR(t) — pr)t )

where fR =~ =vgr/A denotes the maximum Doppler frequency caused by the receiver
movement. Using the geometrical T-junction model shown in Fig. 2, the time-variant AoA
BR(t) can be expressed as

—+gs(t) if —m<BR(t) <%
Biy (B4 ga(t) if —F<BR()<?% )
T+gs(t) if T<pit)<nm
where
g5(Bxrctan (h§ tan(ﬁ’i(to]zl)2 —VR(t - fo)) 10)
2
g;;(t#rctan (h{2 tan(ﬁﬁ(tol/)ll)zva(tf t()))' 11)
1

We assume that the AoA seen from the receiver side can be considered as constant for a given
time interval if the angular deviation does not exceed a certain threshold. For instance, the
AoA BR(#)) at time instant #] and the AoA BR(#)) at time instant t} are equal if the angle
difference |BR(#]) — BR(#))| < €4 In this way, the AoA BR(t) can be written as

B (b1 if £ <t <t forj=1,2,... (12)

The term /55 i1 is a constant that can be obtained from (9) by setting the time ¢ to t;.fl. The

length of the intervals [f},y t;) and [t;, t} 1) can be quite different for j = 1,2,.... The phase
shift introduced by a scatterer is generally dependent on the direction of the incoming wave.
Hence, a change in the AoA BE(t) results in a new random phase shift. Since the AoA BR(t)

is defined piecewise, the phase shift 0, (¢) is also defined piecewise as follows
0 ()8, 1 if t; <t <tiforj=12... (13)

where 61’1/0, 6;,1, ... are ii.d. random variables uniformly distributed over [0, 277).
After substituting (2) and (8) in (1), the complex channel gain g (f) can be expressed as
,N
NA ol bR IR o] R+ £R) 0 (1)) (14)

gu(t) = m,nZ:l TVMN
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where
al = elﬂ T (Mr—21+1) cos(ay, () —r) (15)
bR = o iR (Mg —2k+1) cos(BR () —7r) (16)
CIR _ =% (DL + Dt D (1)) (17)
S = Fanax c08(ay, (£) — ¢7) (18)
fit = Frnax cos(By (£) = ¢%). (19)

with D] (t) denoting the distance from the transmitter to the scatterer SI,. The term Dy
represents the distance between the scatterers S! and SR,while DX (t) corresponds to the
distance from the receiver to the scatterer S,If, as shown in Fig. 2.

4. Correlation Properties

For wide-sense stationary processes, the temporal ACF depends only on the time difference 7.
However, for non-stationary processes, the temporal ACF does not only depend on the time
difference 7, but also on the time t. Due to its time dependance, the ACF of non-stationary
processes is called local ACF (Cohen, 1989). Several definitions for the local ACF have been
proposed in literature. In this paper, we utilize the definition of the local ACF proposed by
Wigner (Cohen, 1989), which is given by

Tgu (t,7) :== E{gu(t+ T/Z)g;l(f -1/2)} (20)

where (-)* denotes the complex conjugation and E{-} stands for the expectation operator. By
applying the expectation operator on the i.i.d. random variables 6,,; (i = 0,1,...) and 9; j

(j=0,1,...) and exploiting their independence, we can express the local ACF as

Fou(t, T) = rgkl(t T)- gkl(t T). (21)
where
1 M jor(fr(e+3) (t42)—fE(¢=3) (12
ot L (e ) ) 9) 22)
N x| R z T)_fR(4_1 _zI
gkl( :% ; 2 (fn (H'z)(t"'z) fa (f z)(t z)) (23)

Note that the local ACF ry,, (,T) is written as a product of the local transmit ACF rgkl(t, T)

and the local receive ACF rgkl(t, T) since we assume a limited number of scatterers in the
proposed model. The expression of the local ACF is derived using the Wigner method
(Cohen, 1989). By applying the Fourier transformation on the local ACF in (21), we obtain the
Wigner time-frequency distribution. The former even though a member of the Cohen class
of distributions, suffers from the cross-term problem (Cohen, 1989). To deal with this issue, a
kernel function aiming to reduce the cross-terms need to be introduced. One of the effective
distributions in diminishing the effect of cross-terms is the Choi-Williams distribution (Choi
& Williams, 1989). Choi and Williams devised their kernel function in such a way that a
relatively large weight is given to gy (1 + 7/2)g};(u — 7/2) if u is close to t. In this way, they
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emphasis the local behaviour of the channel and guarantee that the non-stationarities will not
be smeared in time and frequency. The kernel function for the Choi-Williams distribution is

given by ¢(¢, 1) = e~ &T/7 1t follows that the generalized local ACF can be expressed as
(Choi & Williams, 1989)

K(t ) - /'°° [ P g, (0,

rgkl u, T (” - t)z
\/47172/(7 xp (= 412 /¢ ) (24)

The generalized local ACF presented above can be used for both stationary and non-stationary
processes. Actually, if the process is stationary, the local ACF rg, (u, T) equals rg, (7). Using
(24), it turns out that the generalized local ACF for stationary processes equals the classical
ACE ie., K(t, ;) = 1¢,(T).

For stationary processes, the power spectral density can be obtained from the Fourier
transformation of the temporal ACE Analogously, for non-stationary processes, the
time-frequency distribution can be obtained from the generalized local ACF by applying the
Fourier transformation. The time-frequency distribution gives an insight into how the power
spectrum varies with time ¢. The time-frequency distribution W(t, f; ¢) can be written as

tf(p:y K(t,T;¢)e 2T dr
:/ / A, T;¢) e PTUTR) grdz (25)

where A(E, T; ¢) is the ambiguity function.
The local space CCF can be expressed as

okt (8,07, ORE{ Skt (1) gy (1) }

_ 1 ﬁ o — 27 (1-1") cos(wly () ~1)
=i L ,

1 N
o Z —1271 (k—K') cos(BR(t)—Tr)
n=1
= ol (t,01) - pf (t,0R). (26)

In (26), the AoD a/, (t) and the AoA BR(t) are given by (6) and (12), respectively. Note that the
local space CCF is written as a product of the local transmit space correlation function (CF)
ok, (t,67) and the local receive space CF pR, (t,6g).

5. Numerical Results

In this section, the analytical expressions presented in the previous section are evaluated
numerically and then illustrated. The propagation environment encompasses twelve
scatterers around the transmitter. Six scatterers are located on the left side of the transmitter
and the remaining scatterers are on the right side. The distance between two successive
scatterers is set to 20 m. We consider the same number of scatterers around the receiver. The
transmitter and the receiver have a velocity of 70 km/h and a direction of motion determined
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by ¢7 = 0 and ¢r = —71/2, respectively. The transmitter and the receiver antenna tilt angles
vt and g are equal to 71/2. The street parameters are chosen as th = hzT = 50 m and
hf = h1§ = 50 m. The parameter ¢, is set to 0.1.

The absolute value of the resulting generalized local ACF K(t,T;¢) is illustrated in Fig. 3.
From this figure, we can see that the shape of the local ACF changes for different values of ¢,
which is due to the non-stationarity of the channel model. If the channel model is stationary,
we would observe the same shape of the local ACF at different time instants f. The absolute
value of the time-frequency distribution, |W(t, f;¢)|, shown in Fig. 4, is obtained from the
generalized local ACF by applying the Fourier transform w.r.t. the time lag 7. It can be seen
from this figure how the Doppler spectrum of the channel varies with time ¢. For the chosen
propagation scenario, it can be observed from Fig. 4 that the zero Doppler frequency has the
highest power for all time instants ¢. The power of the non-zero Doppler frequencies decays
for a certain period of time before increasing again. The absolute value of the local transmit
space CF |p],(t,67)| is presented in Fig. 5. It can be seen from this figure that the amplitude
of this function is more sensitive to the transmit antenna spacing Jr than to the time ¢. The
absolute value of the local receive space CF |pR,(t,6g)| is illustrated in Fig. 6. For the chosen
scenario, this function decays faster than the local transmit space CF w.r.t. the antenna spacing.

o
o

=4
o

o
S

©
N

Generalized local ACF, | K(t,7;0) |

Time separation, 7 (s) . Time, t (s)

Fig. 3. The absolute value of the generalized local ACF |K(t,T; ¢)|.

6. Conclusion

In this chapter, we have presented a non-stationary MIMO V2V channel model. Based
on the geometrical T-junction model, we have derived an expression for the time-variant
channel gain taking into account double-bounce scattering from fixed scatterers. We have
assumed a limited number of scatterers. Under this assumption, the reference model equals
the simulation model. In vehicular environments, the high speed of the communicating
vehicles results in time-variant AoD and AoA. This property is taken into account in our
channel model, which makes the model non-stationary. To study the statistical properties of
the proposed channel model, we utilized the Choi-Williams distribution. We have provided
analytical expressions of the generalized local ACF, the time-frequency distribution, and the
local space CCF. The latter can be written as a product of the local transmit space CF and
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the local receive space CE. Supported by our analysis, we can conclude that the stationarity
assumption is violated for V2V channels, especially if the mobile speed is high and the
observation interval is large. Non-stationary channel models are needed as a tool for designing
future V2V communication systems. In future work, the effect of moving scatterers on the
channel statistics will be studied.
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1. Introduction

Accurate software simulation is an important step for testing mobile communication systems.
It allows the evaluation of the system performance without the need for physical experiments.
At an early testing stage, simulations are usually done considering transmissions over
additive white Gaussian noise (AWGN) channels, which do not account for obstacles or
motion between the transmitter (Tx) and the receiver (Rx). According to the AWGN channel
model, only the thermal noise which comes from the receiver amplifiers and from many
natural sources is considered and added to the transmitted signal. This means that the
received signal is a copy of the transmitted signal embedded in Gaussian noise, whose
intensity depends on the propagation scenario (including the amplifiers of the Tx and the
Rx) and can be controlled in simulation by tuning the Gaussian process variance.

It is easy to understand that AWGN channel models do not capture the conditions of a real
radio channel where the presence of obstacles between the Tx and the Rx causes multipath
propagation and may lead to frequency selective channels. In this situation, several replicas
of the transmitted signal get to the Rx antenna with different propagation delays. If these
delays are not negligible compared to the transmission interval Ts, the attenuation caused
by the channel in the frequency-domain is not constant and a distortion is introduced!.
Moreover, if there is motion between the Tx and the Rx, the received signal may be affected
by a time-domain multiplicative distortion called fading. This happens because, being the
Rx in motion relative to the Tx, the propagation channel characteristics vary with time and
their effect can be modeled as a time-domain distortion affecting the transmitted signal. By
combining both the effects of multipath propagation and fading on a wireless transmission,
the received signal baseband equivalent r(t) may be expressed as

N(#) ,
r(t) = Y pi(0)eWs(t =7 (1)) + n(t) ey
i=1
where s(t) is the transmitted signal baseband equivalent, p;(t) and 6;() are the time-varying
attenuation and phase shift respectively of the i-th path and n(t) is a white Gaussian process

! Otherwise, when the propagation delays are negligible compared to the signal interval, the channel is
said to be flat.
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modeling thermal noise and noise added by the receiver amplifiers. Although in the case of
time varying channels N(t) and 7;(t) are functions of the time, for the sake of simplicity, it is
common in the literature to ignore the dependence on time of the number of significant paths
and the propagation delays, that is to set N(f) = N and 7;(t) = 7;. Eq. (1) can be rewritten as

(0 = OOt — ) + n(t)
i=1
N

= Y hi(t)s(t—7) +n(t)

i=1

@

where 1;(t) £ p;(t)e/%(). Eq. (2) represents the received signal in the case of transmission over
a frequency-selective channel.
In the case of flat multipath channels a further simplification is possible since 7; = T < T Vi.

Eq. (2) can be rewritten as
N

r(t) =Y hi(t)-s(t—7T) +n(t). (3)
i=1
Moreover, if a large number of paths is considered i.e., N > 1, the central limit theorem can
be applied to the sum in (3) leading to

r(t) = h(t)-s(t —7) +n(t) 4)

where h(t) = hr(t) + jhj(t) is a complex Gaussian random process.

By comparing equations (2) and (4), it is clear that the selectivity in the frequency-domain
requires the contribution of each path to be considered and that the fading process, being the
combination of N complex processes, each modeling the fading affecting the corresponding
propagation path, can not be approximated by a Gaussian random process.

As far as flat fading channels are concerned, a detailed description of the process h(t)
was derived by Clarke in 1968. According to the model of Clarke (Clarke, 1968), for a
mobile-to-fixed channel, the fading quadrature components are independent each with the
same autocorrelation function (ACF) given by (Pétzold, 2002)

2
Ri (1) = Ry, (1) = Ry(7) = - Jo(27ef) ©)

where (7,% is the fading power, Jy(-) is the zero-order Bessel function of the first kind and fp is
the maximum Doppler frequency shift. Two other widely used statistics in channel modeling
for the statistical characterization of a fading process are the level crossing rate (LCR) and the
average fade duration (AFD) of the process. The LCR Ly, is defined as the expected number of
times per second that the envelope |h(t)| crosses the threshold R in the positive direction. For
Rayleigh fading, it is given as (Patel et al., 2005)

Lg = V2rfppe ™, (6)

where p = R/+/E[|h(t)|?] (here, E[-] denotes expectation). The AFD Ty is defined as the
expected value for the length of the time intervals in which the stochastic process h(t) is below
a given level R. For Rayleigh fading, it is given as (Patel et al., 2005)

e —1

Tp = NI @)
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It is important to note that some characteristics of the fading process, like the amplitude
probability density function (PDF), can change considerably depending on the propagation
scenario. For example, when a line-of-sight path is not available it can be shown that
the complex Gaussian process h(t) in (4) has zero-mean. Consequently, the fading process
envelope PDF follows a Rayleigh distribution. Otherwise, when a line-of-sight path is
available, the Gaussian process h(t) has non-zero-mean leading to a Rician distributed
envelope. However, experience shows that often the hypotheses of the model of Clarke are
not verified and the fading severity turns out to be different from Rayleigh or Rician. In
such cases, distributions like Nakagami-m (Nakagami, 1960), Weibull (Weibull, 1951) or Hoyt
(Hoyt, 1947) match more closely with real fadings (Vehicular Technology Society Committee
on Radio Propagation, 1988).

Simulation of fading processes with Rayleigh and Rician fading envelopes has been
extensively studied e.g., the sum-of-sinusoids (SoS) method proposed in (Jakes, 1974), the
simulator based on the inverse fast Fourier Transform (IFFT) proposed in (Smith, 1975),
the filtering method presented in (Komninakis, 2003) and the simulator based on the
Karhunen-Loeve (KL) expansion presented in (Petrolino et al., 2008a).

The first approach, proposed by Jakes in (Jakes, 1974) is limited to the simulation of the
Clarke’s model for which it has been developed. It is based on the representation of the
received signal as a superposition of a finite number of sinusoids having equal amplitude
and uniformly spaced angle of arrivals. Jakes’ simulator has to be considered as deterministic
(Pétzold et al., 1998), since the generated waves depend on parameters which, once chosen,
remain fixed for the duration of the simulation run. The SoS method was improved in (Pop &
Beaulieu, 2001), with the addition of random phases, with the goal of making the generated
process wide sense stationary (WSS).

The second approach, named IFFT-based method, was proposed in (Smith, 1975) and
extended in (Young & Beaulieu, 2000). With this method, in order to achieve a fading output
with the desired ACF two real sequences of zero-mean independent Gaussian random
variables (rvs) are multiplied in the frequency-domain by the same frequency mask equal to
the square root of the power spectral density (PSD) corresponding to the desired ACF. Then,
the obtained sequences are added in quadrature and a complex IFFT is taken. Due to the
linearity of the IFFT, the output is a time-domain Gaussian sequence with the desired ACF.
The third approach is known as filtering method and resorts to digital filtering of
computer-generated independent Gaussian rvs by a filter whose magnitude frequency
response is given by the square root of the desired PSD. Due to the linearity of the filtering
operation, the filter output sequence is still Gaussian and has the desired ACE. A solution
based on the combination of an infinite impulse response (IIR) filter with a nearly ideal
interpolator is proposed in (Komninakis, 2003).

The last approach is based on the idea of expanding the complex random fading process as a
modified KL expansion. Let /i(t) be a correlated zero-mean complex Gaussian random process
in 0 < t < Tp whose quadrature components are independent each showing the same ACF.
The process h(t) can be represented by the series expansion (Van Trees, 1968)

L-1
h(t) = lim Y hgi(t) ®)

L—oco =0
where the set of functions {¢;(t) ngol is the basis of the expansion and the {hl}lL;O1 are
the expansion coefficients, that is the projections of the process h(t) on the basis functions.
The representation in (8) is known as the Karhunen-Loéve expansion for the process k()
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(Van Trees, 1968). Since h(t) is a zero-mean complex Gaussian random process and the
{¢(t) IL:_01 are orthogonal, the {hl}{“;ol are zero-mean, independent complex Gaussian rvs

with variances {7 ngol. A possible expansion for the process h(t) is achieved by setting the

process h(t) correlation matrix eigenvectors and eigenvalues as the basis functions {¢,(f) {“:_01

and the variances {Ul Mo I 0 , respectively (Petrolino et al., 2008b). Inversely, in fading channel
simulation we need to generate a correlated random process starting from the a priori
knowledge of its ACF which is determined by the channel model being used. This can be
achieved by following the approach proposed in (Petrolino et al., 2008a), where the {¢;(t)}; - L= 1
is imposed as a complete set of exponential functions, leading to a modified KL expansmn
Due to the particular choice of the basis functions, the eigenvalues can be calculated for
I =0,...,L—1,as (Petrolino et al., 2008b, eq. (9))

To/ 2 2t
o? = — |dt. 9
: / nn ( Ty ) ©)
This means that if we are able to calculate the integral in (9) for every [, then the process
h(t) may be synthesized by (8) using a set of L computer-generated independent zero-mean
Gaussian rvs, with variances {c? }L

At this point a N-samples version h[ ] of the fading process h(t) may be obtained by sampling
the interval Ty with sampling frequency fs = N/Tj

Zhl Ny =0,...,N—-1 (10)

where the {hl}le_Ol ~ N(0, {(712}{“:_01) are independent Gaussian rvs. The dimension of the
expansion basis is (Van Trees, 1968) L = 2BT; where B is the unilateral bandwidth of the
process and Ty its duration. Since Ty = NTs, the KL expansion dimension reduces to L =
2BNTs = sz N < N, where the inequality follows from the sampling theorem. This means

that i; = 0 for I > N, so it is possible to rewrite (10) as
Zhl JNM =0, ,N—1 (11)

that is, h[n] is the IDFT of the sequence {/;}}' ;' and may be computed efficiently using
the fast Fourier transform (FFT) algorithm. Note that simulators like (Young & Beaulieu,
2000), (Komninakis, 2003) and (Petrolino et al., 2008a) impose the desired ACF by linear
transformations of Gaussian processes. By the properties of this class of processes, the
Gaussian PDF is preserved. However, this is not the case with non-Gaussian processes.
As a consequence, such simulators can not be directly used to generate autocorrelated
non-Gaussian sequences like Nakagami-m, Weibull or Hoyt. Regarding Nakagami-m fading,
simulators have been proposed in (Beaulieu & Cheng, 2001) and (Filho et al., 2007), both of
which require already-correlated Rayleigh sequences which must be generated by existing
simulators. In (Beaulieu & Cheng, 2001), the correlated Nakagami sequence is obtained by
applying a double transformation to the Rayleigh sequence, while in (Filho et al., 2007), an
uncorrelated Nakagami sequence is rearranged according to the Rayleigh sequence ranking
in order to match the desired ACFE.



Simulation of SISO and MIMO Multipath Fading Channels 15

An important class of systems which have gained success in the last years are multiple-input
multiple-output (MIMO) systems. Consequently, MIMO fading channel simulators are
increasingly required by MIMO designers for system performance evaluation and assessment.
In MIMO systems, multi-element antenna arrays are used at both sides of a radio link and
the communication occurs over N,,;, parallel channels, where N,,;, is the minimum of the
number of Tx or Rx antennas (Gesbert et al., 2000). Due to finite antenna separation, a spatial
correlation between the channels always exists and greatly affects the link capacity of MIMO
systems (Wang, 2006). The MIMO channel spatial correlation can be described by a MNxMN
correlation matrix. This matrix can be obtained in several ways depending on the reference
model under consideration. In this chapter we will use the Kronecker Based Stochastic Model
(KBSM) (Wang, 2006). According to the KBSM model, the spatial correlation matrix Syrpr0 is
obtained as

Smimo = SBs ® Sus (12)
where Sgg is the MxM spatial correlation matrix at the BS, S5 is the NxN spatial correlation
matrix at the MS and ® stands for the Kronecker product. For the referred reasons, a MIMO
fading channel simulator must contemplate the possibility of generating random processes
cross-correlated according to a spatial correlation structure determined by the used model.
In general, the fading channel simulation can be divided in three tasks:

1. Choice of the most convenient fading channel model.

2. Generation of uncorrelated rvs with the desired PDF. This point will be discussed in
Sections 2 and 3.

3. Imposition of the desired ACF to the generated sequence without affecting the initial PDF.
This point will be analyzed in Section 4.

This chapter is organized as follows. Section 2 presents a technique for the generation
of uncorrelated arbitrary jointly distributed phase and envelope processes. The proposed
method is based on the two-dimensional extension of the Metropolis-Hastings (MH)
algorithm (Hastings, 1970; Metropolis et al., 1953). Starting from jointly Gaussian random
variate pairs, this method achieves the desired PDF by an acceptance-rejection (AR) algorithm
whose probability of acceptance is set in a convenient way.

In Section 3, the two-dimensional MH algorithm is applied to the generation of Nakagami-m
and Hoyt envelope fading processes.

Section 4 presents a method for inducing the desired correlation structure on wireless channel
simulation processes. It will be shown that it can be used for simulating both the spatial
correlation between the propagation channels for MIMO systems and the time-ACF in case of
single-input single-output (SISO) systems. The procedure is based on the method proposed by
Iman & Conover (IC) in 1982 (Iman & Conover, 1982). This method is able to induce a desired
correlation matrix on an input matrix whose columns are random vectors with independent
arbitrary marginal distributions (Petrolino & Tavares, 2010a), (Petrolino & Tavares, 2010b).
The IC method is distribution-free, which means that it preserves the marginal PDF of the
input sequences while inducing the desired correlation. This important feature enables the
generation of sequences with arbitrarily distributed PDFs and arbitrary correlation matrix.
Section 5 presents simulation results obtained by applying the IC method to the simulation
of MIMO and SISO channels. In the MIMO case the simulated spatial correlation matrices are
compared with the targets, while in the SISO case the comparison is made between the target
and the simulated time ACFs. In both cases, perfect preservation of the initial PDF is achieved.
Finally, Section 6 concludes the chapter.
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2. The Metropolis-Hastings algorithm

In this Section, we present a computational efficient and accurate method for simulating every
type of fading (e.g. Nakagami-m, Weibull, Hoyt, etc.) starting from PDFs (e.g. Gaussian or
Uniform distribution) which can be easily generated by known and efficient methods. This
method is based on the Metropolis-Hastings algorithm (Hastings, 1970; Metropolis et al., 1953)
with an AR sampling proposed by Tierney in (Tierney, 1994).

Consider now the problem of simulating a fading channel characterized by arbitrary jointly
distributed envelope and phase. For this purpose, let h(t) = x(t) + jy(t) be a complex fading
process and let h(t) = p(t)e/?(t) be its representation in polar coordinates.

Two possible ways exist for generating h(t): the first is the direct generation of the envelope
and phase processes p(t) and 6(t) respectively, the second is generating the IQ component
processes x(t) and y(t). The first solution is attractive in the sense that the characterization
of fading channels is usually done in terms of envelope and phase PDFs. However, in
telecommunications, system testing is usually carried out by considering the transmission
of the signal IQ components over the fading channel under consideration.

Recalling that the IQ components joint PDF fxy(x,y) and the phase-envelope joint PDF
fro(p,0) are related by

,0
fv(,y) = fm‘f(f) (13)
where |]| is the Jacobian of the transformation
x =pcosf, y=psind (14)

we conclude that if we are able to generate pairs of rvs (x;, y;) following the joint PDF fxy(x,y)
in (13), then the phase-amplitude joint PDF will be the desired fr (o, 8). The main issue in
simulating fading processes is that usually, the distribution fxy(x,y) does not belong to any
family of well-known PDFs and can not be directly generated. Here, we propose a method
which allows the efficient generation of rvs with arbitrary distribution.

Suppose we want to generate a set of N pairs (xgi),xgi)) li=1,.,N following an arbitrary target
joint density f(-) whose analytical expression is known, and that we have pairs (y1,y2) from
a candidate-generating joint density h(-) that can be simulated by some known, inexpensive

(0) .(0)

method. After setting an arbitrary initial pair (x;,x, ') for initializing the algorithm, the
MH method can be summarized as follows (Chib & Greenberg, 1995):

® Repeat the following steps fori =0,..., N —1

e Generate (y1,y2) from k() and u from a uniform distribution u ~ ¢/(0,1)

e JFu<u
Set (xgiJrl)’xéiJrl)) _ (y1,y2)

e ELSE ) . )
Set (xglﬂ),xélﬂ)) = (xgl),xél))

where o = a[(xin),xén)), (y1,¥2)] is the (conditional) probability of accepting the candidate

pair (y1,y2) given that the current pair is (xin),xén)). This probability is usually called

probability of move (Chib & Greenberg, 1995), because it represents the probability of the process
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moving to a new state. When the MH algorithm was proposed, this probability was set to

(Tierney, 1994)

oc—min{f(y.l'yz.),l} (15)

f ")

which means that the higher is the target PDF at the candidate pair, the higher is the
probability to accept it. Here we use a modified version of the MH algorithm.
This modification has been discussed in (Tierney, 1994) and it is based on the idea of
introducing an acceptance-rejection step for generating candidates for a MH algorithm.
Pairs (y1,y2) are generated from Kh(-) until a pair satisfying u < f(y1,y2), where u ~
U{0,Kh(y1,y2)}, in obtained. The constant K is set such that f(x1,xp) < Kh(xq,xp) for all
(x1, x2) and controls the acceptance rate. According to this method, only those pairs for which
the target density f(-) is high are accepted as candidates for the MH algorithm. Moreover, the
probability of move « is set as follows. Let

C={(a,b): f(a,b) < Kh(a,b)} (16)

be the set where Kh(a, b) dominates f(a,b). Four possible cases occur and the probability « is
set as follows (Chib & Greenberg, 1995):

e Case (a): (xl , X (")) € Cand (y1,2) € C.
In this case Kh(-) dominates f(-) for both the current and the candidate pair. This means
that with higher probability both pairs belong to Kh(-) rather than to the target PDF f(-).
In this case the algorithm always accepts the new pairie., a = 1;

e Case (b): (xl ,xé )) € Cand (y1,12) ¢ C.
In this case the current pair belongs with higher probability to Kh(-) rather than to f(-).
Moreover, for the candidate pair, f(+) is higher than Kh(-). This means that the probability
of belonging to the target density is higher for the candidate pair than for the current pair.
Also in this case the algorithm always accepts the new oneie., a =1;

e Case (c): (x1 ),x2 ) ¢ Cand (y1,12) € C.

The probability of belonging to f(-) is higher for the current pair than for the candidate
pair. This means that the transition to other states must be controlled. In this case the
methods sets

Kh(xi"),xén))

", 5"
Note that the higher the value of the target density f(-) at the current pair, the lower the
probability to accept the candidate pair;

e Case (d): (x1 ,x2 ) ¢ Cand (y1,2) ¢ C.
Both the current and the candidate pair belong with higher probability to the target PDF
f(+) rather than to the candidate Kh(-). Also in this case the probability of move depends
on the target and the candidate densities. It is easy to understand that it must be set such
it is in general higher than in the previous case. The method in this case sets

) (n) _(n)
o= min{f(y};:)vz)(n?(xl X ),1} .
f(x1 » X ) - h(y1,y2)

Note that the higher the product f (xgn), xén)) -h(y1,y2), the lower the probability of move.
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Compared with the standard MH algorithm, this version of the algorithm provides a PDF
with a better match with the target distribution. This is achieved by observing that the
initial distribution support can be divided in two kind of zones, one producing good values
with higher probability than the other. It is important to note that, contrary to the standard
MH algorithm, this method will occasionally reject candidates if the process is at a pair

(xgn), xé")) ¢ C (Tierney, 1994). By keeping the same pair for a certain number of consecutive
steps, Metropolis-based methods introduce in general correlation along the sampled series.
This can be harmful if uncorrelated processes are required. Our goal in this paper is to
generate uncorrelated fading processes with desired envelope and phase PDFs. In this way,
distribution-free algorithms can be applied to the generated pairs for imposing the desired
correlation if second order statistics specification is required. We got round this difficulty by
applying a random shulffling to the generated sequence at the end of the algorithm.

3. Simulation of uncorrelated arbitrary jointly distributed phase and envelope
processes with the MH algorithm

In this Section we will show some results obtained by applying the previously described MH
algorithm to two different propagation scenarios. We simulated the IQ components of fading
channels characterized by arbitrarily distributed envelope and phase processes. As required
by the algorithm we deduced analytical expressions of the target IQ components joint PDF
f() from results available in the literature. In both the following examples the candidate
pairs (y1,y2) follow the bivariate joint Gaussian PDE. They are independent Gaussian rvs
with zero-mean and the same variance ¢?, so that their joint PDF reduces to the product of
their Gaussian marginal PDFs and is given by

1 v+ 13
h(y1,y2) = 27102 exp <_ 1202 2. 17)

The constant K introduced in equation (16) has been adjusted by experimentation to achieve
an acceptance rate of about 50%.
A rv representing a realization of a fading process at a fixed instant of time is

C=X+jY (18)

where X and Y are rvs representing the fading process IQ components and

R=VX2+Y2 ®=tan '(Y/X) (19)

are the envelope and the phase of C respectively. From (14), since the Jacobian is |]| = p, we
have that
ro(p, ) 20)

fxy(x,y) = 0

3.1 Nakagami-m fading
For Nakagami-m fading, the envelope PDF is given by the well-known formula (Nakagami,
1960)

2 p2m—1 mPZ 1
= [ > —
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where Q) = [E[R?] is the mean power, m = O?/V[R?] is the Nakagami fading parameter (V]
denotes variance) and T'(-) is the Gamma function.

For independent I and Q components, the corresponding phase PDF has been obtained in
(Yacoub et al., 2005) and is given by

T'(m)|sin(26)" 1

fo(0) = 2MT2(1m/2)

, - <0< (22)

Considering the envelope and the phase as independent rvs, we have

frelp.0) = fr(p) x fo(0). (23)
The substitution of (23) into (20) leads to
B mm‘ Sin(29)|m_1p2m_2 mpz
haey) = ntqnraimz) P\ "0 (24)

where p = /x2 + y2 and 6 = tan~! (y/x). We applied the proposed method for the generation
of 220 pairs of rvs following (24) starting from independent jointly Gaussian rvs with zero
mean and variance 0 = )/2m. The target and the simulated joint PDF are plotted in Fig. 1(a)
and 1(b) respectively. In Fig. 2(a) and 2(b) the simulated envelope and phase PDFs are plotted

-5 -5 -5 -5
y X y X

(a) Theory (b) Simulation

Fig. 1. Theoretical (a) and simulated (b) IQ components joint PDF for Nakagami-m fading
withm =2and O = 1.

respectively against the theoretical references. In both cases the agreement with the theory is
very good. We now show how the application of a Metropolis-based method may introduce
a (possibly not desired) correlation in the generated sequence and how this problem may be
solved by random shuffling the sampled pairs. The correlation is due to the fact that until
accepting a new candidate pair, the MH algorithm keeps the last pair as a good pair for
sampling the target density f(-). However, the comparison of figures 3(a) and 3(b) shows
that the (low) correlation introduced by the algorithm is completely canceled by the random
shuffling.
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Fig. 2. Simulated Nakagami-m envelope PDF (a) and phase PDF (b) plotted against theory for
220 generated pairs, m = 2 and Q = 1.
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Fig. 3. Autocorrelation of the generated process in-phase component before (a) and after (b)
the random shuffling.

3.2 Hoyt fading
For Hoyt fading, the envelope PDF is given by (Hoyt, 1947)

2 p? bo?
fR(P)—meXP (—m) x Iy (m), p=>0 (25)

where O = E[R?], b € [~1,1] is the Hoyt fading parameter and Iy(-) is the modified Bessel
function of the first kind and zero-th order. The corresponding phase PDF is (Hoyt, 1947)

V1 — b2

fo(8) = 277(1— beos(20))’ -t <6< (26)
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Considering also in this case independent envelope and phase processes and applying relation
(20), we obtain the IQ components target joint PDF

B 1 0 bp?
fxy(xy) = Qre(1 - bcos(20)) P (7m) “lo (m) )

where p = \/x2 + yZand 6 = tan~! (y/x). We applied the proposed method for the generation
of 220 pairs of rvs following (27) starting from independent jointly Gaussian rvs with zero
mean and variance 0> = Q(1 — b?)/2. The target and the simulated joint PDF are plotted in
Fig. 4(a) and 4(b) respectively.
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Fig. 4. Theoretical (a) and simulated (b) IQ components joint PDF for Hoyt fading with
b=0.25and OO = 1.

In Fig. 5(a) and 5(b) the simulated envelope and phase PDFs are plotted respectively against
the theoretical references. Also in this case the agreement with the theory is very good.

4. The Iman-Conover method

Let us consider a nxP matrix X;,, with each column of X;, containing n uncorrelated
arbitrarily distributed realizations of rvs. Simply stated, the Iman-Conover method is a
procedure to induce a desired correlation between the columns of X;, by rearranging the
samples in each column. Let S be the PxP symmetric positive definite target correlation
matrix. By assumption, S allows a Cholesky decomposition

s=c’c (28)

where CT is the transpose of some PxP upper triangular matrix C. Let K be a nxP matrix with
independent, zero-mean and unitary standard deviation columns. Its linear correlation matrix
R;;, (K) is given by
1
Rjin(K) = K'K=1I (29)

where I is the PxP identity matrix. As suggested by the authors in (Iman & Conover, 1982),
the so-called "scores matrix" K may be constructed as follows: let u = [uy...u,]T denote the
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Fig. 5. Simulated Hoyt envelope PDF (a) and phase PDF (b) plotted against theory for 220

generated pairs, b = 0.25and Q) = 1.

column vector with elements u; = d>_1(n%;_1), where ®~1(-) is the inverse function of the
standard normal distribution function, then K is formed as the concatenation of P vectors

1

K= —[uvy ... vp_q] (30)

Ou
where oy is the standard deviation of u and the v; are random permutations of u. The
columns of K have zero-mean and unitary standard deviation by construction and the random
permutation makes them independent. Consider now the matrix

T = KC (31)

and note that, according to equations (28) and (29), T has a linear correlation matrix equal to
the target correlation matrix S:

Rin(T) =n 'TIT=CTn 'KTKC = S. (32)

N o’

I

The basis of the IC method is as follows: generate the matrix T as explained above and then
produce a new matrix X which is a rearranged version of X;,, so that its samples have the
same ranking position of the corresponding samples of T. With reference to Fig. 6, note that
the matrix T depends on the correlation matrix we want to induce and on the "scores matrix"
K which is deterministic. So, it does not have to be evaluated during simulation runs, i.e.,
it may be computed offline. The only operation which must be executed in real time is the
generation and the rearrangement of X, which is not computationally expensive.

A scheme explaining how the rank matching between matrices T and X is carried out column
by column is shown in Fig. 7.

At this point two observations are necessary:

¢ The rank correlation matrix of the rearranged data R,,,,x(X) will match exactly R,,,x(T)
and though T is constructed so that R;;,(T) = S, the rank correlation matrix R,;,x(T)
is also close to S. This happens because when there are no prominent outliers, as is the
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Fig. 7. Rank matching.

case of T whose column elements are normally distributed, linear and rank correlation
coefficients are very close to each other and so R,;,x(T) ~ Ry;,(T) = S. Moreover, for
WSS processes we may expect Ry, (X) = R,,x(X) (Lehmann & D’Abrera, 1975) and, since
Rrunk(x) = Rrunk(T) ~ Rlin(T) =S, then Ry;;, (X) ~S.

¢ Row-wise, the permutation resulting from the rearrangement of X appears random and
thus the n samples in any given column remain uncorrelated.

The rearrangement of the input matrix X is carried out according to a ranking matrix which is
directly derived from the desired correlation matrix and this operation does not affect the input
marginal distributions. This means that it is possible to induce arbitrary (rank) correlations
between vectors with arbitrary distributions, a fundamental task in fading channel simulation.
In the sequel we analyze the effects of the finite sample size error and its compensation.

As introduced above, the linear correlation matrix of T = KC is, by construction, equal to S.
However, due to finite sample size, a small error can be introduced in the simulation by the
non-perfect independence of the columns of K. This error can be corrected with an adjustment
proposed by the authors of this method in (Iman & Conover, 1982). Consider that E = Ry;,,(K)
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is the correlation matrix of K and that it allows a Cholesky decomposition E = FTF. We have
verified that for K constructed as in (30), E is generally very close to positive-definite. In some
cases however, a regularization step may be required, by adding a small § > 0 to each element
in the main diagonal of E. This does not sacrifice accuracy because 0 is very small. Following
the rationale above, if the matrix T is now constructed such that T = KF1C, then it has
covariance matrix

1
HTTT =C'TFTK'KF!'c=C"F 'FTfF 'c=C’Cc=s (33)
E=FTF I I

as desired. In (33), the notation F~T stands for the inverse of the transpose of F. With this
adjustment, a possible error introduced by the non-perfect independence of the columns of K
is completely canceled.

With the goal of quantifying the gain obtained with this adjustment it is possible to calculate
the MSE between the output linear correlation matrix Rj;,(X) and the target S with and
without the error compensation. We define the matrix D £ Ry;,(X) — S and the MSE as

MSE = — 42 (34)
MN = &5

where d;; is the element of D with row index i and column index j.

4.1 Using the Iman-Conover method for the simulation of MIMO and SISO channels

Let us consider the MIMO propagation scenario depicted in Fig. 8, with M transmitting
antennas at the Base Station (BS) and N receiving antennas at the Mobile Station (MS).
Considering all possible combinations, the MIMO channel can be subdivided into MN
subchannels. Moreover, due to multipath propagation, each subchannel is composed by L
uncorrelated paths. In general these paths are complex-valued. For simplicity we will consider
that these paths are real-valued (in-phase component only) but the generalization of the
method for complex paths is straightforward. The IC method can be used for MIMO channels
simulation by simply storing the MIMO channel samples in a nx MNL matrix X;,,, where MNL
is the number of subchannels considering multipath and 7 is the number of samples generated
for each subchannel. The target (desired) spatial correlation coefficients of the MIMO channel
are stored in a MNLxMNL symmetric positive definite matrix Sy;jp10 (Petrolino & Tavares,
2010a). After this, the application of the IC method to matrix X;,,, will produce a new matrix
X. The columns of X contain the subchannels realizations which are spatially correlated
according to the desired correlation coefficients in Sy7p10 and whose PDFs are preserved.
We have also used the IC method for the simulation of SISO channels. This idea comes from
the following observation. As the final result of the IC method we have a rearranged version
of the input matrix Xj,, so that its columns are correlated as desired. This means that if we
extract any row from this matrix, the samples therein are correlated according to the ACF
contained in the P xP target correlation matrix Sgrgo (Petrolino & Tavares, 2010b). Note also
that for stationary processes, Sgrso is Toeplitz so all rows will exhibit the same ACF.

If we consider P as the number of correlated samples to be generated with the IC method
and 7 as the number of uncorrelated fading realizations (often required when Monte Carlo
simulations are necessary), after the application of the IC method we obtain a n xP matrix
X whose correlation matrix is equal to the target Sgjsp. Its n rows are uncorrelated and each
contains a P-samples fading sequence with the desired ACF. These 1 columns can be extracted
and used for Monte Carlo simulation of SISO channels.
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Fig. 8. Propagation scenario for multipath MIMO channels.

5. Simulation of MIMO and SISO channels with the IC method

In this Section we present results obtained by applying the IC method to the simulation of
different MIMO and SISO channels 2. The MH candidate pairs are jointly Gaussian distributed
with zero mean and a variance which is set depending on the target density. The constant K
introduced in equation (16) has been adjusted by experimentation to achieve an acceptance
rate of about 50%.

5.1 Simulation of a 2x1 MIMO channel affected by Rayleigh fading

Let us first consider a scenario with M = 2 antennas at the BS and N = 1 antennas at the MS.
For both subchannels, multipath propagation exists but, for simplicity, the presence of only
2 paths per subchannel (L = 2) is considered. This means that the channel matrix X is nx4,
where 1 is the number of generated samples. Equi-spaced antenna elements are considered at
both ends with half a wavelength element spacing. We consider the case of no local scatterers
close to the BS as usually happens in typical urban environments and the power azimuth
spectrum (PAS) following a Laplacian distribution with a mean azimuth spread (AS) of 10°.
Given these conditions, an analytical expression for the spatial correlation at the BS is given
in (Pedersen et al., 1998, eq.12), which leads to

1 0.874} (35)

Sps = {0374 1
Since N = 1, the correlation matrix collapses into an autocorrelation coefficient at the MS, i.e.,

Sys = 1. (36)

2 In the following examples, the initial uncorrelated Nakagami-m, Weibull and Hoyt rvs have been
generated using the MH algorithm described in Sections 2 and 3.
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Remembering that S 1m0 = Sps ® Sps, we have an initial correlation matrix

1 0.874 } 37)

Smimo = [0.874 1

Equation (37) represents the spatial correlation existing between the subchannel paths at any
time delay. If we remember that in this example we are considering L = 2 paths for each
subchannel, recalling that non-zero correlation coefficients exist only between paths which
are referred to the same path delay, we obtain the final zero-padded spatial correlation matrix

Smimo as
1 0874 0 0

5 o874 1 0 0
MIMO= 1 o 0 1 0874
0 0 0874 1

As is done in most studies (Gesbert et al., 2000), the subchannel samples are considered as
realizations of uncorrelated Gaussian rvs. In the following examples a sample length of n =
100000 samples has been chosen. Since very low values of the MSE in (34) are achieved for
large 1, simulations have been run without implementing the error compensation discussed
in the previous Section. The simulated spatial correlation matrix Siimo is

(38)

1.0000 0.8740 —0.0000 —0.0001
5 | 0.8740 1.0000 —0.0000 —0.0001
MIMO = | _0.0000 —0.0000 1.0000 0.8740
—0.0001 —0.0001 0.8740 1.0000

(39)

The comparison between (38) and (39) demonstrates the accuracy of the proposed method.
The element-wise absolute difference between S ys7p10 and Sairamo is of the order of 1074,

5.2 Simulation of a 2x3 MIMO channel affected by Rayleigh, Weibull and Nakagami- fading
We now present a set of results to show that the IC method is distribution-free, which means
that the subchannels marginal PDFs are preserved. For this reason we simulate a single-path
(L =1)2 x 3MIMO system and consider that the subchannel envelopes arriving at the first Rx
antenna are Rayleigh, those getting the second antenna are Weibull distributed with a fading
severity parameter f = 1.5 (fading more severe than Rayleigh) and finally those arriving at
the third one are Nakagami-m distributed with m = 3 (fading less severe than Rayleigh). In
the first two cases the phases are considered uniform in [0, 277), while in the case of Nakagami
envelope, the corresponding phase distribution (Yacoub et al., 2005, eq. 3) is also considered.
For the sake of simplicity, from now on only the real part of the processes are considered. Being
the real and imaginary parts of the considered processes equally distributed, the extension of
this example to the imaginary components is straightforward. The Rayleigh envelope and
uniform phase leads to a Gaussian distributed in-phase component® fx_ (x) for subchannels
H; ; and Hj ;. The in-phase component PDF fx_(xy) of subchannels H; » and Hj, has been
obtained by transformation of the envelope and phase rvs into their corresponding in-phase
and quadrature (IQ) components rvs. It is given by

fx,(xw) = /j; Fxo Yo (X0, Yeo )Y (40)

3 In the following, the subscripts r, w and 1 refer to the fading distribution (Rayleigh, Weibull and
Nakagami-m) in the respective subchannels.
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where

B2 2\E2 (13 +93)°

fxov, (v, yw) = m(xw +Yw) 2 exp T 0w (41)
is the IQ components joint PDF obtained considering a Weibull distributed envelope and
uniform phase in [0,27] and where Q) is the average fading power. Finally, the in-phase
PDF fx, (xn) for subchannels Hy 3 and Hy3 is obtained by integrating the IQ joint PDF
corresponding to the Nakagami-m fading. It has been deduced by transformation of the
envelope and phase rvs, whose PDFs are known (Yacoub et al., 2005), into their corresponding
IQ components rvs. It is given by

B mm|sin(29)‘m71p2m*2 mp2
xv, (X, yn) = o iopr2(m2) P ("o, (42)

where p = /x3 +y2,0 = tan" ! (y, /xy), T(-) is the Gamma function and Q,, is the average
fading power. At the BS, the same conditions of the previous examples are considered, except
for the antenna separation which in this case is chosen to be one wavelength. Given these
conditions, the spatial correlation matrix at the BS is

1 0.626}

Sbs = {0.626 1 (43)

Note that, due to the larger antenna separation, the spatial correlation between the antennas
at the BS is lower than in the previous examples, where a separation of half a wavelength
has been considered. Also at the MS, low correlation coefficients between the antennas are
considered. This choice is made with the goal of making this scenario (with three different
distributions) more realistic. Hence, we assume

1 0.200.10
Sys= 020 1 020]. (44)
010020 1

It follows that
Smimo =
1 0.2000 0.1000 0.6268 0.1254 0.0627
0.2000 10.2000 0.1254 0.6268 0.1254
0.1000 0.2000 1 0.0627 0.1254 0.6268 (45)
0.6268 0.1254 0.0627 1  0.2000 0.1000 | *
0.1254 0.6268 0.1254 0.2000 1  0.2000
0.0627 0.1254 0.6268 0.1000 0.2000 1

The simulated correlation matrix is

Smimo =
1.0000 0.1974 0.0995 0.6268 0.1238 0.0623
0.1974 1.0000 0.1961 0.1240 0.6144 0.1229
0.0995 0.1961 1.0000 0.0623 0.1227 0.6209 (46)
0.6268 0.1240 0.0623 1.0000 0.1973 0.0994 | *
0.1238 0.6144 0.1227 0.1973 1.0000 0.1956
0.0623 0.1229 0.6209 0.0994 0.1956 1.0000



28 Vehicular Technologies: Increasing Connectivity

Also in this case the simulated spatial correlation matrix provides an excellent agreement with
the target correlation as is seen from the comparison between (45) and (46). Figs. 9, 10 and
11 demonstrate that the application of the proposed method does not affect the subchannels
PDEF. After the simulation run the agreement between the theoretical marginal distribution
(evaluated analytically) and the generated samples histogram is excellent.
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Fig. 9. PDF of the in-phase component for subchannels H; ; and Hy ; affected by Rayleigh
fading after the application of the method, plotted against the theoretical reference.
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Fig. 10. PDF of the in-phase component for subchannels H; ; and H ; affected by Weibull
(B = 1.5) fading after the application of the method, plotted against the theoretical reference.

5.3 SISO fading channel simulation with the IC method
The use of non-Rayleigh envelope fading PDFs has been gaining considerable success and
acceptance in the last years. Experience has indeed shown that the Rayleigh distribution
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Fig. 11. PDF of the in-phase component for subchannels Hj 3 and Hj 3 affected by
Nakagami-m (m = 3) fading after the application of the method, plotted against the
theoretical reference.

shows a good matching with real fadings only in particular cases of fading severity. More
general distributions (e.g., the Nakagami-m and Weibull) allow a convenient channel severity
to be set simply by tuning one parameter and are advisable for modeling a larger class of
fading envelopes. As reported in the Introduction, in the case of Rayleigh fading, according to
the model of Clarke, the fading process h(t) is modeled as a complex Gaussian process with
independent real and imaginary parts hg(t) and hj(t) respectively. In the case of isotropic
scattering and omni-directional receiving antennas, the normalized ACF of the quadrature
components is given by (5). An expression for the normalized ACF of the Rayleigh envelope

process r(t) = y/h%(t) + h3(t) can be found in (Jakes, 1974). It is given by

R() =2Fi -3, —3 b B@for @)
where F; (-, -;+; ) is a Gauss hypergeometric function.

In this Section we present the results obtained by using the IC method for the direct simulation
of correlated Nakagami-m and Weibull envelope sequences (Petrolino & Tavares, 2010b). In
particular, the simulation problem has been approached as follows: uncorrelated envelope
fading sequences have been generated with the MH algorithm and the IC method has been
afterwards applied to the uncorrelated sequences with the goal of imposing the desired
correlation structure, derived from existing channel models. Since the offline part of the IC
method has been discussed in the previous Section, here we present the online part for the
simulation of SISO channels. So, from now on, we consider that a matrix T, containing the
ranking positions of the matrix T has been previously computed and is available. Recalling
the results of Section 4, there are only two operations that must be executed during the online
simulation run:

1. Generate the nn X P input matrix X;,, containing nP uncorrelated rvs with the desired PDF.
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2. Create matrix X which is a rearranged version of Xj, according to the ranks contained in
T,k to get the desired ACF.

Each of the n rows of X represents an P-samples fading sequence which can be used for
channel simulation.

5.3.1 Simulation of a SISO channel affected by Nakagami- fading

In 1960, M. Nakagami proposed a PDF which models well the signal amplitude fading in a
large range of propagation scenarios. A rv Ry is Nakagami-m distributed if its PDF follows
the distribution (Nakagami, 1960)

2m™My?m—1 mr? 1
== e > - 4
fra (1) T(m)am exp( A ) r>0,m>; (48)
where I(-) is the gamma function, QO = [E[R}] is the mean power and

m = Q?/(R% —Q)? > 1 is the Nakagami-m fading parameter which controls the depth of
the fading amplitude.

For m = 1 the Nakagami model coincides with the Rayleigh model, while values of m < 1
correspond to more severe fading than Rayleigh and values of m > 1 to less severe fading
than Rayleigh. The Nakagami-m envelope ACF is found as (Filho et al., 2007)

or2(m+ 1 1 1
Rpy(T) = Wzﬂ Y _i; m; (T) (49)

where p(7) is an autocorrelation coefficient (ACC) which depends on the propagation
scenario. In this example and without loss of generality, we consider the isotropic scenario
with uniform distributed waves angles of arrival for which p(t) = J3(27fpT). With the goal
of reducing the simulation error induced by the finiteness of the sample size n, the simulated
ACF has been evaluated on all the 1 rows of the rearranged matrix X and finally the arithmetic
mean has been taken. Fig. 12 shows the results of the application of the proposed method to
the generation of correlated Nakagami-m envelope sequences. As is seen, the simulated ACF
matches the theoretical reference very well.

5.3.2 Simulation of a SISO channel affected by Weibull fading

The Weibull distribution is one of the most used PDFs for modeling the amplitude variations
of the fading processes. Indeed, field trials show that when the number of radio wave paths is
limited the variation in received signal amplitude frequently follows the Weibull distribution
(Shepherd, 1977). The Weibull PDF for a rv Ryy is given by (Sagias et al., 2004)

i) =7 enp (;ﬁ) rp >0 (50

where E[rf] = Q and B is the fading severity parameter. As the value of f increases, the
severity of the fading decreases, while for the special case of f = 2 the Weibull PDF reduces
to the Rayleigh PDF (Sagias et al., 2004).

The Weibull envelope ACF has been obtained in (Yacoub et al., 2005) and validated by field
trials in (Dias et al., 2005). Considering again an isotropic scenario as was done in the case of
Nakagami fading, it is given by
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Fig. 12. Normalized linear ACF of the simulated Nakagami-m fading process plotted against
the theoretical normalized ACF for m = 1.5, normalized Doppler frequency fp = 0.05,
n = 10000 realizations and P = 210 samples.
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Fig. 13. Normalized linear ACF of the simulated Weibull fading process plotted against the
theoretical normalized ACF for = 2.5, normalized Doppler frequency fp = 0.05, n = 10000
realizations and P = 210 samples.
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Also in this example an isotropic scenario with uniform distributed waves angles of arrival

is considered. The simulated ACF has been evaluated on all the n rows of the rearranged

matrix X and finally the arithmetic mean has been taken. Fig. 13 shows the results of

the application of the proposed method to the generation of correlated Weibull envelope
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Fig. 14. Average row crosscorrelation of the simulated Weibull fading process for p = 2.5,
normalized Doppler frequency fp = 0.05, n = 1000 realizations and P = 2!° samples.

sequences. The simulated ACF matches the theoretical reference quite well. Fig. 14 plots the
average row crosscorrelation obtained from a simulation run of a Weibull fading process
with autocorrelation (51), for n = 1000 realizations and P = 210 samples. As is seen, the
crosscorrelation between rows is quite small (note the scale). This means that the # realizations
produced by the method are statistically uncorrelated, as is required for channel simulation.

6. Conclusions

In this chapter, we presented a SISO and MIMO fading channel simulator based on the
Iman-Conover (IC) method (Iman & Conover, 1982). The method allows the simulation of
radio channels affected by arbitrarily distributed fadings. The method is distribution-free and
is able to induce any desired spatial correlation matrix in case of MIMO simulations (Petrolino
& Tavares, 2010a) and any time ACF in case of SISO channels (Petrolino & Tavares, 2010b),
while preserving the initial PDF of the samples. The proposed method has been applied in
different MIMO and SISO scenarios and has been shown to provide excellent results. We
have also presented a simulator for Gaussian-based fading processes, like Rayleigh and Rician
fading. These simulators are based on the Karhunen-Loéve expansion and have been applied
to the simulation of mobile-to-fixed (Petrolino et al., 2008a) and mobile-to-mobile (Petrolino
et al., 2008b) fading channels. Moreover a technique for generating uncorrelated arbitrarily
distributed sequences has been developed with the goal of combining it with the IC method.
This technique is based on the Metropolis-Hastings algorithm (Hastings, 1970; Metropolis
et al., 1953) and allows the application of the IC method to a larger class of fadings.
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1. Introduction

During the last decade, multiple-input multiple-output (MIMO) systems, where both the
transmitter and receiver are equipped with multiple antennas, have been verified to be a
very promising technique to break the throughput bottleneck in future wireless
communication networks. Based on countless results of analysis and field measurements
that have been undertaken by many researchers around the world, it is indubitable that
MIMO transceiver schemes can significantly improve the system performance. Some well-
known standards for next-generation wireless broadband, including 3GPP Long Term
Evolution (LTE) and IEEE 802.16 (WiMAX), adopt MIMO as a key feature of the physical
layer. For instance, the standard of IEEE 802.16e supports three possible options of advanced
antenna systems (AAS), namely transmit diversity (TD), beamforming (BF), and spatial
multiplexing (SM). The extensions of these multi-antenna techniques are also envisaged in
future standards such as IEEE 802.16m and LTE-A.

The potential benefits of MIMO systems are mainly attributed to the multiplexing/diversity
gains provided by multiple antenna elements. With spatial multiplexing, multiple
independent data streams are transmitted in a single time/frequency resource allocation, so
spectral efficiency is thereby increased. In practice, it may be difficult, if not impossible, to
equip multiple antenna elements at mobile stations (MS) due to their small physical sizes. In
such cases, concurrent transmission of multiple data streams is not feasible, as the maximum
number of data streams is limited by m =min(M,,M,), where M, and M, are the number of

antennas at the transmitter and receiver, respectively. Furthermore, even if multiple antenna
elements can be installed on a small mobile device, multiple closely-packed antennas may
result in high spatial fading correlation, which theoretically leads to a reduced-rank channel
and therefore degrades the performance of spatial multiplexing [Shiu et al., 2000].

In correspondence, the concept of distributed MIMO communications has emerged, which has
received considerable attention from both academia and industry in recent years. By
treating multiple distributed nodes as a single entity, each node can emulate a portion of a
virtual antenna array, and the advantages of MIMO techniques can therefore be exploited
with appropriate protocols. A common example of distributed MIMO is collaborative
spatial multiplexing (CSM), which enhances system capacity by allowing multiple separate
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users within a cell to send their uplink signals in the same time-frequency resource unit
[Balachandran et al., 2009]. In this case, each user is virtually tantamount to a portion of the
transmit antenna array of a point-to-point SM-based MIMO system. On the other hand,
some other distributed MIMO topologies may involve the operations of data relaying; for
instance, in cooperative relaying, each of the nodes may need to receive and then forward
the messages on behalf of other users. The baseline configuration of a cooperative scheme
encompasses three main roles, namely source (S), relay (R), and destination (D).
Furthermore, the conventional half-duplex (all nodes are unable to transmit and receive
simultaneously) cooperative transmission procedure is consisted of two phases. In the first
phase (Phase 1), the relay obtains messages from the source. In the second phase (Phase 2),
the relay forwards the data it has received during Phase 1 to the destination to complete the
transmission.

This chapter considers user scheduling and partner selection problems for CSM and
cooperative relaying spatial multiplexing (CRSM) respectively. For CSM-based uplink
schemes, we assume it allows N, =2 users to transmit data simultaneously, so the base

station (BS) needs to select two out of U users in each signalling interval. If the BS possesses
the channel state information (CSI) of all users, it can perform channel-dependent scheduling
by assessing certain quality metrics of the prevailing channel condition. Since CSM creates a
virtual MIMO channel in the uplink, some intrinsic MIMO channel metrics may be
employed for scheduling. One of the conventional scheduling algorithms is to choose the
user pair with the highest capacity in order to maximize the system throughput [Wang et al.,
2008]. This, however, may not be the best solution for CSM, because the resultant MIMO
channel structure may not be spatial multiplexing-preferred in terms of the error performance
even if it maximizes the channel capacity. Additionally, a scheduler that always selects the
user pair with the highest capacity may not be able to give an acceptable fairness
performance, especially in low mobility scenarios (such as indoor applications) where the
channels of most users do not change rapidly.

Not many papers have appeared to examine scheduling strategies for CSM in spite of their
importance. The authors of [Lee & Lee, 2008] have developed a scheduler for CSM based on
antenna correlations at the BS. In this chapter, the problem is studied from a different
perspective. We reasonably presume that the antenna spacings at the BS are large enough so
the spatial correlation is negligible. An objective of this work is to scrutinize different
scheduling modes and selection metrics for CSM, in terms of their search complexity, error
performance, and fairness. Recently, we became aware that [Wang et al., 2008] has the
similar goal. Nonetheless, [Wang et al., 2008] only considers Semi Round Robin user pairing
mode (which will also be discussed subsequently in this chapter), while our study further
examines some other user pairing modes of MIMO channel metric-dependent scheduling
for CSM.

Most of the early developments in the context of cooperative relaying communications are
aimed to provide higher spatial diversity gain [Laneman et al., 2004]. Due to the fact that the
destination node in an uplink scenario (the base station) usually possesses multiple
antennas, the extensions to cooperative spatial multiplexing have also appeared in the
literature to achieve higher spectral efficiency [Kim & Cherukuri, 2005]. In CRSM, the source
node first shares a portion of the data with the relay node in Phase 1, and then distinct data
portions are jointly transmitted by the source and the relays to the destination in Phase 2. In
general, the number of available spatial links in the MIMO channel is limited by the number
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of antennas at transmitter. Analogously, it refers to the number of relays that cooperates
with the source in CRSM. When the user population is dense, the number of potential relay
candidates is likely to exceed the number of relays required for cooperation. Additionally,
cooperation with too many relays may jeopardize the availability of system resources.
Hence, a recruitment process is needed to select active relays from all potential candidates.
Apparently, how the active relays are chosen would affect the overall system performance.
The issues of relay selection have been studied extensively (for examples, [Norsratinia &
Hunter, 2007] and references therein) for cooperative diversity schemes, and the relevant
research on CRSM is relatively sparse in existing literature.

From the discussions above, it is apparent that both user-scheduling for CSM and partner
recruitment for CRSM need a MIMO channel-related selection metric. Thus, the main
objective of this chapter is to develop a selection metric that can be applied to both CSM and
CRSM. To be specific, the proposed metric is developed based on the condition number of
the virtual MIMO channel, the magnitude of which could be employed to determine
whether the MIMO channel is suitable for spatial multiplexing operation.

This chapter is organized as following. The channel model of a CSM system is elaborated in
the next section. We review, as well as propose, several different user pairing modes and
selection metrics in Section 3 and 4. Then, in Section 5, the proposed user selection criterion
is further applied to design a partner recruitment algorithm for CRSM. The simulation-
based investigation results are presented in Section 6, and a concise conclusion is drawn in
Section 7.

2. System model for collaborative spatial multiplexing

This chapter firstly consider a CSM uplink transmission scenario, where M, >2 antennas
are installed at the BS for reception, while each of the U users is equipped with M, =1
antenna. For sake of convenience, we postulate the number of users that intend to transmit
with CSM, U, is always an even number. In each signalling interval, N, =2 out of U users
are scheduled to transmit data simultaneously in the same time-frequency resource unit via
CSM, as illustrated in Fig. 1. The channel vector of the u™ user can be written as:

h,=| |, )

where h, , is the fading coefficient between the i” antenna of the BS and the u" user. All
fading coefficients are modelled as complex Gaussian random variables with zero-mean
(Rayleigh fading) and unit variance. We assume that the BS has acquired the full channel
state information (CSI) of every user through pilot signals. As mentioned previously, it is
reasonable to assume that the distances among antennas at the BS are sufficiently large, so
all entries in the channel vector (1) are independent random variables. Note that the channel
vectors of any two users are also independent as they are spatially dispersed. Thus, the
overall channel for CSM formed by a pair of users is virtually equivalent toa M, x2 MIMO
system matrix with independent, identical distributed (i.i.d) entries:
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hl,u hl,v
h h

H=[h, h]=| " 77| ©)
hMy,u hMy,v

where are u and v are user indices. Moreover, due to user mobility, each column of H (the
channel vector of each user) evolves with time in accordance with some time-correlation
function p(r) . Hence,

h(t+7)=ph(r) ++/1- p’a, ©)]

where 7 represents time displacement, and a is a random Gaussian vector with identical
dimension and statistics as h. The value of p depends on 7and the Doppler
frequency, f,, , of the associating user. The impacts of f,, on scheduling performance will be
discussed in subsequent sections.

¥ 0 g
o

BS

®

Fig. 1. The illustration of a collaborative spatial multiplexing (CSM) system with M, =1,

M, =2 and U =8. In this example, both user 3 and user 7 are scheduled for uplink

transmission in the same resource unit, thereby creates a 2x2 virtual MIMO channel

3. User pairing modes for CSM

It is assumed that the BS schedules a pair of users in each of the signalling intervals for CSM
transmission. Here we define three different modes of user pairing, namely Pre-Defined
Pairing, Instantaneous Pairing, and Semi Round Robin. Each of them renders different search
complexity. Note that the term search complexity (denoted as W) in this chapter is defined as
the number of possible paring choices that the BS has to examine before making the final
decision. In other words, W represents the number of required iterations.

3.1 Mode 1: pre-defined pairing
In the initial stage of this mode, the BS arbitrarily divides all users into multiple pairs. That
is, the BS first define a list of U /2 pairs in a random manner. Note that each user pair
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forms a virtual MIMO channel, and is therefore associated with a certain MIMO channel
metric. Then, in each of the subsequent signaling intervals, the BS chooses a pair from this
pre-defined list based on the channel metric. When the number of users in the cell changes
(the occurrence of handover), the BS initiates the pairing again to renew the candidate list. In
fact, since the BS has full channel knowledge, the users could be paired base on their
channel status (such as user channel orthogonality). However, the pair list may need to be
updated more frequently due to channel variation in time, which potentially increases
system complexity. Hence, we focus on random pre-defined pairing schemes in this chapter.
In each of the signaling interval, the BS has to search over U /2 pair candidates and

schedule one of these pairs for transmission. Thus, the search complexity of mode 1, W, , is

u
W= @
Another advantage of using this mode is that each pair can be regarded as a single entity
with two antennas. Thus, many well-known single-user scheduling strategies for
conventional multiple access scenarios, such as proportional fair algorithms, can also be
applied. Nonetheless, this is beyond the scope of this chapter.

3.2 Mode 2: instantaneous pairing

In this mode, exhaustive search is performed in every signaling interval to find the best user
pair. Thus, the BS has to inspect the associated MIMO channel metrics of all possible user
pairs. Intuitively, the system performance can be optimized with this pairing mode. The
search complexity this pairing mode can be expressed as:

!
W=t ®)
(u-2)2!

3.3 Mode 3: semi round robin

When the user mobility levels are relatively low, the users with bad channels may be
starved for a long time, and the overall fairness performance of the scheduler is therefore
degraded. As there are two user vacancies for CSM scheduling, the BS may simply reserve
the first vacancy for scheduling in a round robin manner. That is, the users occupy the first
vacancy in a signaling interval by taking turns, without considering its channel status. The
second vacancy, on the other hand, is given to one of the remaining users that can realize the
most appropriate MIMO channel H with the first reserved user. Thus, this mode attempts
to strike a balance between scheduling fairness and system performance. Since a user is
reserved, the BS only has to find one of the remaining candidates to pair up with the first
user, the search complexity is therefore:

W, =U-1 6)

By comparing these three modes, it is apparent that mode 2 should offer the optimum
resultant system performance. However, mode 2 may be prohibited in practice due to its
high computational complexity, especially when U is large. The search complexities for
these three modes are compared as the functions of U in Fig. 2.
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Search Complexity
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—=—Mode 3 - Semi Round Robin
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Fig. 2. Search complexities of three user pairing modes with different number of users in the
system

4. Selection metrics

All pairing modes described in the preceding section schedule users in accordance to a
certain MIMO channel metric. In this section, we elaborate some possible selection criteria
that could be coupled with these pairing modes, including a newly proposed metric based
on MIMO channel condition number.

4.1 Random Selection (RS)

This is the simplest selection method. The BS can choose the user pair without taking
instantaneous channel condition into account. In pairing mode 1, the BS randomly selects a
pair of users from the pre-defined list. In mode 2, on the other hand, two users are
arbitrarily chosen and paired instantaneously. Finally, in pairing mode 3, the first scheduled

user is scheduled in round robin fashion, while another user is randomly picked up by the
BS.

4.2 Maximum Capacity (MC)

An intuitive way of scheduling is to select the pair of users that can realize the highest
capacity. In CSM, a virtual MIMO channel is formed by cascading the channel vectors of
two users. The BS can calculate the corresponding MIMO capacity by the following well-
known formula:

C:Zzllogz(l-kPlk) )

k=1

where P is signal to noise ratio (SNR) on each of the MIMO spatial links, and 4, is the k"
eigenvalue of the channel correlation matrix HH'. Note that we denote eigenvalues in
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descent order: 4, >4, . In each signaling interval, the BS finds the user pair that has the
maximum channel capacity among all the available choices. That is, the pair index is chosen
based on

j*:argmaijj,jzl...W, 8)

. . . .th . .
where C; is the MIMO channel capacity realized by the j" choice among W options.

4.3 The proposed metric: Maximum Capacity with Spatial Multiplexing Preferred
Channel (MC-SMPC)

In this chapter, we wish to propose a new selection metric that can improve the reception
error rates. Although selecting the users based on the channel capacity can optimize the
spectral efficiency, the resultant MIMO link may not be a spatial multiplexing-preferred
channel, and the receiver is therefore more likely to decode the message erroneously.
Additionally, the channel capacity is merely a theoretical bound and cannot be directly
translated to the system throughput. In [Heath & Love, 2005], the authors have derived a
method to determine whether a MIMO system with linear receiver is more suitable for
multiplexing or diversity. In particular, it can be shown that a M, x2 MIMO channel is

spatial multiplexing-preferred if its condition number, x =4, /1, , satisfies the following

criterion:

2F -1

@iz ¥

K<y=
where B is the total number of bits that will be transmitted in one signaling interval. If both
scheduled users in CSM send the data with identical modulation formats in the uplink
transmission, B is simply the double of the bit number from the individual user. For
examples, both users in the scheduled pair send their data with QPSK and 16-QAM when
B=8 and 4 respectively. Note that the condition number characterizes the spatial
selectivity of a MIMO channel, and spatial multiplexing schemes are more appropriate for
MIMO channels with spatial streams that are closer in magnitude. Thus, we may utilize the
criterion of (9) to identify the user pairs that are capable to realize a spatial multiplexing-
preferred MIMO channel. Then, among all these identified pairs, the BS chooses the pair
with the highest capacity for scheduling. In short, we propose a novel metric:

®. =max|0,C. K i=1..W 10
I /C; ,j=1... (10)
‘7"(1"

and the pair of user is scheduled by choosing the option index:
j =argmax; ®,, 1)

If none of W options has a SM-preferred channel, i.e. all x; >y and hence all ®; =0, the BS
simply choose the pair based on (8). This leads to an adaptive scheduling scheme which
switches its selection metric between (11) and (8) depending on if all ®; are zero. Although
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the mean channel capacity of this method may be lower than the one in Section 4.2, but it
should provide better error performance, assuming that linear receiver is used at the BS.

Along with the advantages in error rates, using this novel metric may also improve the
system fairness. In low mobility scenarios, the channels of the users do not change
significantly over time. Hence, scheduling based on capacity may 'starve" the users who
have low quality channels for a long period of time. Nevertheless, the newly proposed
selection metric takes the channel condition number into account, which reduces the chance
of consecutively scheduling specific users. It can be explained by using the nature of
condition number and capacity in terms of auto-correlation functions (ACF). As shown in
Fig. 3, the ACF for «(t) decays faster than the one for C(t), which means the variation of
Kk is more sensitive to channel fluctuations. Hence, in low mobility cases, scheduling based
on the proposed metric can provide a better fairness performance, as the BS is less likely to
schedule specific users for too long, due to the faster variation of the condition number.
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Fig. 3. Autocorrelation functions for MIMO channel capacity and condition number

5. Cooperative Relaying Spatial Multiplexing (CRSM)

In the last section, a novel metric for CSM user scheduling has been proposed. Here we
further apply this metric to develop a relay recruitment algorithm for CRSM. In particular,
the single-relay CRSM topology delineated in [Kim et al., 2007] is considered. At the
beginning, the source node evenly splits the whole data stream, x, into two segments
(x;and x,). Then, one of its N neighbouring nodes is chosen to play the role of relay.
Phase 1 transmission is commenced once the active relay is chosen. During Phase 1, the
source shares the data segment, x, , with the relay. In Phase 2, the relay forwards the data
segment that it has received and decoded in Phase 1 (%, ) to the destination, and the source
also concurrently participates the transmission by sending x;to the destination. The
topology of this CRSM scheme is illustrated in Fig. 4.
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For CRSM schemes with decode-and-forward protocols, it is essential for the relay to
correctly decode the messages from the source during Phase 1. Otherwise Phase 2
transmission would become pointless as the data forward by the relay is erroneous at the
first place. This implies that the link strength between the source and the relay must be
strong enough to ensure reliable transmission in Phase 1. Thus, it is more appropriate for
CRSM to operate in a clustered system [Yuksel & Erkip, 2007], in which multiple closely-
placed user nodes establish a cluster. In the cluster, inter-user links can be modelled as
simple AWGN channels [Ng et al., 2007], and the information exchange between the source
and the relays is certainly easier. In practice, a clustered system could be found in indoor
applications, where the user nodes are relatively closer to each other. Also, since mobility
levels of users in indoor wireless networks are generally low, cooperative schemes (many of
which require quasi-static channels) are more feasible.

Q[

Phase 1

Phase 2

Fig. 4. The illustration of a decode-and-forward CRSM scheme: in Phase 1, the source node
(S) shares a portion of data with the relay node (R). Both S and R concurrently send
different portions of data in Phase 2 transmission

5.1 Channel model and assumptions
A single-cell, single-source uplink scenario is considered. The base station (destination) has
M, >1 antennas, and each of the user nodes (including the source and all potential relays)

is equipped with single antenna. The nodes are assumed to lie in either AWGN Zone or
Rayleigh Zone of the source depending on their locations [Yuksel & Erkip, 2007]. The link
from the source to a node is modelled as an AWGN channel with a scalar gain if the
distance between these two terminals is smaller than the threshold q. Otherwise, a Rayleigh
fading channel is used to model this inter-node link [Ng et al., 2007]. In this chapter, we
assume that the source has established a cluster with some other user nodes in proximity
based on certain protocols and techniques. It is further assumed that the user cluster and the
destination are separated by a distance larger than g. Thus, while all intra-cluster links are
AWGN, the link between the destination and every node in the cluster is modelled as a
Rayleigh flat-fading channel. The model is depicted in Fig. 5, where we have termed the
cluster as S-R Cluster since only the nodes within the cluster are considered as relay
candidates Rc.

Virtually, during Phase 2, each of the user nodes (including the relay and the source itself)
emulates a transmit antenna of a spatial multiplexing system. Hence, the effective virtual
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MIMO channel matrix realized in Phase 2 is formed by cascading channel vectors of the
source and relay:

hl,S hl,R

h h
Heff:[hs hR]: 25 E' ’ (12)

where hgand h, represent the channel vector from the source and the relay to the

destination (similar to (1)), respectively. Similarly, the entries of the fading channel vectors
are modelled as a complex Gaussian with zero-mean and unit variance in this work.
Furthermore, we assume that the source has full knowledge regarding the quality (such as
channel state information and battery power) of the other nodes within the user cluster.

D
S-R Cluster Destination
(AWGN Zone) (in Rayleigh Zone)

Fig. 5. A source establishes a cluster with some other user nodes that are within its AWGN
Zone, and the destination is located in its Rayleigh Zone. The user nodes outside the cluster
are not considered as candidates of relays

6. Relay recruitment algorithm for CRSM

6.1 Initial elimination

Once the source has obtained a list of N potential candidates in the cluster, it should first
identify unqualified candidates and remove them from the list. As aforementioned, if errors
occur in Phase 1 transmission, Phase 2 becomes pointless since the data forwards by the
relay is erroneous in the first place. To make sure that the relays can decode the message
correctly in Phase 1, the nodes that have weak intra-cluster links to the source should be
discarded, as their link gains to the source are not strong enough to support reliable Phase 1
transmission. Additionally, the nodes that have insufficient battery power to participate the
cooperation should notify the source and quit from the list. After withdrawing u nodes in
this initial elimination, the number of remaining nodes on the candidate list is Q=N -u.
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The next task is to find a suitable h, by selecting a relay out of the remaining Q

candidates. In the special cases where N =0 (no other nodes are found in the cluster) or
N =u (all candidates in the cluster are unqualified), the source transmits the data to the
destination directly without cooperation, and simple combining techniques (such as
maximum ratio combining) can be leveraged at the receiver.

6.2 Decision metric

Intuitively, in order to maximize the system throughput, the relay could be chosen based on
the maximum capacity criterion described in Section 4.2. However, as aforementioned,
although the channel capacity can be optimized by choosing the relays based on the
maximum value of (7), the characteristic of the resultant effective channel may not be
appropriate for spatial multiplexing. To be specific, the error performance of a spatial
multiplexing system is degraded if the channel matrix is ill-conditioned. As mentioned in
Section 4.3, the condition number could be employed to judge if a MIMO channel is
multiplexing-preferred. In particular, if the condition number is smaller than the threshold
level given in (9), then the MIMO channel is more suitable for the operation of spatial
multiplexing. Thus, the criterion proposed in Section 4.3 can be applied as the decision
metric for relay selection of CRSM:

j =argmax; ®;,j=1...Q (13)
where
®, =max|0,C,| -—-||,j=1...Q (14)
=5,

The definitions of C, x and y are available in Section 4. In circumstances when the values of
®,,...0, are all zero (none of the relay candidates can realize a spatial multiplexing-
preferred effective channel), the source computes the values of ®; for (13) again with a
different formula:

®,=C,,j=1..Q (15)

This is simply tantamount to directly choosing a relay that maximizes the capacity.

6.3 Procedural summary

To recapitulate, the steps of the proposed recruitment algorithm is summarized as

following;:

1. Withdraw u unqualified candidates in the cluster from consideration. If N=0or N =u
(Q=0), the source transmits the data to the destination directly without cooperation,
and the algorithm terminates here. Otherwise, proceed to step 2.

2. Find the index of the relay ;" =argmax; ®;, where ®;is computed using (14). The

algorithm finishes here if @j, > 0. Otherwise, proceed to step 3.

3. If @j* =0, repeat step 2 with the computation of ®; using (15) in lieu of (14).
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7. Simulation results

In order to illustrate the performance of the proposed selection metric in both CSM and
CRSM schemes, several simulations have been carried out. In particular, the performance of
the proposal is evaluated via observations on the resultant error rates. For all simulations,
we assume a zero-forcing (ZF) MIMO detector is employed at the receiver (BS).
Furthermore, in all cases, we assume that B = 8 or 4 bits are transmitted in one signaling
interval, so each of the two nodes involved in cooperation sends 16-QAM (4 bits per node)
or QPSK (2 bits per node) message in the multiplexing phase. We first examine the
performance of CSM. By setting U =40, vector symbol error rates (VSER) of CSM schemes
with B = 8 and 4 under different pairing modes and selection metrics are shown in Fig. 6
and 7 respectively. Apparently, the proposed selection criterion (MC-SMPC) can achieve the
best error performance regardless the pairing mode. As mentioned previously, the condition
number-based metric also has the advantage of scheduling fairness as compared to
maximum capacity, as the value of condition number changes more rapidly in time-varying
channels. To show this, fairness performance of different pairing modes and selection
metrics are shown in Fig. 8, and the fairness is measured by the Coefficient of Variance
(CoV), which is defined as the ratio of standard deviation to mean number of times that each
user is scheduled, so a lower CoV generally indicates better fairness. Remarkably, as shown
in Fig. 8, user selections based on MC-SMPC are fairer than the ones based on MC in all
three pairing modes, regardless the total number of users.

VSER

10| —+— Mode 1: Random
—— Mode 1: MC
—%— Mode 1: MC-SMPC
—<— Mode 2: Random
—&— Mode 2: MC

10* | —%— Mode 2: MC-SMPC
—+— Mode 3: Random
—o— Mode 3: MC
—B— Mode 3: MC-SMPC

SNR (dB)

Fig. 6. The VSER performance of different scheduling strategies for CSM schemes with B = 8
and U = 40. Generally MC-SPMC gives better performance in most cases

Similarly, for CRSM, we compare VSER of three different relay selection criteria, including
random selection, maximum capacity, and the proposed method based on condition
number. In both Fig. 9 and 10, it is apparent that our proposed selection method can give the
best error performance, since it first filters out the candidates that are not able to realize a
spatial multiplexing-preferred MIMO channel. The gain of the proposed metric over the
other selection criteria is more obvious in high SNR regime, Note that, due to multi-candidate
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diversity, we expect the performance to improve with the number of relay candidates. As the
number of candidates increases, it's more likely for the algorithm to find a more appropriate
node to play the role of relay. As compared to the selection based on maximum capacity, the
achievable capacity of the proposed method is only slightly lower. In order to inspect the
loss in capacity, we further compared the average capacity of these relay selection metrics
under different SNR in Fig. 11. Additionally, the cumulative distribution functions (CDFs)
of the capacity are also compared in Fig. 12.

T
—+— Mode 1: Random
—+— Mode 1: MC

1] —+— Mode 1: MC-SMPC [|
—<+— Mode 2: Random
| —H—Mode 2: MC I
3 —<%— Mode 2: MC-SMPC {
—<— Mode 3: Random ]
—&— Mode 3: MC

| —5— Mode 3: MC-SMPC ||

VSER

Fig. 7. The VSER performance of different scheduling strategies for CSM schemes with B = 4
and U = 40. Generally MC-SPMC gives better performance in most cases
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8. Conclusions

This chapter mainly discussed two distributed MIMO uplink transmission schemes,

including CSM and CRSM.

Vector Symbol Error Rate
3

== F=——— P———

Total Data Rate, B = 4
L | Number of Relay Candidiates, N = 50

L

———
—%— Random Selection
—e— Max. Capacity
—+— Proposed Alogorithm

0 5 10

15
SNR (dB)

30

Fig. 9. The VSER performance of different relay selection strategies for CRSM schemes with

B=4and N =50

Vector Symbol Symbol Rate

Total Data Rate, B = 8
Number of Relay Candidiates, N = 50

T
—<— Random Selection |
—e— Max. Capacity il
—+— Proposed Algorithm ||

20 25 30

Fig. 10. The VSER performance of different relay selection strategies for CRSM schemes with

B=8and N =50

Both of these schemes allow multiple user nodes to form a virtual antenna array, thereby
increases the system throughput via spatial multiplexing. In CSM, the BS is required to
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schedule a pair of users to perform concurrent transmission. In CRSM, on the other hand,
the source node needs to select a neighbour user as the relay to cooperate with. This chapter
proposed a novel selection criterion based on MIMO channel condition number, which aims
to provide a spatial multiplexing-preferred virtual MIMO channel for collaborative uplink
transmission. In accordance to computer simulations, it is clear that the proposed selection
criterion outperforms some other metrics in terms of the error performance, regardless it is
being invoked for user scheduling in CSM or relay selection in CRSM.
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1. Introduction

Modern wideband communication systems present a very challenging multi-user
communication problem: many users in the same geographic area will require high
on-demand data rates in a finite bandwidth with a variety of heterogeneous services such
as voice (VoIP), video, gaming, web browsing and others. Emerging broadband wireless
systems such as WiMAX and 3GPP/LTE employ Orthogonal Frequency Division Multiple
Access (OFDMA) as the basic multiple access scheme. Indeed, OFDMA is a flexible multiple
access technique that can accommodate many users with widely varying applications, data
rates, and Quality of Service (QoS) requirements. Because the multiple access is performed in
the digital domain (before the IFFT operation), dynamic and efficient bandwidth allocation
is possible. Therefore, this additional scheduling flexibility helps to best serve the user
population. Diversity is a key source of performance gain in OFDMA systems. In particular,
OFDMA exploits multiuser diversity amongst the different users, frequency diversity across
the sub-carriers, and time diversity by allowing latency. One important observation is that
these sources of diversity will generally compete with each other. Therefore, efficient and
robust allocation of resources among multiple heterogeneous data users sharing the same
resources over a wireless channel is a challenging problem to solve.

The scientific content of this chapter is based on some innovative results presented recently in
two conference papers (Calvanese Strinati et al., VTC 2009)(Calvanese Strinati et al., WCNC
2009).

The goals of this chapter are for the reader to have a basic understanding of resource
allocation problem in OFDMA-based systems and, to have an in-depth insight of the
state-of-the-art research on that subject. Eventually, the chapter will present what we have
done to improve the performance of currently proposed resource allocation algorithms,
comparing performance of our approaches with state-of-the-art ones. A critical discussion
on advantages and weaknesses of the proposed approaches, including future research axes,
will conclude the chapter.

2. Basic principles of resource allocation for OFDMA-based wireless cellular
networks

The core topic investigated in this chapter is the performance improvement of Resource
Allocation for Multi-User OFDMA-based wireless cellular networks. In this section we present
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the basic principles of resource allocation for multiple users to efficiently share the limited
resources in OFDMA-based wireless mobile communication systems while meeting the QoS
constraints. In OFDMA-based wireless cellular networks the resource allocation process
is split in three families of allocation mechanisms: priority scheduling, frequency scheduling
and retransmission scheduling techniques. While the merging of those two first scheduling
mechanisms is a well investigated subject and it is called Time/Frequency dependent packet
scheduling (TFDPS), smart design of re-schedulers present still some challenging open issues.
TFDPS scheduling techniques are designed to enable the scheduler to exploit both time and
frequency diversity across the set of time slots and sub-carriers offered by OFDMA technology.
To this end, in order to fully exploit multi-user diversity in OFDMA systems, frequency
scheduling algorithms besides try to select the momentary best set of sub-carriers for each user
aiming at optimizing a overall criterion. In real commercial communication systems such as
WiMAX and 3GPP/LTE, the frequency scheduler allocates chunks of sub-carriers rather than
individual sub-carriers. The advantage of such chunk allocation is twofold: first, the allocation
algorithm complexity is notably reduced; second, the signalling information required is
shorten. In the literature several TFDPS scheduling algorithms have been proposed. The
general scope of such scheduling algorithms is to grant access to resources to a subset of users
which at a given scheduling moment positively satisfy a given cost function. Some algorithms
were designed for OFDMA based systems to profit of the multi-user diversity of a wireless
system and attempt to instantaneously achieve an objective (such as the total sum throughput,
maximum throughput fairness, or pre-set proportional rates for each user) regardless to QoS
constraints of the active users in the system. On the other hand, some scheduling algorithms
were designed to support specific QoS constraints, either taking into account channel state
information or not. Alternatively, one could attempt to maximize the scheduler objective (such
as maximization of the overall system throughput, and/or fairness among users) over a time
window, which provides significant additional flexibility to the scheduling algorithms. In this
case, in addition to throughput and fairness, a third element enters the tradeoff, which is
latency. In an extreme case of latency tolerance, the scheduler could simply just wait for the
user to get close to the base station before transmitting. Since latencies even on the order of
seconds are generally unacceptable, recent scheduling algorithms that balance latency and
throughput and achieve some degree of fairness have been investigated. In (Ryu et al., 2005),
urgency and efficient based packet scheduling (UEPS) was proposed to support both RT (Real
Time) and NRT (Non Real Time) traffics, trying to provide throughput maximization for NRT
traffic and meeting QoS constraints for RT traffics. However, UEPS bases its scheduling rule
on a set of utility functions which depend on the traffic type characteristics and the specific
momentary set of active users in the network. The correct choice of these utility functions
have a strong impacts on the effectiveness of the UEPS algorithm. In (Yuen et al., 2007), a
packet discard policy for real-time traffic only (CAPEL) was proposed. This paper stresses
the issue of varying transmission delay and proposes to sacrifice some packets that have
small probability to be successfully delivered and save the system resources for more useful
packets. Again in section 4, we will present and comment some of the most known priority
scheduling algorithms in the specific context of OFDMA-based wireless cellular networks,
while our proposal will be extensively described in section 5.

Nevertheless, even with well designed TFDPS schedulers, the resource allocation process has
to deal with error at destination. As a consequence, additional resource has to be allocated for
accidental occurrences of request of retransmission. Nowadays, smart design of re-schedulers
is still an open issue. A re-scheduler copes with negative acknowledge (NACK) packets
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which can be quite frequent in mobile wireless communications. Therefore, a re-scheduler
must reallocate resources for NACK packets in a efficient and robust manner. Efficient,
since it might reduce the average number of retransmission associated to NACK packets.
Robust re-scheduling, in the way of minimizing the residual PER (PER;¢s). Thus, adaptive
mechanisms such as Adaptive Modulation and Coding (AMC) can achieve a target PER;,s
with less stringent physical layer requirement, but with higher throughput, power saving,
latency improvement and reduction of MAC signalling. In section 4, we will present and
comment the most known retransmission scheduling algorithms while our proposal will be
extensively described in section 5.

3. System model

The system model is mainly based on the 3GPP/LTE downlink specifications (TR25.814,
2006)(TS36.211, 2007), where both components of the cellular wireless network, i.e. base
stations (BS) and mobile terminals (UE), implement an OFDMA air interface. Using the
terminology defined in (TSG-RANT1#48, 2007), OFDM symbols are organized into a number
of physical resource blocks (PRB or chunk) consisting of 12 contiguous sub-carriers for 7
consecutive OFDM symbols (one slot). Each user is allocated one or several chunks in two
consecutive slots, i.e. the time transmission interval (TTI) or sub-frame is equal to two slots
and its duration is 1ms. With a bandwidth of 10MHz, this leads to 50 chunks available for
data transmission. The network has 19 hexagonal three-sectored cells where each BS transmits
continuously and with maximum power. We mimic the traffic of the central cell, while others
BSs are used for down-link interference generation only. Fast fading is generated using a Jakes
model for modeling a 6-tap delay line based on the Typical Urban scenario (TSG-RAN1#48,
2007), with a mobile speed equal to 3km /h. Flat fading is assumed for the neighboring cells.
A link-to-system (L2S) interface is used in order to accurately model the physical layer at the
system level. This L2S interface is based on EESM (Effective Exponential SINR Mapping) as
proposed in (Brueninghaus et al., 2005).

In the central cell, the BS has a multiuser packet scheduler which determines the resource
allocations, AMC (Adaptive Modulation and Coding) parameters and Hybrid Automatic
Repeat reQuest (HARQ) policy within the next slot. While the scheduler sends downlink
control messages that specify the resource allocation and the link adaptation parameters
adopted in the next time slot, UEs send positive or negative acknowledgment (ACK/NACK)
to inform the scheduler of correct/incorrect decoding of the received data. Perfect channel
state information (CSI) is assumed for all links. Nevertheless, a feedback delay is introduced
between the time when CSI is available at the destination and the time when the packet
scheduler performs the resource allocation.

In this model the possible presence of mixed traffic flows which present different and
competing Quality of Service (QoS) requirements is studied. Two traffic classes are considered:
real-time traffic (RT) and non real-time traffic (NRT). As RT traffic, we consider Voice over IP
traffic (VoIP) which is modeled according to (TSG-RAN1#48, 2007). This is equivalent to a
2-state voice activity model with a source rate of 12.2kbps, an encoder frame length of 20ms
and a total voice payload on air interface of 40 bytes. For RT traffic, we also consider near
real-time video source (NRTV), which we model according to (TR25.892, 2004) as a source
video with rate of 64 kbps and a deterministic inter-arrival time between the beginning of
each frame equal to 100ms. The mean and maximum packet sizes are respectively equal to 50
and 250 bytes. As NRT traffic we consider an HyperText Transfer Protocol (HTTP), as specified
in (TR25.892, 2004), that is divided into ON/OFF periods representing respectively web-page
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downloads and the intermediate reading times. More details on the adopted system model
are summarized on table 1.
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Table 1. Main system model parameters

A limited number of control channels per TTI is considered, as the control channel capacity
is always limited in realistic systems. In this study, that number, which corresponds to the
maximum number of scheduled users in a TTI, is equal to 16, that is the double of the number
given in (Henttonen et al., 2008) for a 3GPP/LTE system with a bandwidth of 5 MHz. For the
first transmission attempt, the MCS (Modulation and Coding Scheme) selection is based on
the EESM link quality metric. As suggested in the 3GPP LTE standard, AMC algorithm selects
the same MCS for all chunks allocated to one UE. This solution has the advantage of make
both signaling and AMC algorithm easier to be implemented on real equipment. Concerning
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adaptive HARQ, as done in (Pokhariyal et al., 2006), all the time a retransmission is scheduled,
the scheduler re-computes the set of frequency chunks previously allocated to the negative
acknowledged packets, depending on the re-scheduling policy.

4. Survey on resource allocation mechanisms

In this section we will focus on three main families of resource allocation techniques for packet
based transmissions. The first one is related to packet scheduling algorithms that decide in
which priority order resources are allocated to the different competing flows. We will consider
some of the most esteemed priority schedulers, namely the maximum channel to interference
ratio (MCI) (Pokhariyal et al., 2006), the proportional fair (PF) (Norlund et al., 2004), the
earliest deadline first (EDF) (Chiusssi et al., 1998) and the Modified Largest Weighted Deadline
First (MLWDF) (Andrews et al., 2001) schedulers. The second technique deals with frequency
scheduling: the frequency dependent packet scheduler (FDPS) allocates frequency resources
(hereafter chunks) to the population of users that will be served in the next transmission
intervals. FDPS maps best chunks to best users, where the notion of best users depends on the
priority rule of the scheduler. Any priority based selection methods such as MCI per chunk
or PF per chunk selection methods (Pokhariyal et al., 2006) can be adopted. Eventually, the
third technique is related to packet retransmissions and aims at deciding how chunks are
allocated or reallocated to packets which require a retransmission. It could be either persistent
or hyperactive methods (Pokhariyal et al., 2006), depending wether the chunk allocation for
all NACK packets is kept or recomputed.

In the following, each of these techniques has a dedicated subsection to discuss in detail their
limitations and advantages.

4.1 Priority scheduling

Many researchers address the problem of defining an efficient and robust resource allocation
strategy for multiple heterogeneous data users sharing the same resources over a wireless
channel. Priority scheduler can deal with both allocation of time and frequency resources, in
order to exploit multi-user diversity in both domains. This is often referred as time/frequency
domain packet scheduling (TFDPS). In this sub-section, priority scheduling is related to the
time domain dimension.

Four of these well known priority scheduling algorithms are investigated in this work:
max C/I (MCI) scheduler, proportional fair (PF) scheduler, Earliest Deadline First (EDF)
scheduler, and Modified Largest Weighted Delay First (MLWDF) scheduler. These priority
scheduling algorithms have been proposed aiming at satisfying either delay, throughput,
fairness constraints of all active users or as many as possible users. While some scheduling
algorithms take into account only the time constraints of the traffic flows (e.g. EDF), others
take into account the momentary channel state to optimize the overall cell throughput (e.g.
MCI), or, a compensation model to improve fairness among UEs (e.g. PF), or a compound
of all these goals (e.g. MLWDF). The key features and drawbacks of such schedulers are the
following:

MCI: Its goal is to maximize the instantaneous system throughput regardless to any traffic
QoS constraints. Therefore, MCI always chooses the set of users whose momentary link
quality is the highest. Even if maximum system throughput can be achieved with MCI,
users whose momentary channels are not good for a relatively long period may starve and
consequently release their connections. MCl is indeed inadequate for real-time traffic.

PF: Its goal is to maximize the long-term throughput of the users relative to their average
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channel conditions. Thus, its goal is to trade-off fairness and capacity maximization by
allocating resources to users having best instantaneous rate (over one or several chunks)
relative to their mean served rate calculated using a smoothed average over an observation
time window (TW;) (Pokhariyal et al., 2006)(TSG-RAN1#44bis, 2006). While PF is a good
scheduler for best effort traffic, it is less efficient for real-time traffics.

EDF: It allocates resources first to packets with smaller remaining TTLs (Time To Live) thus
each packet is prioritized according to its remaining TTL (Rt7.). As a consequence, by serving
users in order to match everyone’s deadline, EDF is designed for RT traffics. The drawback of
this scheduler is that multiuser diversity is not exploited since any momentary channel state
information is taken into account in the scheduling rule.

MLWDEF: It aims at keeping queues stable (fairness) while trying to serve users with
momentary better channel conditions (throughput maximization). Contrary to EDF and MCI
scheduling algorithms, MLWDF is designed to cope with mixed traffic scenarios. The major
drawback of this scheduler is that its performance depends on the design of three parameters,
the maximum probability for a packet to exceed TTL (for RT traffic), the requested rate (for
NRT traffic) and the averaging window for rate computation. Thus correct choice of the
adequate set of parameters can be system state dependent, especially in heterogenous mixed
traffic scenarios.

4.2 Frequency scheduling

FDPS maps ‘best” chunks to ‘best” users. The notion of ‘best” users depends on the priority rule
of the scheduler. At time i, UE k has a metric Py , (i) for chunk n, which is given for instance
by Py (i) = Ry, (i)/ Ty (i) or by Py, (i) = Ry, (i), respectively for PF per chunk and MCI per
chunk schedulers. Ry (i) is the instantaneous supportable rate for UE k at chunk #, depending
on each UE’s channel quality indicator (CQI) while Ty (7) is the previously mean served rate.
For each time i, the ‘best’ UE of each chunk # is scheduled. That is the scheduled UE at chunk
n is Uy (i) = argmax Py ,,(i).

k

The adoption of realistic traffic models provides different performance if compared to non
realistic full buffer models. The chunk allocation process is indeed strongly influenced by the
amount of data present in users’ queues: with the use of non-full buffer models, resources
are only allocated to users that effectively have data to send. Thus, to find the 'best” chunk(s)
for each user, several solutions may be considered. In this section, we consider two common
chunk allocation algorithms whose principles are derived from (Ramachandran et al., 2008):

Matrix-based chunk allocation: it iteratively picks the ‘best” user-chunk pair in the two
dimensional matrix of chunks and users. The matrix contains the metrics Py ,, (i) of all possible
user-chunk pairs.

Sequential chunk allocation: it does only the first iteration of the matrix-based chunk allocation.
Therefore, when a user that has been selected at the first chunk-pick has not unscheduled
packet in its queue, the next user with unscheduled packets in the same matrix-row
will be selected. Only when the system is forced to have full-queue traffic, both chunk
allocation algorithms perform the same. Otherwise, sequential chunk allocation may perform
sub-optimally.

Note that with EDF scheduling for OFDMA based transmission, allocation is decoupled. In a
first step, each packet is prioritized according to its remaining TTL (R77y ) and then chunks are
allocated to the ordered packets in order to maximize spectral efficiency. This approach is more
efficient than the previous one, at the expense of an increase complexity at the transmitter.
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4.3 Retransmissions
The re-scheduler allocates chunks for retransmission according to one of the common following
chunk reallocation policies:

Persistent: the re-scheduler persists in allocating the same set of chunks previously allocated to
NACK packets. The idea is to reduce both control signaling, complexity at the BS and latency.
This approach used in (TSG-RAN1#Adhoc, 2007) is typically adopted for real-time traffic such
as VoIP associated to small payloads.

Hyperactive: as done in (Pokhariyal et al., 2006), each time a retransmission is scheduled, the
scheduler re-computes the set of best frequency chunks previously allocated to NACK packets.

5. Improving RRM effectiveness

As seen in section 4, TFDPS algorithms such as the maximum channel to interference
ratio (MCI) per chunk or the proportional fair (PF) per chunk were designed for OFDMA
based systems to profit of the multi-user diversity of a wireless system and attempt to
instantaneously achieve an objective (such as the total sum throughput, maximum throughput
fairness, or pre-set proportional rates for each user) regardless to QoS constraints of the
active users in the system. More precisely, MCI scheduler allocates resources to users with
the highest momentary instantaneous capacity; PF scheduler tries to balance the resource
allocation and serve momentary good users (not necessarily the best) while providing long
term throughput fairness (equal data rates amongst all users). On the other hand, some
scheduling algorithms were designed to support specific QoS constraints. For instance,
Earliest Deadline First (EDF) is designed to deal with real-time QoS constraints regardless
to the momentary user’s channel quality. Other schedulers are designed to cope with the
coexistence of RT and NRT traffics (mixed traffic), as the Modified Largest Weighted Deadline
First (MLWDF) algorithm. Its design objective is to maintain delay (or throughput) of each
traffic smaller (or greater) that a predefined threshold value with a given probability, at the
expense of an adequate set of parameters that is system state dependent.

With our first proposal, the goal is to design efficient Time/Frequency domain packet
scheduling algorithms in order to maximize the overall system capacity while supporting
QoS for mixed traffic flows considering either homogeneous and heterogeneous traffics. We
propose to split the resource allocation process into three steps, as defined in (Calvanese
Strinati et al., VTC 2009). In a first step we identify which entities (packets for RT traffics and
users for NRT ones) are rushing. Then in step two we deal with urgencies: we allocate resources
only to entities that have an high probability of missing their QoS requirements regardless to
their momentary link quality. Then, if any resources (here chunks) are still unscheduled, in a
third step of the proposed scheduling algorithm, we allocate resources to users with highest
momentary link quality, regardless to their QoS constraints. We call the proposed algorithm
HurrY-Guided-Irrelevant-Eminent-NEeds (HYGIENE) scheduling.

With our second proposal we tried to tackle the issue of frequency scheduling combined with
retransmissions. Indeed, as pointed out in previous section, while FDPS is a well investigated
subject, smart design of re-schedulers is still an open issue. The re-scheduler must reallocate
resources for NACK packets in a efficient and robust manner.

Decoding errors are classically attributed to insufficient instantaneous signal-to-noise-ratio
(SNR) level, as it is for gaussian channels. Therefore, when a packet is not correctly decoded,
its retransmission is traditionally scheduled as soon as possible and on the same frequency
resource until either it is successfully transmitted or retry limit is reached. Nevertheless, the
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mobile wireless channel is not gaussian. A more appropriate model for such channel is the
non-ergodic block fading channel for which information theory helps us to define a novel
approach for re-scheduling. Actually, in non-ergodic channels decoding errors are mainly
caused by adverse momentary channel instance and unreliable PER predictions (Lampe et al.,
2002)(Emilio Calvanese Strinati, 2005) adopted for the AMC mechanism. As a consequence,
a smart re-scheduler should permit to forecast, given the momentary chunks instance related
to the unsuccessful transmission, if correct packet decoding is impossible even after a large
number of retransmissions. To this end, in our second investigation, we present a novel
re-scheduler which exploits both information associated to a NACK as proposed in (Emilio
Calvanese Strinati, 2007) (i.e. channel outage instances and CRC) to allocate the set of "best’
suited chunks for NACK packets. In other words, we recompute the chunk allocation only if
the previously selected chunks do not permit correct decoding for the selected Modulation
And Coding Scheme (MCS). We call the proposed on-demand re-scheduler criterion as 2-bit
lazy.

5.1 Proposed HYGIENE scheduling algorithm

EDF-like schedulers do not profit of time diversity as much as they should do. MCI and PF
like schedulers aiming at maximizing the cell throughput regardless of the user QoS, are
totally insensitive to any time constraints of the data traffic. Based on these observations, we
propose to split the resource allocation process into three steps. First a Rushing Entity Classifier
(REC) identifies rushing entities that must be treated with higher priority. Depending on the
nature of the traffic, entities are UEs (NRT traffic) or packets (RT). Therefore, rushing entity
classification is traffic-dependent. Second the proposed scheduler deals with urgencies: we
schedule the transmission of rushing entities regardless to their momentary link quality. If any
resources (here chunks) are still unscheduled, in a third step, HYGIENE allocates resources
to those users with better momentary link quality, regardless to their time constraints. The
proposed scheduling algorithm is summarized as follows:

Step 1: The REC classifies entities (packets or UEs) waiting to be scheduled as rushing or
non-rushing. With RT traffic, packets are classified as rushing if Th,,s;, - TTL 4+ 1 > Rrrr. Where
Th,,sy, is a threshold on the QoS deadline which depends on the traffic type, 7 is a constant
which takes into account both retransmission interval and maximum allowed number of
retransmissions. With NRT traffic, UEs and not packets are classified by the REC. Therefore,
the i UE (UE,) is classified as rushing if it has been under-served during TW;. More precisely,
every TTI the REC checks for each UE; if (TW; — t,,01,1) < (Q0S; — tX4ata,i) / Ripin- Where ty,07 ;
is the elapsed time since the beginning of TW;, QoS; the QoS requirements of the UE class of
traffic, tx;,4, ; the total data transmitted by user i during (TW; — t,,5,,i) and Ry, the minimum
transmission rate of the system. Note that Th,,5,, 7 and TW; are scheduler design parameters.
Step 2: Resources (chunks) are allocated to rushing entities with an EDF-like scheduler which
allocates best chunk(s) to entities with higher deadline priority. Deadline priority metrics differ
between RT and NRT traffics: while with RT traffic deadline priority depends on Rz, with
NRT traffic it depends on the lack of data transmitted in TW;. Again, chunks are selected in
order to maximize the spectral efficiency.

Step 3: All unscheduled resources (chunks) are allocated to users which maximize the
cell throughput regardless to any QoS constraints of active UEs. Thus, the allocation is
done according to MCI per chunk, following the ‘matrix-based chunk allocation” described
previously with Py , (i) = Ry (7).
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5.2 Proposed 2-bit lazy frequency re-scheduling algorithm

Many delay-constrained communication systems, such as OFDM systems, can be
characterized as instances of block fading channel (Ozarow et al., 1994). Since the momentary
instance of the wireless channel has a finite number of states 7. the channel is non-ergodic,
and it admits a null Shannon capacity (Ozarow et al., 1994). The information theoretical limit
for such channels is established by defining an outage probability. The outage probability is
then defined as the probability that the instantaneous mutual information for a given fading
instance is smaller than the information rate R associated to the transmitted packet:

Pout = Pr(I(7y,2) < R) ey

where I(7,«) is a random variable representing the instantaneous mutual information for a
given fading instance « and v is the instantaneous SNR.

For an infinitely large block length, the outage probability is the lowest error probability that
can be achieved by a channel encoder and decoder pair. Therefore, when an information
outage occurs, correct packet decoding is not possible. The outage probability is an
information theoretic bound on the packet error rate (PER) in block fading, and thus no system
can have a PER that is better than the outage probability.

For a generic code C, assuming Maximum Likelihood decoding, we can express the packet
error probability of the code C as:

PE(7) = Pl (1PGue(7) + Plga(1) (1 = P& (7)) )

where P¢  and PC

elout elout

outage and when it is not. For capacity achieving codes Eq. (2) can be tightly upper bounded
by:

() are respectively the packet error probability when transmission is in

P{(7) % Pout(7) + Pgaa(7) (1 = PGy (7)) ©)

I)iloise ()

Considering capacity approaching codes an analytical expression of Pgoise('y) is not trivial,

but the inequality (3) still holds. We can indeed distinguish two components of the packet
error probability: the code outages due to fading instance and noise respectively.

In our work we propose to exploit at the transmitter side the knowledge on both components
of the PER: the code outages due to fading instance and noise respectively. As proposed in
(Calvanese Strinati et al., WCNC 2009), the receiver can send a 2-bit ACK/NACK to feedback
such information: one bit informs on successful/unsuccesfull decoding (CRC), the other on
code outages due to fading instance. Alternatively, the classic 1-bit feedback (CRC) can be
computed at the receiver and, code outages due to fading instance can be directly estimated
at the transmitter side if the channel coefficients are known at the transmitter. Based on these
assumptions, we propose the 2-bit lazy frequency re-scheduler. The goal of 2-bit lazy frequency
re-scheduler is to strongly limit unsuccessful retransmissions attempts. To this end, when
retransmissions are scheduled, the proposed re-scheduler checks both components of the
packet error probability outlined by equation (3). The 2-bit lazy frequency re-scheduler works as
follows:

Step 1: When a retransmission is required (NACK on CRC), the receiver or the transmitter
(depending on the system implementation) checks if decoding failure is associated to a
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channel outage.

Step 2: If I(y,«) < R, transmission is in outage and best chunk allocation is recomputed only
for NACKoy+ packets.

Step 3: Otherwise, if I(y, &) > R, retransmission is due only to a unfavorable noise instance
and the 2-bit lazy frequency re-scheduler reallocates the same set of chunks for the packet
retransmission.

To detect a channel outage it is necessary to compute the instantaneous mutual information

associated to previous transmission(s) of the NACK packet. Such instantaneous mutual
information can be computed as follows:

i (& ]’

where
1 M M
I = logy (M) — +- )| Ez |log, | ) Aikg )
k=1 q=1
| ajay +z — wjag |2— 1z12

and Aikg = exp[—

]

Note that equation (4) is derived from (Ungerboeck, 1982) where a is the real or complex
discrete signal transmitted vector. Moreover, all information required can be directly available
at the receiver: M (size of the M-QAM modulation alphabet) and R are known since the MCS
is known at the receiver; both ; and the noise variance o2 are known at the receiver using
training pilots based channel estimation; a is known from the demapper. z are the Gaussian
noise samples, with zero-mean and variance equal to 2. Mutual information is computed
over the 7. sub-carriers and the K current transmissions on which the packet is transmitted.
While hyperactive re-scheduler recomputes chunk allocation for all NACK packets, lazy does
it only for NACK,,; packets. Both re-schedulers can adopt any FDPS such as MCI per chunk,
PF per chunk or others. Complexity added by packet outage detection is low because the
mutual information can be computed easily thanks to Look-Up Tables (LUT) or polynomial
expansion. Thus, the overall complexity of the proposed lazy re-scheduler is in between the
two classical 1-bit persistent and 1-bit hyperactive methods.

It is possible to further improve the effectiveness of chunk re-allocation algorithms. First,
banning some chunks during a given period for a sub-set of user at step 2, may prevent from
repetitive errors in the chunk allocation process. Second, NACK,,; packet detection can also
be based on accumulative mutual information of both current and future packet transmission
attempts in a given set of chunks. In this case, the instantaneous mutual information is
computed as in (4) except that the summation is done over K+1 transmissions, and under

202

t|0¢z,1<+1|2: |0<i,1<|2
TraiZ 7 .

the assumption tha
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6. Numerical results

In this section the effectiveness of the two proposed approaches, HYGIENE scheduling and
Lazy frequency (re)scheduling, is evaluated comparing it with the classical resource allocation
techniques presented in section 4. Schedulers are compared in terms of maximum achievable
cell traffic load in different traffic scenarios, considering either single traffic, mixed real-time
traffic and heterogeneous mixed traffic scenarios, following the metrics defined in (TR25.814,
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2006)(TSG-RAN1#48, 2007). Performance are also assessed in terms of residual Packet Error
Rate (through its cumulative density function) and chunk re-allocation cost, while varying the
number of maximum retransmissions rxtXx.

Simulation results are given for the system and traffic models presented in section 3. Results
are averaged over 100 independent dynamic runs, where at the beginning of each run UEs
are randomly uniformly located in the central cell. Positions, bi-dimensional log-normal
shadowing and path loss values are kept constant for the duration of each run. Each run
simulates 100 seconds of network activity and at each TTI channel realizations are updated.

6.1 Packet scheduling

In this first subsection, we assess the effectiveness of our proposed HYGIENE scheduling
algorithm comparing it to four scheduling algorithms often investigated in the literature:
MCI, PE, MLWDF and EDE. For this performance evaluation, the following assumption holds:
all the time a retransmission is scheduled, the scheduler re-computes the set of frequency
chunks previously allocated to the negative acknowledged packets. Furthermore, for MLWDF
scheduling, we adopt the same parameters as the ones suggested in (Andrews et al., 2001).
Schedulers are compared in terms of maximum achievable cell traffic load in three different
traffic scenarios:

Scenario A (single traffic scenario): unique traffic type in the cell for all UEs.

Scenario B (mixed real-time traffic scenario): coexistence of VoIP and NRTV traffic in the
same cell.

Scenario C (heterogeneous mixed traffic scenario): coexistence of VoIP and HTTP traffic in
the same cell.

To evaluate the maximum achievable cell traffic load we use the metrics defined in (TR25.814,
2006)(TSG-RAN1#48, 2007). The maximum achievable cell traffic load for real-time traffics is
defined as the number of users in the cell when more than 95% of the users are satisfied.
VoIP and NRTV users are considered satisfied if their residual BLER is below 2% and their
transfer delay is respectively below 50ms and 100ms. HTTP users are considered satisfied if
their average bit rate is at least 128 Kbps.

On figure 1 we show our simulation results for VoIP, NRTV and HTTP traffics considering
scenario A. Under single VoIP traffic, the highest system load is achieved with EDF and
HYGIENE (up to 540 VoIP UEs). MCI, PF and MLWDF achieve respectively up to 445, 440,
and 360 satisfied VoIP UEs. Performance gap between EDF or HYGIENE and MCI or PF is not
surprising. Actually, since both PF and MCI aim at maximizing the cell throughput regardless
of the user time QoS constraints, with the increasing number of real-time flows, many users
may face momentary service starvation and consequently, exceed the maximum delivery
delay (50 ms). This is not the case with EDF or HYGIENE since both schedulers allocate best
chunk(s) to entities with higher QoS deadline priority. What can look surprising is the poorer
performance of MLWDF scheduling. Classical performance evaluations for MLWDF show
that MLWDEF is a good scheduler with both RT and NRT traffics. However, in such studies
an unlimited number of control channels per TTI is assumed. We compare performance in a
more realistic scenario where the number of control channels per TTI, and thus the maximum
number of scheduled users per TTI (UE/TTI), is limited to 16. Thus, we observe by simulation
that such limitation has significant impact only on MLWDF capacity performance.

For single NRTV traffic, maximum cell capacity performance obtained with any of the
investigated schedulers is very similar, ranging from up to 95 satisfied UEs with MLWDF
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Fig. 1. Scenario A (single traffic): maximum achievable cell capacity with PF, MCI, MLWDE,
EDF and HYGIENE schedulers.

(worst case), to up to 115 satisfied UEs with HYGIENE. With single HTTP traffic, best
performance is obtained as expected with PF, having up to 900 HTTP UEs satisfied. MCI and
HYGIENE perform the same (640 UEs each) while both EDF and MLWDF can satisfy very few
UEs (up to 60 UEs).

On figure 2 we show our results for coexistent VoIP and NRTV traffics (scenario B). In our
simulations we fix the number of NRTV traffic to 75 and we vary the number of VoIP. Best
performance is obtained with HYGIENE, having up to 250 VoIP UEs while 75 NRTV UEs
are satisfied too. Other schedulers perform as follows. EDF scheduler serves more VoIP UEs
(up to 220 VoIP) than PF (up to 140 VoIP) and MLWDF (up to 70 VoIP). Worst performance is
obtained with the non QoS aware MCI scheduler, having no VoIP UEs satisfied when 75 NRTV
UEs are satisfied. When considering the coexistence of 75 NRTV UEs and 425 VoIP UEs, we
obtained by simulation that limiting respectively to 16, 32 and 50 UE/TTI, MLWDF achieves
a user satisfaction equals to 41.4%, 99.6% and 100%. In the last two cases, MLWDF performs
even better than the other schedulers subject to the same restriction, except the HYGIENE
one. Again, we can see that the number of control channels has significant impact on MLWDF
capacity performance.

On figure 3 we mimic a heterogeneous network traffic. We fix the number of HTTP flows to 200
UEs while we evaluate the maximum VoIP UEs capacity. When scheduling is based on EDF
or MLWDF ordering rules, any UE (HTTP and VoIP) can be satisfied. As expected, we observe
that EDF scheduler results totaly inadequate since it cannot efficiently deal with NRT traffic.
Furthermore, we observe again how MLWDF is deeply penalized by the UE/TTI limitation.
Besides, MCI serves up to 180 satisfied VoIP UEs, PF up to 370 VoIP UEs. Best performance
is obtained with HYGIENE scheduler, which serves up to 390 satisfied VoIP UEs. Contrarily
to (scenario A with HTTP only), HYGIENE scheduler performs better than PF in this mixed
scenario, showing the supremacy of the rushing approach. The above results were obtained
with empirically optimized rushing thresholds optimized.
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Fig. 2. Scenario B (mixed real-time traffic): maximum achievable cell capacity with PF, MCI,
MLWDE, EDF and HYGIENE schedulers imposing 75 active NRTV flows.
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Fig. 3. Scenario C (mixed heterogeneous traffic): maximum achievable cell capacity with PF,
MCI, MLWDF, EDF and HYGIENE schedulers imposing 200 active HTTP flows.

On figure 4 we mimic coexistent activity of 225 VoIP and 75 NRTV UEs testing different
rushing thresholds for both VoIP and NRTV: Th,,g, vorp and Thyygn nrrv. Our goal is
to determine whether HYGIENE performance depends on an optimal combination of
(Thyysn,vorps Theysn NrRTV)- Simulations show that a large range of (Thysh vorp, Thyush, NRTV)
slightly affects user satisfaction (Th,sp,vo1p < 40% and Thyyg, NrTV < 90%).
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threshold design.

We also looked for the quasi-optimal range of Th,sj, vo1p and Th,,s;, nrTv in the single traffic
scenario. We observed that user satisfaction for VoIP UEs is not affected if Th,,s; yorp = 20%
and, for NRTV UEs is constant for any Th,,s; yrry value.

6.2 Coupling of priority scheduling with multi-user re-scheduler

In this section we investigate the effectiveness of coupling a priority packet scheduler
with a well designed multi-user re-scheduler. To this aim, we compare the performance of
three classical priority packet scheduling algorithms (MCI, PF and EDF) coupled with 1-bit
persistent, 1-bit hyperactive and 2-bit lazy frequency re-schedulers. Performance is compared in
terms of maximum achievable system capacity, PER,s cumulative density function (CDF)
and chunk re-allocation cost for the system and traffic models presented in section 3. Results
obtained for 1-bit persistent, 1-bit hyperactive and 2-bit lazy re-schedulers are respectively
plotted with orange, red and blue colors.

On figures 5, 6 and 7 we compare the pairs of priority and re-schedulers in terms of maximum
achievable system capacity respectively with rxtx;.c = 1 and rxtx;ae = 2. To evaluate
the maximum achievable cell traffic load we use the metrics defined in (TR25.814, 2006) and
updated in (TSG-RAN1#48, 2007). On figure 5 we show our simulation results for VoIP traffic
with rxtxyay = 1 and matrix-based chunk allocation. With this scheduling configuration 1-bit
hyperactive or 2-bit lazy performs the same, outperforming persistent re-scheduling respectively
of 120%, 135% and 150% with PF, EDF and MCI packet schedulers. Best performance is
obtained coupling EDF with 1-bit hyperactive or 2-bit lazy, having a cell capacity of 400 UE.
When using the HYGIENE scheduler (not plotted here), we observed the same conclusions:
HYGIENE with 1-bit hyperactive and 2-bit lazy reached a cell capacity of 420 UE while
HYGIENE with persistent rescheduling only achieved a cell capacity of 170 UEs. We also
investigated two other scheduling scenarios when rxtx;;;xy = 1: VoIP traffic with sequential
chunk allocation and, NRTV traffic with both chunk allocation scheduling. We did not plot our
simulation results for these scenarios because in both cases QoS constraints are not met.
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On figure 6 we show our simulation results for VoIP traffic with rxtx;.x = 2 and sequential
chunk allocation. With this scheduling configuration system capacity improvement obtained
with 2-bit lazy instead of the other two re-schedulers is significant: capacity is multiplied
by 2.6 even with respect to the hyperactive scheme. Again, best performance is obtained
for the pair EDF and 2-bit lazy, having the maximum system capacity of 540 UEs. 2-bit lazy
outperforms 1-bit hyperactive when chunk allocation is sequential since in this case chunk
allocation is less effective (chunk search is not exhaustive) and can even introduces additional
errors. It can happen that when a retransmission is scheduled, the new pair user-chunk(s) can
be associated to a higher error probability. 2-bit lazy is more robust to such error since chunks
are not reallocated when outage does not occur. On the contrary, with matrix-based chunk
allocation, an exhaustive search of the best user-chunk(s) pair is done. As a consequence, this
phenomenon disappears and 1-bit hyperactive performs as 2-bit lazy. Furthermore our results
show how performance of non real-time QoS based schedulers (e.g. MCI) can be significantly
improved with 2-bit lazy re-scheduler.

On figure 7 we show our simulation results for NRTV traffic with rxtx,.x = 2 and matrix-based
chunk allocation. Gains between persistent and lazy retransmission schedulers are respectively
equal to 5%, 6.3% and 7% with PF, EDF and MCI packet schedulers. As for the above scenarios,
best performance is obtained with EDF priority scheduling, having the maximum system
capacity of 120 NRTV UEs when retransmissions are rescheduled with 2-bit lazy or 1-bit
hyperactive. Note that even when same performance is obtained with 1-bit hyperactive and
2-bit lazy re-schedulers, complexity is significantly reduced by 2-bit lazy as it will be discussed
later. Dealing with our HYGIENE scheduler (not plotted here), it achieves quite the same
performance as the ones obtained with EDF, with a slight gain for 1-bit hyperactive and 1-bit
persistent (cell capacity of 120 UEs instead of 117 UEs).

On figure 8 the three re-schedulers coupled with sequential chunk allocation are compared in
terms of PER;.s CDF for 180 VoIP traffic activity. The priority scheduler is the MCI and
rxtXmax = 3. VoOIP traffic QoS constraints impose a target of PER;,s < 0.02 for at least 95%
of users. Simulation results show how, while 1-bit persistent re-scheduler cannot guarantee
such QoS requirements, both 1-bit hyperactive and 2-bit lazy re-schedulers do: 95% of users
have respectively a PER;.s of 2.6 - 1071, 61073 and 2.8 - 10~3. Therefore 2-bit lazy has best
performance also in terms of PER;.s CDF.

On table 2 we compare 1-bit hyperactive and 2-bit lazy re-schedulers in terms of chunk
re-computation ratio (r7), which is the percentage of chunk re-allocation per information
packet. We compute 7 for the three re-schedulers as follows:

Persistent: chunk re-allocation is never done, 7 = 0;

Hyperactive: since chunk re-allocation is done for all NACK packets, # is the ratio between
the sum of all NACKSs and the sum of all transmitted information packets;

Lazy outage: since chunk re-allocation is done only for NACK,,; packets, # is the ratio
between the sum of NACK,,; and the sum of all transmitted information packets.

Note that re-scheduling is activated only if the number of retransmissions does not exceed
rXtXmax-

Numerical results on table 2 are reported for matrix based chunk-allocation and rxtxu,x = 2. We
verify that while PER;,s and capacity are at least not degraded (often improved, see figures 5,
6, 7 and 8) by 2-bit lazy re-scheduling, 1-bit hyperactive does chunk re-computation more often.
For instance, coupling MCI with 1-bit hyperactive we observe respectively for VoIP and NRTV
traffics 7 = 7.3% and 1 = 9.5%. Coupling MCI with 2-bit lazy, the re-computation ratio is
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approximately divided by 10 for VoIP and by 5 for NRTV traffics. Indeed, 2-bit lazy permits
to notably reduce chunk re-allocation costs since it recomputes chunk allocation merely for
NACK,yt packets. Comparing 2-bit lazy with 1-bit persistent, which is a very low complexity
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chunk allocation re-scheduler, 2-bit lazy notably performs best in terms of both maximum
achievable system capacity and PER;¢s at the expense of very small additional complexity
cost.

Chunk re-computation ratio can be further reduced by 4 when NACK,,; detection is based on
accumulative mutual information as suggested at the end of section 5. For the same simulation
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scenario of table 2, the re-computation ratio is 0.12% for (MCI, VoIP) and 0.98% for (EDF,

NRTV).

PF 1-bit hyperactive|7.2%  9.1%
PF 2-bit lazy 0.6%| 1.4%
MCI |(1-bit hyperactive|7.3% | 9.5%
MCI 2-bit lazy 0.5%| 1.7%
EDF |1-bit hyperactive|7.6%  12.7%
EDF 2-bit lazy 0.8%| 2.8%

Table 2. Chunk re-computation ratio

7. Conclusions and future research

In this chapter we have first presented an overview of currently investigated radio
resource management solutions for OFDMA-based wireless cellular networks. We discussed
advantages and weaknesses of main reference scheduling algorithms such as MCI, PFE,
MLWDF and EDF, in a system that implements a realistic OFDMA air interface based on
the 3GPP/LTE downlink specifications where non full buffer traffic and a limited number
of control channel per TTI were assumed. We focused our investigation on real-time,
non real-time and coexisting real-time and non real-time traffic scenarios. We underlined
that while EDF does not profit from multi-user diversity, MCI and PF schedulers target
at maximizing the cell throughput regardless of the user’s QoS constraints. Then we
concentrated on the combining of FDPS and retransmission schedulers. We come out with
two proposals.

First, we defined a novel scheduling algorithm, the HYGIENE scheduler. HYGIENE splits
the resource allocation process in three steps: first, it identifies which entities (UE or packets)
must be scheduled with high priority; second, it deals with rushing entities; third, remaining
resources (if any) are allocated to users with highest momentary throughput. We evaluate
the effectiveness of the proposed HYGIENE scheduler comparing it with the above reference
schedulers. Our simulations substantiate how HYGIENE is a highly flexible and effective
scheduler for a variety of traffic scenarios.

Second, we proposed a simple re-scheduling algorithm to efficiently deal with
retransmissions. We propose that the re-scheduler checks, before reallocating chunks for
NACK packet, if correct packet decoding is theoretically possible given the momentary
channel instance and the pair (MCS, allocated chunk set). We base our re-scheduling strategy
on the pair of information: channel outage instances and simple decoding errors (CRC).
Thus, the re-scheduler recomputes the chunk allocation only for packets for which previous
NACK transmission was in outage. The proposed method permits to reduce the residual
PER while reducing the average number of retransmissions and increasing the overall cell
capacity. Performance obtained is very favorable. We have better or equal performance
than 1-bit hyperactive re-scheduling while notably reducing the retransmission algorithm
complexity. Furthermore, our results show how performance of non real-time QoS oriented
schedulers (such as MCI and PF) can be significantly improved adopting the proposed 2-bit
lazy re-scheduler, especially with VoIP traffic flows. We have also shown by simulation that the
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combination of both proposals (HYGIENE and smart re-scheduler) is an appealing solution
to deal with real traffic and HARQ mechanisms.

Further work will focus on the combination of our proposals with CQI feedback schemes in
order to assess the robustness of our proposals with respect to partial and inaccurate CQI
reporting schemes.
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1. Introduction

Employing multiple antennas at both the transmitter and the receiver linearly boosts
the channel capacity by min (n7,ng), where nt and ng are the number of transmit and
receive antennas, respectively A. Telatar (1999). Multiple-Input Multiple-Output (MIMO)
technologies are classified into three categories: (i) MIMO diversity, (i) MIMO Spatial
Multiplexing (MIMO-SM) and (iii) beamforming that will not be addressed here since it
particularly deals with transmitter algorithms. MIMO diversity techniques are deployed
to increase the reliability of communications by transmitting or receiving multiple copies
of the same signal at different resource entities of the permissible dimensions, i.e., time,
frequency, or space. In contrast, the target of MIMO-SM is to increase the capacity of the
communication channel. To this end, independent symbols are transmitted simultaneously
from the different transmit antennas. Due to its attracting implementation advantages, Vertical
Bell Laboratories Layered Space-Time (V-BLAST) transmitter structure is often used in the
practical communication systems P. Wolniansky, G. Foschini, G. Golden, and R. Valenzuela
(1998).

In 3GPP Long Term Evolution-Advanced (3GPP LTE-A) 3GPP (2009), the challenge of
de-multiplexing the transmitted symbols via SM techniques, i.e. detection techniques,
stands as one of the main limiting factors in linearly increasing system’s throughput
without requiring additional spectral resources. The design of detection schemes with high
performance, low latency, and applicable computational complexity is being a challenging
research topic due to the power and latency limitations of the mobile communication
systems M. Mohaisen, H.S. An, and K.H.Chang (2009).

1.1 System model and problem statement
We consider a MIMO-SM system employing nt transmit antennas and ng receive antennas,
where nt < nr P. Wolniansky, G. Foschini, G. Golden, and R. Valenzuela (1998). The

This work was supported by ST-Ericsson and by research subsidy for newly-appointed professor of
Korea University of Technology and Education for year 2011
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simultaneously transmitted symbols given by the vector x € Q" are drawn independently
from a Quadrature Amplitude Modulation (QAM) constellation, where Q¢ indicates the
constellation set with size |Q¢|.
Under the assumption of narrow-band flat-fading channel, the received vector r € C"® is
given by:

r=Hx+n, 1)
where n € C"® is the Additive White Gaussian Noise (AWGN) vector whose elements are
drawn from i.i.d. circularly symmetric complex Gaussian processes with mean and variance
of zero and ¢, respectively. H € C"**"'T denotes the complex channel matrix whose element
H;; ~ CN(0,1) is the channel coefficient between the j-th transmit antenna and the i-th
receive antenna.
Working on the transmitted vector x, H generates the complex lattice

L(H) = {z=Hx|x € O } = {xjHj +x;Hy + - - - + X, Hy, [x; € O }, V)

where the columns of H, {Hj,Hy,--- ,Hy,}, are known as the basis vectors of the lattice
L € C"r L. Lovasz (1986). Also, nt and ng refer to the rank and dimension of the lattice L,
respectively, where the lattice is said to be full-rank if nt = ng.

Fig. 1. Examples of 2-dimensional real lattices with orthogonal bases (a) and correlated bases

(b).

Figure 1(a) shows an example of a 2-dimensional real lattice whose basis vectors are H; =
[0.39 0.59]T and H, = [-0.59 0.39]T, and Figure 1(b) shows another example of a lattice with
basis vectors Hy = [0.39 0.60]” and H, = [0.50 0.30]”. The elements of the transmitted vector
x are withdrawn independently from the real constellation set {—3,—1,1—,3}. Herein we
introduce the orthogonality defect od which is usually used as a measure of the orthogonality of
the lattice basis: ;

od — Hi:T1 HHz“

"~ |det{H} |’
where det{-} refers to determinant and od > 1. The od of the lattices depicted in Figure 1(a)
and Figure 1(b) are 1 and 2.28, respectively. This indicates that the first set of basis vectors is
perfectly orthogonal while the second set is correlated, which implies inter-layer interferences
and induces the advantage of joint detectors among others. The form of the resulting Voronoi
regions of the different lattice points, an example is indicated in gray in Figure 1, also indicates
the orthogonality of the basis; when the basis vectors are orthogonal with equal norms, the
resulting Voronoi regions are squares, otherwise different shapes are obtained.

In light of the above and from a geometrical point of view, the signal detection problem is

®)
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Fig. 2. Block diagram of the linear detection algorithms.

defined as finding the lattice point 2 = HX, such that ||r — 2||* is minimized, where |- is the
Euclidean norm and % is the estimate of the transmitted vector x.

1.2 Maximum-likelihood detection

The optimum detector for the transmit vector estimation is the well-known
Maximum-Likelihood Detector (MLD) W. Van Etten (1976). MLD employs a brute-force search
to find the vector x; such that the a-posteriori probability P {x |1}, k = 1,2,---,|Qc¢]|", is
maximized; that is,

fvr = argmax (P {x|r}). 4)
XGQ;’:T

After some basic probability manipulations, the optimization problem in (4) is reduced to:

ML = argmax (p (x|xg)), (5)
XGQET

where p (r|x;) is the probability density function of r given x;. By assuming that the elements
of the noise vector n are i.i.d. and follow Gaussian distribution, the noise covariance matrix
becomes ¥, = U,%InR. As a consequence, the received vector is modelled as a multivariate
Gaussian random variable whose mean is (Hx;) and covariance matrix is X;,. The optimization
problem in (5) is rewritten as follows:

XML = arg max

expf(erxk)Hzgl(erxk)) = argmin <||r - kaHz) . (6)
xeQT

1

( 7tk det (X) xeQ!T
This result coincides with the conjuncture based on the lattice theory given in section 1.1.
The computational complexity of the MLD is known to be exponential in the modulation
set size |Q)¢| and the number of transmit antennas n. For mobile communications systems,
which are computational complexity and latency limited, MLD becomes infeasible. In the
following Sections, we review the conventional sub-optimal detection algorithms J. Wang,
and B. Daneshrad (2005), and analyse their advantages and inconveniences.

2. Linear detection algorithms

The idea behind linear detection schemes is to treat the received vector by a filtering matrix
W, constructed using a performance-based criterion, as depicted in Figure 2 A. Paulraj, R.
Nabar, and D. Gore (2003), C. Windpassenger (2004), B. Schubert (2006). The well known
Zero-Forcing (ZF) and Minimum-Mean Square Error (MMSE) performance criteria are used
in the Linear ZF (LZF) and MMSE (LMMSE) detectors.
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Interference
subspace

Fig. 3. Geometrical representation of the linear zero-forcing detection algorithm.

2.1 Linear Zero-Forcing detector
LZF detector treats the received vector by the pseudo-inverse of the channel matrix, resulting
in full cancellation of the interference with colored noise. The detector in matrix form is given

by:
-1
Wyp = (HHH> HY, @)
where ()" is the Hermitian transpose.

Figure 3 depicts a geometrical representation of the LZF detector. Geometrically, to obtain the
k-th detector’s output, the received vector is processed as follows:

()
X = Wyt = —— 5T = Xic + Jige (8)
|[H |

where wy is the k-th row of W, Hy" is the perpendicular component of H; on the interference
space, and py equals win. Note that HkL equals <Hk — H,U), where H]U is the parallel
component of Hy to the interference subspace. Then, the mean and variance of the noise y, at

the output of the LZF detector are 0 and ||wy, 1202, respectively. When the channel matrix is

ill-conditioned, e.g., if a couple or more of columns of the channel matrix are correlated, HIIJ
becomes large, and the noise is consequently amplified.

2.2 Linear minimum-mean square error detector

To alleviate the noise enhancement problem induced by the ZF equalization, the LMMSE
can be used. The LMMSE algorithm optimally balances the residual interference and noise
enhancement at the output of the detector. To accomplish that, the filtering matrix Wynvsg is
given by:

Wiy = arg min (E[IGr—xI?]), ©)

where E[-] denotes the expectation. Due to the orthogonality between the received vector and
the error vector given in (9), we have:

E {(WMMSEr - X) I‘H} = 0, (10)
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Fig. 4. Uncoded BER as a function of E, /Ny, Complex Rayleigh 4 x 4 MIMO channel, LZF,
LMMSE and ML detectors, QPSK modulations at each layer.

and by extending the left side of (10), it directly follows that:

-1
_ 1oL _ o2
Wi = (0! + HU@uH) o) — (w004 G, ) wY
X

where @, equals a,%I and ®xx equals U%I are the covariance matrices of the noise and
the transmitted vectors, respectively. Theoretically, at high Signal-to-noise Ratio (SNR), the
LMMSE optimum filtering converges to the LZF solution. However, we show in M. Mohaisen,
and K.H. Chang (2009b) that the improvement by the LMMSE detector over the LZF detector
is not only dependent on the plain value of the noise variance, but also on how close ¢
is to the singualr values of the channel matrix. Mathematically, we showed that the ratio
between the condition number of the filtering matrices of the linear MMSE and ZF detectors
is approximated as follows:

cond(Wymse) 1 +07/07(H)
condWgzg) 1+¢7%/¢7%,(H)’

(12)

where oy and oy are the maximal and minimal singular values of the channel matrix H, and
0?2 is the noise variance. Also, cond(A) = (c1(A)/on(A)) is the condition number that attains
a minimum value of one for orthogonal A.

Figure 4 shows the Bit Error Rate (BER) of the linear detection algorithms in 4 x 4 MIMO
multiplexing system, using 4-QAM signalling. Although the BER performance of LMMSE is
close to that of MLD for low Ej,/ Ny values, the error rate curves of the two linear detection
algorithms have a slope of —1, viz., diversity order equals one, whereas the diversity order of
the MLD equals ng = 4.

3. Decision-feedback detection

3.1 Introduction

Although linear detection approaches are attractive in terms of computational complexity,
they lead to degradation in the BER performance, due to independent detection of x
components. Superior performance can be obtained if non-linear approaches are employed,
as in the Decision-Feedback Detection (DFD) algorithms. In DFD approach, symbols are
detected successively, where already-detected components of x are subtracted out from the



76 Vehicular Technologies: Increasing Connectivity

—@— Assorted ZF-VB
—l— Sorted ZF-VB

—®— Assorted MMSE-VB
—*— Sorted MMSE-VB
-©- ML

Uncoded BER

Ey/No

Fig. 5. Uncoded BER as a function of E, /Ny, Complex Rayleigh 4 x 4 MIMO channel,
Assorted ZF-VB, Sorted ZF-VB, Assorted MMSE-VB, Sorted MMSE-VB and ML detectors,
QPSK modulations at each layer.

received vector. This leads to a system with fewer interferers. In the following two sections,
we introduce two categories of DFD algorithms.

3.2 The V-BLAST detection algorithm

In V-BLAST, symbols are detected successively using the aforementioned linear detection
approaches. At the end of each iteration, the already-detected component of x is subtracted
out from the received vector P. Wolniansky, G. Foschini, G. Golden, and R. Valenzuela
(1998), S. Haykin, and M. Moher (2005). Also, the corresponding column of the matrix H is
removed. When decision-feedback approach is used, error propagation becomes a challenging
issue. Therefore, the order in which symbols are detected has a great impact on the system
performance.

The idea behind the ZF-based V-BLAST (ZF-VB) algorithm is to detect the components of x
that suffer the least noise amplification at first. For the first decision, the pseudo-inverse, i.e.,
W equals HY, of the matrix H is obtained. By assuming that the noise components are i.i.d and
that noise is independent of x, then the row of W with the least Euclidean norm corresponds
to the required component of x. That is k; = argmin; ([lw; 12) and X, = wy, (), where (1)
=1, the superscript indicates the iteration number, and %, = Q. (X, ) is the decision for the
k1-th component of x. The interference due to the k;-th symbol is then cancelled out as follows:
t? =) — % Hy, and H? = [--- Hy, 1,Hy, 1, . This strategy is repeated up to the
last component of x.

In analogy with the linear detection approaches, MMSE-based V-BLAST (MMSE-VB)
improves the BER performance, by alleviating the noise enhancement problem. Therefore,

the filtering matrix G at the i-th iteration is given by:

-1

. i - 2 i
Gl = (HH”H@ + ‘7—’;1) i, (13)
Ox

rather than H®' in the case of ZF-VB.

Figure 5 shows the BER performance of the V-BLAST for several detection algorithms.
In the assorted V-BLAST schemes, the symbols are detected in an ascending order, i.e.,
X1,X2, "+ , Xy, Without considering their noise conditions. Obviously, signal ordering leads to
improvements for both the ZF-VB and MMSE-VB algorithms, and the improvement is larger
in the case of the MMSE-VB algorithm. We note also that the diversity order of the MMSE-VB
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Fig. 6. QRD-DFD.

is larger than 1, unlike the other V-BLAST algorithms which have a diversity order close to
1. This indicates less error propagation in the case of MMSE-VB, compared to other V-BLAST
detection algorithms.

The computational complexity of the BLAST detection algorithm, both ZF-VB and
MMSE-VB, is O(n4), which is infeasible due to power and latency limitations of the
mobile communication systems. Although several techniques were proposed to reduce the
complexity of the BLAST detection algorithm, it is still complex B. Hassibi (2000); H. Zhu, Z.
Lei, and F. Chin (2004); J. Benesty, Y. Huang, and J. Chen (2003).

3.3 QR Decomposition-based detection-feedback detection

The DFD scheme, that lies in the QR Decomposition (QRD) of the channel matrix S. Aubert,
M. Mohaisen, F. Nouvel, and K.H. Chang (2010), requires only a fraction of the computational
efforts required by the V-BLAST detection algorithm D. Shiu, and J. Kahn (1999). This is
why QRD-based DFD (QRD-DFD) is preferable for power and latency limited wireless
communication systems.

In QRD-DFD, the channel matrix is decomposed into the multiplication of a unitary matrix
Qe ¥t jo QHQ = I;;, and an upper triangular matrix R € C"7*"'7; that is H = QR.
Then, the received vector is multiplied by the Hermitian transpose of Q, we have

y:Rx+V:(D+B)X+V, (14)

where y = Qfr and v = Q'n. Note that the noise statistics does not changeable due to
the orthogonality of Q. The matrix D is a diagonal matrix whose diagonal elements are the
diagonal elements of R, and B is strictly upper triangular matrix. As a consequence, the MIMO
system becomes spatially causal which implies that:

nr

Vi = Rk + ), Rejky, (15)
i=k+1

where X; is a candidate symbol and % is the estimate, both for the k—th component of x.

lhe] efOIe,
N ;k 27 + Il‘k,':’\('
Xk QQF (lRII:kl /7 .

Note that due to the structure of the matrix R, the last component of x, ie., x;., is
interference-free, hence, it can be detected first. Already-detected component of x is cancelled
out to detect the following component. This technique is repeated up to the first component of
x, i.e., x; D. Wiibben, R. Bohnke, J. Rinas, V. Kithn, and K.-D. Kammeyer (2001); D. Wiibben,
R. Bohnke, V. Kiithn, and K.-D. Kammeyer (2003); M. Mohaisen, and K.H. Chang (2009a).

Fig. 6 depicts the detailed QRD-based detection algorithm (ZF-QRD). Note that the feedback
loop is equivalent to (D + B)71 = R~ Figure 7 depicts the BER performance of the the
QRD-based DFD algorithms. The MMSE-SQRD algorithm has the best performance but its
diversity order converges to unity for high Ej, / Ny values.

(16)



78 Vehicular Technologies: Increasing Connectivity

—e— ZF-QRD
—m-— ZF-SQRD
—@— MMSE-QRD
—%— MMSE-SQRD
-o- ML

Uncoded BER

Ey/No

Fig. 7. Uncoded BER as a function of E, /Ny, Complex Rayleigh 4 x 4 MIMO channel,
ZF-QRD, ZF-SQRD, MMSE-QRD, MMSE-SQRD and ML detectors, QPSK modulations at
each layer.

4. Tree-search detection

Several tree-search detection algorithms have been proposed in the literature that achieve
quasi-ML performance while requiring lower computational complexity. In these techniques,
the lattice search problem is presented as a tree where nodes represent the symbols’
candidates. In the following, we introduce three tree-search algorithms and discuss their
advantages and drawbacks.

4.1 Sphere Decoder
The Sphere Decoder (SD) was proposed in the literature to solve several lattice search
problems J. Boutros, N. Gresset, L. Brunel, and M. Fossorier (2003). Based on Hassibi and
Vikalo analysis, SD achieves quasi-ML performance with polynomial average computational
complexity for large range of SNR B. Hassibi, and H. Vikalo (2001). Hence, instead of testing all
the hypotheses of the transmitted vector, SD restricts the search in (6) to the lattice points that
reside in the hypersphere of radius d and implicitly centred at the unconstrained ZF estimate.
Therefore,

Xsp = arg min (Hr —Hx|* < dz) . (17)

X

nr
QC

The order in which hypotheses are tested at each detection level is defined by the employed
search strategy, namely Fincke-Pohst (FP) U. Fincke, and M. Pohst (1985) or Schnorr-Euchner
(SE) C. Schnorr, and M. Euchner (1994) strategies. SE strategy orders, and then examines,
the hypotheses based on their Euclidean distance from the unconstrained ZF solution; closer
hypothesis is tested first. On the other hand, FP strategy tests the hypotheses at each layer
without considering the distance from the unconstrained ZF solution. That is why FP strategy
leads to higher computational complexity. Figure 8 shows the details of these two strategies for
6-Pulse Amplitude Modulation (PAM) constellation where Z; is the unconstrained ZF solution
of the i—th transmitted symbol and the numbers under the constellation points represent the
order in which hypotheses are tested. It is clear that employing SE strategy leads to reduction
in the complexity since the most probable hypothesis for any considered layer, independently
of others, is tested first.

It could be shown that the BER performance of the SD coincides with that of the optimum
detector. However, some drawbacks remain. In particular, the complexity of SD is variable
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Fig. 8. Search strategies employed by the sphere decoder FP strategy (a) and SE strategy (b).

and depends on the conditionality of the channel matrix and the noise variance, where the
worst-case complexity of SD is consequently comparable with that of MLD. That is, the
worst-case complexity of SD is exponential. In fact, Jalden and Otterson have shown in J.
Jaldén, and B. Ottersten (2005) that even the average complexity of SD is exponential for a
fixed SNR value. Also, the SD has a sequential nature because it requires the update of the
search radius at every time a new lattice point with smaller accumulative metric is found.
This limits the possibility of parallel processing and hence reduces the detection throughput,
i.e., increases the detection latency.

To fix the complexity of the detection stage and allow a parallel processing, the QRD
with M-algorithm (QRD-M) has been proposed. The QRD-M algorithm and several related
complexity reduction techniques are introduced in the following sections. Also, it is
equivalently denoted as the K-Best.

4.2 QRD-M detection algorithm

In the QRD-M detection algorithm, only a fixed number, M, of symbol candidates is retained
at each detection level ]J. Anderson, and S. Mohan (1984); K.J. Kim, J. Yue, R.A. Iltis, and
J.D. Gibson (2005). At the first detection level, the root node is extended to all the possible
candidates of x;;, the accumulative metrics of the resulting branches are calculated and
the best M candidates with the smallest metrics are retained for the next detection level.
At the second detection level, the retained M candidates at the previous level are extended
to all possible candidates. The resulting (|Q¢| x M) branches are sorted according to their
accumulative metrics where the M branches with the smallest accumulative metrics are
retained for the next detection level. This strategy is repeated down to the last detection level.
By employing the QRD-M strategy, near-ML BER performance are reached for a sufficient M
value, as depicted in Figure 9, while the computational complexity of the detection algorithm
becomes fixed and only dependent on the size of the modulation set |()¢| and the number of
transmit antennas n7. It also makes a parallel implementation possible. Note that the overall
number of visited nodes by the QRD-M algorithm = (|Q¢| + (n7 — 1) x |Q¢| x M).
Although the conventional QRD-M has a fixed complexity which is an advantage, it does not
take into consideration the noise and channel conditions. Thus, unnecessary computations are
usually done when the channel is well-conditioned and the signal to noise ratio is high. Also,
for high |Q¢| and nr, the computational complexity of the QRD-M algorithm becomes high,
where as a consequence the detection latency increases.

In order to solve this point, several algorithms have been proposed in the literature. A
solution that lies on applying a variable M has been widely studied and is denoted as
the dynamic QRD-M algorithm. It offers promising performance results in the case of a
SQRD pre-processing step. These algorithms reduce the number of retained candidates at
each detection level with tolerable degradation in the performance H. Kawai, K. Higuchi, N.
Maeda, and M. Sawahashi (2006); K. Jeon, H. Kim, and H. Park (2006); M. Mohaisen, and K.H.
Chang (2010) and references therein. In M. Mohaisen, K.H. Chang, and B.T. Koo (2009), two
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Fig. 9. Uncoded BER as a function of E, /Ny, Complex Rayleigh 4 x 4 MIMO channel,
QRD-M algorithm for multiple M values and ML detectors, QPSK modulations at each layer.

algorithms have been proposed, that in addition of reducing the computational complexity of
the QRD-M algorithm, they either reduce the processing delay by parallelizing the detection
stage or reduce the hardware requirements by iteratively processing the QRD-M algorithm.
While a variable M also implies a variable computational complexity, a particular case has to
be introduced.

4.3 Fixed-complexity sphere decoder

Fixed-complexity Sphere Decoder (FSD) was proposed by Barbero et al. to overcome the
aforementioned drawbacks of SD. FSD achieves a quasi-ML performance by performing the
following two-stage tree search L. Barbero, and J. Thompson (2008a;b):

e Full expansion: In the first p levels, a full expansion is performed, where all symbols
replicas candidates are retained to the following levels;

e Single expansion: A single expansion of each retained branch is done in the remaining
(nt — p) levels, where only the symbol replica candidate with the lowest accumulative
metric is considered for next levels.

Because all possible symbols candidates are retained in the first p levels, the reliability of
signals detected in these levels does not affect the final detection performance compared to
MLD. Therefore, signals with the least robustness are detected in the full expansion stage. On
the other hand, in the remaining (nt — p) levels, signals are sorted based on their reliability,
where signals with the least noise amplification are detected first. In the conventional FSD, the
V-BLAST algorithm is employed to obtain the required signal ordering by the FSD.

Figure 10 depicts the BER performance of the FSD for p = 1 in 4x4 MIMO-SM system using
4-QAM. Results show that the ordering has a crucial effect on the the performance of the FSD.
For instance, both the performance and the attained diversity order are degraded when the
ordering stage is skipped or when a non-optimal signal ordering is used. A low complexity
FSD ordering scheme that requires a fraction of the computations of the V-BLAST scheme was
proposed in M. Mohaisen, and K.H. Chang (2009a), where a close to optimum performance
was achieved by embedding the sorting stage in the QR factorization of the channel matrix.

4.4 MMSE-centred sphere decoder

The SD principle may be extended. By defining the Babai point - only in the case of a
depth-first search algorithm - as the first obtained solution by the algorithm, the induced
Babai point in this case is implicitly a ZF-QRD. In the case of a QRD-M algorithm, this



From Linear Equalization to Lattice-Reduction-Aided Sphere-Detector as an
Answer to the MIMO Detection Problematic in Spatial Multiplexing Systems 81

i i i
—@— FSD - no ordering
—M—FSD - norm ordering
—@— FSD - FSD-VBLAST
-o- ML

Uncoded BER

Ey/No

Fig. 10. Uncoded BER as a function of Ej, / Ny, Complex Rayleigh 4 x 4 MIMO channel, FSD
algorithms with p = 1 and ML detectors, QPSK modulations at each layer.

definition is extended and is considered as the solution that would be directly reached,
without neighborhood study. Another useful notation that has to be introduced is the sphere
search around the center search xc, namely the signal in any equation of the form ||xc — x||*> <
d2, where x is any possible hypothesis of the transmitted vector x, which is consistent with the
equation of an (ny — 1)— sphere.

Classically, the SD formula is centred at the unconstrained ZF solution and the corresponding
detector is denoted in the sequel as the naive SD. Consequently, a fundamental optimization
may be considered by introducing an efficient search center that results in an already
close-to-optimal Babai point. In other words, to obtain a solution that is already close to the
ML solution. This way, it is clear that the neighborhood study size can be decreased without
affecting the outcome of the search process. In the case of the QRD-M algorithm, since the
neighborhood size is fixed, it will induce a performance improvement for a given M or a
reduction of M for a given target BER.

The classical SD expression may be re-arranged, leading to an exact formula that has been
firstly proposed by Wong et al., aiming at optimizations for a VLSI implementation through
an efficient Partial Euclidean distance (PED) expression and early pruned nodes K.-W. Wong,
C.-Y. Tsui, S.-K. Cheng, and W.-H. Mow (2002):

XZF—DFD — argmin HReZFHZr (18)
XGQET

where ezr = xzr — x and xzp = (HHH)*lHHr. Equation (18) clearly exhibits the point that
the naive SD is unconstrained ZF-centred and implicitly corresponds to a ZF-QRD procedure
with a neighborhood study at each layer.
The main idea proposed by B.M. Hochwald, and S. ten Brink (2003); L. Wang, L. Xu, S. Chen,
and L. Hanzo (2008); T. Cui, and C. Tellambura (2005) is to choose a closer-to-ML Babai point
than the ZF-QRD, which is the case of the MMSE-QRD solution. For sake of clearness with
definitions, we say that two ML equations are equivalent if the lattice points argument outputs
of the minimum distance are the same, even in the case of different metrics. Two ML equations
are equivalent iff:

argmin {||r — Hx||?} = argmin {||r — Hx|* + ¢}, (19)

xeQT xeQ!

where c is a constant.
In particular, Cui et al. T. Cui, and C. Tellambura (2005) proposed a general equivalent
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minimization problem: Xj;; = argmin {||r — Hx||? + ax!’x}, by noticing that signals x have
xeQt

to be of constant modulus. This assumption is obeyed in the case of QPSK modulation and is
not directly applicable to 16-QAM and 64-QAM modulations, even if this assumption is not
limiting since a QAM constellation can be considered as a linear sum of QPSK points T. Cui,
and C. Tellambura (2005).

This expression has been applied to the QRD-M algorithm by Wang et al. in the case of the
unconstrained MMSE-center which leads to an MMSE-QRD procedure with a neighborhood
study at each layer L. Wang, L. Xu, S. Chen, and L. Hanzo (2008). In this case, the equivalent
ML equation is rewritten as:

XpL = argmin (xc — x)H (HHH + 021> (x¢c —x). (20)

nr
x€0e

Through the use of the Cholesky Factorization (CF) of HYH + ¢?I = UHU in the MMSE case
(HPH = UHU in the ZF case), the ML expression equivalently rewrites:

%1 = argmin (x —x)7T U U (x - x), (21)
eréT

where U is upper triangular with real elements on diagonal and X is any (ZF or MMSE)
unconstrained linear estimate.

5. Lattice reduction

For higher dimensions, the ML estimate can be provided correctly with a reasonable
complexity using a Lattice Reduction (LR)-aided detection technique.

5.1 Lattice reduction-aided detectors interest

As proposed in H. Yao, and G.W. Wornell (2002), LR-Aided (LRA) techniques are used
to transform any MIMO channel into a better-conditioned (short basis vectors norms and
roughly orthogonal) equivalent MIMO channel, namely generating the same lattice points.
Although classical low-complexity linear, and even (O)DFD detectors, fail to achieve full
diversity as depicted in D. Wiibben, R. Bohnke, V. Kiihn, and K.-D. Kammeyer (2004), they
can be applied to this equivalent (the exact definition will be introduced in the sequel)
channel and significantly improve performance C. Windpassinger, and R.EH. Fischer (2003). In
particular, it has been shown that LRA detectors achieve the full diversity C. Ling (2006);
M. Taherzadeh, A. Mobasher, and A K. Khandani (2005); Y.H. Gan, C. Ling, and W.H. Mow
(2009). By assuming i < j, Figure 11 depicts the decision regions in a trivial two-dimensional
case and demonstrates to the reader the reason why LRA detection algorithms offer better
performance by approaching the optimal ML decision areas D. Wiibben, R. Bohnke, V. Kiihn,
and K.-D. Kammeyer (2004). From a singular value theory point of view, when the lattice basis
is reduced, its singular values becomes much closer to each other with equal singular values
for orthogonal basis. Therefore, the power of the system will be distributed almost equally
on the singular values and the system become more immune against the noise enhancement
problem when the singular values are inverted during the equalization process.
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(a) ML (b) LD (c) DFD (d) LRA-LD (e) LRA-DFD

Fig. 11. Undisturbed received signals and decision areas of (a) ML, (b) LD, (c) DFD, (d)
LRA-LD and (e) LRA-DFD D. Wiibben, R. Béhnke, V. Kiithn, and K.-D. Kammeyer (2004).

5.2 Summary of the lattice reduction algorithms

To this end, various reduction algorithms, namely the optimal (the orthogonality is
maximized) but NP-hard Minkowski B.A. Lamacchia (1991), Korkine-Zolotareff B.A.
Lamacchia (1991) algorithms E. Agrell , T. Eriksson, A. Vardy, and K. Zeger (2002),
the well-known LLL reduction A.K. Lenstra, HW. Lenstra, and L. Lovéasz (1982), and
Seysen’s B.A. Lamacchia (1991); M. Seysen (1993) LR algorithm have been proposed.

5.3 Lattice definition

By interpreting the columns H; of H as a generator basis , note that H is also referred to as the
lattice basis whose columns are referred to as “basis vectors”, the lattice A(H) is defined as all
the complex integer combinations of H;, i.e.,

nr
A(H) £ { aH; | a; € Zc} , (22)
i-1

where Z¢ is the set of complex integers which reads: Z¢ = Z +jZ, 2 = —1.

The lattice A(H) generated by the matrix H and the lattice generated by the matrix H are
identical iff all the lattice points are the same. The two aforementioned bases generate an
identical lattices iff H = HT, where the ny x nt transformation matrix is unimodular E. Agrell
, T. Eriksson, A. Vardy, and K. Zeger (2002), i.e,, T € Z{" " and such that |det(T)| = 1.
Using the reduced channel basis H =HTand introducing z = T~ 1x, the system model given
in (1) can be rewritten D. Wiibben, R. Bohnke, V. Kiihn, and K.-D. Kammeyer (2004):

r=Hz+n. (23)

The idea behind LRA equalizers or detectors is to consider the identical system model above.
The detection is then performed with respect to the reduced channel matrix (F), which is
now roughly orthogonal by definition, and to the equivalent transmitted signal that still
belongs to an integer lattice since T is unimodular D. Wiibben, R. Bohnke, V. Kiithn, and
K.-D. Kammeyer (2004). Finally, the estimated %X in the original problem is computed with
the relationship X = Tz and by hard-limiting X to a valid symbol vector. These steps are
summarized in the block scheme in Figure 12.

The following Subsections briefly describe the main aspects of the LLL Algorithm (LA) and
the Seysen’s Algorithm (SA).
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n
o
Fig. 12. LRA detector bloc scheme.

5.4 LLL algorithm
The LA is a local approach that transforms an input basis H into an LLL-reduced basis H that
satisfies both of the orthogonality and norm reduction conditions, respectively:

1R}, [S{pij} < 3, V1<j<i<nr, (24)
where p; ; £ <I”{£~i]”2’>, and:
[H; 1> = (6 = [y PF1 |2 V1 <i < nr, (25)

where 6, with } <4 <1, is a factor selected to achieve a good quality-complexity
trade-off A.K. Lenstra, H.W. Lenstra, and L. Lovasz (1982). In this book chapter, J is assumed
tobe § = 3, as commonly suggested, and H; = H; — Z;;%{ [uij|H;}. Another classical result
consists of directly considering the Complex LA (CLA) that offers a saving in the average
complexity of nearly 50% compared to the straightforward real model system extension with
negligible performance degradation Y.H. Gan, C. Ling, and W.H. Mow (2009).

Let us introduce the QR Decomposition (QRD) of H € C"®**"T that reads H = QR, where
the matrix Q € C"®*"T has orthonormal columns and R € C"T*"T is an upper-triangular
matrix. It has been shown D. Wiibben, R. Bohnke, V. Kithn, and K.-D. Kammeyer (2004)
the QRD of H = QR is a possible starting point for the LA, and it has been introduced L.G.
Barbero, T. Ratnarajah, and C. Cowan (2008) that the Sorted QRD (SQRD) provides a better
starting point since it finally leads to a significant reduction in the expected computational
complexity D. Wiibben, R. Bohnke, V. Kithn, and K.-D. Kammeyer (2004) and in the
corresponding variance B. Gestner, W. Zhang, X. Ma, and D.V. Anderson (2008).

By denoting the latter algorithm as the SQRD-based LA (SLA), these two points are depicted
in Figure 13 (a-c) under DSP implementation-oriented assumptions on computational
complexities (see S. Aubert, M. Mohaisen, F. Nouvel, and K.H. Chang (2010) for details).
Instead of applying the LA to the only basis H, a simultaneous reduction of the basis H and
the dual basis H* = H(H"H)~! D. Wiibben, and D. Seethaler (2007) may be processed.

5.5 Seysen’s algorithm
At the beginning, let us introduce the Seysen’s orthogonality measure M. Seysen (1993)

2
’

nr
~ ~ 2 ~
S(A) 2 Y |6 )* | A (26)
i=1
where HY is the i-th basis vector of the dual lattice, i.e., H*fH = I.
The SA is a global approach that transforms an input basis H (and its dual basis H¥) into

a Seysen-reduced basis H that (locally) minimizes S and that satisfies, V1 <i # j < nr D.
Seethaler, G. Matz, and F. Hlawatsch (2007)

AYTRY  ANA,
A2 M - =0. 27
2 {2<IIH?‘|2 [H? 7
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Fig. 13. PDF (a) and CDF (b) of the number of equivalent MUL of the LA, SLA and SA, and
average and maximum total number of equivalent MUL of the LA, SLA and SA as a function
of the number of antennas 7 (c).

SA computational complexity is depicted in Figure 13 (a-c) as a function of the number of
equivalent real multiplication MUL, which allow for some discussion.

5.5.1 Concluding remarks

The aforementioned LR techniques have been presented and both their performances
(orthogonality of the obtained lattice) D. Wiibben, and D. Seethaler (2007) and computational
complexities L.G. Barbero, T. Ratnarajah, and C. Cowan (2008) have been compared when
applied to MIMO detection in the Open Loop (OL) case. In Figure 14 (a-f), the od, cond, and
S of the reduced basis provided by the SA compared to the LA and SLA are depicted. These
measurements are known to be popular measures of the quality of a basis for data detection C.
Windpassinger, and R.FH. Fischer (2003). However, this orthogonality gain is obtained at the
expense of a higher computational complexity, in particular compared to the SLA. Moreover, it
has been shown that a very tiny uncoded BER performance improvement is offered in the case
of LRA-LD only D. Wiibben, and D. Seethaler (2007). In particular, in the case of LRA-DFD
detectors, both LA and SA yield almost the same performance L.G. Barbero, T. Ratnarajah,
and C. Cowan (2008).

According to the curves depicted in Figure 13 (a), the mean computational complexities
of LA, SLA and SA are 1,6.10%, 1,1.10* and 1,4.10° respectively in the case of a 4 x 4
complex matrix. The variance of the computational complexities of LA, SLA and SA are 3.107,
2,3.107 and 2,4.10° respectively, which illustrates the aforementioned reduction in the mean
computational complexity and in the corresponding variance and consequently highlights the
SLA advantage over other LR techniques.

In Figure 14, the Probability Density Function (PDF) and Cumulative Density Function
(CDF) of In(cond), In(od) and In(S) for LA, SLA and SA are depicted and compared to the
performance without lattice reduction. It can be observed that both LA and SLA offer exactly
the same performance, with the only difference in their computational complexities. Also,
there is a tiny improvement in the od when SA is used as compared to (S)LA. This point will
be discussed in the sequel.

The LRA algorithm preprocessing step has been exposed and implies some minor
modifications in the detection step.
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Fig. 14. PDF (a-c) and CDF (d-f) of In(cond) (a, d), In(od) (b, €) and In(S) (c, f) by application
of the LA, SLA and SA and compared to the original basis.

5.6 Lattice reduction-aided detection principle

The key idea of the LR-aided detection schemes is to understand that the finite set of
transmitted symbols (" can be interpreted as the De-normalized, Shifted then Scaled (DSS)
version of the infinite integer subset Z¢" C Z{" C. Windpassinger, and R.FH. Fischer (2003),

where ZET is the infinite set of complex integers, i.e.,:

QF =222 + JT711), (28)
and reciprocally
Zir = Lol -t 1y, (29)

where a is a power normalization coefficient (i.e., 1/ v2,1/+/10 and 1/v/42 for QPSK, 16QAM
and 64QAM constellations, respectively) and 13" € Z{" is a complex displacement vector (i.e.,
1¢" = [1+4j, -+, 14| in the complex case).

At this step, a general notation is introduced. Starting from the system equation, it can be
rewritten equivalently in the following form, by de-normalizing, by dividing by two and
subtracting H1" /2 from both sides:

r H1Y Hx n HI 1/r " 1 /x 1
== o Z(2—H1")=H= (= —-1"7)+ —n, 30
2 2 2 "2 2 2(11 C) 2(11 C)+2an (30)

where H1{" is a simple matrix-vector product to be done at each channel realization.

By introducing the DSS signal rz = 5 (£ — H1{") = dss {r} and the re-Scaled, re-Shifted then
Normalized (SSN) signal xz = 3 (¥ —1¢7) = ssn {x}, which makes both belonging to HZ"
and Z(7, respectively, the expression reads:

ry = Hxy + ZnTZ (31)
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This intermediate step allows to define the symbols vector in the reduced transformed
constellation through the relation zz = T 'xz € T~1Z"T C Z". Finally, the lattice-reduced
channel and reduced constellation expression can be introduced:
n

5 (32)

ty = HZZ+

The LRA detection steps comprise the 2z estimation of zz with respect to rz and the mapping
of these estimates onto the corresponding symbols belonging to the " constellation through
the T matrix. In order to finally obtain the X estimation of x, the DSS Xz signal is obtained
following the Zz quantization with respect to ZgT and re-scaled, re-shifted, then normalized
again.

The estimation for the transmit signal is X = Q. {X}, as described in the block scheme in
Figure 15 in the case of the LRA-ZF solution, and can be globally rewritten as

%= Qqr {a (21Qur (22} +17) }, (33)

where Q.nr {-} denotes the quantization operation of the n7-th dimensional integer lattice,
C

for which per-component quantization is such as Q nr {x} = [[x1], -, |xn;1]7, where |-]
C
denotes the rounding to the nearest integer.

Due to its performance versus complexity, the LA is a widely used reduction algorithm.

¢ — s O} 2R R T2 (T 2o P Qo T ¢

Fig. 15. LRA-ZF detector block scheme.

This is because SA requires a high additional computations compared to the LA to achieve
a small, even negligible, gain in the BER performance L.G. Barbero, T. Ratnarajah, and C.
Cowan (2008), as depicted in Figure 14. Based on this conjecture, LA will be considered as the
LR technique in the remaining part of the chapter.

Subsequently to the aforementioned points, the SLA computational complexity has been
shown J. Jaldén, D. Seethaler, and G. Matz (2008) to be unbounded through distinguishing
the SQRD pre-processing step and the LA related two conditions. In particular, while the
SQRD offers a polynomial complexity, the key point of the SLA computational complexity
estimation lies in the knowledge of the number of iterations of both conditions. Since
the number of iterations depends on the condition number of the channel matrix, it is
consequently unbounded J. Jaldén, D. Seethaler, and G. Matz (2008), which leads to the
conclusion that the worst-case computational complexity of the LA in the Open Loop
(OL) case is exponential in the number of antennas. Nevertheless, the mean number of
iterations (and consequently the mean total computational complexity) has been shown to
be polynomial J. Jaldén, D. Seethaler, and G. Matz (2008) and, therefore, a thresholded-based
version of the algorithm offers convenient results. That is, the algorithm is terminated when
the number of iterations exceeds a pre-defined number of iterations.

5.7 Simulation results
In the case of LRA-LD, the quantization is performed on z instead of x. The unconstrained
LRA-ZF equalized signal Z; g 4z are denoted (ﬁH H) “1AHrand T 1xyp, simultaneously D.



88 Vehicular Technologies: Increasing Connectivity

Wiibben, R. Bohnke, V. Kiithn, and K.-D. Kammeyer (2004). Consequently, the LRA-ZF
estimate is X = QQET {TOQznw{ZLra_zr}}. Identically, the LRA-MMSE estimate is given
as X = QQET {TOz{Zrra—_MMmsE}}, considering the unconstrained LRA-MMSE equalized
signal iLRA—MMSE = (ﬁHﬁ + U'ZTHT)_lﬁHr.

It has been shown D. Wiibben, R. Bohnke, V. Kiihn, and K.-D. Kammeyer (2004) that the
consideration of the MMSE criterion by reducing the extended channel matrix Hey =
[H; o1,,;], leading to H,,:, and the corresponding extended receive vector r.y; leads to both
an important performance improvement and while reducing the computational complexity
compared to the straightforward solution. In this case, not only the H conditioning is
considered but also the noise amplification, which is particularly of interest in the case of
the LRA-MMSE linear detector. In the sequel, this LR-Aided linear detector is denoted as
LRA-MMSE Extended (LRA-MMSE-Ext) detector.

The imperfect orthogonality of the reduced channel matrix induces the advantageous use of
DFD techniques D. Wiibben, R. Bohnke, V. Kiihn, and K.-D. Kammeyer (2004). By considering
the QRD outputs of the SLA, namely Q and R, the system model rewrites ;g 7 F—QRD = Qfy
and reads simultaneously Rz + Qfn. The DFD procedure can than then be performed in
order to iteratively obtain the Z estimate. In analogy with the LRA-LD, the extended system
model can be considered. As a consequence, it leads to the LRA-MMSE-QRD estimate that
can be obtained~via rewriting the system model as Z;r_pmmsE—QrD = Qg{tl‘ext and reads
simultaneously Rey;z + i, where ii is a noise term that also includes residual interferences.
Figure 16 shows the uncoded BER performance versus E; / Ny (in dB) of some well-established
LRA-(pseudo) LDs, for a 4 x 4 complex MIMO Rayleigh system, using QPSK modulation (a,
c) and 16QAM (b, d) at each layer. The aforementioned results are compared to some reference
results; namely, ZF, MMSE, ZF-QRD, MMSE-QRD and ML detectors. It has been shown that
the (S)LA-based LRA-LDs achieve the full diversity M. Taherzadeh, A. Mobasher, and A.K.
Khandani (2005) and consequently offer a strong improvement compared to the common
LDs. The advantages in the LRA-(Pseudo)LDs are numerous. First, they constitute efficient
detectors in the sense of the high quality of their hard outputs, namely the ML diversity is
reached within a constant offset, while offering a low overall computational complexity.Also,
by noticing that the LR preprocessing step is independent of the SNR, a promising aspect
concerns the Orthogonal Frequency-Division Multiplexing (OFDM) extension that would
offer a significant computational complexity reduction over a whole OFDM symbol, due to
both the time and coherence band. However, there remains some important drawbacks. In
particular, the aforementioned SNR offset is important in the case of high order modulations,
namely 16-QAM and 64-QAM, despite some aforementioned optimizations. Another point
is the LR algorithm’s sequential nature because of its iterative running, which consequently
limits the possibility of parallel processing. The association of both LR and a neighborhood
study is a promising, although intricate, solution for solving this issue. For a reasonable K,
a dramatic performance loss is observed with classical K-Best detectors in Figure 9. For a
low complexity solution such as LRA-(Pseudo) LDs, a SNR offset is observed in Figure 16.
Consequently, the idea that consists in reducing the SNR offset by exploring a neighborhood
around a correct although suboptimal solution becomes obvious.

6. Lattice reduction-aided sphere decoding

While it seems to be computationally expensive to cascade two NP-hard algorithms, the
promising perspective of combining both the algorithms relies on achieving the ML diversity
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Fig. 16. Uncoded BER as a function of E; /Ny, Complex Rayleigh 4 x 4 MIMO channel, ZF,
MMSE, LRA-ZF, LRA-MMSE, LRA-MMSE-Ext and ML detectors (a, ¢), ZF-QRD,
MMSE-QRD, LRA-ZF-QRD, LRA-MMSE-QRD and ML detectors (b, d), QPSK modulations
at each layer (a-b) and 16QAM modulations at each layer (c-d).

through a LRA-(Pseudo)LD and on reducing the observed SNR offset thanks to an additional
neighborhood study. This idea senses the neighborhood size would be significantly reduced
while near-ML results would still be reached.

6.1 Lattice reduction-aided neighborhood study interest

Contrary to LRA-(O)DFD receivers, the application of the LR technique followed by the K-Best
detector is not straightforward. The main problematic lies in the consideration of the possibly
transmit symbols vector in the reduced constellation, namely z. Unfortunately, the set of all
possibly transmit symbols vectors can not be predetermined since it does not only depend
on the employed constellation, but also on the T~! matrix. Consequently, the number of
children in the tree search and their values are not known in advance. A brute-force solution
to determine the set of all possibly transmit vectors in the reduced constellation, Z, is to
get first the set of all possibly transmit vectors in the original constellation, X,;;, and then to
apply the relation Z,;; = T~'X,; for each channel realization. Clearly, this possibility is not
feasible since it corresponds to the computational complexity of the ML detector. To avoid this
problem, some feasible solutions, more or less efficient, have been proposed in the literature.

6.2 Summary of the lattice reduction-aided neighbourhood study algorithms

While the first idea of combining both the LR and a neighborhood study has been proposed
by Zhao et al. W. Zhao, and G.B. Giannakis (2006), Qi et al. X.-F. Qi, and K. Holt (2007)
introduced in detail a novel scheme-Namely LRA-SD algorithm-where a particular attention
to neighborhood exploration has been paid. This algorithm has been enhanced by Roger et
al. S. Roger, A. Gonzalez, V. Almenar, and A.M. Vidal (2009) by, among others, associating LR
and K-Best. This offers the advantages of the K-Best concerning its complexity and parallel
nature, and consequently its implementation. The hot topic of the neighborhood study size
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reduction is being widely studied M. Shabany, and P.G. Gulak (2008); S. Roger, A. Gonzalez,
V. Almenar, and A.M. Vidal (2009). In a first time, let us introduce the basic idea that makes
the LR theory appropriate for application in complexity - and latency - limited communication
systems. Note that the normalize-shift-scale steps that have been previously introduced, will
not be addressed again.

6.3 The problem of the reduced neighborhood study

Starting from Equation (32), both the sides of the lattice-reduced channel and reduced
constellation can be left-multiplied by Q'f, where [Q,R] = QRD{H}. Therefore, a new
relation is obtained:

QHrZ =Rzz +n, (34)
this makes any SD scheme to be introduced, and eventually a K-Best. At this moment, the
critical point of neighbours generation in the reduced constellation has to be introduced. As
previously presented, the set of possible values in the original constellation is affected by
the matrix T~!. In particular, due to T properties introduced in the LR step, the scaling,
rotating, and reflection operations may induce some missing (non-adjacent) or unbounded
points in the reduced lattice, despite the regularity and bounds of the original constellation.
In presence of noise, some candidates may not map to any legitimate constellation point in the
original constellation. Therefore, it is necessary to take into account this effect by discarding
vectors with one (or more) entries exceeding constellation boundaries. However, the vicinity
of a lattice point in the reduced constellation would be mapped onto the same signal point.
Consequently, a large number of solutions might be discarded, leading to inefficiency of any
additional neighborhood study. Also note that it is not possible to prevent this aspect without
exhaustive search complexity since T~! applies on the whole 2 vector while it is treated layer
by layer.

Zhao et al. W. Zhao, and G.B. Giannakis (2006) propose a radius expression in the reduced
lattice from the radius expression in the original constellation through the Cauchy-Schwarz
inequality. This idea leads to an upper bound of the explored neighborhood and accordingly
a reduction in the number of tested candidates. However, this proposition is not enough
to correctly generate a neighborhood because of the classical - and previously introduced -
problematic of any fixed radius.

A zig-zag strategy inside of the radius constraint works better S. Roger, A. Gonzalez, V.
Almenar, and A.M. Vidal (2009); W. Zhao, and G.B. Giannakis (2006). Qi et al. X.-F. Qi, and
K. Holt (2007) propose a predetermined set of displacement [d1, - - -, dn] (N > K) generating
aneighborhood around the constrained DFD solution [Qz {Zn, } + 01, - -+, Qz {Zn; } +N].
The N neighbors are ordered according to their norms, by considering the current layer
similarly to the SE technique, and the K candidates with the least metrics are stored. The
problem of this technique lies in the number of candidates that has to be unbounded, and
consequently set to a very large number of candidates N for the sake of feasibility. Roger
et al. S. Roger, A. Gonzalez, V. Almenar, and A.M. Vidal (2009) proposed to replace the
neighborhood generation by a zig-zag strategy around the constrained DFD solution with
boundaries control constraints. By denoting boundaries in the original DSS constellation
X7, min and Xz max, the reduced constellation boundaries can be obtained through the relation
zz = T !xgz that implies zp,, | = max{T, xz} for a given layer I. The exact solution is

given in S. Roger, A. Gonzalez, V. Almenar, and A.M. Vidal (2009) for the real case and can be
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extended to the complex case:

Zmax, | = XZ, max Z T] j + XZ, min 2 Tl j7 Zmin, I = XZ, min Z Tl_,} + X7, max Z T
jepP! jeN! jeP! jeN!

(35)
where P! and N/ stands for the set of indices j corresponding to positive and negative entries
(I, j) of T, respectively. By denoting the latter algorithm as the LRA-KBest-Candidate
Limitation (LRA-KBest-CL), note that this solution is exact and does not induce any
performance degradation.

The main advantages in the LRA-KBest are highlighted. While it has been shown that the
LRA-KBest achieves the ML performance for a reasonable K, even for 16QAM and 64QAM
constellations, as depicted in Figure 17, the main favorable aspect lies in the neighborhood
study size that is independent of the constellation order. So the SD complexity has been
reduced though the LR-Aid and would be feasible, in particular for 16QAM and 64QAM
constellations that are required in the 3GPP LTE-A norm 3GPP (2009). Also, such a detector
is less sensitive to ill-conditioned channel matrices due to the LR step. However, the detector
offers limited benefits with the widely used QPSK modulations, due to nearby lattice points
elimination during the quantization step, and the infinite lattice problematic in the reduced
domain constellation search has not been solved convincingly and is up to now an active field
of search.

Let us introduce the particular case of Zhang et al. W. Zhang, and X. Ma (2007a;b) that proposes
to combine both LR and a neighborhood study in the original constellation.

6.4 A particular case

In order to reduce the SNR offset by avoiding the problematic neighborhood study in
the reduced constellation, a by-solution has been provided W. Zhang, and X. Ma (2007a)
based on the unconstrained LRA-ZF result. The idea here was to provide a soft-decision
LRA-ZF detector by generating a list of solutions. This way, Log-Likelihood Ratios
(LLR) can be obtained through the classical max-log approximation, if both hypothesis
and counter-hypothesis have been caught, or through-among others-a LLR clipping B.M.
Hochwald, and S. ten Brink (2003); D.L. Milliner, E. Zimmermann, J.R. Barry and G. Fettweis
(2008).

The idea introduced by Zhang et al. corresponds in reality to a SD-like technique, allowmg to
provide a neighborhood study around the unconstrained LRA-ZF solution: rpg4_zp = = H'r.
The list of candidates, that corresponds to the neighborhood in the reduced constellation, can
be defined using the following relation:

L.={z: |z —rtira_zF|* < d:}, (36)

where Z is a hypothetical value for z and Vd; is the sphere constraint. However, a direct
estimation of X may be obtained by left-multiplying by correct lines of T~! at each detected
symbol:

Lo={x: |T 'S —rra_zr|? <d:}, (37)

where X is a hypothetical value for x and by noting that the sphere constraint remains
unchanged.

The problem introduced by such a technique is how to obtain X layer by layer, since it would
lead to non-existing symbols. A possible solution is the introduction of the QRD of T 1in
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Fig. 17. Uncoded BER as a function of Ej, / Ny, Complex Rayleigh 4 x 4 MIMO channel,
QRD-based 2/4(8)-Best, SQRD-based 2/4(8)-Best, LRA-ZF 2/4(8)-FPA, LRA-2/4(8)-Best-CL
and ML detectors, QPSK modulations at each layer (a-c) and 16QAM modulations at each
layer (d-f).

order to make the current detected symbol within the symbols vector independent of the
remaining to-detect symbols. This idea leads to the following expression:

2
) <d,, (38)

X = argmin HQ%{—JLRA—ZF —Ryaix
xeQt

where [Qp-1, Rp-1] = QRD{T~'}. Due to the upper triangular form of Ry-1, X can be
detected layer by layer through the K-Best scheme such as the radius constraint can be
eluded. Consequently, the problematic aspects of the reduced domain constellation study are
avoided, and the neighborhood study is provided at the cheap price of an additional QRD. By
denoting the latter algorithm as the LRA-ZF Fixed Point Algorithm (LRA-ZF-FPA), note that
the problem of this technique lies in the Euclidean Distance expression which is not equivalent
to the ML equation. The technique only aims at generating a neighborhood study for the
Soft-Decision extension. There will be no significant additional performance improvement for
larger K, as depicted in Figure 17.

6.5 Simulation results

In Figure 17 and in the case of a neighborhood study in the reduced domain, near-ML
performance is reached for small K values, in both QPSK and 16QAM cases.

It is obvious to the reader that K is independent of the constellation order, which can be
demonstrated. This aspect is essential for the OFDM extension since any SD-like detector has
to be fully processed for each to-be-estimated symbols vector. Also, the solution offered by
LRA-ZF-FPA is interesting in the sense that it allows to make profit of the LRA benefit with
an additional neighborhood study in the original constellation. However, it does not reach the
ML performance because of the non-equivalence of the metrics computation even in the case
of alarge K.
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7. Conclusion

In this chapter, we have presented an up-to-date review, as well as several prominent
contributions, of the detection problematic in MIMO-SM systems. It has been shown
that, theoretically, such schemes linearly increase the channel capacity. However, in
practice, achieving such increase in the system capacity depends, among other factors, on
the employed receiver design and particularly on the de-multiplexing algorithms, a.k.a.
detection techniques. In the literature, several detection techniques that differ in their
employed strategies have been proposed. This chapter has been devoted to analyze the
structures of those algorithms. In addition to the achieved performance, we pay a great
attention in our analysis to the computational complexities since these algorithms are
candidates for implementation in both latency and power-limited communication systems.
The linear detectors have been introduced and their low performances have been outlined
despite of their attracting low computational complexities. DFD techniques improve the
performance compared to the linear detectors. However, they might require remarkably
higher computations, while still being far from achieving the optimal performance, even
with ordering. Tree-search detection techniques, including SD, QRD-M, and FSD, achieve
the optimum performance. However, FSD and QRD-M are more favorable due to their
fixed and realizable computational complexities. An attractive pre-detection process, referred
to as lattice-basis reduction, can be considered in order to apply any detector through a
close-to-orthogonal channel matrix. As a result, a low complexity detection technique, such
as linear detectors, can achieve the optimum diversity order. In this chapter, we followed
the lattice reduction technique with the K-best algorithm with low K values, where the
optimum performance is achieved. In conclusion, in this chapter, we surveyed the up-to-date
advancements in the signal detection field, and we set the criteria over which detection
algorithms can be evaluated. Moreover, we set a clear path for future research via introducing
several recently proposed detection methodologies that require further studies to be ready for
real-time applications.
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1. Introduction

The great increase in the demand for high-speed data services requires the rapid growth
of mobile communications capacity. Orthogonal frequency division multiplexing (OFDM)
provides high spectral efficiency, robustness to intersymbol interference (ISI), as well as
feasibility of low cost transceivers (Weinstein & Ebert, 1971). Multiple input multiple output
(MIMO) systems offer the potential to obtain a diversity gain and to improve system capacity
(Telatar, 1995), (Alamouti, 1998), (Tarokh et al., 1999). Hence the combination of MIMO and
OFDM techniques (MIMO-OFDM) is logically widely considered in the new generation of
standards for wireless transmission (Boubaker et al., 2001). In these MIMO-OFDM systems,
considering coherent reception, the channel state information (CSI) is required for recovering
transmitted data and thus channel estimation becomes necessary.

Channel estimation methods can be classified into three distinct categories: blind channel
estimation, semi-blind channel estimation and pilot-aided channel estimation. In the
pilot-aided methods, pilot symbols known from the receiver are transmitted as a preamble
at the beginning of the frame or scattered throughout each frame in a regular manner. On the
contrary, in blind methods, no pilot symbols are inserted and the CSI is obtained by relying on
the received signal statistics (Winters, 1987). Semi-blind methods combine both the training
and blind criteria (Foschini, 1996). In this paper, we focus our analysis on the time domain
(TD) channel estimation technique using known reference signals. This technique is attractive
owing to its capacity to reduce the noise component on the estimated channel coefficients
(Zhao & Huang, 1997).

The vast majority of modern multicarrier systems contain null subcarriers at the spectrum
extremities in order to ensure isolation from/to signals in neighboring frequency bands
(Morelli & Mengali, 2001) as well as to respect the sampling theorem (3GPP, 2008). It was
shown that, in the presence of these null subcarriers, the TD channel estimation methods
suffer from the “border effect” phenomenon that leads to a degradation in their performance
(Morelli & Mengali, 2001). A TD approach based on pseudo inverse computation is proposed
in (Doukopoulos & Legouable, 2007) in order to mitigate this “border effect”. However
the degradation of the channel estimation accuracy persists when the number of the null
subcarriers is large.

In this document, we look at various time domain channel estimation methods with this
constraint of null carriers at spectrum borders. We show in detail how to gauge the importance
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of the “border effect” depending on the number of null carriers, which may vary from one
system to another. Thereby we assess the limit of the technique discussed in (Doukopoulos
& Legouable, 2007) when the number of null carriers is large. Finally the DFT with the
truncated singular value decomposition (SVD) technique is proposed to completely eliminate
the impact of the null subcarriers whatever their number. A technique for the determination
of the truncation threshold for any MIMO-OFDM system is also proposed.

The paper is organized as follows. Section 2 describes the studied MIMO-OFDM system,
including the construction of the training sequences in the frequency domain and the least
square (LS) channel estimation component. Then section 3.1 presents the main objectives (noise
reduction and interpolation) of the classical DFT based channel estimation and its weakness
regarding the “border effect”. The pseudo inverse concept is then studied in section 4. Next,
the DFT with truncated SVD is detailed in section 5. Finally, the efficiency of these channel
estimators is demonstrated in section 6 for two distinct application environments: indoor and
outdoor respectively applying 802.11n and 3GPP system parameters.

Notations: Superscript © stands for pseudo-inversion. Operator e represents an exponential
function. (.H) stands for conjugation and transpose. C denotes a complex number set and
> = —1. || || denotes the Euclidean norm.

J

2. MIMO-OFDM system model

The studied MIMO-OFDM system is composed of N; transmit and N, receiving antennas.
Training sequences are inserted in the frequency domain before OFDM modulation which is
carried out for each antenna.

The OFDM signal transmitted from the i-th antenna after performing IFFT (OFDM
modulation) on the frequency domain signal X; € CV*1 at time index 7 can be given by:

: 27tkn

1 N-1
xi(n) = N Y Xi(k)e v, 0< (n,k) <N (1)
k=0

where N is the number of IFFT points and k the subcarrier index.
The baseband time domain channel response between the transmitting antenna i and the
receiving antenna j under the multipath fading environments can be expressed as (Van de
Beek et al., 1995):

L1

ij
hij(n) = Y hij6(n — ) (2
1=0

with L;; the number of paths, h;;; and 7;;; the complex time varying channel coefficient and
delay of the I-th path.

The use of the cyclic prefix (CP) allows both the preservation of the orthogonality between the
tones and the elimination of the ISI between consecutive OFDM symbols.

At the receiver side, after removing the CP and performing the OFDM demodulation, the
received frequency domain signal can be expressed as follows by using (1) and (2):

N1
Rj(k) = Y Xi(k)Hyj(k) + Z(k) ®)
i=0

where H;j(k) is the discrete response of the channel on subcarrier k between the i-th transmit
antenna and the j-th receiving antenna and = the zero-mean complex Gaussian noise after the
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FFT process. Then Least Square (LS) channel estimation is performed by using the extracted
pilots.

In SISO-OFDM, without exploiting any knowledge of the propagation channel statistics, the
LS estimates regarding the pilot subcarrier k can be obtained by dividing the demodulated
pilot signal R;(k) by the known pilot symbol X(k) in the frequency domain (Zhao & Huang,
1997). The LS estimates regarding the pilot subcarrier k can be expressed as follows:

Hys(k) = H(k) + &(k)/ X (k). 4)

Nevertheless in the MIMO-OFDM system, from (3), an orthogonality between pilots is
mandatory to obtain LS estimates for each receiver antenna without interference from the
other antennas. In this paper, we consider the case where the pilots from different transmit
antennas are orthogonal to each other in the frequency domain. It is important to note that
this orthogonality can also be obtained in the time domain by using the cyclic shift delay
(CSD) method (Auer, 2004).

The orthogonality between pilots in the frequency domain can be obtained by different ways:
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Fig. 1. Orthogonality between pilots in the frequency domain when Ny = 2.

¢ The orthogonality can be achieved with the use of transmission of pilot symbols on one
antenna and of null symbols on the other antennas in the same instant (Fig. 1(a)). This
solution is commonly and easily implemented in the presence of mobility as for instance
in 3GPP/LTE (3GPP, 2008). Therefore LS estimates can only be calculated for M/N;
subcarriers, M representing the number of modulated subcarriers. Then interpolation must
be performed in order to complete the estimation for all the subcarriers.

e The orthogonality can also be achieved using a specific transmit scheme represented by
an orthogonal matrix. Fig. 1(b) represents the pilot insertion structure for a two transmit
antenna system. The orthogonality between training sequences for antennas 1 and 2 is
obtained by using the following orthogonal matrix.

1 -1
[ 11 } (@)
This technique is frequently used when the channel can be assumed constant at least over
the duration of Ny OFDM symbols in the case of quite slow variations. For instance, this
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method is used in the wireless local area network (WLAN) IEEE802.11n system (802.11,
2007). LS estimates can be calculated for all the M modulated subcarriers with the use of
full pilot OFDM symbols.

Assuming orthogonality between pilots, N; LS estimation algorithms on pilot subcarriers can
be applied per receive antenna:

Hjj1s(k) = Hjj(k) + E;j(k) / Xij (k). (6)

Thus the LS estimation is computed for all the subchannels between the transmit and the
receiver antennas. Nevertheless, it is important to note the two following points:

e From (6), it can be observed that the accuracy of LS estimated channel response is degraded
by the noise component.

e To get an estimation for all the subcarriers, interpolation may be required depending on
the pilots insertion scheme.

Time domain processing will then be used in order to improve the accuracy of the LS
estimation of all the subchannels.

3. Classical DFT based channel estimation

In order to improve the LS channel estimation performance, the DFT-based method has
been proposed first as it can advantageously target both noise reduction and interpolation
purposes.

3.1 Main goals of DFT based channel estimation

3.1.1 Noise reduction

DFT-based channel estimation methods allow a reduction of the noise component owing to
operations in the transform domain, and thus achieve higher estimation accuracy (Van de
Beek et al., 1995) (Zhao & Huang, 1997). In fact, after removing the unused subcarriers, the
LS estimates are first converted into the time domain by the IDFT (inverse discrete fourier
transform) algorithm. A smoothing filter is then applied in the time domain assuming that
the maximum multi-path delay is kept within the cyclic prefix (CP) of the OFDM symbol. As
a consequence, the noise power is reduced in the time domain. The DFT is finally applied to
return to the frequency domain. The smoothing process using DFT is illustrated in Fig.2.

3.1.2 Interpolation

DFT can be used simultaneously as an accurate interpolation method in the frequency domain
when the orthogonality between training sequences is based on the transmission of scattered
pilots (Zhao & Huang, 1997). The number (N, = M/ Nj) of pilot subcarriers, starting from the
i-th subcarrier, is spaced every N; subcarriers (Fig.1(a)). The LS estimates obtained for the pilot
subcarriers given by (6) are first converted into the time domain by IDFT of length M/ N;. As
the impulse response of the channel is concentrated on the CP first samples, it is possible to
apply zero-padding (ZP) from M/ N; to M — 1. The frequency channel response over the whole
bandwidth is calculated by performing a M points DFT. It is obvious that N; must satisfy the
following condition:

M
N < cp (7)
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Fig. 2. Smoothing using DFT.

NB: In the rest of the paper, we will consider the case where N, = M for mathematical
demonstrations in order to make reading easier. Otherwise if N, < M interpolation can be
performed.

3.2 Drawback of DFT based channel estimation in realistic system

In a realistic context, only a subset of M subcarriers is modulated among the N due to the
insertion of null subcarriers at the spectrum’s extremities for RF mask requirements. The
application of the smoothing filter in the time domain will lead to a loss of channel power
when these non-modulated subcarriers are present at the border of the spectrum. That can be
demonstrated by calculating the time domain channel response.

The time domain channel response of the LS estimated channel is given by (8). From (6) we
can divide h%DLFST into two parts:

IDFT - 2m1k
Z/nLS VN Zk N-M z/kLSe] ®)

IDET |, xIDFT
hl] no T ér1] n

where &IPFT is the noise component in the time domain and #LPFT is the IDFT of the LS
estimated channel without noise. This last component can be further developed as follows:

IDFT - 27tkn

hin - =N Zk Nb Zl o hij, )e e )
_ /1 ki = ok (1,—n
= N 21:0 ijl Zk:Nbe 15 (=)

where N, = (N —M)/2and N, = (N+ M)/2—1.

It can be seen from (9) that if all the subcarriers are modulated, i.e M = N, the last term of (9)
N+M

X Zm A}e JAR (=) will verify:
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NM

2tk Ny n=r1;
—J°N Tz 1= 1’!) = P l]'l
Z o { 0 otherwise (10)
where Tij) = 0,1,..Lj—1 and n=0,..M-—1.

From (10), we can safely conclude that:

IDFT _
hl]n =0n=1Lj,..

M 11)

Assuming CP > L;j, we do not lose part of the channel power in the time domain by applying
the smoothing filter of length CP.

Nevertheless, when some subcarriers are not modulated at the spectrum borders, i.e. M < N,
the last term of (9) can be expressed as:

M* ) M n = Ti]'l
Tul n) — —jar M () (12)
;M Ly 2 - ) 7é Tl]l
1-e /N G
where Tij) = 0,1,..,Lj—1 andn =0,..,M—1.
The channel impulse response hfﬁf T can therefore be rewritten in the following form:

M h 1— /ZnN( 1/-/1—11) L
IDFT _ 1 ijl= nJFZl ()l;én 1]1 7’/N(;/,I*")'n< ij 13)

ijn Li-1, —j2re M (i =)
VN oy iy e Li-1<n<M

l]l —ei/N (1; i1 n) :

We can observe that hI]D FT is not null for all the values of # due to the phenomenon called here
"Inter-Taps Interference (ITI)". Consequently, by using the smoothing filter of length CP in the
time domain, the part of the channel power contained in samples n = CP, ..., M — 1is lost. This
loss of power leads to an important degradation on the estimation of the channel response. In
OFDM systems, Morelli shows that when null carriers are inserted at the spectrum extremities,
the performance of the DFT based channel estimation is degraded especially at the borders of
the modulated subcarriers (Morelli & Mengali, 2001). This phenomenon is called the “border
effect”. This “border effect” phenomenon is also observed in MIMO context (Le Saux et al.,
2007).

In order to evaluate the DFT based channel estimation, the mean square error (MSE)
performance for the different modulated subcarriers is considered in the following subsection.

3.3 MSE performance of DFT based channel estimation
In MIMO-OFDM context with N; transmit antennas and N, receive antennas, the (MSE) on
the k — th subcarrier is equal to:

(—1N,—1

TN E [0 - 1w

MSE (k) = =0 =0 NN, (14)

where H(k) and H(k) represent the estimated frequency channel response and the ideal one
respectively.



DFT Based Channel Estimation Methods for MIMO-OFDM Systems 103

MSE performance are provided here over frequency and time selective MIMO SCME (spatial
channel model extension) channel model typical of macro urban propagation (Baum et al.,
2005). The DFT based channel estimation is applied to a 2 x 2 MIMO system with the number
of FFT points set equal to 1024. The orthogonality between pilots is obtained using null symbol
insertion described in 2 and interpolation is performed to obtain channel estimates for all
modulated subcarriers.

T TT T
“““““““““““““““ —+— Classical DFT with M=1024 | ..
—=— Classical DFT with M=960
“““““““““““““““ —— Classical DFT with M=600 |....

31 211 512 810 990
Subcarrier index

Fig. 3. Average mean square error versus subcarrier index for classical DFT based channel
estimation. The number of modulated subcarrier are M = 960 and M = 600. N} = 2, N, = 2,
N = 1024 and SNR = 10dB

Fig.3 shows the MSE performance of the different subcarriers when applying the classical
DFT based channel estimation method depending on the number of modulated subcarriers.
First, when all the subcarriers are modulated (N = M = 1024), there is no “border effect”
and the MSE is almost the same for all the subcarriers. This is due to the fact that all the
channel power is retrieved in the first CP samples of the impulse channel response (3.1).
However when null subcarriers are inserted on the edge of the spectrum (N # M), the MSE
performance is degraded by the loss of a part of the channel power in the time domain and
then the “border effect” occurs. It is already noticeable that the impact of the “border effect”
phenomenon increases greatly with the number of null subcarriers.

To mitigate this “’border effect” phenomenon, the pseudo inverse technique proposed in
(Doukopoulos & Legouable, 2007) is studied in the next section.

4. DFT with pseudo inverse channel estimation

Classical DFT based channel estimation described in the previous section can be also
expressed in a matrix form.
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The unitary DFT matrix F of size N x N is defined with the following expression:

1 1 1 .. 1
N-1
1 Wy W% ... WY
F=1. . : : (15)
N—1 w2(N-1) o (N=1)(N-1)
1 WYt wy Wy

P27

where Wi, = e /%

To accommodate the non-modulated subcarriers, it is necessary to remove the rows of the
matrix F corresponding to the position of those null subcarriers. Furthermore, in order to
reduce the noise component in the time domain by applying smoothing filtering, only the
first CP columns of F are used (Fig.2). Hence the transfer matrix becomes F' € CM*CP.

F =FN;M. NeM _q11.¢Cp).

We can then express the impulse channel response, after the smoothing filter, in a matrix form:

s = F"Hi s (16)

where hlI]DLFST S CCPXl, Hij,LS e CMx1,
To reduce the “border effect” Doukopoulos propose the use of the following minimization
problem (Doukopoulos & Legouable, 2007).

seudoinverse . / 2
hZ’,LS = arg min |F" - Hij,LS” (17)
ij

The idea that lies behind the above minimization problem is to reduce the “border effect”, as

illustrated in the figure 4, by minimizing the Euclidean norm between Hj; ;s and HlI]DLFST

The pseudo inverse of the matrix F’ which is noted F't , provides a solution to
equation 17. It can be used to transform the LS estimates in the time domain as proposed
by equation 18 instead of F H as previously proposed in equation 16. The use of the pseudo
inverse allows the minimization of the power loss in the time domain which was at the origin
of the “border effect”.

c CCPXM

seudoinverse '+
e P a

The pseudo inverse which is sometimes named generalized inverse was described by Moore in
1920 in linear algebra (Moore, 1920). This technique is often used for the resolution of linear
equations system due to its capacity to minimize the Euclidean norm and then to tend towards

the exact solution. The pseudo inverse F't of F' is defined as unique matrix satisfying all four
following criteria (Penrose, 1955).

FF'F =F
cFYFEY =F*

S (FFHH = FFY
 (FTF)H = FY'F

(19)

= W N =
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4.1 Pseudo inverse computation using SVD

The pseudo inverse can be computed simply and accurately by using the singular value
decomposition (Moore, 1920). Applying SVD to the matrix F " consists in decomposing F "in
the following form:

F =usv? (20)
where U € CM*M and V € CCP*CP are unitary matrices and S € CM*CP is a diagonal matrix
with non-negative real numbers on the diagonal, called singular values.

The pseudo inverse of the matrix F' with singular value decomposition is:

Ft =vstuf 1)

It is important to note that S* is formed by replacing every singular value by its inverse.

4.2 Impact of pseudo inverse conditional number on channel estimation accuracy

The accuracy of the estimated channel response depends on the calculation of the pseudo
inverse F'*. The conditional number (CN) can give an indication of the accuracy of this
operation (Yimin et al., 1991 ). The higher the CN is, the more the estimated channel response
is degraded.

4.2.1 Definition of the conditional number
It is defined as the ratio between the greatest and the smallest singular values of the transfer
matrix F'. By noting s € C“"*1 the vector which contains the elements (the singular values)
on the diagonal of the matrix S, CN is expressed as follows:

max(s)

CN = min(s) 22)

where max(s) and min(s) give the greatest and the smallest singular values respectively.

Hijrs HIRE

Reduction of the * border effect”

- ! T

Fig. 4. Illustration of the “border effect” reduction

4.2.2 Behavior of the conditional number

It only evolves according to the number of modulated subcarriers. Fig.5 shows this behavior
for different values of M when N = 1024 and CP = 72. When all the subcarriers are
modulated (i.e when M = N), the CN is equal to 1. However when null carriers are
inserted at the edge of the spectrum (M < N), the CN increases according to the number
of non-modulated subcarriers (N — N) and can become very high.

We can note that if M = 600 as in 3GPP standard ( where N = 1024, CP = 72 and M = 600),
the CN is equal to 2.1710°.
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Fig. 5. Conditional number of F " versus the number of modulated subcarriers (M) where
CP =72and N = 1024.

4.3 MSE performance of DFT with pseudo inverse channel estimation
System parameters for MSE performance evaluation are identical to those in section 3.3.

.| —— Classical DFT with M=1024

—=— Classical DFT with M=960

+| —— Classical DFT with M=600
& DFT pseudo-inverse with M=960 | [
e DFT pseudo-inverse with M=600 | ¢

] i i i
31 211 512 810 990
Subcarrier index

Fig. 6. Average mean square error versus subcarrier index for classical DFT and DFT pseudo
inverse based channel estimation. The number of modulated subcarrier are M = 960 and
M =600. Nt =2, N, =2, N = 1024 and SNR = 10dB

Fig.6 shows the MSE performance for different subcarriers when applying either classical DFT
or DFT with pseudo inverse channel estimation methods. When null subcarriers are inserted
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on the edges of the spectrum (N # M), the MSE performance of the classical DFT based
channel estimation is degraded by the “border effect”. As for CN, this “border effect” increases
with the increasing number of null subcarriers. The DFT with pseudo inverse technique
significantly reduces the “border effect” when the CN is low (M = 960 and CN ~ 100).
However, when the number of null subcarriers is large (M = 600) and the CN is largely
increased (CN = 2.17 10'%), the MSE performance remains degraded.

5. DFT with truncated SVD channel estimation

The DFT with pseudo inverse technique previously described allows the reduction of the
“border effect”. But it remains insufficient when the number of null subcarriers is large. To
further reduce this “border effect”, it is necessary to attain a small CN in this operation. The
aim of the proposed approach is to reduce both the “border effect” and the noise component
by considering only the most significant singular values of matrix S.

5.1 Principle of DFT with truncated SVD channel estimation

To reduce the CN, the lowest singular values have to be eliminated. Hence, any singular value
smaller than an optimized threshold (detailed in 5.2) is replaced by zero. The principle is
depicted in Fig.7. The SV D calculation of matrix F provides the matrices U, S and V (20). The
matrix S becomes S7, where Ty, is the number of considered singular values.

’ITSVD(l)
Hps(1) — Ls HIEVP(1)
WISVD(Cp) |
+ N / 'H
VS Vi N F
¥
Hys(M) T ' ' HIEVP (M)
s V
F — S
—= V5 —{ truncation |°"
D
u

Fig. 7. Block diagram of DFT with Truncated SVD.

The channel impulse response after the smoothing process in the time domain can thus be
expressed as follows:

!
ISVD — pfH,

i LS iLS = VS%Z uHHij,LS (23)

TSVD F/TIHU/LS = Vs}h UHHiifLS n<CP (24)
i, LSm 0 otherwise
wheren =0,..., M — 1.
Finally F' of size (CP x M) is used to return to the frequency domain.
£ii TSVD _ 'y, TSVD (25)

ij,LS

It is important to note the two following points:
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¢ On the one hand, the “border effect” is obviously further reduced due to the reduction of
the CN.

® On the other hand, the suppression of the lowest singular values allows the noise
component in the estimated channel response to be reduced. The rank of the matrix F’
is CP, which means that the useful power of the channel is distributed into CP virtual
paths with singular values as weightings. The paths corresponding to the weakest singular
values are predominated by noise and their elimination benefits the noise component
reduction.

5.2 Threshold determination for DFT with truncated SVD

5.2.1 Discussion

The choice T, (¢ 1,2,..,CP) can be viewed as a compromise between the accuracy of
the pseudo-inverse calculation and the CN magnitude. Its value will depend only on the
system parameters: the number and position of the modulated subcarriers (M), the smoothing
window size (CP) and the number of FFT points (N). All these parameters are predefined and
are known prior to any channel estimation implementation. It is thus feasible to optimize the
Tj, value prior to any MIMO-OFDM system implementation.

To determine a good value of Ty, it is important to master its effect on the channel estimation

quality i.e. on the matrix I—“/TJr (24):

¢ When all the singular values of F' are considered, the CN of the matrix FT is very high and
the accuracy of the estimated channel response is then degraded by the “border effect”.

e However if insufficient singular values are used, the estimated channel response is also
degraded due to a very large energy loss, even if the CN of F’T: is minimized.

The optimum value of T, which provides a good compromise between these two
phenomenons exists, as illustrated in the next subsection, for any MIMO-OFDM system.

5.2.2 lllustration

As previously seen, the adjustment of Tj, enables the improvement of the channel estimation
quality and its value depends only on the system parameters. To assess the value of Ty,
we study here the behavior of the singular values of F/T’; according to Tj,. The same system
parameters are considered: a 2 x 2 MIMO system, number of FFT points equal to 1024,
CP = 72 and two different values of M (600 and 960). The orthogonality between the pilots
from the different transmit antennas is again obtained by using null symbol insertion. The
number of singular values of the matrix F/1L is then M/ N;.

Fig.8 illustrates the behavior of the M/ N; = 300 singular values of the matrix FT for different

values of T, when M = 600. For T}, = 46,45, 44 the singular values of FT are the same on the
first T}, indexes and almost null for the other ones. We can consider that the rank of the matrix
FT‘; becomes Ty, instead of CP and that its CN is equal to 1. Therefore the “border effect” will
surely be mitigated and the noise component be minimized. When T;, < 43, all the singular
values become null due to a too large loss of energy.

The behavior of the singular values of F/T‘; can not be considered as constant for T, > 46 and
then the CN is high.

Differently, a moderated “border effect” is obtained when the number of non-modulated
subcarriers is not too large (M = 960). Fig.9 illustrates the behavior of the singular values
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Fig. 8. Behavior of the M/ N; = 300 singular value of the matrix FITJ; for T, = CP, 55, 46, 45, 44
and 43. Ny =2, N; =2,CP =72, N = 1024 and M = 600.

of the matrix FIT’; when M = 960. For T, = CP = 72, the singular values of FIT’; are the same
on the first Tj, indexes and almost zero for the other ones.
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Fig. 9. Behavior of the M/ N; = 480 singular value of the matrix F/TTZ for T, = CP =72.
Ny =2,N;=2,CP =72, N =1024 and M = 960.
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5.3 MSE performance of DFT with truncated SVD channel estimation
System parameters for MSE performance evaluation are identical to those in section 3.3.

"'| == Classical DFT M=1024
—e— Classical DFT M=600

| e DFT pseudo-inverse with M=600 | " Ff "

-~ DFT TSVD with M=600 and Th=45

..| == DFT TSVD with M=600 and Th=55 |....... o... JF}........

—&— DFT TSVD with M=600 and Th=43

MSE

211 512 810
Subcarrier index

Fig. 10. Average mean square error versus subcarrier index for classical DFT, DFT pseudo
inverse and DFT TSVD based channel estimation. The number of modulated subcarrier is
M =600. Nt =2, N, =2, N = 1024 and SNR = 104B

Fig.10 shows the MSE performance on the different subcarriers when applying either classical
DFT, DFT with pseudo inverse channel or DFT with truncated SVD (T}, = 43,45, 55) channel
estimation methods. The DFT TSVD method with optimized Tj, (T;, = 45) allows smaller
MSE on all subcarriers to be obtained even at the edges of the spectrum. This is due to
the minimization of the noise effect and the reduction of the CN provided by the TSVD
calculation. Nevertheless this threshold has to be carefully assessed since a residual “border
effect” is present when Tj, = 55 and a large loss of channel power in the time domain brings
poorer results when T}, = 43.

6. Applications

The performance of the three different DFT based channel estimation methods detailed in
this paper are evaluated in the IEEE802.11n (typical indoor) and 3GPP/LTE (typical outdoor)
system environments (downlink transmission).

6.1 Systems parameters

The simulation parameters are listed in Table 1 for both IEEE802.11n (802.11, 2007) and
3GPP/LTE (3GPP, 2008) configurations.

In IEEE802.11n, the channel (TGn channel models (Erceg et al., 2004 )) can be assumed to
be unchanged over the duration of 2 OFDM symbols due to quite slow variations. The
orthogonality between training sequences on antennas 1 and 2 is obtained by using an
orthogonal matrix. The estimated channel Hjj s can be calculated for all the M modulated
subcarriers due to the use of full pilot OFDM symbols.
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Unlike in the IEEE802.11n system, in the 3GPP/LTE system, the time channel (SCME typical
to urban macro channel model (Baum et al., 2005)) varies too much due to higher mobility.
The orthogonality between training sequences in the 3GPP/LTE standard is thus based on
the transmission on each subcarrier of pilot symbols on one antenna while null symbols are
simultaneously sent on the other antennas. Therefore the LS channel estimates are calculated
only for %f = 150 subcarriers and interpolation is performed to obtain an estimation for all
the modulated subcarriers.

| system | 802.11n | 3GPP/LTE |
Channel Model TGn (Erceg et al., 2004 ) |SCME (Baum et al., 2005)
Sampling frequency (MHz) 20 15.36
Carrier frequency (GHz) 2.4 2
FFT size (N) 64 1024
OFDM symbol duration (ys) 4 71.35
Useful carrier (M) 52 600
Cyclic prefix (CP) 16 72
CP duration (us) 0.80 4.69
MIMO scheme SDM double-Alamouti
MIMO rate (R ) 1 1/2
N; x N, 2x2 4x2
Modulation QPSK 16QAM
Number of bit (m) 2 4
FEC conv code (7,133,171) turbo code (UMTS)
Coding Rate (R;) 1/2 1/3

Table 1. Simulation Parameters

6.2 Simulation results
Perfect time and frequency synchronizations are assumed. Monte Carlo simulation results in
terms of bit error rate (BER) versus f}’ are presented here for the different DFT based channel

estimation methods: classical DFT, DET with pseudo inverse and DFT with truncated SVD.
The I% value can be inferred from the signal to noise ratio (SNR):
Eb Nt 0’52 Nt

— = — = .SNR 26
NO mRCRM (7% mRCRM ( )

where 0’5015 , and 02 represent the noise and signal variances respectively. R., Ry and m
represent the coding rate, the MIMO scheme rate and the modulation order respectively.
Fig.11 and Fig.12 show the performance results in terms of BER versus N for perfect, least
square (LS), classical DFT, DFT with pseudo inverse (DFT — T;, = CP) and DFT with
truncated SVD for (several Tj,) channel estimation methods in 3GPP/LTE and 802.11n system
environments respectively.

In the context of 3GPP/LTE, the classical DFT based method presents poorer results due to the
large number of null carriers at the border of the spectrum (424 among 1024). The conditional
number is as a consequence very high (CN = 2.17 10%%) and the impact of the “border
effect” is very important. For this reason, the DFT with pseudo inverse (DFT — T, = CP =
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Fig. 11. BER versus «f for classical DFT, DFT pseudo inverse (T, = CP = 72) and DFT with
truncated SVD (T}, = 55 T, =46, T, = 45, T, = 44 and T}, = 43) based channel estimation
methods in 3GPP context. Nt =4, N, =2, N = 1024, CP = 72 and M = 600
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Fig. 12. BER versus I% for classical DFT, DFT pseudo inverse (T;, = CP = 16) and DFT with
truncated SVD (T}, = 15, T, = 14 and T}, = 13) based channel estimation methods in 802.11n
context. Nt =2, N, =2, N =1024, CP =72 and M = 600
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72) can not greatly improve the accuracy of the estimated channel response. The classical
DFT and the DFT with pseudo inverse estimated channel responses are thus considerably
degraded compared to the LS one. The DFT with a truncated SVD technique and optimized
Ty, (T;,=46,45,44) greatly enhances the accuracy of the estimated channel response by both
reducing the noise component and eliminating the impact of the “border effect” (up to 2dB
gain compared to LS). This last method presents an error floor when Tj, = 55 due to the fact
that the “border effect” is still present and very bad results are obtained when Tj, is small
(T}, = 43) due to the large loss of energy.

Comparatively, in the context of 802.11n, the number of null carriers is less important and the
classical DFT estimated channel response is not degraded even if it does not bring about any
improvement compared to the LS. The pseudo inverse technique completely eliminates the
“border effect” and thus its estimation (DFT — Tj, = CP = 16) is already very reliable. DFT
with a truncated SVD channel estimation method does not provide any further performance
enhancement as the “border effect” is quite limited in this system configuration.

7. Conclusion

Several channel estimation methods have been investigated in this paper regarding the
MIMO-OFDM system environment. All these techniques are based on DFT and are so
processed through the time transform domain. The key system parameter, taken into account
here, is the number of null carriers at the spectrum extremities which are used on the vast
majority of multicarrier systems. Conditional number magnitude of the transform matrix has
been shown as a relevant metric to gauge the degradation on the estimation of the channel
response. The limit of the classical DFT and the DFT with pseudo inverse techniques has been
demonstrated by increasing the number of null subcarriers which directly generates a high
conditional number. The DFT with a truncated SVD technique has been finally proposed to
completely eliminate the impact of the null subcarriers whatever their number. A technique
which allows the determination of the truncation threshold for any MIMO-OFDM system is
also proposed. The truncated SVD calculation is constant and depends only on the system
parameters: the number and position of the modulated subcarriers, the cyclic prefix size and
the number of FFT points. All these parameters are predefined and are known at the receiver
side and it is thus possible to calculate the truncated SVD matrix in advance. Simulation
results in 802.11n and 3GPP/LTE contexts have illustrated that DFT with a truncated SVD
technique and optimized T}, is very efficient and can be employed for any MIMO-OFDM
system.
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1. Introduction

Cooperative techniques are promising solutions for cellular wireless systems to improve
system fairness, extend the coverage and increase the capacity. Antenna array schemes, also
referred as MIMO systems, exploit the benefits from the spatial diversity to enhance the link
reliability and achieve high throughput (Foschini & Gans, 1998). On the other hand,
orthogonal frequency division multiplexing (OFDM) is a simple technique to mitigate the
effects of inter-symbol interference in frequency selective channels (Laroia et al., 2004). The
integration of multiple antenna elements is in some situation unpractical especially in the
mobile terminals because of the size constraints, and the reduced spacing does not
guarantee decorrelation between the channels. An effective way to overcome these
limitations is generate a virtual antenna-array (VAA) in a multi-user and single antenna
devices environment, this is referred as cooperative diversity. The use of dedicated
terminals with relaying capabilities has been emerging as a promising key to expanded
coverage, system wide power savings and better immunity against signal fading (Liu, K. et
al., 2009).

A large number of cooperative techniques have been reported in the literature the potential
of cooperation in scenarios with single antennas. In what concerns channel estimation, some
works have discussed how the channel estimator designed to point-to-point systems
impacts on the performance of the relay-assisted (RA) systems and many cooperative
schemes consider that perfect channel state information (CSI) is available (Muhaidat &
Uysal, 2008), (Moco et al., 2009), (Teodoro et al., 2009), (Fouillot et al., 2010). Nevertheless, to
exploit the full potential of cooperative communication accurate estimates for the different
links are required. Although some work has evaluated the impact of the imperfect channel
estimation in cooperative schemes (Chen et al., 2009), (Fouillot et al., 2010), (Gedik & Uysal,
2009), (Hadizadeh & Mubhaidat, 2010), (Han et al., 2009), (Ikki et al. 2010), (Muhaidat et al.,
2009), new techniques have been derived to address the specificities of such systems.
Channel estimation for cooperative communication depends on the employed relaying
protocol, e.g., decode and forward (DF) (Laneman et al., 2004) when the relay has the
capability to regenerate and re-encode the whole frame; amplify and forward (AF)
(Laneman et al., 2004) where only amplification takes place; and what we term equalize and
forward (EF) (Moco et al., 2010), (Teodoro et al., 2009), where more sophisticated filtering
operations are used.
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In the case of DF, the effects of the B>R (base station-relay node) channel are reflected in the
error rate of the decided frame and therefore the samples received at the destination only
depend on the R>U (relay node-user terminal) channel. In this protocol the relaying node
are able to perform all the receiver’s processes including channel estimation and the point-
to-point estimators can be adopted in these cooperative systems. However the situation is
different with AF and Equalize-and-Forward (EF) which are protocols less complex than the
DF. In the former case (AF), B>R->U (base station-relay node-user terminal) channel is the
cascaded of the B>R and R->U channels, which has a larger delay spread than the
individual channels and additional noise introduced at the relay, this model has been
addressed in (Liu M. et al., 2009), (Ma et al., 2009), (Neves et al., 2009), (Wu & Patzold, 2009),
(Zhang et al., 2009), (Zhou et al., 2009).

Channel estimation process is an issue that impacts in the overall system complexity reason
why it is desirable use a low complex and optimal estimator as well. This tradeoff has been
achieved in (Ribeiro & Gameiro, 2008) where the MMSE in time domain (TD-MMSE) can
decrease the estimator complexity comparatively to the frequency domain implementation.
In (Neves et al., 2009) it is showed that under some considerations the TD-MMSE can
provide the cascaded channel estimate in a cooperative system. Also regarding the receiver
complexity (Wu & Patzold, 2009) proposed a criterion for the choice of the Wiener filter
length, pilot spacing and power. (Zhang et al., 2009) proposed a permutation pilot matrix to
eliminate inter-relay signals interference and such approach allows the use of the least
square estimator in the presence of frequency off-sets. Based on the non-Gaussian dual-hop
relay link nature (Zhou et al., 2009) proposed a first-order autoregressive channel model and
derived an estimator based on Kalman filter. In (Liu, M. et al., 2009) the authors propose an
estimator scheme to disintegrate the compound channel which implies insertion of pilots at
the relay, in the same way (Ma et al., 2009) developed an approach based on a known pilot
amplifying matrix sequence to improve the compound channel estimate taking into account
the interim channels estimate. To separately estimate B>R and R->U channels (Sheu &
Sheen. 2010) proposed an iterative channel estimator based on the expectation
maximization. Regarding that the B>R and R>U links are independent and point-to-point
links (Xing et al. 2010) investigated a transceiver scheme that jointly design the relay
forward matrix and the destination equalizer which minimize the MSE. Concerning the two-
way relay (Wang et al. 2010) proposed an estimator based on new training strategy to jointly
estimate the channels and frequency offset. For MIMO relay channels (Pang et al. 2010)
derived the linear mean square error estimator and optimal training sequences to minimize
the MSE. However to the best of our knowledge channel estimation for EF protocol that use
Alamouti coding from the base station (BS) to relay node (RN), equalizes, amplifies the
signals and then forward it to the UT has not been considered from the channel estimation
point of view in the literature. Such a scenario is of practical importance in the downlink of
cellular systems since the BS has less constraints than user terminals (or terminals acting as
relays) in what concerns antenna integration, and therefore it is appealing to consider the
use of multiple antennas at the BS improving through the diversity achieved the
performance in the B>R link.

However due to the Alamouti coding-decoding operations, the channel B->R->U is not just
the cascade of the B>R and R>U channels, but a more complex channel. The channel
estimator at the UT needs therefore to estimate this equivalent channel in order to perform
the equalization. The derivation of proper channel estimator for this scenario is the objective
of this chapter. We analyze the requirements in terms of channels and parameters estimation
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to obtain optimal equalization. We evaluate the sensitivity of required parameters in the
performance of the system and devise scheme to make these parameters available at the
destination. We consider a scenario with a multiple antenna BS employing the EF protocol,
and propose a time domain pilot-based scheme (Neves, et al. 2010) to estimate the channel
impulse response. The B>R channels are estimated at the RN and the information about the
equivalent channel inserted in the pilot positions. At the user terminal (UT) the TD-MMSE
estimator, estimates the equivalent channel from the source to destination, taking into
account the Alamouti equalization performed at the RN. The estimator scheme we consider
operates in time domain because of the reduced complexity when compared against its
implementation in frequency domain, e.g. (Ribeiro & Gameiro, 2008).

The remainder of this chapter is organized as follows. In Section 2, we present the scenario
description, the relaying protocol used in this work and the corresponding block diagram of
the proposed scheme. The mathematical description involving the transmission in our
scheme is presented in Section 3. In Section 4, we present the channel estimation issues such
as the estimator method used in this work and the channels and parameters estimates to be
assess at the RN or UT. The results in terms of BER and MSE are presented in Section 5.
Finally, the conclusion is pointed out in Section 6.

2. System model

2.1 Definition

Throughout the text index n and k denote time and frequency domain variables,
respectively. Complex conjugate and the Hermitian transposition are denoted by () and
()", respectively. E{-} and (*) correspondently denote the statistical expectation and the
convolution operator. N (m,az) refers to a complex Gaussian random variable with mean
m and variance o”. diag(-) stands for diagonal matrix,
denotes the identity matrix of size Q. Regular small letters denote variables in frequency

‘ denotes absolute value and 1,

domain while boldface small and capital letters denote matrices and vectors, respectively in
frequency domain as well. Variables, vectors or matrixes in time domain are denoted by
(~) . All estimates are denoted by ().

2.2 Channel model

The OFDM symbol x=d+p where p corresponds to the pilots which are multiplexed
with data d subcarriers. The element x,, of the OFDM symbol vector is transmitted over a
channel which the discrete impulse response is given by:

G-1
By =2 Bd(n-1,), (1.1)

=
where G is total number of paths, 8, and 7, are the complex amplitude and delay of the
gth path, respectively. S, is modelled as wide-sense stationary uncorrelated scattering
(WSSUS) process. The gth path has a variance 0'3 which is determined by the power delay
profile and satisfies ij 0'5 =1. Although the channel is time-variant we assume it is
constant during one OFDM symbol interval and its time dependence is not present in

notation for simplicity.
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2.3 Scenario description

The studied scenario, depicted in Fig. 1, corresponds to the proposed RA schemes for
downlink OFDM-based system. The BS and the RN are equipped with M and L antennas,
respectively. The BS is a double antenna array and the UT is equipped with a single
antenna. Throughout this chapter we analyze two RA schemes: the RN as a single antenna
or an array terminal. These scenarios are referred as M xLx1 schemes.

4
\ -
Antenna \ -

Arra \ - uT
y hbrml \\ P I Z Single
- ru
\\ -7 Antenna
N_ .-
0 - — = Relay Channel
—— Direct Channel
RN )
Single Antenna bum + B> U
/ Array h.,:R>U
hbrml : B2>R

Fig. 1. Proposed RA scenario

The following channels per k subcarrier are involved in this scheme:
. M x1 MISO channel between the BS and UT (B->U): h ,m=1,2

bum, (k)

. Lx1 MISO channel between the RN and UT (R>U): h LK) 1=1,2

TUl

. M xL channel between the BS and RN (B->R): h ,m=1,2and[=1,2

brml, (k)
All the channels are assumed to exhibit Rayleigh fading, and since the RN and UT are
mobile the Doppler’s effect is considered in all channels and the power transmitted by the
BS is equally allocated between the two antennas.

2.4 The Equalize-and-Forward (EF) relaying protocol

For the single antenna relay scenario, the amplify-and-forward protocol studied in (Moco et
al.,, 2010) is equivalent to the RA EF protocol considered here. However, if the signal at the
relay is collected by two antennas, doing just a simple amplify-and-forward it is not the best
strategy. We need to perform some kind of equalization at the RN to combine the received
signals before re-transmission. Since we assume the relay is half-duplex, the communication
cycle for the aforementioned cooperative scheme requires two phases:

Phase I: the BS broadcasts its own data to the UT and RN, which does not transmit data
during this stage.

Phase II: while the BS is idle, the RN retransmits to the UT the equalized signal which was
received from the BS in phase I. The UT terminal receives the signal from the RN and after
reception is complete, combines it with the signal received in phase I from the BS, and
provides estimates of the information symbols.
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2.5 The cooperative system

Fig. 2 shows the corresponding block diagram of the scenario depicted in Fig. 1, with
indication of the signals at the different points. The superscripts (1) and (2) denote the first
and the second phase of the EF protocol, respectively. In the different variables used, the
subscripts u, r and b mean that these variables are related to the UT, RN and BS,
respectively.

Data || Hard _>

1) | Combiner | | Decision |4 &

Su (k) u
T ’ (2)
Su,(k)

Soft-Decision

Estimator

Soft-Decision
4

Estimator

Soft-Decision
3

Estimator

Fig. 2. The corresponding block diagram of the M xLx1 RA scenario

Let d:(al0 dy - dy, —1)T be the symbol sequence to be transmitted where N, is the
number of data symbols, then for k even the SFBC (Teodoro el al., 2009) mapping rule is
defil}ed in Table 1. The symbols d(k) are assumed to have unit average energy, i.e.
G

energy transmitted by the two antennas per subcarrier is normalized to 1.

=1, Vk, and therefore the factor 1/ V2 used in the mapping, is to ensure that the total

Subcarrier Antenna 1 Antenna 2
k dy /N2 iy N2
k+1 oy [V2 4 /N2

Table 1. Two transmit antenna SFBC mapping

The pilot symbols are multiplexed with data and the BS broadcasts the information x((;;
(data and pilot) to the RN and UT. This processing corresponds to the phase I of the EF relay
protocol. At the UT, the direct channels are estimated and the data are SFBC de-mapped and
equalized. These two operations are referred as soft-decision which the result is the soft-
decision variable, in this case, s(uf)(k) . At the RN, pilots and data are separated; based on
pilots, the channels B>R are estimated and the soft-decision is performed. The result is the
soft-decision variable SS()k)' Then, the new pilot symbols are multiplexed in SS()k) and the
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information x((f)) is transmitted / forwarded to the UT via R>U channel. This second
transmission corresponds to the phase II of the EF protocol. At the final destination, the
required channel is estimated and the soft-decision is performed in order to obtain the soft-
decision variable S(uz,()k) . After the phase II the UT has the soft-variable provided by both the

BS and RN. These variables are combined and hard-decoded.

3. Mathematical description of the proposed cooperative scheme

The mathematical description for transmit and receive processing is described in this
section. As this work is focused on channel estimation, this scheme is designed in order to
be capable to provide all the channels and parameters that the equalization requires in both
phases of the relaying protocol.

3.1 Phase |
During the first phase the information is broadcasted by the BS. The frequency domain (FD)
signals received at the UT in data-subcarriers k and k+1 are given by

o _ 1 _ - M
Yoy = > (hbul,(k)d(k) hbuz,(k+l)d(k+l))+ )
, (3.1)

1 1 * 1
yi,:kﬂ) = ﬁ(hbuz,(k)d(k) + hbul,(k+1)d(k+l)) + ni,{kﬂ)

where nf}k) is the additive white Gaussian noise with zero mean unit variance ¢>"’ and for
m=1,2, hbum’(k) represent the channels between the BS and the UT terminal.
The FD signals received at the RN in data-subcarriers k and k+1 are expressed by:
o L o qo d Y
Y0 = 7( br1n, (k)% ™ Mora (k+1) (k+‘l))+nr,(k)
1=1,2 (3.2)

1 1 . 1
yiz,)(kn) = ﬁ(hbrzl,(k)d(k) + hbrll,(k+l)d(k+1)) + ni/()lwl)

where h, . represent the channels between the antenna m of the BS and antenna [ of the
RN terminal and ”S()k) is the additive white Gaussian noise with zero mean unit variance
20|
Since the data are SFBC mapped at the BS the SFBC de-mapping at the terminals RN and UT
also includes the MRC (maximum ration combining) equalization which coefficients are
functions dependent on the channels estimates. It is widely known that in the OFDM
systems the subcarrier separation is significantly lower than the coherence bandwidth of the
channel. Accordingly, the fading in two adjacent subcarriers can be considered flat and
without loss of generality we can assume for generic channel h(k) = h( . Thus, in phase I
the soft-decision variables at the UT follow the expression.

k+1)

n _ . 1) *(1)
u (k) = Sour, (Y (k) T 8buz ()Y u,(k+1)
(1) _ (1) * (1)
(k1) = " 8buz, (Y (k) T but, (k)Y (k1)

S
, (3.3)
S
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bum

where the equalization coefficients for m=1,2 are given by g, ) =

/ ND) ol . After

some mathematical manipulation, these soft-decision variables may be expressed as:

Iy h
sil(k) -T b\u/lz;(k) i bu22,(1<) n(ulzk)
. . , 5-4)
h h
(1) _ bul,(k+1) 1) _ bu2,(k+1) (1)*
Sutket) = Db sty Bipan) + NG M (k1) NG 1y (k1)

where I',, = z ‘hbum

ml

The soft-decision variables should be kept in a buffer, waiting for the information to be
provided by the RN in the second phase of the protocol. The mathematical formulation of
the next phase varies according to the number of antennas at the RN, i.e. L, and these cases
are separately presented in the next sub-sections.

3.2 Phase I
3.2.1 RN equipped with a single antenna
The FD soft-decision variables at the RN in data-subcarriers k and k +1 are expressed by:

(1
(k) gbrllyrl %) +gbr21yr£,()k+l)

1) *(1 * 1 4

" " (3.5)
(k1) = ~8br21Y e, (k) F 8br11Y e (k1)

where the equalization coefficient are given by g, = (]:lbrml,(k) / V2 ) ,for m=1,2 and =1
After some mathematical manipulation, these soft-decision variables are given by:

h, h
n _ bril, (k) (1) br21,(k)  (1)*
s =T, d no .+ n
1, (k) br, (k) (k) 1,(k) 1,(k)
N2 v2 - , (3.6)
h h

1) br21, (k+1) (1)

(k1) T 2 M (ks1)

SS) =T d 4 oLk

br,(k+1)7 (k+1) \/5

n

where T’

br (k z ‘ hbrml

m 1
In order to transmit a unit power signal the RN normalizes the expression in (3.6) by
considering the normalization factor ¢, which is given by:

(3.7)
\/F k) r (l)

During the phase II, the normalized soft-decision variable is sent via the second hop of the
relay channel R>U. The FD signal received at the UT per k subcarrier is expressed
according to:
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1 2
yu S ifk)hm( 0t ”(u,()k)' (3.8)

where nfzk) is the additive white Gaussian noise which is zero mean and has unit variance
2(2)
The signal in (3.8) is equalized using the coefficients g, ) = (a(k)l"brl(k)hm'(k) / o-f) which after

some mathematical manipulation is given by:

~ 2
h i
2) 22 rul,(k)‘ Tul,( (2)
Su) = %L or i) 0,2 iy + ol af Ly (3.9)
* 1) h s
( br k) rul ‘ \/— ( bril, kn 1,(k) herl (k) r( )

The equalization coefficient g, , , is a function dependent on the channel estimate hr 1,0)

and the variance of the total noise. Moreover, the statistics of the total noise is conditioned to
the channel realization I, ,, . Therefore the variance of the total noise can be computed as
conditioned to these channel realizations or averaged over all the channel realizations. We

denote by 0'2( the noise variance conditioned to the specific channel realization per k

t(Mur ,(k))
subcarrier and by o7 the unconditioned noise variance. The noise variance of the total noise
conditioned to channel realizations is found to be:

2
o2 o | 027+ 2. (3.10)

br,(k)

3.2.2 RN equipped with a double antenna array
When the array is equipped with two antennas the soft-decision variables are expressed by:

2
1 . 1 1)
SS,()k) = z(gbrll,(k)yl('l,)(k) + gerl,(k)yl(—l,)(kﬂ))
= ,1=1,2 (3.11)
(1)

2
(1)* (1)
S;(k+1) Z( gbrzl/(k)yrl/(k)+gbr11/(k)yr1,(k+1))

=1

where the equalization coefficients are expressed by g, ) = (IAzbrm,/(k) / V2 ) .

The RN transmits to the UT a unit power signal following the normalization factor in (3.7).

. is expressed by T, ZZ

m]ll

However, in this scenario l"br(

. The FD signals

brml (k) ‘

received at the UT are given by:

2 1 1 -y 2
yi,zk) = > (hrul,(k)a(k)ss,()k) - hruz,(k+l)a(k+1)si,()k+l)) + ”u,zk)
, (3.12)
Y ﬁz,()m) - hruZ,(k)a(k)SS()lz) + hrul,(k+l)a(k+l)ss()k+l) + nflz,glwl)
2
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where ﬁml,(k) represent the channels between the RN and the UT terminal. The soft-decision
variables found at the UT in phase II are expressed by:

@ _ o 4,2 *(2)
Su () = 8rurYu, (k) T 8ruzlu,k+1)

)

, (3.13)
*2 * 2
u,(k+1) = _gruZyu(,(lz) + grulyﬁ,()lﬁl)

s
where the equalization coefficients are givenby g, . = (a(k)l"brl(k)flm,,(k) / \/EO'?) ,for 1=1,2.
In this scenario the soft-decision variables also depend on the variance of the total noise o}
which conditioned to the channel specific realization can be calculated from (3.12) and is
expressed by,
2(1 2(2
o} :a(zk)l"b LI @ +0'u( ) (3.14)

t/hm,’(k) r, (k)" ru,(k

2

2

1=1

h

‘ 2

1
Where rru,(k) = E rul, (k)

The UT combines the signals received from the RN and the BS. By performing this
combining the diversity of the relay path is exploited. This processing is conducted by
taking into account sf}k) + sffzk) with ensure and MRC combining. The result corresponds to
the variable to be hard-decoded.

4. Channel estimation

4.1 Time Domain Minimum Mean Square Error (TD-MMSE) estimator

The TD-MMSE (Ribeiro & Gameiro, 2008) corresponds to the version of the MMSE estimator
which was originally implemented in FD. This estimator comprises the least square (LS)
estimation and the MMSE filtering, both processed in time domain (TD). The TD-MMSE is a
pilot-aided estimator, i.e. the channel estimation is not performed blindly. It is based on pilot
symbols which are transmitted by the source and are known at destination.

The pilot subcarriers convey these symbols that are multiplexed with data subcarriers
according to a pattern, Fig. 3, where N, and N, correspond to distance between two
consecutives pilots in frequency and in time, respectively. N is the number of OFDM
symbols and N, is the number of subcarriers. The pattern presented in Fig. 3 is adopted
during the transmission stages of the envisioned cooperative scheme.

It is usual the pilot symbols assume a unitary value and be constant during an OFDM
symbol transmission. Thus, at k subcarrier the element p of the vector p may be expressed
by a pulse train equispaced by N, with unitary amplitude. The corresponding expression
in TD is also given by a pulse train with elements in the instants (n—mNC /N f), for
me {O;N I 1} , according to the following expression.

Ny £ 1 Ny-1
=)0 —> P =— ) . 4.1
p(k) r;) (k—mNj) p(") Nf mg(] (n—mN[/Nf) ( )

The transmitted signal is made-up of data and pilot components. Consequently, at the
receiver side the component of the received signal in TD is given by the expression in (4.2).
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N.-1 1 Nf-1 B
Ty = 22 Mool * 35 20 B ) * oy (41)
k=0 £ m=0

where 7, is the complex white Gaussian noise.

Frequency
: Subcarriers

: OFDM Symbols

: Data subcarriers

: Pilot Subcarriers: antenna 1

@00z x=

: Pilot Subcarriers: antenna 2

N N Time
t

Fig. 3. Pilot pattern

In order to perform the LS estimation in TD, i.e. TD-LS, the received signal is convolved
with the TD pilot symbols p, . This convolution corresponds to multiply by 1 the
subcarriers at frequencies N, as by design these are the positions reserved to the pilots thus
the data component in the received signal vanishes. The resulting CIR estimate I, is made-
up of N/ replicas of the CIR separated by N, /N .

2 Ne-1 Ny-1 N
ho= h + fl n=01,,.. —<

1S mZ:;) (nmec/N,) mZO ("”’”NF/N/) 7 Pl PLERy Nf
CIR Noise

-1 (4.3)

Besides to estimate the CIR the TD-MMSE in (Ribeiro & Gameiro, 2008) can estimate the
noise variance as well. It corresponds to an essential requirement when the UT has no
knowledge of this parameter. Since we know that the CIR energy is limited to the number
of taps, or the set of the taps {G}, the noise variance estimate &, can be calculated by take
into account the samples out of the number of taps, ie. n¢{G} and by averaging the
number of OFDM symbols N . Thus &2 is given by:

2

NN, . (4.4)

TLLTE o y

[(N/N,)-GIN R "

(n)

The MMSE filter can improve the LS estimates by reducing its noise variance. The TD-
MMSE filter corresponds to a diagonal matrix with non-zero elements according to the
number of taps, i.e. G, thus it can be implemented simultaneously with the TD-LS estimator
and this operation simplifies the estimator implementation. The MMSE filter implemented
by the (NC /N; ) x (NC /N f) matrix and for a generic channel # it is expressed by:
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Wi =R R (4.5)
where R.. is the (Nr /N f)><(Nr /N f) filter input correlation matrix, E{hh' |, which is given
by R;; +aI , and R is the (N /N; ) N, /N, ) filter input—output cross-correlation
matrix, E{hh }V which is glven by R.. =diag 0'02, 012, -, o-G 1 0, 0])

4.2 Channels and parameters estimates

According to the scenario previously presented, there are channels which correspond to
point-to-point links: 1, and h,_ . Therefore, these channels can be estimated by using
conventional estimators. However for the RN->UT links, and since the EF protocol is used,
it is necessary to estimate a version of I, )7 which depends on %y and F(k), the
equivalent channel h, =, - Note that the UT has no knowledge of ¢, and I';,
These factors are dependent on hbm,(k) which the UT has no knowledge as well. However,
the channels hbrm, () are estimated at the RN, and based on that, a(k)l"(k) is calculated.
Therefore, we propose to transmit the factor ¢, at the pilot subcarriers as pilots.
Consequently, the new pilots are no longer constant and that may compromise the
conventional TD-MMSE performance, since this estimator was designed in time domain
assuming the pilots are unitary with constant values at the destination. Although our
approach enables the destination had knowledge of the non-constant pilot (a( K ) the
result of the convolution between the received signal and these pilots, would result in the
overlapped replicas of CIR, according to the Fig. 4.

Frequency Domain Time Domain
*
i
i
i Equispaced pilots with non-
constant and undesirable
samples between them

Pilot Data

Equispaced pilots with

Data samples overlap with
non-constant values

pilot and undesirable samples

Time Domain

As result:

The replicas of CIR

Convolution by the pulse
are spread

train in TD

Fig. 4. Pilots with non-constant values result in the overlapped replicas of the CIR

However, the a,, expressions depend on the noise variance o2 and the product iy
tends to one for a high SNR value, according to (4.6). The same equation also suggests that

the factor ¢, I';, varies exponentially according to the SNR, as depicted in Fig. 5 for L=1.

I
~

I, y= — (4.6)
r, (k) br, (k)
\/rir,(k) + rbr,(k)UrZ(l) rir/(k) +0
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Other behaviour of the factor a(k)r(k) can be demonstrated in terms of SNR and subcarriers,
as presented in Fig. 6. These plots show that in the first case, i.e. SNR=20dB, the [
factor presents the amplitude close to 1 with some negligible fluctuation. However, in the
second case, SNR =2dB, the result is likely different to the previous one: the a(k)l"(k) factor
presents an amplitude also close to 1 but the fluctuation is not negligible.

1.2
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Fig. 6. oI, per subcarriers

The results in Fig. 6 emphasize that transmit the factor ¢, I, in the pilot subcarriers may

(k)
degrade the estimator performance and the causes are:
1.  Pilots with some fluctuation in amplitude:
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e  As the amplitude of the pilots at the destination are constant and equal to one, the
result of the estimation is a spread of the replicas of the CIR.

2. Decreasing the amplitude of the pilots:

e The SNR of the pilots is decreased as well.
3. The MMSE filter depends on the statistics of the channel B >R
Despite we are considering the TD-MMSE estimator in our analysis, the causes presented
previously degrade the performance of any other estimator scheme as well. In order to
quantify how these effects can degrade the estimator performance we evaluated the impact
of both of them, separately, in a SISO system, since the B-R and R->U channels correspond
to point-to-point links.
First, we evaluate the case when the pilots have some fluctuation in amplitude. We consider
that the pilots (originally with unit amplitude) had their amplitude disturbed by a noise

2

with zero mean and variance equal to o7 :E{‘l—a(k)l"(k)‘ }, o’ quantifies how far the

. . . . 2 .
factor ¢, I' ) would be from the pilots with unitary amplitude. We can express o as:

o =1+ E{(a(k)r(k))z} 2B, T . 4.7)

Therefore, the pilots are no longer constant and unitary. They have some fluctuation in
amplitude which depend on ¢, I';) and they are equal top, = = 1+z, where z has a
normal distribution with zero mean and power c’.. The performance of a SISO system
which the pilots correspond to p_ 2 is shown in F1g 7 (dash line). For reference, we also
include the SISO performance for Unit pilots, p,. Since we are focus on the degradation of
the estimator performance, the results are presented in terms of the normalized mean square
error (MSE) and E,/N, , where E, corresponds to the energy per bit received at UT and N,
is the power spectrum density of the total noise which affects the information conveying
signals. The normalized MSE for a generic channel h is given by:

E{ h- h\z}

MSE, =——/.
E{jnf'}

For low values of SNR, [0-4], the major difference in performance between the two results
is approximately 0.5dB, which is not a noticeable degradation and the estimator
performance is not compromised.
The second effect to be evaluated is the decreasing of the amplitude of the transmitted pilot.
In order to evaluate this effect we also consider a SISO system, for which the transmitted
pilots assume different constant values, and we consider different values of the factor
I as pilot. The normalized MSE is given by (4.9). The result is shown in Fig. 8 and for
reference we include the SISO performance for unit pilots, p,, as well.

(4.8)

A~

h,, —h

eq ©q

£

MSE,, = E{ } (4.9)

eq
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The results show a constant shift in the MSE when the amplitude of the pilots is not unitary.
The shift presents in all results is not a real degradation. It is caused by the normalization
present in the MSE in (4.9). In fact, assuming a MSE without normalization the results are all
the same.

Transmit the factor ¢ I, as pilot does not bring any noticeable degradation in the TD-
MMSE performance comparing to transmitting unitary pilots. The major degradation occurs
only when the pilots have some fluctuation in amplitude, as shown in Fig. 7, and solely for
low SNR values.

The conventional MMSE filter in (4.5) is implemented to improve a channel estimate h
when the required channel corresponds to /. However, according to our cooperative
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scheme, we need estimate an equivalent channel , = a1, - Since the factor ol does

not depend on /1, , the MMSE filter input correlation matrix for the channel fleq , referred

Tu ’/

R , is expressed by E{fl h! } =R{QQ R +ciINC I while the filter input-output

}-’cthq edmed al"ar} T Tiey

, both R. . and

cross-correlation, referred as R. . , is given by E<h hl=R_ _R. .
o ]arar} ey freqlieq

g eqleq
RI_qu;Ieq are (NC /N f)x(Nc /N f) matrices. Thus the MMSE filter, when 7, is required, may

be express as:

1
Winwse 7, = RI&&}RJENEN (R{ﬁ:(ﬁ-IRﬁmﬁm + GiINC/ij . (4.10)

As we shown previously in (4.6) the factor ¢, ', tends to one for high values of SNR and
examining (4.10), which depends on al’, it is clear that (4.10) tends to (4.5) for high values
of SNR as well. In order to show that several simulation were performed by taking into
account R. . and the noise variance Gf(l). According to Fig. 9 the results show that the

. Teq'leq . .. . . .
maximum valte in the R; i matrix is close to —40dB for high values of the noise variance.
eq lEq

Max (dB)

80 —+— Maximum Value in the Cross-correlation Matrix ’“ 777777777
_85‘TH‘HHmH‘HH‘\HHHH‘\H‘HHH
0.5 1 1.5 2
2
c

n

Fig. 9. Maximum value in the correlation matrix vs. noise variance

According to the results in Fig. 7 and Fig. 8 in terms of MSE, transmitting the factor al’
brings, in the worst case, 0.5dB of degradation reason why there is no need to increase the
system complexity by implementing the filter in (4.10). We have shown that our cooperative
scheme allows the use of the TD-MMSE estimator without compromising its estimate.
According to (4.6) the behaviour of the factor ¢ I, does not depend on number of taps of

the channel, it depends only on the noise variance 62" Therefore, this analysis is applied to
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any other channel without loss of generality. Besides to estimate the equivalent channel it is

2
necessary estimate others factors ot(zk)l"(k) hru,(k)‘ and on(zk)l"brl(k)l"m,(k) for L=1 and L=2,

respectively. These factors are required parameters in the variance of the total noise
) previously presented in (3.10) and (3.14).

c

‘r("’rul,(k)
Although the UT does not have individual knowledge of hbrml,(k)’ o and F(k) it has
knowledge of the second moment of the expected value of the channels, i.e. for all channels

E{\h\z} =1. Thus, we propose the use of the noise variance unconditioned to the channel

realization, Gf , instead of its instantaneous value (52( . Therefore, Gf is referred as the

t hrul,(k))
expectation value of the variance of the total noise. Also we consider that the channels have

(W) _ 20) _ 2

identical statistics, i.e. 62" =6”" =6>®, thus o> can be expressed numerically by (4.11)

and (4.12) for L=1 and L =2, respectively.

1
2. 22) | 2(2)
o, = 5. Gi(z) o, +ao, 7. (4.11)
1
2. 22) | 2(2)
o, = = 2Gi(2) 267 +07 . (4.12)

If we consider the premise of the cooperative transmission, high SNR compared to the SNR

of the direct link, we have 62* <<1.5 for L=1 and consequently (4.11) may be express as
22260,
3
-1

o N I N
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Fig. 10. System performance
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To assess the validity of using the averaged noise variance instead of the conditioned one
we plot in Fig. 10, the BER versus E,/N, performance assuming perfect channel estimation

is available at the receiver but considering the cases where the noise variance used is the
conditioned one and the averaged ones. The results refer to a channel as referred in Section 5
but similar results were obtained with other models.

The performance penalty by using the averaged noise variance is less than 0.8dB which is a
tolerable penalty to pay in order to obtain the variance of the total noise regarding the low
complexity implementation. Therefore we consider the use of o} in our schemes.

5. Results

5.1 Simulation parameters

In order to evaluate the performance of the presented RA schemes we considered a typical
scenario, based on LTE specifications (3GPP TS, 2007). In the simulations we used the ITU
pedestrian channel model B at speed v=10km/h . The transmitted OFDM symbol carried
pilot and data with a pilot separation N, =4 and N,=1.

We focus our analysis on the 2x1x1 and 2x2x1 scenarios and the simulations were
performed assuming that the channels are uncorrelated, the receiver is perfectly
synchronized and the insertion of a long enough cyclic prefix in the transmitter ensures that
the orthogonality of the subcarriers in maintained after transmission. We use the TD-MMSE
to estimate all the noise variances as well.

The results are presented in terms of BER and MSE, both as function of E,/N,. The
normalized MSE is defined according to (4.9). The MSE performance of the cooperative
channel is evaluated by averaging the MSE’s of the direct and the relaying channel (Kim et
al., 2007). Since the direct channel corresponds to a MISO its MSE is obtained also by
averaging the MSE of the B>U channels, both normalized. The MSE of the relaying channel
corresponds to the MSE of the equivalent channel h =a [/, ) which is calculated

rul
according to (5.1). Thus the resulting MSE, i.e. the MSE of the cooperative channel, is given
by:
1(1

MSE = E(E(MSEI' )+ MSE, j (6.1)
5.2 Performance evaluation
In order to validate the use of the proposed scheme, some channel estimation simulations
were performed using the TD-MMSE estimator. Fig. 11 depicts the BER attained with
perfect CSI and the TD-MMSE estimator when the RN was employing the proposed pilots.
The difference of performance is minimal in most of the cases and in the 2x1x1 scheme
which is in the worst case this difference is 0.5dB .
Fig. 12 depicts the normalized MSE’s performance of the 2x1x1 scheme. These results show
that the proposed pilot allocation, at the RN, according to Section 1.B, allows the TD-MMSE
satisfactory estimate the required channel. When comparing the channel estimator for the

link with relay against the one of the direct link, there is some penalty which accounts for
the additional noise added at the relay. The relative penalty decreases as E,/N, increases
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and can be verified to converge to 2.2dB which is the factor of 5/3 that relates the total and
individual noises in the asymptotic case of high SNR. According to Fig. 13, this penalty is
smaller in the 2x2x1 scheme, since the factor o, I, presents a flatter behavior.

BER

10

10

E/Nj of the directlink (dB)

Fig. 11. System performance: RA 2x1x1 and RA 2x2x1 schemes
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Fig. 12. Channel estimation MSE performance: RA 2x1x1 scheme
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Fig. 13. Channel estimation MSE performance: RA 2x2x1 scheme

6. Conclusion

In this chapter we considered two problems of channel estimation in a scenario where
spatial diversity provided by SFBC is complemented with the use of a half-duplex relay
node employing the EF protocol. The channel estimation scheme was based on the TD-
MMSE which led to a significant complexity reduction when compared to its frequency
domain counterpart. We proposed a scheme where the estimates of the B->R link are
inserted in the pilot positions in the R->U transmission. For the estimation of the equivalent
channel, i.e. B>R->U, at the destination we analyzed several simplifying options enabling
the operation of channel estimation namely the use of averaged statistics for the overall
noise and the impact of the fluctuations in the amplitude of the equivalent channel. In the
RA 2x1x1 scheme is shown that in the asymptotic case of high SNR, and equal noise
statistics at the relay and destination the penalty in the estimation equivalent channel is
2.2dB relatively to the case of a direct link using the same pilot density. This difference in
performance is smaller in the RA 2x2x1 scheme since the equivalent channel presents a
flatter behaviour. The resulting estimation was assessed in terms of the BER of the overall
link through simulation with channel representative of a real scenario and the results have
shown its effectiveness despite a moderate complexity.
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1. Introduction

Methods for interference mitigation and adaptive multi-user resource allocation are among
the most promising technological breakthroughs that should improve capacity of the last
generation broadband wireless systems. In multi-cell scenarios characterized by radio
technologies based on OFDMA (Orthogonal Frequency Division Multiple Access), co-channel
interference is the performance limiting factor and techniques that reduce transmission power,
act indirectly on the co-channel interference levels. In this work we investigate multi-cell
scenarios with mobile users in which power and channel adaptation act as positive factors
on the interference reduction. We are interested particularly on the role of closed loop power
control and of simple techniques for fast channel assignment in multi-cell configurations with
low reuse factors (possibly between 1 and 3). From the numerical findings presented in this
chapter, it turns out that spectral efficiency can be improved by algorithms that are simple and
fast enough to be exploited for mobile users, at least at pedestrian velocities.

The ambitious capacity requirements for future broadband wireless networks expose system
designers to the challenging compromise between the scarcity of spectral resources and the
impairments introduced by radio propagation randomness. At the heart of this challenge there
is the ability to exploit radio resources as efficiently as possible in all available dimensions
(space, time, frequency or channel, power, modulation and coding). Since mitigation of
interference and resource allocation strategies are usually studied separately, in this work we
aim to investigate more deeply the relations between the application of simple techniques
for allocating power and channels to mobile users and their impact on interference and,
consequently, on multi-cell overall performance.

Adaptive allocation techniques have already demonstrated their ability to mitigate the effect
of deep fading by encouraging channel access to users temporarily experiencing better
propagation conditions, taking advantage by the so-called ‘multiuser diversity gain” (Knop &
Humblet (1995)). In our previous works (Galati et al. (2010); Reggiani et al. (2007); Galati et al.
(2008)) we have shown how resource allocation algorithms in multi-cell environments have a
non-trivial impact on downlink mutual interference among cells when the simple mechanism
of power adaptation is applied to the system sub-channels: when the power, after channel
assignment, is reduced to the minimum level required for the selected modulation and coding
profile, all the network acquires an advantage from the interference reduction, giving rise to
a 'virtuous loop” in which performance parameters as spectral efficiency or coverage turn out
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to be improved significantly. So the decrease of transmitted power levels, possibly due to the
efficient use of resources, reveals an interference mitigation impact even if the algorithms or
the allocation strategies are not directly designed or applied for this final effect. More precisely,
in (Reggiani et al. (2007)) different specific adaptive allocation algorithms were applied, on
a cell-by-cell basis, to a multi-cell system with fixed terminals and air interface parameters
compliant to IEEE 802.16 (WiMax) AMC standard (IEEE Std 802.16 (2004); IEEE Std 802.16e
(2005)).

In this chapter, we overcome the fixed users assumption of our previous works and we
examine a downlink/uplink scenario with mobile users focused on OFDMA physical layer
architectures as in the recent LTE (Long Term Evolution) standard and in the previous IEEE
802.16. In particular, we discuss the performance outcomes considering, at the same time,
the updating rate of the algorithms, which is clearly one of the main constraints for their
application to mobile users. As already mentioned, we examine two relevant issues: (i) the
role of fast, closed loop, power adaptation in the multi-cell interference mitigation and (ii) the
positive impact of very fast and simple allocation techniques, well suited to the application
within a mobile scenario. The key point under the analysis of these techniques is the power
reduction that is made possible either as a response to channel variations (power control)
or as effect of advantageous channel assignments. The final, positive impact is a reduction
of the overall network interference. So the novel contributions reported in this work are
(i) the evaluation of allocation techniques and fast loop power adaptation on the multi-cell
interference scenario with mobile users and (ii) the principle of set partitioning applied to
allocation strategies for enhancing the response rate of these techniques (Sect. 3).

The chapter is organized as follows: Sect. 2 describes the system model and the channel
assumptions, Sect. 3 reports the proposed fast adaptive strategies and Sect. 4 resumes the
assumptions and procedures adopted in the analysis and in the simulations. Finally Sect. 5
illustrates the numerical results in terms of spectral efficiency, allocation updating rate and
complexity reduction.

2. System model

The simulation scenario is a network of cell sites, each one divided into three hexagonal
sectors and with a frequency reuse factor equal to 3 (Fig. 1). Performance is simulated only
for users belonging to the center sector; the surrounding base stations (BS) generate two
tiers of interferers. Base stations are equipped with directional antennas, whose patterns are
taken from the 3GPP standard document (3GPP TR 25.996 (2003)) while mobile terminals
are equipped with omnidirectional antennas. The frequency selective time variant channel
model is derived from (3GPP ETSI TR 101 112 (1998)), which is dedicated to test environments
and deployment models. We select one vehicular model with a power delay profile of type
Veh — A, corresponding to a delay spread of 370 ns and two pedestrian models of type Ped — A
and Ped — B, characterized by delay spreads of 45 ns and 750 ns respectively. All the models
are described by a power delay profile with 6 or 4 taps at fixed delays and a classic Doppler
spectrum whose bandwidth depends on the user velocity v. Antenna and channel parameters
are summarized in Table 1, the tapped-delay line parameters of vehicular and pedestrian test
environments in Table 2.

Our case study is a scalable-OFDMA (S-OFDMA) system, in which the total available
bandwidth is divided in Ng. sub-carriers, each one associated to a bandwidth that is much
smaller than the coherent channel bandwidth but greater than the inverse of the channel
coherence time. Then sub-carriers are grouped into Ng sub-channels and a user is assigned
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Base station equipment

Antenna Gain 17 dBi
3-dB beamwidth 70°
Maximum BS power 35 dBm

User station equipment
Antenna Gain 0 dBi
Radiation Pattern Omnidirectional
Noise figure 5.2 dB

Channel model
Path loss PL(d) = 136.7 + 39.7l0g10(d)
[PL in dB; d in km]

Center frequency 3.5 GHz
Fast fading Veh-A, Ped-A or Ped-B model

Table 1. Antenna, channel model and equipment parameters.

one or more sub-channels for its traffic. The number Ni; of users admitted to the service
will be smaller or equal to Ns. A sub-channel can be constituted by adjacent or distributed
sub-carriers. In our simulations, we will consider adjacent sub-carrier allocation modes
(named as "AMC’ in IEEE 802.16 standard). For example, in case of AMC permutation zone,
each sub-channel consists of a group of 18 contiguous sub-carriers (16 data and 2 pilots) where
fading is assumed correlated. With a bandwidth of 10 MHz per sector and an FFT (Fast Fourier
Transform) size equal to 1024, the sub-carrier spacing Af is 11.16 kHz and the number of
sub-channels per sector is Ng = 48.

As the fading is assumed flat in each sub-channel, the instantaneous channel state indicator
(CSI) of the i-th sub-channel, seen by the k-th user, is defined as

PN+ I
L 2N Tk 1
Bri= g M

Fig. 1. Network topology: the sectors identified by the same letter (A, B or C) employ the
same frequency band. Circles denote the base stations and the center sector is delimited by a
bold line.
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Veh-A Model

Tap | Rel. Delay (ns) | Avg. Power (dB)

1 0 0.0

2 310 -1.0

3 710 -9.0

4 1090 —10.0

5 1730 —15.0

6 2510 —20.0
Ped-A Model

Tap | Rel.Delay (ns) | Avg. Power (dB)

1 0 0.0

2 110 -9.7

3 190 —19.2

4 410 —22.8
Ped-B Model

Tap | Rel.Delay (ns) | Avg. Power (dB)

1 0 0.0

2 200 -0.9

3 800 —49

4 1200 —8.0

5 2300 —7.8

6 3700 —239

Table 2. Test Environment Tapped-Delay-Line Parameters

where Hy ; is the channel gain, including path loss, fast fading and antenna gains, Py is the
noise power and I is the instantaneous interference power generated by the surrounding
co-channel interferers. We do not generally assume the ideal instantaneous estimation of Iy in
Equation 1 but only of an average interference power Tk since random fluctuations of Iy appear
unpredictable without a distributed control among the interfering BSs. Moreover, as we are
considering mobile terminals, imperfect estimation of channel gains H ; can derive from the
fact that the algorithm updating time (i.e. the interval between two consecutive applications
of the allocation algorithm) is not negligible w.r.t. the channel coherence time. Assuming
that only an average interference power I can be known at the algorithm processing unit
(typically at the BS), the interference variations, not perfectly estimated, are compensated by
an interference (and noise) margin FMj, while the variations experienced by the channel gain,
due to Doppler effect, are compensated by a Doppler margin AFF, resulting in the new CSI
definition _

’)’ki:AFF-FM[M, (2)

’ Hy,i

which is the general input of the allocation algorithms. The two functions 1 and 2 are directly
related to the signal-to-interference noise ratio (SINR) at the i-th sub-channel for the k-th user
by means of the transmitted power P ;.
If we consider, for each modulation and coding profile I = 1..L, the number c; of information
bits provided per carrier and the lower SINR bound «; for its correct functioning, each
sub-channel i is supposed to transmit successfully ¢, ; = ¢; information bits per carrier for
the k-th user if the algorithm is able to assign a power Py; : SINRy; = Pr;/vr; = a;. In
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our simulations, the thresholds a; (1 < | < L) are assumed equally spaced between the
minimum and the maximum values specified in modulation and coding profiles for IEEE
802.16 S-OFDMA standard (¢ = 2.884B and a; = 17.50dB). For the sake of generality,
instead of considering a number c¢; of information bits provided per carrier that depends
on the chosen modulation and coding, we assume that an user, whose SINR achieves the
threshold ¢, transmits with the theoretical Shannon efficiency

mlbit/s/Hz] = logy(1 +10%/19). @)

If none of the thresholds is exceeded, sub-channel i is switched off for the k-th user.

3. Fast adaptive techniques

In OFDMA systems, smart allocation of radio resources is a crucial aspect for achieving
excellent performance levels. In Fig. 2 we can observe a typical structure of an OFDMA
time-frequency layer: the set of sub-carriers and symbol times is divided into resource blocks
(RB), which constitute the minimum amount of resources that can be assigned to an user
connection. In fact each user is assigned a set of RBs, generally but not necessarily contiguous
(Fig. 2(a)). The sub-carriers of the same RB are interested by the same modulation, coding
profile and power. For the sake of simplicity but without loss of generality w.r.t. the scope of
this study, we assume a resource division based on a one-dimensional approach, where a user
is assigned the same sets of sub-carriers for the entire allocation time Ty;pp (Fig. 2(b)). So a
resource block is equivalent to a sub-channel and an user can share separate sub-channels in
the same Typp.

The allocation techniques require knowledge of the function reported in Equation 1 with
an updating time Ty;pp that should be shorter than the coherence time of the channel; this
constitutes the main limiting factor in mobile applications. When Ty;pp is comparable or
greater than the coherence time of the channel, the algorithm performance degrades rapidly
as the channel gain in that updating interval can experience heavy fluctuations due to the
Doppler effect. In order to compensate this degradation, our simulations pre-compute the
"Doppler margin” AFF in Equation 2 as the channel gain variation that each sub-channel
exceeds, during an entire period Ty;pp, with a probability equal to 0.10. So AFF is used in
the new CSI estimate as in Equation 2. As expected, this Doppler margin depends both on
the updating time and on the channel coherence time, which is function of the mobile user
velocity v.

In the sequel, we present a study on the impact of fast closed loop power control on
interference (Sect. 3.1) and of techniques for exploiting multi-user diversity in channel
assignments also in a mobile context (Sect. 3.2).

3.1 Closed loop power adaptation

In OFDMA systems, power adaptation is performed either in open or closed loop modalities.
It is well known that a fast closed loop mechanism plays a crucial role in CDMA cellular
systems for limiting the intra-cell interference, especially on the uplink. Here we are interested
to the impact of fast power adaptation on OFDMA systems with low reuse factors as a positive
contribution to limiting extra-cell interference. This is true for the uplink direction, as already
observed in (Schoenen & Qin (2009); Li et al. (2008); Tee et al. (2007)), but also for the downlink
side, on which we have focused our analysis. The analytical procedure presented in Sect. 5 will
take into account the multi-cell interference and it will assume ideal channel knowledge and
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Fig. 2. Time-frequency resource organization in an OFDMA system: two-dimensional (a) and
one-dimensional scenarios.

adaptation. On the other hand, the simulations will reveal the impact of these techniques for
several levels of the updating time (w.r.t. the channel coherence) and with other impairments.
The closed loop power adaptation (CLPA) is able to adjust the power at the base station
(downlink) or at the terminal (uplink) at the level that is exactly necessary to achieve the
maximum profile threshold «; (1 < [ < L) compatible with the power assigned to each
sub-channel Ps = Pgg/Ns, being Ppg the total maximum BS transmission power. In CLPA
there is no allocation based on the channel state indicator but users are assigned to available
sub-channels randomly. In practice, in our simulations, each user is assigned to Ng/Nis
sub-channels: the selected modulation profile 0 </ < L is given by

Ps > 4
iy )
I:{ W 4)
{ o <M
where g = —o0, being | = 0 associated to the absence of transmission, and a} 1 = +00. Then
power is adapted to the value
Py = ap- 7k < Ps. ©)

Disequalities 4 and 5 are checked every Tipp seconds and either powers or modulation
profiles can be changed according to the channel variations reported by the updated
coefficients vy ;.

3.2 Fast channel assignment

As mentioned in Sect. 1, smart resource allocation in OFDMA systems is usually performed
for fixed users since the assignment procedure is hardly compatible with challenging mobility
constraints. The algorithm updating time is affected by the necessity of transmitting CSI at the
base station (downlink) and by the computing time of the algorithm itself. Here we propose
a very simple approach in which the base station does not operate on the complete group of
sub-channels and users but only on small subsets. In other words, the base station does not
assign a channel to a user but subsets of Ng/P channels to Ny;/P users with 1 < P < Ny
(also with small values, e.g. Ns/P = 3 or 4) reserving one or two bits to the fast assignment
communication to the users inside each subset. This solution is a partitioning procedure into P
sets of sub-channels and P sets of users, applied to the general problem of channel assignment
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and necessary for speeding up the process (Fig. 3). Set partitioning is fixed and, by means
of this procedure, the initial problem is reduced to a computational complexity that can be
expressed as
Ns N
CL:P'fC (?S,?U) << fc(Ns,Nu), (6)

with fc denoting a measure of the computational load of the allocation algorithm adopted in
the system.

In fact, this kind of algorithm reduction to a minimum assignment problem is the way for
allowing fast and light adaptation to the channel variations for mobile users. The numerical
results will highlight the performance trade-offs that can be obtained at several degrees of
updating time and partitioning factors. The assignment should follow the same updating
time Tyypp of the power control in Sect. 3.1; this means that, each Ty;pp seconds, the system
reallocates the radio resources to the available users (not necessarily the same of the previous

period TUPD)-
j Alg. on set1 |——»
E >
: L,
=2

Ns P sets of Ns/P
subchannels subchannels

Alg.on set2 [—»

partitioning in P sets

Ny P sets of Ny/P
users users

Alg.onsetP |—»

Fig. 3. Partitioned channel assignment for reduced complexity and increased speed.

3.3 Test-bed allocation strategy

In (Galati et al. (2008)) it is shown that, in a fading environment, the impact of a generic
allocation strategy on SINR distribution can be described, in its dominant aspects, by a
single parameter Ip. The use of the parameter Ip allows us to not consider, in this study, a
particular allocation algorithm, which is not our objective here (a high number of examples
are present in the literature), but to focus our attention on the impact produced on the
network. So we investigate the overall system by using this simple parameter and by avoiding
long and useless discussions about the details of numerous solutions. In practice, when we
are interested on a particular allocation solution, we can estimate its Ip in order to have
immediately a measure of its impact on network performance. As allocation algorithms
usually operate with many different parameters and constraints, this Ip assignment could
require an a-posteriori estimation. In the simulations of this work and in our comparative
study, we simulate a simple allocation algorithm where we can modulate a-priori the value
of parameter Ip from 1 to its maximum value, which is, for independent fading among the
users, equal to the number Nj; of active users in each cell (maximum order of multi-user
diversity). We remark that this choice allows to separate the numerical results of this work
from a specific choice of resource allocation algorithms for both analysis and simulations. In
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this test-bed algorithm, multi-user diversity of order Ip is provided by a strategy that assigns
a sub-group of Ip users to each sub-channel and selects, in each sub-group, the user with the
best SINR.

Another rule is introduced in the assignment of users to sub-groups, in order to give each user
the same number of chances to transmit. Given Ng sub-channels, Ni; users and a diversity
order Ip, with Ng = k  Ny; a fair rule assigns each user to (Ng * Ip) /Ny = k * Ip sub-groups.
The assignment slots can be structured as a matrix with Ng rows and Ip columns and the
assignment of slots to the users is actuated filling the matrix by rows with k repetitions of an
ordered list of the users Uj...Uy,,, as can be seen in Fig. 4(a). In the sequel this algorithm will
be denoted as TABp. After this operation, the power per sub-channel is adjusted according
to Equation 5.

We observe that, when Ip = 1, the algorithm corresponds to the absence of any allocation
strategy since the users are allocated to the sub-channels without SINR selections. So Ip =1
can be considered as the realization of the CLPA mechanism described in Sect. 3.1. Moreover,
the application of the set partitioning principle on TABjp (Fig. 4(b)) highlights the main
impact that a complexity reduction procedure has on the algorithm effectiveness, i.e. a
reduction of the multi-user diversity. As can be observed in Fig. 4(b), after set partitioning,
the effective Ip of the reduced complexity algorithm becomes

. Ny
ID,(-’ff = mln{ID,? . (7)
Our overall framework, with the algorithm options, is sketched in Fig. 5.
I,=3 I,=2
e
sc, ut | w2 | us sc, Ul | w2
sc. ua | ut U2 sc Ul | w2
2 sub-set 1 { 2
sc, us | ua | ut sc, ut | w2
sc, U2 | us | u4 LSC, ut | w2
sc, U1 U2 U3 (sc, us | u4
sc, ua | u U2 sc, us | ua
sub-set 2 <
sc, us U4 U1 sc, U3 U4
sc, vz | us | u4 sc, us | u4
(a) (b)

Fig. 4. Allocation of groups of users to sub-channels sc; with TAB|p strategy for Nij = 4,
Ng = 8and Ip = 3with P =1 (a) and P = 2 (b). For each sub-channel, TAB;p will select the
user with the best SINR in the corresponding row.

4. Multi-cell analysis

In multi-cell networks, SINR levels are affected by the power reduction caused by the adaptive
techniques. In order to understand the behavior of the overall multi-cell system two different
approaches have been implemented: (i) a completely simulative one (denoted as F1), in which
the TABp algorithm runs in the simulation environment as detailed in (Reggiani et al. (2007))
and (ii) an iterative analytical approach denoted as F2 and already presented in (Galati et al.
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Ip = » Random alloc.

Ip = 1 + power adaptation ---» CLPA
2 -
3 Allocation alg. P =1, Full complexity
Ip= ... | + power adaptation ..-»
TABp Set partitioni.
N p> 4> Setpartitioning
u

Fig. 5. Overview of the allocation options used for the numerical results.

(2008)), which reproduces the algorithm effect on SINR distribution by means of Ip, computes
the power reduction and recursively applies it to the power of interfering BSs. In other
words, F2 reproduces successive applications (over consecutive Ti;pp) of a generic allocation
algorithm until the system has achieved its stationary interference and SINR levels. In this
work, numerical results will be focused on the final spectral efficiency for different algorithm
parameters (P in Sect. 3.2, updating time), channels and user velocity (Sec. 2). The analysis is
characterized by the following assumptions:

All the active users are at distance d from the six reference BS and at distance D from six
interfering BSs and no shadowing is present.

Identically independent distributed (i.i.d.) fading A is applied on the generic n — th link
(n = 0 for the reference link, n = 1, ...,6 for interfering links) with a probability density
function f4,(x) = fa(x).

At the first iteration (i = 0), the transmitted power per sub-channel in all BSs is fixed to a
nominal value Prx(0) = Ps = Pgg/Ns.

At i—thiteration, the power reduction p(i), which results from Equation 5 and is described
by its probability density function f, ;) (x), is computed and applied to the nominal value
Ps in all the co-channel BSs, modifying their transmission power Prx ().

Channel fading is assumed non-ergodic, constant in each user transmission block.

0 l”

ib Rf;l:;'firon fPTX(i)('x) . D]-S?rlﬁion fym(i)(x) . Diéj;lity fym,,(i)(x)>
A B c
Power Gain
fp(l-) (x) Computation

D T{a, } thresholds

Fig. 6. Block diagram of the recursive loop for the analytical procedure F2.

So, in this scenario, at i—th iteration, the SINR value ;, (i) is computed in model F2 as

S - Ps - PLg- Ag
I(i) + N 22:1 Prxn(i)-PLy- Ay + N

Yin (1) = (8)
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where N, ie. the additive white Gaussian noise power, PLy and PL;, i.e. the path loss
of the reference and interfering links, are deterministic parameters, while the fading Ay,
Ay and the transmission power Prx , (i) in the n—th BS co-channel are statistical variables
with probability density functions f(x) and fp,, (x) respectively. The term I(i) denotes the
interference at the i—th iteration step. The functional block diagram of the recursive system
is shown in Fig. 6: the distribution of -;, (i) is computed in block B and it is processed in
block C through the parameter Ip, producing the cumulative distribution function of 7, (7)
as Fy,,.(x) = [Fy, (x)]0, with F,(z) = [ f,(x)dx. The distribution of y,,(i) goes into block
D that computes the distribution of power gain p(i) (i.e. the power adaptation). Finally block
A closes the loop, receiving the power gain distribution fp(i)(x) and applying it to nominal
transmission power Pg of the interfering BSs. The distribution of the updated power Prx (i) is
used for the new distribution 7, (i 4+ 1) in the next iteration. If the initial distribution f, (x)
cannot be derived analytically, it is obtained by simulation (F1) at the first iteration and then
it is processed by F2 to produce final distributions f.,,, (x).

5. Numerical results

Simulations have been performed in different configuration scenarios, mobile users at a fixed
distance dpjx from the BS, at different distances d from the BS, in the downlink or in the
uplink. However some common parameters are adopted in the simulations: each BS is set
to a nominal power equal to Pgs = 35 dBm, the number of users is fixed to Ny = 12
and the number of available sub-channels is equal to N5 = 48. Moreover a set of 6 SINR
thresholds «; is defined among a minimum value #; = 2.88 dB and a maximum «; = 17.50
dB. Channel fading is modelled by Vel — A power delay profile for users’” velocities from
v = 0 km/h to v = 60 km/h, while two different pedestrian models (Ped — A and Ped — B)
are used from 0 to 20 km/h. The system performance is computed and analyzed in terms of
achievable spectral efficiency 77, at different mobile terminals velocities, different updating
times (Typp = [5,10,20,40] ms), in presence or not of smart radio allocation techniques and
Closed Loop Power Adaptation (CLPA). The maximum spectral efficiency in the analyzed
system is equal to max(1,ut) = 10logs(1 + 10(*/10)) = 5.839 [bit/s/Hz].

Figs. 7-11 have been obtained in the downlink configuration. In Figs. 7-8, we show the
validity of the the analytical model F2 introduced in Sect. 4 w.r.t. the results obtained with
intensive simulation (F1). Performance is shown in terms of the spectral efficiency 7, that
can be achieved using different fading models, Ped — A and Ped — B respectively, at different
velocities of the mobile terminals (from v = 0 to v = 15 km/h) and when the updating
time of the allocation strategies is progressively increased, i.e. producing a new allocation
configuration each Ty pp = [5,10,20,40] ms. In fact, Typp = 5 ms means that the allocation
algorithm is able to take decisions in each OFDMA frame (in IEEE 802.16 standard each
frame has a duration equal to 5 ms) and to distribute the available resources according to
the channel state conditions (sub-channels, modulation profile and power) among the active
users. Here we apply Ip = Ny = 12, that corresponds to the configuration that is able to
exploit the highest multi-user diversity order, in order to produce the maximum performance.
As we can see in Fig. 7 spectral efficiency estimated by means of the F2 procedure, whose
results are shown with continuous lines, fits very well the values computed by means of
intensive simulations F1, whose results are reported with filled markers. We can notice that
Hout progressively decreases when Ty;pp increases as the allocation strategy loses its ability
to react to the time-varying channel conditions, especially when the updating time is higher.
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Similar considerations can be done for Fig. 8, which has been derived using pedestrian channel
model Ped — B.
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Fig. 7. Spectral efficiency (#,4t) as a function of user velocity v [km/h] with fast fading
defined by pedestrian channel model Ped — A. Results are obtained with the analytical
approach F2 (continuous lines) and compared to performance computed with intensive
simulations F1 (filled markers).

Figs. 9-11 show results that are similar to those reported in Figs. 7-8 since we highlight the
achievable spectral efficiency as a function of terminals velocity and algorithm updating time.
However we want to stress the advantages of smart dynamic resource allocation algorithms
(Ip = Ny = 12) over a simple mechanism of power adaptation, referred as CLPA in Sect. 3.1,
which corresponds to the absence of any allocation strategies (diversity order parameter Ip =
1). In order to have a complete comparison, we draw also the achievable spectral efficiency
values when sub-channels are assigned randomly and power adaptation mechanism is not
applied. This represents the worst case with Ip = 1 (so absence of allocation strategy) and
transmission power applied to each sub-channel always fixed to the maximum available value
Pg = Ppg/Ng; it is clear the advantage provided by CLPA and particularly by even simple
allocation strategies. In Fig. 9, we can observe the performance obtained with a Veh — A fading
model and at several velocities, from v = 0 to v = 60 km/h. It is clear how with v > 20 — 30
km/h, forming sub-channels from contiguous sub-carriers, as in the AMC configuration, is not
able to react effectively to the severe channel conditions; in these cases, interference averaging
strategies like mechanisms of channel permutation are more advantageous solutions (e.g.
the PUSC or FUSC configurations in IEEE 802.16 standard). In fact, at high speeds, even the
adoption of advanced smart allocation solutions is not effective. However, if we consider slow
mobile terminals movements with average velocity within v = 15 km/h, we can notice that
we achieve a considerable gain over the simple CLPA strategy when we apply radio resource
allocation algorithms. For pedestrian users, Fig. 10 and Fig. 11 highlight the value of 7, in the
presence of Ped — A and Ped — B power delay profiles respectively. We can notice that, with
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Fig. 8. Spectral efficiency (#,4t) as a function of variable mobile terminals speed v [km/h]
with fast fading defined by pedestrian channel model Ped — B. Results are obtained with the
analytical approach F2 (continuous lines) and compared to performance computed with
intensive simulations F1 (filled markers).

Tupp = 40 ms and speed v > 5 km/h, the additional complexity introduced by the smart
allocation strategy makes no sense as we can obtain the same performance with the simple
CLPA or even random allocation with no power adaptation at all. In fact, the updating rate
1/Typp has to be faster for making the algorithm react to the rapidly changing conditions
of the wireless channel. Nevertheless, with updating time Ty;pp < 10 ms (corresponding to
a new resource allocation each two OFDM frames in IEEE 802.16 standard), we can see that
smart algorithms are strongly recommended for achieving a satisfactory transmission rate up
to velocities around 5 km/h.

Although radio resource allocation solutions have demonstrated their ability to increase
the spectral efficiency of mobile users, it has still to be considered their impact on the
computational complexity. In other words, it should be evaluated the level of complexity that
can be supported by the processing units, giving rise to the trade-off between performance and
sustainable computational complexity. In Figs. 12 and 13 we point out the relation between
computational complexity and performance by using performance evaluations expressed as a
function of the partitioning factor P. Curves with constant spectral efficiency (our = 1,2,3,4,5
[bit/s/Hz]) are depicted as a function of the partitioning factor of sub-channels and users
(P), velocity and updating time. We can notice that the best value 7,,+ = 5 can be achieved
only if we adopt the algorithm at the maximum complexity (P = 1) and with fixed users
(v = 0 km/h). In general, a high level of complexity corresponds to higher levels of 7,
even with mobile users. However, we observe also that a complexity reduction might allow
a faster updating time, which always guarantees higher performance. So, in these figures,
we can appreciate the overall trade-off among computational complexity, expressed by the
partitioning factor P, updating time and achievable 7,,;. This kind of simulation or analysis
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Fig. 9. Spectral efficiency (#,4t) as a function of users velocity (v) and updating time (Ty;pp)
with vehicular channel model Veli — A. Performance of radio resource allocation algorithm
with Ip = Ny (continuous lines '~’), simple CLPA with Ip = 1 (dashed lines ’- -’), and
random allocation without any power adaptation (dotted lines ’-.-") are compared.
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Fig. 10. Spectral efficiency (#,4t) as a function of users velocity (v) and updating time (Ty;pp)
with pedestrian channel model Ped — A. Performance of radio resource allocation algorithm
with Ip = Ny (continuous lines '~’), simple CLPA with Ip = 1 (dashed lines "- -’), and
random allocation without any power adaptation (dotted lines ’-.-") are compared.
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Fig. 11. Spectral efficiency (#,4t) as a function of users velocity (v) and updating time (Ty;pp)
with pedestrian channel model Ped — B. Performance of radio resource allocation algorithm
with Ip = Ny (continuous lines '~’), simple CLPA with Ip = 1 (dashed lines "- -’), and
random allocation without any power adaptation (dotted lines ’-.-") are compared.

reveals the possible design choices that can be adopted in a multi-cellular system, according
to the system updating or response time and to the BS processing power.
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Sub channels partitioning (P)

Fig. 12. Curves at fixed 7,4t as a function of user velocity (v), partitioning factor (P) and
updating time Ty;pp = 5 ms (continuous line '~’) and Ty;pp = 10 ms (dashed line ’- -’) in the
presence of pedestrian channel model Ped — A.
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Mobile terminals speed [km/h]

Sub channels partitioning (P)

Fig. 13. Curves at fixed 7,4t as a function of user velocity (v), partitioning factor (P) and
updating time Ty;pp = 5 ms (continuous line '-’) and Ty;pp = 10 ms (dashed line ’- -’) in the
presence of pedestrian channel modelPed — B.

When mobile users are at different and varying distances d from the BSs, the numerical
findings confirm the same performance behavior described below. Also uplink simulations
show similar results even if with lower values of .

6. Conclusions

In the chapter, we have investigated the impact of allocation strategies on multi-cell networks
with mobile users. The power reduction that can be achieved by means of the multi-user
diversity exploitation has a beneficial impact on the overall network interference with a
successive improvement of spectral efficiency. This positive effect is present, even if clearly
reduced, also when only an efficient power adaptation loop, without smart allocation,
is implemented in the network. On the other hand, it is shown how the users velocity
has a strong impact on the updating time that is necessary for maintaining a satisfactory
performance. This trade-off is completed by the algorithm complexity, which is another
fundamental parameter that affects the updating ability of the system. In this context, a set
partitioning technique is presented as a step for reducing the complexity order of smart
allocation towards very fast algorithms that are compatible with low updating times.
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1. Introduction

The design and analysis of cascaded fading models has been an active area of research in
recent years due to its applications in numerous real world scenarios such as keyhole channels
(Salo et al., 2006; Zlatanov et al., 2008), and multihop communication systems (Andersen,
2002; Karagiannidis et al., 2007; Talha & Patzold, 2007; Velkov et al., 2009). It is shown in
(Chizhik et al., 2002; Ercerg et al., 1997) that in the presence of a keyhole, the fading between
each transmit and receive antenna pair in a multi-input multi-output (MIMO) system can be
characterized using a double! Rayleigh process. Afterwards, this model has been extended to
the double Nakagami-m fading model in (Shin & Lee, 2004). In (Salo et al., 2006), the authors
have listed a few real world scenarios which give rise to the keyhole effect. Two such scenarios
include diffraction through the street edges in urban microcellular environments (Ercerg et al.,
1997) and traversal of the propagation paths through a narrow space for the case when the
distance between the rings of scatterers around the transmitter and receiver is large (Gesbert
etal., 2002).

Multihop communication systems on the other hand fall under the category of cooperative
diversity techniques (Laneman et al., 2004; Sendonaris et al., 2003). In such systems, the
wireless nodes (in a cooperative network) assist each other by relaying the information from
the source mobile station (SMS) to the destination mobile station (DMS), hence improving
the network coverage quite significantly. If however, the wireless nodes are assumed to be
moving with relatively high speed, the concept of multihop communication can be applied
to vehicle-to-vehicle (V2V) communication systems, where the source vehicle (SV) or the
traffic control center (TCS) communicates with a destination vehicle (DV) via relay vehicles
(RV). Figure 1 depicts these two scenarios for the case of dualhop communication, where the
information from the TCS (or the SV) is received at the DV via an RV. V2V communication
has received a lot of attention in recent years due to its applications in traffic safety and road
traffic flow (Gradinescu et al., 2007). The statistical analysis of the received signal envelope
under non-line-of-sight (NLOS) propagation conditions in an amplify-and-forward based

! Throughout this chapter, we will refer to a double process as the product of two independent but not
necessarily identical processes.
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dualhop communication system can be found in (Patel et al., 2006), where the overall channel
between the transmitter and the receiver is modeled using a double Rayleigh process. This
model is then extended to the double Rice channel model in (Talha & P&tzold, 2007), by
taking the line-of-sight propagation conditions into account. The statistical properties of the
capacity of double Rice channels have been analyzed in (Rafiq & Pétzold, 2008). However,
the Nakagami-m process is considered to be a more general channel model as compared
to the Rice and Rayleigh channel models. Hence, to generalize all the aforementioned
works in the regime of multihop communication, the authors of (Karagiannidis et al., 2007)
have presented the statistical analysis of the N+Nakagami-m model (i.e., a product of N
Nakagami-m processes). Moreover, second order statistics for the double Nakagami-m process
can be found in (Zlatanov et al., 2008). Though a lot of papers have been published in the
literature employing the cascaded fading channel model, the statistical properties of the
capacity of double Nakagami-m channels have not been investigated so far. Such channels
find applications both in V2V communication systems employing dualhop communication,
and keyhole channels (Zlatanov et al., 2008).

In this chapter?, we have studied the statistical properties of the capacity of double
Nakagami-m channels. Specifically, the influence of the severity of fading on the statistical
properties of the capacity of double Nakagami-m channels is analyzed. We have derived exact
analytical expressions for the probability density function (PDF), the cumulative distribution
function (CDF), the level-crossing rate (LCR), and the average duration of fades (ADF) of the
channel capacity. Here, the LCR and ADF of the channel capacity are important characteristic
quantities which provide insight into the temporal behavior of the channel capacity (Giorgetti
et al., 2003), (Hogstad & Péatzold, 2004). Our analysis has revealed that if the fading severity
in one or both links of double Nakagami-m channels decreases (i.e., increasing the value of
the severity parameter m in one or both of the cascaded Nakagami-m processes), the mean
channel capacity increases, while the ADF of the channel capacity decreases. Moreover, this
effect results in an increase in the LCR of the channel capacity at lower signal levels.

2. The double Nakagami-m channel model

In this chapter, we have considered Scenario 2 in Fig. 1, where the channel between the SV and
the DV via an RV is represented as a concatenation of the SV-RV and RV-DV channels (Patel
et al., 2006; Talha & Patzold, 2007). Moreover, we have assumed that the fading in the SV-RV
link and the RV-DV link is characterized by Nakagami-m processes denoted by xi(t) and
X2(t), respectively. Hence, the overall fading channel describing the SV-DV link is modelled
by a double Nakagami-m process given by (Kovacs et al., 2002; Zlatanov et al., 2008)

E(t) = Aw x1(H)x2(t) )

where Agy is a real positive constant representing the relay gain. The PDF p,,(z) of the
Nakagami-m process x;(t) (i = 1,2) is given by (Nakagami, 1960)

meizzl/nl’71 mjz?
(z)= =t —re 9, z2>0 2
sz( ) r(ml)Q?’l, = ( )

2 The material in this chapter is based on “Statistical Properties of the Capacity of Double Nakagami-
Channels”, by Gulzaib Rafig, Bjern Olav Hogstad and Matthias Pitzold which appeared in the
proceedings of 5th IEEE International Symposium on Wireless Pervasive Computing, ISWPC 2010,
Modena, Italy, May 2010. © 2010 IEEE.
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Fig. 1. The propagation scenarios describing double Nakagami-m fading channels.

where Q; = E{x?(t)}, m; = Q2 /Var{x?(t)}, and T (-) represents the gamma function
(Gradshteyn & Ryzhik, 2000). The parameter m; controls the severity of the fading. Increasing
the value of m;, decreases the severity of fading and vice versa.

The PDF of double Nakagami-m processes E(t) is given by (Karagiannidis et al., 2007)

2
Koy —m, (221—1
i=1

427111 +my—1

= gi ) , 220 3)
Inr () (€23 my) " l
i=
where () = A2, Oy = Oy, and K;,(-) denotes the modified Bessel function of the second
kind of order n (Gradshteyn & Ryzhik, 2000, Eq. (8.432/1)). In order to derive the expressions
for the PDF, CDF, LCR, and ADF of the capacity of double Nakagami-m chqmels, we need
the joint PDF praz2 (2, 2) of the squared process E2(t) and its time derivative Z2(t), as well as
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the PDF pz2(z) of E2(t). The joint PDF pgoz(z,2) can be found by following the procedure
presented in (Zlatanov et al., 2008) for the joint PDF pg=(z,Z) and then by using the concept
of transformation of random variables (Papoulis & Pillai, 2002, Eq. (7-8)), which results in

. 1 z
pEZEZ(Z/Z) = EPEE(\/E/ 2\/2)
) . o 32 xz,ml
_ 5M2—3/2 |: , mmll :| / x 21 —2my =1 e_xzz':)?ze 32(%1“2{52) & dx,
v (Hamre) | s
z2>0,]2 < o 4)
where < o
017'[
,31 = m (fr%mxl +fr2naxz) (Sa)
and < 5
027'[
,32 = my (f I%laxz Jrf rznaX3> . (Sb)

Here, fmax;, fmax,, and fmax, represent the maximum Doppler frequencies of the SV, RV, and
DV, respectively. The expression for the PDF pz2(z) can be obtained by integrating the joint
PDF pro:2 (2, 2) over Z. Alternatively, the PDF pz2 (z) can also be found from the PDF pz(z) in
(3) as follows

pe2(2) = 5~ pe(v7)

2 my+mpy—2 2

Z 2

= ) Kml —my (2\/5 H
i=1

2 £ m m:
Er(mi) (Qi/mi)( )/

m;
Z
i

Q),zzo. 6)

The expressions presented in (4) and (6) will be used in the next section to calculate the PDF
and LCR of the channel capacity.

3. Statistical properties of the capacity of double Nakagami- channels

The instantaneous capacity C(t) of double Nakagami-m channels is defined as (Nabar et al.,
2004)

1 1
C(t) = 3 log, (1 + s |E(t)\2> =3 log, (1 + s Ez(t)> (bits/s/Hz) (7)

where s denotes the average received signal-to-noise ratio (SNR) at the DV. The factor 1 /2
in (7) is due to the fact that the RV in Fig. 1 operates in a half-duplex mode, and hence the
signal transmitted from the SV is received at the DV in two time slots. Equation (7) can be
considered as a mapping of a random process E(t) to another random process C(t). Hence,
the expressions for the statistical properties of the channel capacity C(t) can be found by using
the results for the statistical properties of the process E(t) obtained in the previous section. The
PDF pc(r) of the channel capacity C(t) can be found in closed form with the help of the PDF
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p=2(z) and by applying the concept of transformation of random variables (Papoulis & Pillai,
2002, Eq. (7-8)) as

(22r+1 11'1(2) ) <22r _ 1>
| Pm2
Vs Vs
22r+21n(2 22r _q (mi+my)/2 2
- “(2)(( )/ 75) Ko 2 1/,’ r>0. ()
(@ = 1) I m) (/)™ "2
i=1
The CDF Fc(r) of the channel capacity C(¢) can now be derived by integrating the PDF p(r)

and by making the use of relationships in (Gradshteyn & Ryzhik, 2000, Eq. (9.34/3)) and
(Adamchik & Marichev, 1990, Eq. (26)) as

pc(r)

Fe(r) = [ pe(x)dx
1

e L, r>0 9)

3
Ys g \Q ) | m1,my,0

where GJ-] denotes the Meijer’s G-function (Gradshteyn & Ryzhik, 2000, Eq. (9.301)). The LCR
Nc(r) of the channel capacity describes the average rate of up-crossings (or down-crossings)
of the capacity through a certain threshold level r. In order to find the LCR N¢(r), we first need
to find the joint PDF p-~(z,2) of C(t) and its time derivative C(t). The joint PDF pce(z 2) can
be obtained by using the joint PDF pgaz. (2, 2) given in (4) as

22411, 2 2 o
pee(z2) = <2+1(2)> P (2 1221 (2))

Ts Ts Ts / 2%
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forz > 0 and |Z| < co. Finally, the LCR N¢(r) can be found as follows

()

Ne(r) :/O 2 pee(r 2)dz

8 227 1 H’lzf% 2 m}.ﬂi 22r 1 7"2 ,Y 2 ﬁl + x2ﬁ2 "21"1
Vo ( ) 1—[ < m; : / e 14+2my—2m @ dx (11)
TN s i=1 Qi T (m;) S

for r > 0. The ADF T¢(r) of the channel capacity C(t) denotes the average duration of time
over which the capacity is below a given level r (Hogstad & Patzold, 2004; 2007). The ADF
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Tc(r) of the channel capacity can be expressed as (Hogstad & Pétzold, 2007)

Fc(r)
Ne(r)

where Fc(r) and N¢(r) are given by (9) and (11), respectively.

Te(r) =

(12)

4, Statistical properties of the capacity of double rayleigh channels

The double Rayleigh channel follows as a special case of the double Nakagami-m channel
when m; =1 (i = 1,2). Hence, by letting m; = 1 (i = 1,2) in (8), (9), and (11), the PDF, CDF,
and LCR of the capacity of double Rayleigh channels can be expressed as

22" In(2) 22 1
pc(r) m=1 = —— 5 Ko , r>0 (13)
= =20, Mo\ v
22r _ 1 22r _ 1
r)‘m,:l:l* — 5 K —— 5|, r=0 (14)
Ys0 Ok Ys05 Oy
and
22r g
Ne(r) [m=1 = B2+ 51 I o T dy, r>0  (15)
27’[’)/50'2(7RV X

respectively. The ADF of the capac1ty C(t of double Rayleigh channels can be found using
(12), (14), and (15). In (13)—(15), O’RV = A%V o7 and (71 (i = 1,2) represent the variances of the
underlying Gaussian processes in the corresponding Rayleigh processes x;(t) [m,=1 (i = 1,2).

5. Numerical results

In this section, we will discuss the analytical results obtained in the previous section. The
validity of the theoretical results is confirmed with the help of simulations. For comparison
purposes, we have also shown the results for double Rayleigh channels, which represent a
special case of double Nakagami-m channels. In order to generate Nakagami-m processes
xi(t), we have used the following relationship (Yacoub et al., 1999)

2xm;
= 2wt (16)
=1

where p;;(t) (1=1,2,..,2m;;i=1,2) are the underlying independent and identically
distributed (i.i.d.) Gaussian processes, and ; is the parameter of the Nakagami-m distribution
associated with the ith link of the dualhop communication systems. The Gaussian processes
pi (), each with zero mean and variances 03, were simulated using the sum-of-sinusoids
model (Pétzold, 2002). The model parameters were computed using the generalized method
of exact Doppler spread (GMEDS;) (Pétzold et al., 2009). The number of sinusoids for the
generation of Gaussian processes ji;;(t) was chosen to be N = 29. The parameter (); was
chosen to be equal to 2m;073. Unless stated otherwise, the values of the maximum Doppler
frequencies fmax,, fmax,, and fmax, were taken to be 0, 91, and 125 Hz, respectively. The SNR
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s was set to 15 dB. The parameters Ay, and o were chosen to be unity. Finally, using (16), (1),
and (7), the simulation results for the statistical properties of the channel capacity were found.
The PDF and CDF of the channel capacity of double Nakagami-m channels are presented
in Figs. 2 and 3, respectively. Both figures illustrate the fact that increasing the value of the
severity parameter m; (i.e., a decrease in the level of the severity of fading) in one or both
links of the double Nakagami-m channels results in an increase in the mean channel capacity.
This result is specifically presented in Fig. 4, where the mean channel capacity is studied for
different values of the severity parameter m; (i = 1,2). It can also be seen that double Rayleigh
channels (m; = 1;i = 1,2) have a lower mean channel capacity as compared to the mean
channel capacity of double Nakagami-m channels (m; = 2; i = 1,2). Moreover, it can also be
observed from Figs. 2 and 3 that increasing the value of the severity parameter m; decreases
the variance of the channel capacity.

my=2; my =2 - Simulation

0.6r J
my = 1.5;mg =2
=2; =1.

0.5 mq ;Mo 5 |

mi; =1; my =15

0.4- mp =15 mg=1

my=1;,mg =1
(Double Rayleigh)\ .~

PDF, pc (r)

0.3
0.2

01

o 1 2 3 4 5
Level, r (bits/s/Hz)

Fig. 2. The PDF pc(r) of the capacity of double Nakagami-m channels.

Figure 5 presents the LCR Nc(r) of the capacity C(t) of double Nakagami-m channels. It is
observed that an increase in the level of severity of fading in one or both links of double
Nakagami-m channels increases the LCR N (r) of the channel capacity at low levels r. Hence,
at low levels r, the LCR N¢(r) of the capacity of double Rayleigh channels (m; = 1; i = 1,2) is
higher as compared to that of double Nakagami-m channels (m; = 2; i = 1,2). However, the
converse statement is true for higher levels r. The ADF of the capacity of double Nakagami-m
channels is shown in Fig. 6. It is evident from this figure that the ADF of the capacity decreases
with an increase in the value of the severity parameter m; (i = 1,2).

Figures 7 and 8 study the influence of the maximum Doppler frequencies of the RV and the
DV on the LCR and ADF of the channel capacity. It can clearly be observed in Figs. 7 and 8 that
the LCR and ADF are strongly dependent on the Doppler frequencies of the RV and the DV.
This means that the mobility of the RV and the DV has a significant influence on the LCR and
ADF of the channel capacity. It is observed that increasing the maximum Doppler frequencies
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Fig. 3. The CDF Fc(r) of the capacity of double Nakagami-m channels.
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Fig. 4. The mean channel capacity of double Nakagami-m channels for different levels of
fading severity.

fmax, and fmax, results in a significant increase in the LCR. However, the ADF decreases by
increasing the maximum Doppler frequencies of the RV and the DV.

6. Conclusion

This Chapter presents the derivation of exact analytical expressions for the statistical
properties of the capacity of double Nakagami-m channels, which finds applications in V2V
communication systems employing dualhop communication, and keyhole channels. We have
studied the influence of the severity of fading on the PDF, CDF, LCR, and ADF of the channel
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Fig. 5. The LCR Nc(r) of the capacity of double Nakagami-m channels.
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Fig. 6. The ADF T (r) of the capacity of double Nakagami-m channels.

capacity. It is observed that an increase in the severity of fading in one or both links of double
Nakagami-m channels decreases the mean channel capacity, while it results in an increase in
the ADF of the channel capacity. Moreover, at lower signal levels, this effects increases the
LCR of the channel capacity. Results also show that the mobility of the RV and DV has a
significant influence on the LCR and ADF of the channel capacity. Specifically, an increase
in the maximum Doppler frequencies of the RV and DV increases the LCR, while it has
an opposite influence on the ADF of the channel capacity. The presented exact results are

validated with the help of simulations, whereby a very good fitting is observed.
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Fig. 7. The LCR N¢(r) of the capacity of double Nakagami-m channels.
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Fig. 8. The ADF T (r) of the capacity of double Nakagami-m channels.
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1. Introduction

Multiple-input multiple-output (MIMO) systems have become one of the most studied
topics in the field of wireless communications because of the well-known potential for
increasing spectral efficiency when compared to single-antenna systems. However, in the
high interference regime, like in cellular systems, spatial multiplexing MIMO techniques can
lose much of their effectiveness. Recently, some techniques have been developed in order
to reduce intercell interference in MIMO systems and interference reduction based on base
station cooperation seems to be a promising one.

When the multiple base stations can fully cooperate, the multicell downlink system reduces
a classical MIMO broadcast channel with per-antenna power constraints. In this case, the
optimal strategy to maximize the multicell throughput is the joint dirty-paper coding (DPC)
(Caire & Shamai (2003)). Since practical implementation of DPC is still a problem, some
sub-optimal solutions have been proposed and some works can be found in the literature
(see Andrews et al. (2007) and references therein).

One of the basic requirements for most of the proposed base station cooperation schemes is the
need of perfect channel state information at both receivers and network backbone for the joint
processing at the central station. Therefore, there is a need of a two-step feedback/training
from user terminals to each base station and then from base stations to the backbone. In
the end, channel knowledge at the backbone is typically imperfect due to delays in feedback
link, imperfect training sequence and etc. Besides, the channel learning at the central station
requires a great amount of overhead, which is not desired nor recommended. In the work
of Marsch & Fettweis (2008) the authors provide a comprehensive study of the multicell
downlink optimization with limited backbone capacity and they analyze the problem of
finding the optimal power allocation and beamforming matrices for different scenarios. Since
the statistics are expected to change only in long-term basis, Kobayashi et al. (2009) proposed
a power allocation strategy based on partial channel state information at the central station,
which requires a very small additional backbone capacity.

The power allocation minimizing outage probability strategy for single-carrier with partial
channel state information at transmitter for a cooperative downlink transmission system was
proposed by Kobayashi et al. (2009). However, it was observed that the solution applied
for a single-carrier condition cannot be directly applied to the multicarrier case because the
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frequency diversity gains were inferior to the loss due to the division of power among the
carriers. Hence, Souza et al. (2009b) proposed a power allocation strategy that minimizes the
outage probability based on the knowledge of channel statistics for a multicarrier system.
The multicarrier power allocation strategy that was proposed exploits the multiplexing
gain of cooperative MIMO and the frequency diversity gain provided by the multicarrier
transmission scheme.

User scheduling in coordinated multicell MIMO systems is also a problem of a paramount
importance. We consider the relevant case of a large number of user terminals and propose
a simple scheduling scheme called Distributed Diversity Scheduling (DDS) which efficiently
chooses a subset user terminals while limiting the amount of the backhaul communication.
More precisely, each base station with local channel state information chooses its best set of
user terminals over a predefined partition and reports the corresponding index and value
to the central station. The central station then decides and informs the selected set to all
base stations. Finally, the selected user terminals are served exactly in the same manner as
the previous case of small number of terminals. It is proved that the scheduling algorithm
scales optimally in the number of base stations, user terminals and transmit antennas per base
station.

Within this context, this chapter aims at presenting some recent advances on adaptive
resource allocation strategies for cooperative MIMO-OFDM networks. Such strategies allocate
resources as a function of the time-varying channel state information and QoS parameters.
In this chapter, we will present our main contributions that were obtained during the last
years, indicating some research trends and future directions. Power allocation strategies are
presented for single-carrier and multiple carrier networks according to the knowledge of
the central station with respect to the wireless channels between the base stations and the
terminals (perfect, partial and no channel state information). Additionally, a user scheduling
scheme is presented for the case where all user terminals cannot be served at the same
time. The so-called Distributed Diversity Scheduling (DDS) scheme selects a subset of user
terminals and achieves a diversity gain that scales optimally with the number of cooperative
base stations as well as user terminals, even under limited backhaul capacity.

2. Model of multicell MIMO systems

In this section, the multicell MIMO downlink model, where base stations are connected to
a central station and communicate simultaneously with K single-antenna user terminals, is
presented. It is assumed that the base stations are connected to a common backbone via
a possibly error-free wired line, which enables some cooperation between base stations.
Furthermore, the base stations do not communicate directly to each other and each one
is equipped with M antennas. It is also assumed that each base station knows perfectly
the channels while the central station may have perfect, partial or even no channel state
information (this will be discussed with more details later on). Figure 1 illustrates an example
of the multicell downlink system.

The model assumes multi-carrier transmission with Orthogonal Frequency Division
Multiplexing (OFDM) in the wireless channels between the base stations and the user
terminals. For each carrier n, these frequency flat fading channels are mutually independent
and distributed as hy[n] ~ N, (C(O’ 02, [n]Ip). For an OFDM system model with N carriers,

let {gyk[n]} be the precoding vectors, {syc[n]} be the transmit symbols and {py[n]} be the
transmit powers from base station b to user terminal k at the n-th carrier. Base station b forms
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Fig. 1. System model.

its transmit vector at the n-th carrier as follows:

Z Pok[ngpx [1]sex[n], o))

and is subject to the power constraint ) ; Y, ppk[] < Py, where P, is maximum transmit
power.

If a distributed zero-forcing beamforming scheme is applied for a small number of terminals
(K < M), then it can be shown that the model is equivalent to a system with K parallel MISO
channels. In this case, the k-th user terminal achieves a diversity gain of B(M — K + 1). Let
1 [n] be the equivalent zero-mean white Gaussian noise, then the received signal at the n-th

carrier is given by:
B
Z \/ Pok[n]apk[n]sp[n] + ng[n], 2

where ay[n] = hil[n]g,[n] represents the channel gain between base station b and terminal
k at carrier n. The unitary precoding vector g[n] is orthogonal to hy;[n] for j # k and the
random variable |ay[n]|? is chi-squared distributed with 2(M — K + 1) degrees of freedom.
Assuming that each user terminal k perfectly knows the channel state a¥ = (a1.[n], ..., agi[n]),
it decodes the space-time code and achieves the following rate:

=5 Zlog <1+Zﬂbk 17 ok }> 3

The capacity region of the K parallel MISO channels in Equation (2) for a fixed set of power
K = (piln],..., pae[n)) and channel state aX = (ay[n], ..., ap[n]) for all k and n is given by:

R(a;p) = {R € Ri (R < Z log (1 + Z |apk[n \ Pokln ]) Vk} , (4)

where a = {a¥} and p = {pX} for notation simplicity. The above region is convex (rectangular
for K = 2and N = 1). Let P denote a power allocation policy a — p that maps the channel
state a into the power vector p with component Py (a) = py and F denote the feasibility
set satisfying Y ., Ppx (a) < Py, Vb for any channel realization a. Then, the capacity region
of the K parallel MISO channels (2) under the individual base station power constraints P =
(Py,...,Pp) for a fixed channel state a is given by:

C(a;p) = U R(aip), (5)
PeF

The capacity region (5) is convex and its boundary can be explicitly characterized by solving
the weighted sum rate maximization as specified in the next section.
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3. Resource allocation strategies for single carrier systems

The purpose of the resource allocation problems is to optimize the power distribution over
the carriers of all user terminals for a given target rate tuple . According to the system model
that was presented in the previous section, equations (3) and (4) provide generic expressions
for the rate achieved by user terminal k and capacity region of the parallel MISO channels
rate, respectively. For the special case of single carrier networks, these equations reduce to:

B
Ry = log (1 +) |ﬂbk|2Pbk> , (6)
=1
« B
R(a;p) = {R € Ry : Ry < log <1+ ) ﬂbk|2lﬂhk> Vk} : @)
=1

The next subsections present resource allocation strategies for single carrier systems. The
strategies depend on the assumptions regarding the channel state information that is available
at the transmitters. Strategies for three different assumptions will be presented in this section.
First we consider the case of perfect channel state information (CSI) at the central stations.
Then, we consider the case of partial channel state information at the central station. Finally,
we review the case when the central station has absolutely no channel state information. Each
assumption requires a different approach and, at the end, we compare the performance of the
resource allocation strategies with respect to the outage probability of the system.

3.1 Perfect channel state information

When perfect (or full) channel state information, i.e. knowledge of all channel realizations is
available at the central station, the optimal power allocation is found by an iterative algorithm
which is a generalization of the classical waterfilling algorithm (see Lee & Jindal (2007) and Yu
etal. (2004)). Ideally, the transmitter could adjust its powers such that the outage of the system
is reduced to zero. In this case, the problem is focused on the search for power allocation
policies that provide the rate tuple proportional to the target rate tuple (rate-balancing). It
is remarked that the zero-outage performance is not achieved when the transmitter is under
limited power constraints. This policy equalizes the individual outage probability of all user
terminals and thus provides the strict fairness among them. It is worthy to note that fairness
is one of the most desired properties.

The objective is to find the set of powers {py } that satisfy the following condition:

R
fP) _ A, ko ®)
Ri(p) m
where % = ag and a1 = 1. More precisely, according to Lee & Jindal (2007) the optimal power
allocation is a solution of:

K

R

min  max Z Gk—k. 9)

Yib=1ReC(aP) = &k

Notice that the inner problem for a fixed set {6;} is convex since the objective function

(weighted sum rate) is concave and the constraints are linear. As discussed by Boyd &

Vandenberghe (2004), it is necessary and sufficient to solve the Karush-Kuhn-Tucker (KKT)
conditions given by:

2

1

@%:—, k=1,...,K, b=1,...,B (10)

O 1+ Yo lavkPpok Po
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where 1, denotes the Lagrangian variable to be determined such that ) pyr < Pp. Although
a closed-form solution does not exist, the multiuser waterfilling algorithm for the MIMO
multiple access channel proposed by Yu et al. (2004) can be easily modified to solve the
KKT conditions (10) iteratively. Then, at each iteration it is found a new set of K powers
(pp1,-- -, prx) related to base station b by treating the powers of the other base stations
constant and computing:
1 a2y,
- Oty +Z];£b‘2]k| Pk k. (1)
a |2 | N

The outer problem consists of minimizing the solution of the inner problem with respect to
6, ..., 0. Since the problem at hand is convex, a subgradient method can be suitably applied
as suggested by Bertsekas (1999). The overall algorithm implements the rate-balancing by
allocating the rates proportional to the target rate tuple and it is summarized as follows.

Algorithm 1 Resource allocation for single carrier systems with perfect CSI

1: Initialize 6y € [0,1] for k > 1.
2: repeat
3:  for the fixed set of weights 6y calculate via waterfilling approach (11):

max Z 6 (12)

RGC aP)

4:  Calculate new subgradients
Update the weights 6y
6: until convergence of (9)

9@

3.2 Partial channel state information

For the special case of partial (or statistical) channel state information at the central station,
the optimal power allocation is proposed by Kobayashi et al. (2009) and is the solution of the
following optimization problem:

K
minimize Pout(7,p) =1— [ [ Pr (R > 7¢) (13)
k=1

K N
subject to Z Z pok[n] < Py.

The expression for the outage probability of the system for a fixed power allocation p is given

by:
K

Pout(1,p) =1-] [1 —Pr (Ak(pk) < ck)] ) (14)
k=1
where Ap(p*) = ¥ |api|® ppr and ¢ = 27% — 1. It can be shown that, for a fixed set of powers
= (p1g, - - -, px) of user terminal k, that A (p*) is a Hermitian quadratic form of a Gaussian
random variable and its characteristic function is:

1
qDAk = H

bt (14 sapppe)™

“K+1’ (15)
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where ap, = oy /(M — K+ 1). The widely used upper bound is the Chernoff bound and for
fixed powers p¥ it is defined as:

Pr (Ak(Pk) < Ck) < min D, (o (A) = Fp) (6 PY)- (16)

Using the expression (16) of the Chernoff upper bound for each user terminal k, the outage
probability of the system for a fixed p is upper-bounded by:

K

Pout(1,p) 1= T (1-Flewp")). 17)
k=1

The power optimization based on the exact outage probability does not seem to be feasible
and the algorithm proposed by Kobayashi et al. (2009) searches for the power allocation that
minimizes the Chernoff upperbound. In that work, the authors conjecture that the proposed
algorithm converges to the optimal solution that minimizes the exact outage probability,
although there is no formal proof.

Hence, the corresponding optimization problem is formed as follows:

K
.. A
maximize f({Ar}, {psc}) = [T(1 = e (A, PY)) (18)
k=1
K
subject to Z pok <Py, b=1,...,B
k=1

A>0, k=1,...,K
pkaO, b:1,...,B,k:1,...,K

where the function i (Ag, py) is defined as:

eMCk

(A p) = -

IT @+ Apapeper)™ 5
=1

(19)

The solution of (18) is found by a two-step approach that explores the structure of the objective
function. It is observed that the maximization of f with respect to {A;} can be decoupled into
the minimization of hi over Ay for each k, where /i is convex in Ag. In addition, since f is
concave in {pp }, the overall problem is convex.

The first step consists in minimizing the monotonically decreasing function /1y with respect to
Ak. When the transmission powers are fixed, the optimal value of Ay is given by the solution
of the following polynomial of degree B:

Ck _ . XbkPbk (20)
M—-K+1 =1 1 +/\ktxhkphk'

The second step is the maximization of the concave function (A, p) with respect to ppi. The
Lagrangian function associated with f(A, p) is formed with the introduction of the Lagrangian
multipliers {y;} and the following Karush-Kuhn-Tucker (KKT) conditions conditions for k =
1,...,K are obtained:
hye(Ak, Pr) Ak
1= he(Ae pi) T+ Agrpue

(1)
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Finally, the iterative algorithm which solves the optimization problem (18), i.e. minimizes
the Chernoff upperbound, is listed below. Although a formal proof has not been provided
yet, it is conjectured that Algorithm 2 converges to its optimal solution. At each iteration,
Ak is determined as a unique solution for all k and a fixed set of powers. Regarding the
power iteration, since the objective function (21) is concave in py; when fixing all other powers,
a sequential update of the powers pq,py, ..., pg, P1..- shall converge under individual base
station power constraints.

Algorithm 2 Resource allocation for single carrier systems with partial CSI

1: Initialize p

2: repeat

3:  for each base station do
4 Update A with the solution of the polynomial (20)
5 Update p by evaluating the KKT conditions (21)
6:  end for

7: until convergence of f(A, p)

3.3 No channel state information

When there is no channel state information at the central station, the strategy is to equally
divide the total available power of each base station among all user terminals. Thus, there
is no optimization problem here. Assuming that the maximum power of each base station is

equal to P and defining p £ ppx = P/K, then:

B
2
A=Y lawel” pok
=1

B
=p Y |apl* = AL (22)
b=1

where A{ is a chi-squared random variable with 4(M — K + 1) degrees of freedom. If it is
assumed that o3 = 1 for all links, then the cumulative distribution function of A; is given by
the following expression:

M—K+1 \12M-KD-19 /pr kg \F
p y)} F( p y)' )

Let ¢, = 27% — 1. Under these assumptions, the outage probability of the system is given by:

K B
Pout(v,p) =1—]]Pr (108 (1 + ) lawl? Pbk) > ’Yk)

) =1-exp | b

k=1 b=1
K B
=1-J]Pr (pz |api|? >2"fk—1>
k=1 b=1
K
=1- Pr (A] > ck)
k=1
K

—1-T] (1 - FA;(ck)) . (24)

k=1
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3.4 Performance of resource allocation strategies

Figure 2 shows the outage probability performance versus signal-to-noise ratio for K = 2
user terminals and M € {2,4} antennas. The target rate is fixed to v = [1,3] bpcu (bits per
channel use). The three different power allocation strategies are compared and the baseline
case without network MIMO, where each base station sends a message to its corresponding
user terminal in a distributed fashion, is also shown. The base station cooperation schemes
provides a diversity gain of 2(M — K 4 1), i.e. 2 and 6 with 2 and 4 antennas, respectively.
These gains are twice as large as the case without network MIMO. Moreover, the schemes
provide a additional power gains compared to equal power allocation.

Outage probability

I .Y
174

A perfect CSIT
107*F O statistical CSIT
O equal power

x w/o netwlork MIMO

5 10 15 20 25
SNR per BS [dB]

Fig. 2. Outage probability versus signal-to-noise ratio for M € {2,4} antennas per base
station.

In Figure 3, it is plotted the individual outage probability under the same setting as Figure
2 only for M = 2. Assuming perfect channel state information at the central station, the
proposed waterfilling allocation algorithm guarantees identical outage probability for both
user terminals by offering the strict fairness. Under partial channel state information, the
algorithm provides a better outage probability to user terminal 1 but keeps the gap between
two user terminals smaller than the equal power allocation.

In real networks, there is a need to identify the best situations for the use of coordinated
multicell MIMO. In order to identify the situations where coordinated transmission provides
higher gains, a simulation campaign similar to the one done by Souza et al. (2009a) was
configured. The basic simulation scenario consists of two cells, which contain a two-antenna
base station each. Single-antenna user terminals are uniformly distributed in the cells. At each
simulation step, the base stations transmit the signal to two randomly chosen user terminals,
one terminal at each cell. The channel model that was adopted in these simulations is based
on the sum-of-rays concept and it is described by IST-WINNER II (2007).
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Fig. 3. Individual outage probabilities of each user terminal (UT) vs. SNR with B = K =2
and M = 2.

Basically, the system has two transmit modes. In normal mode, each base station transmits
to only one user terminal by performing spatial multiplexing. In coordinated mode, signal is
transmitted according to the model that is described in Section 2. Let 7, be the cell radius. The

transmit mode of the system is chosen by the function r : [0,1] — R™" which is given by the
following expression:

r(@)=0-=0re (25)
The system operates in coordinated mode if and only if the chosen user terminals are inside
the shadowed area of Figure 4; otherwise, the system operates in normal mode. The size of
the shadowed area is controlled by the variable ¢ in equation (25): if ¢ = 0 the system operates
in normal mode; if { = 1 the system operates in coordinated mode regardless the position of
the user terminals; for other values of ¢ it is possible to control the size of the shadowed area.
Hence, the coordinated transmit mode may be enabled for the user terminals that are on the
cell edges and, consequently, the normal transmit mode is enabled for the user terminals that
are in the inner part of the cells.
Figure 5 shows the performance of the system when v = [1,1] bpcu for given values of .
It is observed that the system performs best when ¢ = 1, because under this configuration
the coordinated mode provides more significant gains for all user terminals. In addition, it
is seen that the gains of the coordinated mode are not significant when transmit powers are
low. Under this power conditions, it is better for the system to operate in normal transmit
mode because it would reduce the load of the feedback channels and signaling between the
central and the base stations. The coordinated transmit mode outperforms the normal mode
only when transmit powers are higher.
The distance between base stations and user terminals impacts the performance of the system
and this is shown in Figure 6. The results in this figure refer to normal and coordinated
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Fig. 4. Simulation scenario.
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Fig. 5. Outage probability versus SNR per base station for v = [1, 1] bpcu

transmit modes for three given value of base stations’ transmit powers. In all cases it is seen
that gains of the coordinated mode decrease when distances increase. It is evident that the
user terminals which are in the cell edges and experience bad propagation conditions cannot
squeeze similar gains from the coordinated mode as the user terminals which are in the inner
area of the cells.

For example, if the user terminals of the communication system are required to operate at a
fixed outage probability of 10~3, the results such as the ones in Figure 6 may provide systems’
administrators with insights into the choice of the transmit mode and transmit powers of each
base stations. In this example, if the system operates in normal transmit mode, signal-to-noise
ratio would have to be equal or greater than 20 dB for the system to provide the performance
which is required by the user terminals and this would be achieved only for distances less
than 350 meters. However, the coordinated mode allows the system to serve the same set of
user terminals in lower signal-to-noise ratio (around 10 dB in this case). On the other hand, if
the base stations transmit with the same power and the system operates in coordinated mode,
then it would be possible to serve all terminals with this required outage probability value.
Figure 7 shows the outage probability maps of the simulation scenario for the case { = 1.
The base stations are positioned in (x1,y1) = (750,750)m and in (xp,y2) = (2250,750)m
and transmit power of each base station is 10 dB. The blue squares indicate the areas where
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Fig. 6. Outage probability versus distance for given values of transmit power.

user terminals achieve the lowest outage probability values and the red squares indicate
where user terminals have higher outage values. Figure 7a shows that the cells have similar
performance when user terminals have the same target rate. On the other hand, Figure 7b
shows the case when the user terminal in cell 2 (on the right side) requires three times the

target rate of the one in cell 1. Cell 2 has worse performance the cell 1 because equal power
allocation is performed.
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Fig. 7. Outage probability map for a) v = [1,1] bits/s/Hz and b) v = [1,1] bpcu

4. Resource allocation strategies for multiple carrier systems

This section is dedicated to the study of allocation strategies for multiple carrier systems.
There are much more variables that impact the performance of these systems when compared
to single carrier systems. That is why the challenge of allocating resources for such systems
deserves special attention.

The difficulties encountered in this general case will be discussed in the next subsections,
where we assume similar assumptions regarding channel state information (perfect, partial
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and no channel state information) similarly to the assumptions that were made for the case of
single carrier systems.

4.1 Perfect channel state information

For the case where perfect channel state information is available at the central station, optimal
power allocation is also found by a generalization of the classical waterfilling algorithm. The
power allocation problem is modeled by a mathematical optimization problem that is solved
using classical techniques. This is the case where the outage of the system is equal to the
probability of y being outside the capacity region C(a, P):

Pout = 1—Pr (7 € C(a,P)). (26)

As well as for single carrier systems, the power allocation is performed by the algorithm that
equalizes the individual outage probabilities. Hence, the following optimization problem has
to be solved:
. KRy
min  max Z Wy —, (27)
Lwi=1ReC(a,P) (= &k
where Ry is given by equation (3). Again, the inner optimization problem consists of
maximizing the total system’s capacity for a fixed w = (wq, wy, ..., wk) and its solution can
be found by applying the dual decomposition technique presented by Boyd & Vandenberghe
(2004). The outer problem is identical to the one of the single carrier systems and it also
consists of calculating subgradients and updating the weights. The overall algorithm is the
same as Algorithm 1 and shall not be repeated in this subsection.

4.2 Partial channel state information

A feasible closed-form solution for the power allocation problem in multiple carrier systems
with network MIMO has not been found yet. The proposal made by Souza et al. (2009b)
consists of an iterative algorithm that finds the optimal number of allocated carriers as well as
the optimal power allocation in multicell MIMO systems based on heuristics.

The solution to this problem was inspired by studies which demonstrated that, when N > 2
and considering the statistical channel knowledge, a closed-form for the outage probability
can result in a complex and a numerical ill conditioned solution. The initial studies of Souza
et al. (2009b) also included the analysis of Monte Carlo simulation results. of a very simple
scenario with two base stations (equipped with two antennas each) and two user terminals.
For this scenario the outage probability for different values of SNR and carriers, when the
target rate tuple is ¢ = [1,1] bits per channel use and the both links have the same noise
power, was evaluated. Results are presented in Figure 8. It is observed that the optimal
strategy sometimes consists of allocating only a few carriers, even when more carriers are
available. Hence, depending on SNR values, the distribution of power among carriers can
result in rate reduction and increased outage of the system. Besides, frequency diversity gain
only can be explored after a certain SNR value which is dependent of the number of carriers
considered.

It was observed that the solution found in single-carrier case cannot be directed applied to the
multicarrier case because the gains provided by frequency diversity were inferior to the loss
due to the division of power between carriers. The proposed algorithm exploits this trade off
and minimizes the outage probability of the system.
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Fig. 8. Outage probability as a function of SNR

The heuristic solution is presented below. Let {p;, [11] } be the optimal power allocation for the
multiple carrier case and {6}, } be the auxiliary variables that completely describe the power
allocation so that the transmit power of each base station and each carrier can be defined as:

* * b
Pikln) = 0y (28)

with ) 6, = 1forb =1,...,B. The solution is based on iterative calculations of the variables
that represent the optimal power allocation and it is described by the Algorithm 3. Initially,
equal power allocation is applied for each terminal and the optimal number number of carrier
is defined as the total number of available carriers. In the next step, the optimal number
of carriers is calculated based on the outage probability metric. Finally, for each carrier the
optimal power allocation is obtained minimizing the Chernoff upperbound. The number of
allocated carriers and the transmission powers are updated iteratively and minor optimization
problems are solved until the convergence of the algorithm.

4.3 No channel state information

If there is no channel state information at the central station, the strategy is similar to the
case of single-carrier networks and the total available power is divided among all carriers of
the user terminals. Again, there is no optimization problem. The transmit power from base
station b to user terminal k at carrier n is p = P,/KN and it means that Af, = p Y [ay[n] |2.
Hence, the outage probability of the system is:

Pout(7, p —1HPr< Zlog 1+Akn)>'yk>

n=1

N
zlfHPr (]‘[ (1+Af,) 2‘\’%), (29)
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Algorithm 3 Resource allocation for multiple carrier systems with partial CSI

1: Initialize 6y = 1/Kforb=1,...,Bandk=1,...,K
2: Initialize Nopt = N
3: repeat
4: Calculate pbk[n] = Gkab/Nopt
Find Nopt which minimizes the outage probability
Update pyx[n] = 0y Py/ Nopt
for each carrier do
Solve the single carrier optimization problem (18)
end for
10:  Update 0 fork=1,...,K
11: until convergence

where A} is a chi-squared random variable with 4(M — K + 1) degrees of freedom and its
cumulative distribution function is given by:
2(M—K+1)—1 k
M—-K+1 1 /M—K+1
=1 g [ (MK o
p =0 : p
It is quite difficult to evaluate the analytical expression (29), but approximated values of the

outage probability of the system may be easily found with Monte Carlo simulations.

4.4 Performance of resource allocation strategies

We considered a simulation scenario that consists of B = 2 base stations with M = 2 antennas
each and K = 2 single-antenna terminals. Since 6, = 1 — 6, in this case, it is sufficient to
find the variables 617 and 651. So, the results are presented in terms of the optimal values of
611 and 61 and the optimal number of allocated carriers Nopt.

The optimal values of 6 and Nopt, for the scenario where the target rate tuple is v = [1,1]
bits per channel use and when the both links have the same noise power, are presented in
the Figure 9. As expected, 611 and 6,; have the same values since the channel conditions
and target rates are the same. Besides, as already observed, in order to minimize the outage
probability, the optimal number of allocated carriers Nopt was found and it is greater than 1
only when SNR is above a certain value (around 9 dB in these simulations). Hence, in this
scenario, both terminals are allocated with equal power and the system outage is minimized
only for the optimal number of allocated carriers.

On the other hand, when the terminals have different rate requirements (y = [1,3] bpcu),
more power is allocated to the terminal with the highest target rate in order to minimize the
outage probability (see Figure 10). However, this power difference only happens when SNR is
greater than a certain value (9 dB in this case) because in the low SNR regime the single carrier
optimization subproblem cannot be solved. In this scenario, the minimum system outage is
only achieved with one allocated carrier, more carriers are allocated only when SNR values
are greater than 19dB.

Figure 11 presents the results for the scenario where noise power of the links is different
(asymmetric links). The noise power is modeled as follows: ¢;; = agjj fora < 1,i,j = 1,2
and i # j. Considering a = 0.5, it is possible to see that the algorithm allocates more power to
the links which are in better conditions. This fact is observed specially for intermediate values
of SNR; in the high SNR regime the allocation approximates to the equal power allocation
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because the difference of performance of the links decreases as the total available power

increases.

Finally, Figure 12 shows the performance of the multicarrier system with perfect and partial
channel state information. These curves represent the performance that may be achieved
with the respective optimal allocation strategies together with the optimization of number
of allocated carriers. Is has to be remarked that, for a given number of carriers, strategies for
perfect and partial channel state information present similar trend as equal power allocation

(see Figure 8).
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5. Distributed diversity scheduling

In this section it is considered the importance of user scheduling when the number of user
terminals is greater than the number of transmit antennas per base station. In order to apply
the zero-forcing beamforming for each base station in a distributed manner, a set of K<M
user terminals shall be selected beforehand. It is assumed that the user scheduling is handled
by the central station together with the power allocation for a system with B base stations
with M antennas each. In this section, the Distributed Diversity Scheduling (DDS) scheme
that was proposed by Kobayashi et al. (2010) is presented. This scheme achieves a diversity
gain of By (M — K+ 1) and scales optimally with the number of cooperative base stations as
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well as user terminals while limiting the amount of side information necessary at the central
station and at the base stations.
Basically, the proposed scheduling scheme can be described as follows. Assuming local
channel state information, each base station chooses its best set of user terminals over the
predefined partition and reports the corresponding index and value to the central station. For
its part, the central station decides and informs the selected set to all base stations. Finally, the
selected user terminals are served exactly in the same manner as the previous case of K < M.
Let S,U denote the set of all K users, the K selected users, with |S| = K, |U] = K,
respectively. In addition, let Q(K) be the set of all possible user selections, i.e., Q(K) =
{L{ UcCsS, U=k } for K < M. Then, the equivalent channel from the base stations to
the selected users is:

Yk = afuk + z, k€U, (31)

which is a MISO channel with a* = [aj; - ag] and u* = [ /prese- - \/msBk]T. For
convenience, we only consider the diversity order of the worst user and refer it as the diversity
of the system hereafter. Since the diversity order of a given channel depends solely on the
Euclidean norm of the channel matrix, the following user selection scheme maximizes the
diversity of the system:

U* = arg, bnga)g(g{rgbr{lHakHz. (32)

Unfortunately, this scheduling scheme has two major drawbacks: 1) it requires perfect
knowledge at the central station on {a;}, which is crucial for the scheduling, is hardly
implementable as aforementioned, and 2) the maximization over all |Q(K)| = (g) possible
sets U grows in polynomial time with K.

To overcome the first drawback, the following selection scheme is used:

: 2
Ua = argy max maxmin oy 3%)
This means that base station b selects the set I/ that maximizes minc;, |ap|*> and sends both
the index of the set and the corresponding maximum value to the central station. Upon
the reception of B values and the corresponding sets from the B base stations, the central
station makes a decision by selecting the largest one. Therefore, only a very small amount
of information is sent through the links between the base station and the central station. To
address the second drawback, the choices of I are narrowed down to ¥ = K/K possibilities
(It is assumed that « is integer for simplicity of demonstration, but it can be shown that the
same conclusion holds otherwise):

Ps = {Uy,lUy,..., U}, JUi=S UinUj=0,Vi#j, U] =K, Vi. (34)
i

In other words, Pg is partition of the set of all users §. Furthermore, it is assumed that the
partition Pgs is fixed by the central station and known to all base stations. Hence, the proposed
scheduling scheme selects the following set of users:

Uy = arg,, max max min |ay|2. 35
d = ATy O P hetd a0t (35)

To summarize, the scheduling scheme works as described in Algorithm 4.
An example of two base stations and six user terminals is shown in Figure 13. In this
example, in order to serve two user terminals simultaneously, a partition of three sets is
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Algorithm 4 Distributed Diversity Scheduling (DDS)

1: Central station fixes a partition Pg and informs it to all base stations

2: Base station b finds maxyep, mingcy |apk|? and sends this value and the index of the
maximizing set U to the central station

3: Central station chooses the highest value and broadcasts the index of the selected set Ly
as defined in (35)

4: All base stations serve the user terminals in U4 simultaneously

set1: ™. N
j | ‘~ N
O
y L )
BSlj “ ‘</ D ,/
J /
. SN /
VA v set 3
- _"‘l/ \‘ /, ~~~~~
N V /’A‘ /,/“ V )
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] / y
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BS2j ;0 s o
/ /}/

set 2 .~

Fig. 13. An example scenario of user scheduling with two base stations and six user
terminals.

fixed by the central station. With local channel state information, each base station compares
the coefficients minc;, |ay|> for all three sets U, finds out the largest one and sends the
corresponding “index(value)” pair to the central station. The central station compares the
values and broadcasts the index of the selected set (set 1 in this example).

Figure 14 shows the outage probability versus signal-to-noise ratio when there are more users
than the number of served users, i.e. K > K = 2. Assuming the same setting as Figure 2
for M = 4, the distributed diversity scheme is applied to select a set of two users among
K € {2,4,6}. Once the user selection is done, any power allocation policy presented in
Sections 3 and 4 can be applied. However, it is non-trivial (if not impossible) to characterize
the statistics of the overall channel gains in the presence of any user scheduling. Hence,
it is illustrated here only the performance with equal power allocation in the absence of
channel state information. As a matter of fact, any smarter allocation shall perform between
the waterfilling allocation and the equal power allocation. It is observed in the figure that
diversity gain increases significantly as the number K of users in the system increases.

6. Conclusions

In this chapter, we reviewed the litterature on the power allocation problems for coordinated
multicell MIMO systems. It was seen that the optimal resource allocation is given by the
waterfilling algorithm when the central station knows all channel realizations. Assuming
a more realistic scenario, we also reviewed the solutions for the case of partial channel
state information, i.e. local channel knowledge at each base station and statistical channel
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Fig. 14. Outage probability vs. SNR for many users with B = K=2and M = 4.

knowledge at the central station. Under this setting, it was presented an outage-efficient
strategy which builds on distributed zero-forcing beamforming to be performed at each base
station and efficient power allocation algorithms at the central station.

In addition, in the case of a small number of users K < M, it was proposed a scheme
that enables each user terminal to achieve a diversity gain of B(M — K+ 1). On the other
hand, when the number of users is larger than the number of antennas (K > M), the
proposed distributed diversity scheduling (DDS) can be implemented in a distributed fashion
at each base station and requires only limited amount of the backbone communications.
The scheduling algorithm can offer a diversity gain of B%(M — K +1) and this gain scales
optimally with the number of cooperative base stations as well as the number of user
terminals. The main finding is that limited base station cooperation can still make network
MIMO attractive in the sense that a well designed scheme can offer high data rates with
sufficient reliability to individual user terminal. The proposed scheme can be suitably applied
to any other interference networks where the transmitters can perfectly share the messages to
all user terminals and a master transmitter can handle the resource allocation.
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1. Introduction

Multiuser orthogonal frequency division multiplexing (OFDM) is a very promising multiple
access technique to efficiently utilize limited RF bandwidth and transmit power in
wideband transmission over multipath fading channels. When a wideband spectrum is
shared by multiple users in multiuser OFDM-based systems, different users may experience
different fading conditions at all subcarriers. Each user is assigned a subset of all subcarriers
by some allocation algorithm. Thus, multiuser diversity can be achieved by adaptively
adjusting subcarrier, bit, and power allocation depending on channel status among users at
different locations (Wong et al., 1999a). In (Wong et al., 1999a), Wong applies a Lagrangian
optimization technique and an iterative algorithm to solve the subcarrier, bit and power
allocation problem. The suboptimal scheme for the NP-hard joint optimization problem is
decoupled into two steps while it has a high computational complexity. A sub-optimal
algorithm has been proposed to solve a related problem (Wong et al., 1999b). In (Wong et
al., 1999b), Wong presents a real-time subcarrier allocation (SA) algorithm. It is a two-phase
algorithm, including the constructive initial assignment (CIA) and the subcarrier swapping
steps. The initial subcarrier allocation algorithm needs to pre-determine the numbers of
subcarriers for each user before the allocation process starts. The performance of the SA-
based algorithm will be compared in the simulation. In (Kim et al., 2006), Kim shows that
the allocation problem in (Wong et al., 1999a) can be transformed into an integer
programming (IP) problem. The branch-and-bound algorithm (Wolsey, 1998) can be
employed to find the optimal solution of the allocation problem which has exponential
computational complexity in the worse cases. We utilize the approach to obtain the optimal
solution as the performance bound for comparison.

Evolutionary algorithms (EA) are used to solve extremely complex search and optimization
problems which are difficult to solve through simple methods. EAs are intended to provide
a better solution, as it is based on the natural theory of evolution. Evolutionary algorithm
(EA)-based schemes have been applied to solve subcarrier, bit, and power allocation
problems (Wang et al., 2005) (Reddy et al., 2007) (Reddy & Phora, 2007) (Pao & Chen, 2008).
In general, chromosomes can be designed with binary, integer, or real representation. The
chromosome lengths are related to the number of subcarriers. Each element in the
chromosome is a subcarrier allocated to a user. In this research, a subset of subcarriers can
be assigned to one user depending upon the availability of subcarriers at a particular time
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(Wong et al.,, 1999a) (Wong et al., 1999b) (Kim et al., 2006) (Wang et al., 2005) (Reddy et al.,
2007) (Reddy & Phora, 2007) (Pao & Chen, 2008). In the methods (Wang et al., 2005) (Reddy
et al., 2007) (Reddy & Phora, 2007), chromosomes with “good” genes are added in the initial
population to improve the convergence rate. This concept is also adopted in the scheme (Pao
& Chen, 2008) which generates a chromosome with good genes by employing the CIA
method (Wong et al., 1999b) in the proposed ES-based schemes. It is believed that a better
initial subcarrier assignment could achieve better performance (Wang et al., 2005) (Reddy et
al., 2007) (Reddy & Phora, 2007) (Pao & Chen, 2008). The ES-based scheme (Pao & Chen,
2008) uses the integer representation for the solutions. In this paper, an encoding scheme is
discussed about the mapping between the binary-string representation and the integer
representation in the solution.

In this paper, a hybrid evolutionary algorithm (HEA) is proposed to solve the subcarrier, bit,
and power allocation problem. The HEA is an EA-based approach coupled with a local
search algorithm. The concept of a HEA can be found in (Miller et al., 1993) (Kassotakis et
al, 2000) (Quintero & Pierre, 2008). A local search algorithm intends to perform
optimization locally, while an EA tries to achieve optimum globally. There are two EA-
based natural selection schemes (NSS), NSS-I and NSS-II, presented for the allocation
problem and compared in this paper. NSS-I is a novel scheme proposed in the paper and
NSS-II is adapted from (Wang et al., 2005). Every step of these two evolutionary algorithm-
based natural selection schemes is addressed in details in this paper. The recombination
operation in the proposed NSS-I considers the difference between two chromosomes. The
recombination operation in NSS-I would re-assign a specific subcarrier to different users. A
better solution could be found through the proposed natural selection scheme. The
similarity and the difference between chromosomes are not considered in the recombination
operation in NSS-II (Wang et al., 2005). It makes the recombination operation in NSS-I more
efficient than that in NSS-II (Wang et al., 2005). One local refinement strategy is proposed to
re-assign the “free” subcarriers to provide better performances, and aims to enhance the
convergence rate. The simulation results show that the proposed hybrid evolutionary
algorithm (HEA)-based scheme with the integer representation converges fast, and the
performance is better and close to that of the optimum solution with the judicious designs of
the recombination operation, the mutation operation, and the local refinement strategy.
Besides, an adaptive scheme for time-varying channels is also proposed to provide
competitive performance with the reduction of the population sizes and the number of
generations.

2. System model

Assume the system has K users and N subcarriers. A subset of N subcarriers is assigned to a
user, and the number of bits is also determined on downlink transmission. {hn,k} denotes the
channel gains over all N subcarriers for the k-th user at subcarrier n. The number of bits of
the n-th subcarrier assigned to user k is 7, , . The required received power f, at a particular
data error rate is a function of bits per symbol r, , . It is not allowed a subcarrier is shared
among different users. Therefore, we define

1, ifr,,#0
Pug =

O’ lf Tn,k =0 (1)
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The variable p, , is either 1 or 0, and the sum of all p, ,is equal to 1 for any particular n. The
required transmit power can be expressed as

P=3" > fk( )n, @

Data rates {Rl,Rz,..., RK} are predetermined parameters for each user. The bit error rate
must be ensured at a certain level to meet the service quality. The subcarrier, bit and power
allocation problem for the minimization of total transmit power is formulated as

Tk +Pn k

. f n
Min Zn 1251 k;gzkk)

subject to Zilpﬂ,k =1, forn=1,2,..N and z:;lrﬂ,k =R, fork =1,2,..,.K 3)

This nonlinear optimization problem could be solved by employing integer programming
(IP) (Kim et al., 2006). Therefore, the formulation to achieve the optimal bound for the
performance comparison is briefly summarized as follows (Kim et al., 2006). If
1, €{0,1,.., M}, then

fi(ri) €40, fe (1) (M)} )

A new indicator variable y, , , is defined as

1, if p,,=1landr,, =
7nk7_{ * ! ©)

10, otherwise
where r€{0,1,..., M} . For a particular subcarrier n, the value of 7,,, mustbeOorl. y,,, is
an indicator. 7, ,, =1 means that the nth subcarrier is assigned to the kth user with the rth
modulation. Zi oYk, =1 means that only one type of modulation is employed for that
user. For other users, ZZ oVui,» =0 because the nth subcarrier is not assigned to the other
users. Zio Vui, is either 1 or 0. Therefore, when more than one subcarrier (by observing

different 1) is assigned to one user, Z:\i oVni, 1is either 1 or 0. The problem formulation is

presented for the use of the branch-and-bound to solve the problem. It follows that (4) is
rewritten as

fk(rn,k)zzi\i()?/n,k,rfk(r) (6)

The required transmit power (2) can be re-expressed as

pP= ii{imr ", }Pnk @)

n 1
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The indicators y,,, and p,, arerelated as
M
pn,k = zr:oymkﬂ (8)
and we have

yn/k,r : pn/k = j/n,k,r . (9)

(7) is rewritten as a linear cost function:

LEDIN I Yy f;;z(:) (10

A linear integer programming-based branch-and-bound algorithm (Wolsey, 1998) can be
employed to solve this problem. In general, integer programming is a full-search approach
which needs exponential time. Therefore, we proposed a suboptimal scheme to solve the
subcarrier, bit, and power allocation problem for OFDMA systems.

3. Encoding schemes

One encoding scheme is required in the implementation of the EA-based schemes. Here, an
encoding scheme is presented for the mapping of the possible solutions between the binary-
string representation and the integer representation. In the proposed scheme, the
chromosome lengths are related to the number of subcarriers. Each element in the
chromosome contains a user index which means a subcarrier allocated to the user. A subset
of subcarriers can be assigned to a user.

First, we introduce the encoding scheme with integer representations. Referring to Table 1,
each chromosome represents one solution. The chromosome with N elements denotes a
subcarrier assignment solution to the optimization problem. Each element in the
chromosome represents a subcarrier assignment, and its value is coded as an integer at the
range of 1 to K that stands for an index of a user. For example, the first element in the first
chromosome is 2. It means that the 1st subcarrier is assigned to the 2nd user. The union of
these chromosomes is called the population as shown in Table 1. The chromosome lengths
of N are equal to the number of total subcarriers, and are not varied for different numbers of
users. The size of the population should make the possible solutions diverse enough for
finding the optimal solution.

N subcarriers
A —

— —
1st | 2nd | 3rd | 4th | 5th | 6th | 7th | Nth

2 2 8 5 1 4 2 3

g 1 3 6 2 2 4 1

2 6 1 5 6 2 3

3 4

Table 1. The integer representation
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In general, chromosomes can be designed with binary, integer, or real-valued
representation. Encoding methods are discussed in details in (Coley, 2003). Referring to
Table 1, we assume there are 8 users in the example. The number of bits for encoding the
user index into the binary-string representation should be sufficient to fulfill the
presentation needs associated with the number of users. For example, the maximum
number of users which can be represented with 3 encoding bits is 2* = 8.

User 1 2 3 4 5 6 7 8
Binary | 000 | 001 | 010 | 011 | 100 | 101 | 110 | 111

Table 2. A typical example of the encoded binary-string representations for 8 users

Table 3 is an example of a three-bit encoding scheme for the mapping between the binary-
string representation and the integer representation. By taking the first chromosome in
Table 1 for example, the binary-string representation based on Table 2 is obtained as:

Subcarrier | 1st | 2nd | 3rd | 4th | 5th | 6th | 7th | Nth
Real 2 8 5 1 4 2 3
Binary 001 | 111 | 100 | 000 | 011 | 001 | 010

Table 3. A typical example of a three-bit encoding scheme

The encoded binary-strings are equally distributed among users. One or more than one
encoded binary-string representations may be mapped to a particular user. Table 4 shows
an example when the number of user is less than the number of the combinations with 3
encoding bits. Referring to Table 4, “000” and “001” stand for user 1; “010” and “011 stand
for user 2; “100” and “101” stand for user 3; “110” and “111” stand for user 4. If each user
has the equal number of the encoded binary-string representations, then it means each user
has equal subcarrier assignment probability during the iteration process. Under some
circumstances, each user would not have the same assignment probability, such as 6 users
with 3 bits to encode. If the length of the binary-string associated with the number of bits is
not long enough, the unequal assignment probability would happen. Long binary-string
encoding is preferred with this mapping method. Other mapping method can also be
designed to avoid this requirement of the long binary-string encoding such as the modulus
operation.

User 1 2 3 4
Binary | 000 [ 001 [ 010 [ 011 | 100 | 101 | 110 | 111

Table 4. A typical example of the encoded binary-string representations for 4 users

Note that the number of encoding bits is predetermined and related to the number of users.
Both representations for the solution are able to be utilized in the following proposed EA-
based allocation schemes.

4. Proposed evolutionary algorithm-based allocation schemes

The evolutionary algorithm (EA) (Back, 1996) (Spears, 2000) is proposed to search optimum
solutions, which can be traced to at least the 1950s. Two typical approaches in evolutionary
computing methodologies are “evolutionary strategy (ES)” and “genetic algorithm (GA)”.
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GA emphasizes on recombination process; ES makes use of both mutation and
recombination procedures. The basic structure of the evolutionary algorithm consists of four
operations, including selection, recombination, mutation, and fitness evaluation.

Fig. 1 illustrates the processing block diagram of the proposed HEA-based scheme in this
paper. The scheme provided in Table 1 is one subcarrier for one gene to construct a
chromosome and procedures are followed in all papers (Wang et al., 2005) (Reddy et al.,
2007) (Reddy & Phora, 2007) (Pao & Chen, 2008). The encoding design can be integer,
binary, or real-value. The subcarrier allocation method of Wong et al. (Wong et al., 1999b) is
utilized to create one chromosome with good genes in the initial population, where the
numbers of subcarriers are predetermined for all users. In this paper, one subcarrier for one
gene and random allocation creates the other chromosomes in the initial population. The
predetermined numbers of subcarriers for users would be adjusted while performing the
proposed algorithm.

There are two natural selection schemes for the allocation problem presented in this paper.
Every component of these two schemes is discussed in details as the following.

| Initial Population [—|  Fitness Evaluation |

Fitness Evaluation

Local Refinement
Strategy

Fig. 1. Block diagram of the hybrid evolutionary algorithm-based scheme
A. Natural Selection Scheme I (NSS-I)

The natural selection scheme (NSS-I) is proposed for solving the allocation problem with the
judicious designs of the recombination operation, the mutation operation, and the local
refinement strategy.

A.1 Initialization of the Population
The initial population of size A, is composed of one chromosome generated by the CIA
procedure (Wong et al.,, 1999b) and A, -1 chromosomes created by randomization. The

major merit of the CIA procedure is to select subcarriers with better channel conditions for
the users according to the predetermined number of subcarriers per user. According to the
CIA procedure (Wong et al., 1999b), the numbers of subcarriers assigned to users have to be
determined in the beginning. However, in the problem under consideration, the optimum
number of assigned subcarriers for each user is unknown. The numbers of subcarriers
assigned to users are equal in the initialization phase. Note that the numbers of the
subcarriers are temporarily preset in the initial population and they would be adjusted as
the number of the generations increases for approaching those of the optimal solution. It
does not mean the numbers of subcarriers for the final solution have to be determined in the
beginning with the proposed scheme. Table 1 shows a typical example of the integer
representation in the EA-based allocation scheme.
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A.2 Selection

The fitness function is defined as the transmit power evaluated by a bit loading approach.
After sorting, 1 chromosomes associated with the u largest values of fitness evaluation are
selected from the population of size A, , and saved in the mating pool, while the rest A, —
chromosomes are deleted. The number of chromosomes x that are kept in each generation
is fixed. The new offsprings of size A, =A, —u will be generated in the next step. The
population size of A= u+A,—u to evaluate the fitness is not changed for each
generation. Besides, the best one chromosome is kept independent at each generation in
order to hold the convergence of the solutions. If the current best chromosome is superior to
the one in the last generation, the best chromosome is replaced. The problem under
consideration is to find the allocation solution which minimizes the transmit power. Due to
the property of the minimization problem in communications with wireless channels under
consideration, the scheme keeps one best chromosome to make the solution continue to
improve in the sense of the minimization of power.

A.3 Recombination

Two chromosomes (x f,xm) are randomly and iteratively selected from the mating pool of
4 chromosomes to produce two new offsprings (x}, x;”) (Back, 1996) (Siu et al., 2005). The
differences between genes are utilized in the recombination procedure. The rule can be
represented as

Xy xp +grk(xf -xm) and x), «x, + grk(xf -xm) (11)

where the step size g, has the inequality 0 < g, <1. The coefficient k is defined as

(12)

1’ Zf u(0’1)<pr
0, if U(0,1)>p,

where U(0,1) is a value generated by a random number generator with the uniform
distribution of [0,1]. From equation (11), some elements in chromosomes x, and x, would
be changed if the genes are different. That is, a specific subcarrier is assigned to different
users. The parameters, g, and p,, are used to change the value of the element in the
chromosome, i.e. to re-assign a specific subcarrier to another user. A better solution could be
found through the natural selection scheme. Note that elements in (x}, x:”) are rounded off

to integers. The ;, chromosomes and the new offsprings of size 4, = 4, — i are merged to be
aset of 4, chromosomes for mutation.

A.4 Mutation

The concept of mutation is to prevent the solution trapped into a local minimum. Mutation
points are randomly selected from the population of size A,. The mutation probability P,
is defined by the fuzzy logic technique that provides an effective concept for dealing with
the problem of uncertainty and imprecision (Lee, 1990). The fuzzy logic controller (FLC) is
thus utilized based on this concept to provide the adaptive mutation probability during the
optimization process. Average variance alleles (AVA) (Herrera et al., 1994) are used to
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determine the mutation probability. An AVA is employed to measure the difference among
chromosomes by monitoring the population diversity and correlation. An AVA is a dynamic
parameter in the process of the EA-based natural selection schemes. The mutation
probability P, is defined by the fuzzy logic controller (FLC) with the AVA parameter as
following;:

If the current AVA is greater than the averaged AVA, the mutation probability should
increase and vise versa. AVA is calculated per each generation. AVA is low when the A,
chromosomes are quite similar. The adaptive mutation probability adjustment scheme is
given as the following;:

3 +52$, if AVA>AVA
B, = VA (13)
-5="= if AVA<AVA

" T AVA

where AVA = 27:12;:(3 _§j)2/NAl , S :leslj/N , and §j = ziAle,-j/A1 ; “—" denotes
an average value. S, i.e. the population of size A, is an A,-by-N sample matrix whose
element has the sample value S, ;. & is a constant to control the amount of the change in the
mutation probability for every generation. The mutation probability P, is held in the range
of [Rﬁ‘”””,PnL,W ”J . If the instant probability P, is larger than the upper mutation probability
P or smaller than the lower mutation probability P , the current probability P, is
reset to the initial value to continue the process. The number of mutation points is P, - A,
which is rounded off to an integer. The mutation points are randomly selected from the
population of size A;. The values of the elements for the selected mutation points are
randomly changed to an integer value at the range of 1 to K. The mutated population of size
A, together with the best one chromosome is merged to have the population of size A, +1 .

A.5 Fitness Evaluation

The fitness is defined as the required transmit power. In the evaluation of the fitness for
each chromosome in the population of A, +1, a bit loading approach by using the water-
filling technique is employed. It is the optimal algorithm to load bits in a single-user
environment (Hughes-Hartogs, 1989) (Lai et al., 1999). As each chromosome has the solution
of the subcarrier assignment for each user, the water-filling technique can be applied to
solve the bit loading problem. After the fitness evaluation, one chromosome with the worst
fitness is deleted if the best chromosome is updated. If the best chromosome is not replaced,
the one identical to the best chromosome in the population of size A, is deleted. The
population size is still A, for the next generation.

Finally, we iteratively perform the previous steps until the algorithm reaches the
convergence condition.

B. Natural Selection Scheme II (NSS-1I)

The second natural selection scheme is adapted from (Wang et al., 2005) with further
investigation and detailed discussions. The performance will be compared with that of the
proposed NSS-I in the simulation results. The related recombination and the mutation
operations are addressed below.
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B.1 Initialization of the population

The scheme presented in (Wang et al., 2005) has suggested that good genes should be
added in the initial population to improve the convergence rate. For fair comparisons, the
initial populations of the size B, are also composed of one chromosome generated by the
CIA procedure (Wong et al., 1999b) and B, -1 chromosomes generated by the randomized
assignment. The representation for the solution is the same as in Table 1 with integer-values.

B.2 Selection

After sorting, B, chromosomes associated with the B, largest values of the fitness
evaluation are selected from the population of size B,. B,is the population size of the
selected chromosomes. The remaining B, — B, chromosomes are saved in the mating pool.
Besides, the best one chromosome is also kept independently in order to hold the
convergence of solutions.

B.3 Recombination

One half of the B, —B, chromosomes are selected as parents by the following procedure,
and then the two-point crossover by the rank weighting (Spears, 2000) is performed in our
implementation. The first step is to give a random value for each chromosome. After sorting

B, - B, chromosomes in the mating pool

—
Chromosome 1 2 | e B,-B;
Random value 0.04

Chromosome 1 2 20 | eeeens B, ;Bz
ZNW p* Ny 20-N,,, —190 1
i L Neewr - -
S DY S| e

Parents are determined by a random generated value, r

AEsE

512

| 1 parent

SOUWOSOWOIY))

g |5 [s [ 7]

N subcarriers
Fig. 2. Illustration of the recombination operation

the random values associated with the chromosomes, the first half of the B,-B,
chromosomes are selected as parent chromosomes while the others are deleted. After
choosing chromosomes, the rank weighting method is to produce a probability P.* for each
chromosome and the cumulative probability is obtained by Zfik;”” P.* . The chromosomes
are selected from the mating pool to produce new offsprings. Here is the definition of the
probability for each chromosome, P, *:

i
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P =Ny, —i+1) /3 i (14)

Where i stands for an index of a chromosome; N,,, is the value of (B,-B,)/2. A
randomly generated value, r, is to check if r is between P * and P, *. If it is true,
chromosome i associated with P * is selected as one parent. The above process of
generating a random number r is repeated in order to find a pair of chromosomes. Figure 2
illustrates the procedure of the parent chromosomes’ selection. The two chromosomes are
selected as parents to perform the two-point crossover. There are (B, —B,)/2 offsprings
generated. The recombination operation in NSS-I considers the similarity and the difference
between two chromosomes. It makes NSS-I more efficient than the recombination operation
in NSS-II. The effect can be observed in the simulation.

B.4 Mutation

The concept of the mutation is to prevent the solution trapped into a local minimum. The
mutation points are randomly selected from the merged population of size B, , which is

composed of the B, chromosomes, the (B;-B,)/2 parent chromosomes, and the

(B,-B,)/2 new offsprings. The population size in the mutation step is

BlszJrBl_B%JrBl_B%.

The mutation probability P, * is adjusted adaptively. The mutation probability is increased
if no better chromosomes are found in the consecutive generation. The parameters are set in
the same manner as (Wang et al., 2005). The mutation probability P, * is held in the range
of [Rﬁ"“’”’*,l?,ﬁf””"*} . The mutated population of size B, together with the best one
chromosome is the population of size B; +1.

*

B.5 Fitness Evaluation

Before the evaluation of the fitness for each chromosome, the best one chromosome in the
last generation is added. Again, in the evaluation of the fitness for each chromosome in the
population of size B, +1, the water-filling technique (Hughes-Hartogs, 1989) (Lai et al. 1999)
is used to load bits to subcarriers. After the fitness evaluation, one chromosome with the
worst fitness is deleted if the best chromosome is updated. If the best chromosome is not
replaced, the one identical to the best chromosome in the population of size B, is deleted.
The population size is B, for the next generation. Finally, we repeat the previous steps until
the algorithm achieves the convergence condition.

C. Local Refinement Strategy

Referring to Fig. 1, the local refinement strategy (LRS) is performed after the fitness
evaluation. For a given solution associated with a chromosome, some subcarrier assigned to
a user may not be employed if the situation of no modulation (no transmission) on that
subcarrier occurs. It means that the channel condition of this specific subcarrier is relatively
bad for the user. The specific subcarrier is set to be free in our proposed approaches. The
step of LRS is proposed to enhance the performance by re-allocating the free subcarrier to
another user. It is to assign the specific subcarrier to a user who provides the maximum total
transmit power reduction. After the operation of the bit loading for the chromosomes, then

we check if there is a free subcarrier 7 which has been assigned to userk. The free
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subcarrier is assigned to user k which results in the maximum required total transmit power
reduction. After the subcarrier re-assignment operation, the process continues until there is
no free subcarrier.

D. Adaptive Scheme

As wireless channels vary gradually but slowly for this type of allocation problems, the
channel fading condition could be similar in adjacent allocation time slots. Based on this
concept, the solutions obtained in adjacent allocation time slots could be similar. Owing to
the property of wireless channels, the final solution of the previous processing time slot may
be included in the initial population for the current time slot allocation process to speed up
the convergence rate. If a better solution is applied in the initial population, the evolutionary
algorithm-based schemes could converge faster and the population size could be reduced in
the adaptive manner. The computational time would be further improved because of less
possible candidate solutions and less generations to provide competitive performance. With
the adaptive manner, the proposed algorithm may be performed with a large number of
generations and a large population size in the first allocation time slot. In the followed
consecutive allocation time slots, the final solutions in the last allocation time slot are
utilized as a portion of the initial population in the current allocation time slot. As a smaller
size of population and a smaller number of generations are employed to perform the
algorithm to obtain the final solution, the computation cost can be reduced.

5. Simulation results

The frequency selective wireless channel model used in (Dong et al.,, 2001) is adopted.
Perfect channel estimation is assumed. Each user has the same requested data rate. The
channel power of the received signal for each user is varied because of the various path
losses at the different locations. The set of the switching levels in (Torrance & Hanzo, 1996)
for the modulation types is employed. All the following experiments are conducted under
the channel conditions with the same statistics. The simulation parameters are listed in
Table 5. In the initialization of the population, the numbers of subcarriers assigned to users
are equal. The subcarriers are assigned to users by the CIA procedure (Wong et al., 1999b)
and the randomized assignment. For fair comparisons, the sizes A, and B, of the initial
populations are the same. The ratio x#/ A, =1/7 is selected in our proposed scheme
according to a selection mechanism (Siu et al., 2005). The mutation probability in the NSS-I
scheme can be set small because the new offspring of size A, are formed by u
chromosomes with higher fitness. The parameters for NSS-II are set in the same manner as
(Wang et al., 2005). In the simulation, the chromosome lengths are equal to the number of
total subcarriers. Each element in the chromosome contains a user index which means a
subcarrier allocated to the user. The chromosome length is fixed. Table 3 is an example of a
3-bit encoding scheme for the binary-string representation. By taking the first chromosome
in Table 1 for example, the binary-string representation is obtained by using Table 2. This is
the way we encode the chromosomes in the simulation.

The simulation results are displayed for the performance comparison among various
schemes including the Wong's subcarrier allocation (SA) (Wong et al., 1999b) algorithm plus
the optimum bit loading with the equal numbers of subcarriers for each user. The Wong's
subcarrier allocation (SA) algorithm (Wong et al., 1999b) includes the constructive initial
assignment (CIA) and the subcarrier swapping two steps to provide sub-optimal



196 Vehicular Technologies: Increasing Connectivity

performance. CIA, which is adopted as an initial subcarrier allocation method for one
chromosome, needs to pre-assign the numbers of subcarriers for each user. It is temporarily
set for the proposed scheme and will be adjusted during the process. The optimal allocation
solutions as the performance bound are obtained by using the linear integer programming-
based branch-and-bound algorithm (BnB) (Kim et al., 2006) (Wolsey, 1998). In the following
simulation, 8-bit encoding is employed for the schemes with the binary-string
representation.

Number of users 3,4,6,8
Modulation types 0, QPSK, 16QAM, 64QAM
Symbol rate per subcarrier 250k symbols/s
Total Allowed Data rate 36 Mbits/s
Number of subcarriers 48
Center frequency 5GHz
Frame duration 10 ms
{A, A, 1, B, B,,g,,p.} (36,31, 5,36, 6,0.5,0.95)
{P,ﬁf””"*,R;,Pnf"“'”*,Pﬂlf”””,Rn,Pyﬁ‘”"”,&} {0.5, 0.1, 0.1,0.05, 0.025, 0.01, 0.001}

Table 5. Parameters of Simulations

0.51

— CIA procedure
SA
——BnB

074 —o— NSS-I r
—>— NSS-I + LRS
—— NSS-II

—o— NSS-Il + LRS

-0.5F

Relative Power (dB)

Generations

Fig. 3. Convergence comparison in terms of required transmit power for the proposed EA-
based scheme with the real-valued representation for 6 users, the largest channel power
difference among users = 30dB, and target BER=10-2

The local refinement strategy, labeled LRS, is used in both EA-based schemes, NSS-I and
NSS-II (Wang et al., 2005), with the integer representation. The local refinement strategy is
proposed to enhance the convergence rate to the optimum solution. The convergence curves
are plotted by averaging 100 trial runs with 50 generations to show the performance
improvement of LRS in Fig. 3. The relative required transmit power for the best one
chromosome is reduced as the number of generations increases because the best
chromosome is kept independently. The convergence rates of NSS-I + LRS and NSS-II + LRS
are faster than those of NSS-I and NSS-II, respectively. The simulation results in Fig. 3
demonstrate that the LRS truly improves the performance, and the performance of NSS-I is
better than that of NSS-II. The result also shows that the proposed scheme, NSS-I + LRS,
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with the integer representation converges fast and is close to the optimum performance.

After 50 generations, the performance of NSS-I+LRS is very close to that of BuB. By taking

about 0.1 db point away from the BnB performance as an example, the number of the

generations with the proposed scheme is about 25 generations. On the other hand, the other
schemes require more than 50 generation to achieve that performance.

In Figs. 4 to 7, there are eight allocation schemes for performance comparison in the

simulation, including five EA-based schemes, one suboptimal scheme (Wong et al., 1999b)

(Wong et al., 1999b), the linear IP-based branch and bound scheme for the optimum

performance bound (Kim et al., 2006), and an up-to-date genetic algorithm-based scheme

(Reddy & Naraghi-Pour, 2007):(1) Scheme I: NSS-II + 8 bits encoding; (2) Scheme II: NSS-IT +

LRS + 8 bits encoding; (3) Scheme III: NSS-II + The integer encoding; (4) Scheme VI: NSS-II +

LRS + The integer encoding; (5) Scheme V: NSS-I + LRS + The integer encoding; (6) SA

(Wong et al., 1999b); (7) BnB (Kim et al., 2006); (8) GA (Reddy & Naraghi-Pour, 2007).

The simulation results are averaged over 100 trial runs with 200 generations and are shown

in Figs. 4 to 7 for different channel power differences, different target BERs, and different

numbers of users. Figs. 4 to 7 reveal the similar performance trend can be observed in the
results. The detailed comments regarding the performance comparison are as follows:

1. The difference between Scheme I and Scheme III is the solution presentation. The
performance of Scheme III with the integer representation is better than that of Scheme I
with the binary-string representation at the same generation. It also reveals that the
scheme with the integer representation outperforms the scheme with the binary-string
representation. The EA-based schemes with the integer representation are more suitable
for solving the resource allocation problems. Even if the local refinement strategy is
employed, similar results with the effect of the representation can be observed (Scheme
II and VI).

2. The effects of the design in the recombination and the mutation operations are also
investigated. The performances of Scheme VI and Scheme V indicate that the
recombination and the mutation operations affect the performance. It reveals that the
proposed recombination operation and the mutation operation can achieve better
performances. The performance of the proposed Scheme V is very close to that of the
optimum solution.

3. The proposed local refinement strategy can improve the performance. In addition to the
convergence rate improvement, Scheme II and Scheme VI outperform Scheme I and
Scheme III in terms of transmit power. The performances of the proposed Scheme V are
even closer to those of the optimum solutions.

4. Besides the fast convergence feature demonstrated in Fig. 3, the simulation results in
Figs. 4 to 7 show that the performances of the proposed HEA-based scheme with the
integer representation, Scheme V, are close to those of the optimum solutions with the
judicious designs of the recombination operation, the mutation operation, and the local
refinement strategy.

5. The GA-based scheme (Reddy & Naraghi-Pour, 2007) outperforms Scheme I and
Scheme III in terms of transmit power when a fewer number of users is considered.
When the proposed local refinement strategy is employed to Scheme I and Scheme III,
i.e. Scheme II and Scheme IV, their performances are greatly improved and better than
those of GA-based scheme (Reddy & Naraghi-Pour, 2007). The major proposed hybrid
evolutionary algorithm-based scheme, Scheme V, performs best and the performances
are the closest to those of the optimum solutions in these simulations.
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Fig. 4. Performance comparison in terms of required transmit power among eight allocation
schemes, the largest channel power difference among users = 15dB, and target BER= 10-2
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Fig. 5. Performance comparison in terms of required transmit power among eight allocation
schemes, the largest channel power difference among users = 30dB, and target BER= 102

SA
—&— Scheme |
—+— Scheme Il
—#— Scheme IlI
—— Scheme VI
—— Scheme V
——BnB
—P>—GA

05}

Relative Power (dB)

25 . . . I ;
3

No. of Users

Fig. 6. Performance comparison in terms of required transmit power among eight allocation
schemes, the largest channel power difference among users = 15dB, and target BER= 102
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Fig. 7. Performance comparison in terms of required transmit power among eight allocation
schemes, the largest channel power difference among users = 30dB, and target BER= 102
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Fig. 8. Performance comparison with the adaptive scheme in terms of required transmit
power at mobile speed=1km/h, the largest channel power difference among users = 15dB,
and target BER= 102

The simulations are conducted to demonstrate the efficacy of the adaptive scheme which
can reduce the number of the generations and the population size to provide competitive
performance in various adaptive situations. The mobile speed is 1km/h. The allocation
period is on a per frame basis. The scheme labeled “Adaptive I” considers that the final
solutions of the previous processing frame are included in the initial population for the
current frame allocation process. The proposed scheme labeled “Scheme V” is compared to
demonstrate the efficacy of the adaptive scheme in the reduced computational cost to
provide competitive performance. In the figures, the two parameters (a-b) inside the
parenthesis denote the population size and the number of generations. The population
size A, =26; 30 generations are executed; 5 best solutions obtained after 200 generations in
the previous frame are included in the initial population. As performed with fewer

generations and a smaller population size, there is performance degradation between
Adaptive I and Scheme V. However, the performance degradation is less than 0.1 dB in Fig.
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8. Fig. 9 reveals the similar performance trend but even closer to that of the Scheme V, where
the largest channel power difference among users is increased.

0 3\
—8— CIA procedure

\S —o— Adaptive 1(26-30)
— & — Scheme V(36-200)

Relative Power (dB)

No. of Users

Fig. 9. Performance comparison with the adaptive scheme in terms of required transmit
power at mobile speed=1km/h, the largest channel power difference among users = 30dB,
and target BER= 102

In Figs. 10-11, 100 ms is the duration to perform the algorithm. The scheme “Adaptive II”
obtains the solution for the first frame with 200 generations. The algorithm is performed
with the smaller number of generations and the smaller size of population for the followed
consecutive 9 frames. As indicated in the simulation results, the adaptive scheme tracks the
channel variations well and provides very competitive performance compared to the
scheme with the full number of generations = 200 and the full size of population = 36 of
scheme V.

O
G\ —&— CIA procedure
Sa —o— Adaptive 11(26-30)
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Fig. 10. Performance comparison to demonstrate the tracking capability in terms of required
transmit power at mobile speed=1km/h, the largest channel power difference among users
=15dB, and target BER= 102



Hybrid Evolutionary Algorithm-based Schemes for Subcarrier,
Bit, and Power Allocation in Multiuser OFDM Systems 201

[olr
\ —+&— CIA procedure

\E —o— Adaptive 1/(26-30)
~ - +— Scheme V(36-200)

Relative Power (dB)

No. of Users

Fig. 11. Performance comparison to demonstrate the tracking capability in terms of required
transmit power at mobile speed=1km/h, the largest channel power difference among users
= 30dB, and target BER= 10-2

In the next simulation to demonstrate the tracking capacity with the scheme, “ Adaptive III”,
the frame duration is switched to 5 ms which is employed in WIMAX standard and a carrier
frequency of 1.95 GHz in the PCS (Personal Communication Services) band is adopted. The
channel duration for the simulation is 1 second. The algorithm is performed with 200
generations for the solution of the first frame while being performed with 30 generation for
those of the rest of the frames to provide the solutions. As displayed in Figs. 12-13, the
performances are very close to those of Scheme V with the full number of generations and
the full size of population per each frame operation.

o)
B\ —&— CIA procedure
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Fig. 12. Performance comparison to demonstrate the tracking capability in terms of required
transmit power at mobile speed=1km/h, the largest channel power difference among users
=15dB, and target BER= 10-2. Frame duration = 5 ms, carrier frequency = 1.95 GHz
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Fig. 13. Performance comparison to demonstrate the tracking capability in terms of required
transmit power at mobile speed=1km/h, the largest channel power difference among users
= 30dB, and target BER= 10-2. Frame duration = 5 ms, carrier frequency = 1.95 GHz

6. Conclusion

This paper proposes a hybrid evolutionary algorithm-based scheme to solve the subcarrier,
bit, and power allocation problem. The hybrid evolutionary algorithm is an evolutionary
algorithm-based approach coupled with a local refinement strategy. It is presented to
improve the performance and offers the faster convergence rate. Simulation results show
that the proposed hybrid evolutionary algorithm-based scheme with the integer
representation converges fast, and the performance is close to that of the optimum solution
with the judicious designed of the recombination operation, the mutation operation, and the
local refinement strategy. An adaptive scheme for time-varying channels is also proposed to
obtain the solution having competitive performance with the reduction of the population
sizes and the number of generations.
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1. Introduction

Multicarrier Code-Division Multiple Access (MC-CDMA) (Hara & Prasad, 1997), which is
based on a combination of an CDMA scheme and Orthogonal Frequency Division
Multiplexing (OFDM) signaling (Fazel & Kaiser, 2008), has attracted much attention in
forthcoming mobile communication systems, because of its intrinsic spectrum efficiency and
interference suppression capabilities. In MC-CDMA, information symbols of many users are
spread using orthogonal codes and combined in the frequency domain; this results in a
relatively low symbol rate and thus non-selective fading in each subcarrier.

However, one main drawback of any kind of multicarrier modulation is the inherent high
value of the Peak-to-Average Power Ratio (PAPR) of the transmitted signals, because they
are generated as an addition of a large number of independent signals. If low power
consumption at the transmitter is a strict requirement, one would like the RF High Power
Amplifier (HPA) to operate with a low back-off level (i.e. with operation point near
saturation state); as a consequence of this, signal peaks will frequently enter the nonlinear
part of the input-output characteristic of the HPA, thus causing severe nonlinear artifacts on
the transmitted signals such as intermodulation distortion and out-of-band radiation.
Therefore, reducing the PAPR is crucial in multicarrier systems, especially when
transceivers are fed by batteries (such as in mobile devices), because of the intrinsic
limitations in power consumption.

There has been a lot of research work about PAPR reduction techniques in multicarrier
systems. Among these, we have clipping and filtering schemes (Li & Cimini, 1997), block
coding algorithms (Jones et al., 1994), the Partial Transmit Sequences (PTS) (Cimini &
Sollenberger, 2000; Jayalath & Tellambura, 2000), and Selected Mapping (SLM) approaches
(Bauml et al., 1996; Breiling et al., 2001), and the Tone Reservation (TR) (Tellado & Cioffi,
1998), and the Tone Injection (TI) techniques (Han et al., 2006). In general, reducing the
PAPR is always done either at the expense of distorting the transmitted signals, thus
increasing the BER at the receiver, or by reducing the information data rate, usually because
high PAPR signals are somehow discarded and replace by others with lower PAPR before
been transmitted.

All the previously mentioned methods have been originally proposed for single-user
multicarrier schemes such as OFDM. Although most of them are also applicable with minor
modifications to MC-CDMA systems (Ruangsurat & Rajatheva, 2001; Ohkubo & Ohtsuki,
2002), other families of algorithms can be developed after carefully considering the different
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structure of the generated MC-CDMA signals. Between these, probably the most popular
are those based on dynamically selecting an “optimal” set of codes (those that give the
lowest possible PAPR), according to the number of active user in the system (Ochiai & Imai,
1998; Kang et al., 2002; Alsusa & Yang, 2006).

In this chapter, we further explore a PAPR reduction technique previously proposed by the
authors, namely the User Reservation (UR) approach (Paredes Herndndez & Garcia Otero,
2009). The UR technique is based on the addition of peak-reducing signals to the signal to be
transmitted; these new signals are selected so that they are orthogonal to the original signal
and therefore can be removed at the receiver without the need of transmitting any side
information and, ideally, without penalizing the bit error rate (BER). In the UR method,
these peak-reducing signals are built by using spreading codes that are either dynamically
selected from those users that are known to be idle, or deliberately reserved a priori for
PAPR reduction purposes.

The concept of adding orthogonal signals for peak power mitigation has been previously
proposed to reduce PAPR in Discrete MultiTone (DMT) and OFDM transmissions (Tellado
& Cioffi, 1998; Gatherer & Polley, 1997), and also in CDMA downlink systems (Vaénanen et
al., 2002). However, the implementation of this idea in the context of MC-CDMA
communications poses particular problems that are discussed in this chapter. Our aim is
also to develop strategies to alleviate the inherent complexity of the underlying
minimization problem.

2. PAPR properties of MC-CDMA signals

In an MC-CDMA system, a block of M information symbols from each active user are
spread in the frequency domain into N=L M subcarriers, where L represents the spreading
factor. This is accomplished by multiplying every symbol of the block for user k (where
ke{0,1,...,L-1}) by a spreading code {c®,1=0,1,...,L -1}, selected from an set of L
orthogonal sequences, thus allowing a maximum of L simultaneous users to share the same
radio channel. The spreading codes are the usual Walsh-Hadamard (WH) sequences, which
are the columns of the Hadamard matrix of order L, C;. For L a power of 2, the Hadamard
matrix is constructed recursively as
c 1 1
2= L _J (1a)

C,=C,,®C, forn=48,.,L/2L (1b)

where the symbol ® denotes the Kronecker tensor product.

We will assume in the sequel that, of the L maximum users of MC-CDMA system, only
Ka<L are “active”, i.e., are transmitting information symbols, while the other Kr=L-Ka
remain inactive or “idle”. We will further assume that there is a “natural” indexing for all
the users based on their WH codes, being the index associated to a given user the number of
the column that its code sequence occupies in the order-L Hadamard matrix. For notational
convenience, we will assume that column numbering begins at 0, so that

Coo[e o ] ®
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with ¢ = [ 0 e cf‘ﬂ and ()T denotes transpose. In this situation, the indices of the

active users belong to a set Q4, while the indices of the inactive users constitute a set Q;. The
cardinals of the sets Q4 and Q; are, thus, K4 and K, respectively.

In the downlink transmitter, the data symbols of the K4 active users are spread by their
specific WH sequences and added together. The complex envelopes are then interleaved in
the frequency domain, so that the baseband transmitted signal is

L-1 M-1
Z a®c®er2rMemiT g <t < T 3)
0

keQ,y 1=0 m=0

where {a),m=0,1,...,M—1} are the data symbols in the block for the kth active user and T
is the duration of the block. Actually, the modulation of the subcarriers is performed in
discrete-time by means of an Inverse Fast Fourier Transform (IFFT).

The PAPR of a signal can be defined as the ratio of peak envelope power to the average
envelope power

max | s(t) [*
PAPR =0T )

E[[s(t)[]
where E()) represents the expectation operation, and E[|s(t)’] is the average power of s(t).
In practice, the computation of the peak power is performed on the discrete-time version of

s(t).
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Fig. 1. Examples of amplitude envelopes in MC-CDMA. (a) Single user. (b) Full load

As the PAPR is a random variable, an adequate statistic is needed to characterize it. A
common choice is to use the Complementary Cumulative Distribution Function (CCDF),
which is defined as the probability of the PAPR exceeding a given threshold
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CCDF(x) = Pr(PAPR > x) )

It should be noticed that the distribution of the PAPR of MC-CDMA signals substantially
differs from other multicarrier modulations. For instance, in OFDM schemes, the subcarrier
complex envelopes can be assumed to be independent random variables, so that, by
applying the Central Limit Theorem, the baseband signal is usually assumed to be a
complex Gaussian process. However, in MC-CDMA the subcarrier envelopes generally
exhibit strong dependencies, because of the poor autocorrelation properties of WH codes.
This fact, in turn, translates into a baseband signal that is no longer Gaussian-like, but
instead has mostly low values with sharp peaks at regular intervals. This effect is
particularly evident when the number of K, active users is low.

Fig. 1 shows examples of amplitude envelopes for an MC-CDMA system, with L=32 and
M=4 (N=128 subcarriers), and where the two extreme conditions are considered, single user
(Ka=1) and full load (Ka=32).

We can see from Fig. 1 that we should expect higher PAPR values as the load of the system
decreases.

3. PAPR reduction by user reservation

Our approach to PAPR reduction is based on “borrowing” some of the spreading codes of
the inactive users set, so that an adequate linear combination of these codes is added to the
active users before the IDFT operation. The coefficients of such linear combination
(“pseudo-symbols”) should be chosen so that the peaks of the signal are reduced in the time
domain. As the added signals are orthogonal to the original ones, the whole process is
transparent at the receiver side.

3.1 System model

Fig.2 shows a block diagram of the proposed MC-CDMA downlink transmitter. We can see
that the binary information streams of the K4 active users are first converted into sequences
of symbols belonging to a QAM constellation, and the symbol sequence of each user is
subsequently spread by its unique code. Notice also from Fig.2 that, unlike a conventional
MC-CDMA system, the codes belonging to the left K; inactive users are also used to spread a
set of pseudo-symbols computed from the current active users’ symbols, and then the whole
set of spread sequences are added together before the frequency-domain interleaving and
OFDM modulation steps.

With the addition of K; inactive users for PAPR reduction purposes, our MC-CDMA
downlink complex envelope signal for 0 < ¢ < T, can be expressed as

L-1M-1 -1M-1
z z Z a(k)c e]Z/! (Ml+m)t/T + z z z a k)C 6]271 (Ml+m)t/T (6)
ke, 1=0 m=0 ke 1=0 m=0

If we sample s(t) at multiples of T,=T/NQ, where Q is the oversampling factor, we will
obtain the discrete-time version of (6), which can be rewritten in vector notation as

s=Wl,(Cr ®1,)a* + Wi, (C] ®I,, ) a’ @)

where the components of vector s are the NQ samples of the baseband signal s(t) in the
block, {s,=s(nTs),n=0,1,...,NQ -1}, a is the vector of KaM symbols of the K4 active users to be
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transmitted, a! is the vector of KM pseudo-symbols of the K; idle users to be determined,
Wy, is a NOxN matrix formed by the first N columns of the Inverse Discrete Fourier

Transform (IDFT) matrix of order NQ

jard jorX(N=D
v |1Toe N e e N0
WY, = ®)
j22(NQ-111 122 (NQDX(N-1)

1 e Ne e NQ

C; is a LxKa matrix whose columns are the WH codes of the active users, C; is a LxK;

matrix whose columns are the WH codes of the idle users, and Iy is the identity matrix of
order M.
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Fig. 2. MC-CDMA downlink transmitter with addition of idle users for PAPR reduction
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Thus, our objective is to find the values of the pseudo-symbols a! that minimize the peak
value of the amplitudes of the components of vector s in (7).

3.2 Quadratic programming method
Our optimization problem can be formulated as

. s s A A 1,1
min OSI,E%,JS(”K )| = n}}n"s"w = n}}n"H a’ +Ha "w 9)
where || - || .. denotes £, norm, and HA and H! are, respectively, the following NQ x KuM
and NQ x KiM matrices:
H' =W}, (C/ ®1,) (10a)
H' =W[,(C] ®1,) (10b)

The minimization involved in (9) may be formulated as a Second-Order Cone Programming
(SOCP) convex optimization problem (Sousa et al., 1998)
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minimize z

subjectto  |s,| <z, 0<n<NQ-1,
s=H“a*+H'a’

in variables ze R, a' e CKkM

(11)

Solving (11) in real-time can be a daunting task and we are, thus, interested in reducing the
complexity of the optimization problem. Two approaches will be explored in the sequel:

a. Reducing the dimension of the optimization variable a’.

b. Using suboptimal iterative algorithms to approximately solve (11).

4. Dimension reduction

We will see in the next subsections that not all the inactive users are necessary to enter the
system in (6) to reduce the PAPR. This is a consequence of the specific structure of the
Hadamard matrices.

4.1 Periodic properties of WH sequences

The particular construction of Hadamard matrices imposes their columns to follow highly
structured patterns, thus making WH codes to substantially depart from ideal pseudo-noise
(PN) sequences. The most important characteristic of WH sequences that affects their
Fourier properties is the existence of inner periodicities, i.e., groups of binary symbols (1 or
—1) that are replicated along the whole length of the code. This periodic behavior of WH
codes in the frequency domain leads to the appearance of characteristic patterns in the time
domain, with many zero values that give the amplitude of the resulting signal a “peaky”
aspect (see Fig 1a). This somewhat “sparse” nature of the IDFT of WH codes is, in turn,
responsible of the high PAPR values we usually find in MC-CDMA signals.

For the applicability of our UR technique, it is important to characterize the distribution of
the peaks in the IDFTs of WH codes. This is because PAPR reduction is possible only if we
add in (7) those inactive users whose WH codes have time-domain peaks occupying exactly
the same positions as those of the active users, so that, with a suitable choice of the pseudo-
symbols, a reduction of the amplitudes of the peaks is possible. As we will see, this
characterization of WH sequences will lead us to group them in sets of codes, where the
elements of a given set share the property that any idle user with a code belonging to the set
can be used to reduce the peaks produced by other active users with codes of the same set.
A careful inspection of the recursive algorithm (1) for generating the Hadamard matrix of
order n, C, (with n a power of two), shows that two columns of this matrix are generated
using a single column of the matrix of order n/2, C,>. If we denote as cilk/)Q the kth column
of Cy2 (k=0,1,...,n/2-1), it can be seen that the two columns of the matrix C, generated
by c), are, respectively:

b _| S
c(ﬂ)zcm, k=0,1,..,n/2-1 (12a)
n/2

n (k)
_Cn/Z

),
/20 | T2 k=0,1,..,m/2-1 (12b)
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We can see from (12a) that the columns of the Hadamard matrix of order n/2 are simply
repeated twice to form the first n/2 columns of the Hadamard matrix of order n. This, in
turn, has two implications:

Assertion 1. Any existing periodic structure in cf,k/)z is directly inherited by ¢\ .

Assertion 2. In case cff)z has no inner periodicity, a new repetition pattern of length n/2 is

created in ¢ .

On the other hand, (12b) implies that the last 11/2 columns of the order n Hadamard matrix
are formed by appending to the columns of the order /2 matrix these same columns but
with the sign of their elements changed; therefore, the periodicities in the columns of the
original matrix are now destroyed by the copy-and-negate operation in the last n/2
columns. Nevertheless, we can easily see that (12b), when iterated in alternation with (12a),
introduces another significant effect:

(k)

n

Assertion 3. Any repetitive structure in c¢,” is always composed of two equal-length

consecutive substructures with opposite signs.
If we denote as P the minimum length of a pattern of binary symbols that is repeated an
integer number of times along any given column of the Hadamard matrix of order n (period
length), we can see by inspection that the first column (formed by 7 1s) has P=1 and the
second column (formed by a repeated alternating pattern of 1s and —1s) has P=2,
respectively; then, by recursively applying assertions 1 and 2, we can build the following
table:

WH code index | Period

0 1
1 2
2,3 4

8

4to7

L/4toL/2-1 | L/2
L/2 toL—1 L

Table 1. Periods of the WH codes of length L

Notice from Table 1 that, for an Lth order Hadamard matrix, we will have log,L +1 different
periods in its columns. Notice also that, for P>1, as the period is doubled the number of
WH sequences with the same period length is also doubled.

4.2 Selection of inactive users

The periodic structure of the WH codes determines their behavior in the time domain,
because the number and positions of the non-zero values of the IDFT of a sequence directly
depends on the value of its period P. To illustrate this fact, Fig. 3 shows the sampled
amplitude envelopes of the signals obtained in a single-user MC-CDMA transmitter with
two different WH codes (corresponding to different columns of the Hadamard matrix Cr)
Notice from Fig.3 that users whose codes have low indices tend to produce few scattered
peaks in the time domain, while users using codes with higher values in their indices
generate a high number of non-zero values in the time domain.
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Fig. 3. Samples of the envelope of an MC-CDMA signal for a single user and different WH
codes. (a) k=2. (b) k=16

It is clear from Fig. 3 that idle users can only mitigate the PAPR of signals generated by
active users with the same periodic patterns in their codes. This is because only those users
will be able to generate signals with their peaks located in the same time instants (and with
opposite signs) as the peaks of the active users, so that these latter peaks can be reduced.
Therefore we conclude that we will include in (11) only those idle users whose WH codes
have the same period as any of the active users currently in the system; the choice of inactive
users can be easily obtained with the help of Table 1, and the selection rule can be
summarized as follows:

For every active user ke Qa (with k>1), select for the optimization (11) only the inactive

users ke Qy such that | log, k; |=| log, k, |, where | -| denotes the “integer part”.

5. Iterative clipping approaches

The SOCP optimization of (11) solved with interior-point methods requires O((NQ)3/2)
operations (Sousa et al, 1998). Although the structure of the matrices involved could be
exploited to reduce the complexity, it is desirable to devise simpler suboptimal algorithms
whose complexity only grows linearly with the number of subcarriers. This can be
accomplished if we adopt a strategy of iterative clipping of the time-domain signal, so that,
at the ith iteration, the signal vector is updated as

st =g 4 ¢ (13)

where r() is a “clipping vector” that is designed to reduce the magnitude of one or more of
the samples of the signal vector. Notice that, as the clipping vector should cause no
interference to the active users, it must be generated as

r = H'b" (14)
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where H! is defined in (10b) and b® e C*™.
Now suppose that, at the ith iteration, we want to clip the set of samples of vector s

{(s”,u e}, where U0 is a subset of the indices {0,1, ..., NQ—-1}. Thus, in (13) we would

like the clipping vector r() to reduce the magnitudes of those samples without modifying
other values in vector s, so the ideal clipping vector should be of the form

0= Y als, (15)

ueu®

where 8, is the length-NQ discrete-time impulse delayed by u samples

8, =[0,0,...,0,1,0,0,...,01" (16)
u NQ-u-1

and {a”,ueU"} is a set of suitably selected complex coefficients.

u ’
Notice, however, that, as we require vector r() to be of the form (14) it is not possible, in
general, to synthesize the set of required time-domain impulses using only symbols from
the inactive users, so §, must be replaced by another vector d, generated as

dU = HIbH (17)
so that the actual clipping vector would result in
¥ = Z ald, (18)
et
which can be easily shown to be in agreement with restriction (14), with b® obtained as
b = 3 al'b, 9)
uetr®

A straightforward way to approximate the impulse vector 3, is by minimizing a distance
between vectors §, and d,

b, =arg mbinHH’b -9, (20)
P
where || - || » denotes the p-norm. When p =2, we have the conventional least-squares (LS)
solution
b, =(H'H)'H"S, = LH“S,‘ (21)
LNQ

where (-) denotes conjugate transpose and we used the fact: H"H' = LNQI, ,,. Replacing
(21) in (17), we arrive at
1

d, =Hb, =——H'H"S, (22)
LNQ
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so that d, is the orthogonal projection of the impulse vector onto the subspace spanned by
the columns of H'. Now, taking into account from (16) that §, is just the uth column of Ing,
we conclude that the LS approximation to the unit impulse vector centered at position u is
the uth column of the projection matrix

P - HH" (23)
LNQ

Notice that, in general, matrix P’ of (23) is not a circulant matrix. This is in contrast with the
POCS approach for PAPR mitigation in OFDM (Gatherer and Polley, 1997) and related
methods, where the functions used for peak reduction are obtained by circularly shifting
and scaling a single basic clipping vector. Of course, other norms can be chosen in the
optimization (20). For instance, for p = «c, the problem of finding the optimal vector b, can be
also cast as a SOCP. Notice that the set of vectors {d,,u eU"} is pre-computed and stored
off-line, and so the complexity of solving (20) is irrelevant.
Fig. 4 shows examples of the approximations to a discrete-time impulse we get using (20)
and (17) for p=2 and p =, respectively. We can see that the minimization of the ¢, norm
produces a signal that has spurious peaks with very high amplitudes; therefore, the addition
of this approximate impulse to the original signal will induce the emergence of new peaks
that need to be clipped, thus slowing the convergence of any iterative procedure.
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Fig. 4. Approximations to a discrete-time impulse using only inactive users. (a) Minimizing
£ norm. (b) Minimizing (., norm
Several approaches can be found in the literature for the iterative minimization of the PAPR
in OFDM based on tone reservation. Among those, the two most popular are probably the
SCR-gradient method (Tellado and Cioffi, 1998) and the active-set approach (Krongold,
2004). Both can be readily adapted to simplify the UR method for PAPR reduction in MC-
CDMA as we will see in the sequel.
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5.1 SCR-gradient
Following (Tellado & Cioffi, 1998), we define the clipping or soft limiter (SL) operator

s Is, |<A

n’

(24)

clip(s,) = A S, Is, > A
Is,|” "

with A>0. Now, if all the components {s,, n=0,1,...,NQ -1} of a given signal vector s are
transformed by an SL, we can define the clipping noise as

z =s—clip(s) (25)

If inactive users are added to the original signal s4 (generated using only the symbols of the
active users), so that the model for the clipped signal s is

s=s"+s' =H"a" + H'a' (26)

now the vector of pseudo-symbols of the inactive users al can be designed to reduce the
clipping noise. To accomplish this, we define the signal to clipping noise power ratio (SCR)
as

s"'s’

SCR=2— (27)
ZZ

The maximization of the SCR in (27) leads to a minimization of its denominator (the clipping
noise power). This latter can be written, using (25), (26) and (24), and after some
manipulations as:

2z=3 (|s|-A) (28)
lsul>A
with
s, =s:+8 H'a' (29)

where §, was defined in (16). Now, instead of a direct minimization of (28) with respect to
al, we will try an iterative algorithm based on the gradient of the clipping noise power of the
form:

al™=a'"—uv (z*z) (30)

where >0 and V is the complex gradient operator (Haykin, 1996). Using (28) and (29), the
gradient vector can be shown to be

v, (z*z) =23 (1-A/[s,|)s,H"S, (31)

[su >4

According to (26), the recursion for the pseudo-symbols (30) can be equivalently translated
to the signal vector
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gD — g _'L‘H[Vam) (z*z) 32)
So that, substituting (31) in (32), and taking into account (22), we finally arrive at

s+ — g0 —/ll Z (1—A/ S,Ei)

SL’) >A

)std, (33)

where u' =2uLNQ, which is in agreement with (13) and (18) with

u® = {u s

> A}
) (34)
Sfll)

aff) :—,u’(l—A/ )sff), uel®
Notice that, for ' =1 and “ideal” impulses (d, = 8,), the signal would be soft-limited in one
iteration to the maximum amplitude A.

The main drawbacks of this algorithm are the difficulty of a priori fixing a convenient
clipping level A, and the probable slow convergence of the algorithm.

5.2 Active-set

The slow convergence of the SCR-gradient method is due to the use of non-ideal impulses

d, in the clipping process, because they must satisfy restriction (17). As they have non-zero

values outside the position of their maximum (see Fig. 4), any attempt to clip a peak of the

signal at a given discrete time u using d,, can potentially give rise to unexpected new peaks
at another positions of the signal vector.

On the contrary, the active-set approach (Krongold & Jones, 2004) keeps the maximum

value of the signal amplitude controlled, so that it is always reduced at every iteration of the

algorithm. An outline of the active-set method follows below (Wang et al, 2008):

1. Find the component of s with the highest magnitude (peak value).

2. Clip the signal by adding inactive users so that the peak value is balanced with another
secondary peak. Now we have two peaks with the same magnitude, which is lower
than the original maximum.

3. Add again inactive users to simultaneously reduce the magnitudes of the two balanced
peaks until we get three balanced peaks.

4. Repeat this process until either the magnitudes of the peaks cannot be further reduced
significantly or a maximum number of iterations is reached.

Notice that, at the ith stage of the algorithm we have an active set {s!,ueU"”} of signal

peaks that have the same maximum magnitude, i.e.:

s =AY, ifuelu® 35)
[sW < AD, if ueU®
where A() is the peak magnitude and U" is the complement of the set U . The problem at
this point is, thus, to find a clipping vector 1) generated as (18) that, when added to the
signal s( as in (13), will satisfy two conditions:
a. The addition of the clipping vector must keep the magnitudes of the components of the
current active set balanced.
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b. The addition of the clipping vector should reduce the value of the peak magnitude until

it reaches the magnitude of a signal sample that was previously outside the active set.
Both conditions can be easily met if we design the vector r() in two stages: first, we obtain a
vector q@) as a suitable combination of non-ideal impulses of the form (17) that satisfies
condition a)

q” = X pd, (36)

ueu(i)
and then, we compute a real number to scale vector q® until condition b) is met. Therefore,
the final update equation for the signal vector is

(i+1) _

s s 4 plig (37)

where 40 is a convenient step-size.

A simple way to ensure that q® satisfies condition a) is to force its components at the
locations of the peaks to be of unit magnitude and to have the opposite signs to the signal
peaks in the current active set

O __Se __ s uelg® (38)
T = EC

u

because then, according to (35), (37) and (38):

i S
A(i)

(i+1)
u

A | =[s — :‘A(i) —u, ueu® (39)

So, taking into account (36) and (38), the set of coefficients {3!,u e U™} is obtained as the

solution of a system of linear equations

(@)
i Sy i
z du,vﬂzg ) == A(,‘) , UEe U( ) (40)

vet®

where d,» is the vth component of vector d,.

Once the vector q@) is computed, the step-size u() is determined by forcing the new peak
magnitude A@) to be equal to the highest magnitude of the components of s@1) not in the
current active set

(i+1)
n

AT = max
ne®

S

(41)

So, we can consider the possible samples to be included in the next active set {sf,i),n e lj(i)}

and associate a candidate positive step-size {1 >0,neU"} to each of them. According to
(39) and (37), the candidates verify the conditions

49 0| =[50+ 0], m T “)

so that we select as step-size the minimum of all the candidates
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u = min{,uff),n € ljl(i)} (43)

and its associated signal sample enters the new active set. This choice ensures that no other
sample exceeds the magnitude of the samples in the current active set because we have the
smallest possible reduction in the peak magnitude.

Squaring (42) and rearranging terms, we find that 4" satisfies a quadratic equation with
two real roots, so we choose for 4" the smallest positive root, given by (Erdogan, 2006)

) () _ [y (2 _ g) #(i)
(i) _ l//n l//n . én éln (44)

;un - i
&’
with
&) =1-q,
pO = A0+ R(0g 5)
£ = 02|50

where R(:) denotes real part. The overall complexity of the active-set method can be
alleviated if we reduce the number of possible samples to enter the active set, so that we
need to compute only a small number of candidate step-sizes. For instance, in (Wang et al,
2008) the authors propose a technique based on the prediction at the ith stage of a tentative
step-size i, and so the candidate samples are only those that verify the condition

O 4 400> AO — 40 pedo (46)

6. Experimental results

The performance of the UR algorithm was tested by simulating the system of Fig. 2 under
the conditions listed in Table 2

Modulation QPSK
Spreading codes Walsh-Hadamard
Spreading factor (L) 32

Data symbols per user in a frame (M) | 4

Number of subcarriers (N) 128

Oversampling factor (Q) 4

Table 2. Simulation parameters
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The transformation of the signal in the time-domain induced by the UR method is illustrated
in Fig.5, which depicts the amplitude of the signal to be transmitted for an MC-CDMA
system with only one active user. It can be seen that the value of the peak is substantially
reduced with respect to the original signal, and it is also evident from Fig. 3 that the ¢, norm
minimization performed by algorithm (12) forces, in this case, the resulting signal vector to
have a characteristic pattern of “equalized” maximum amplitude values.
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Fig. 5. Examples of amplitude envelopes in MC-CDMA. (a) Original. (b) With peak values
reduced via UR

For comparison purposes, Fig. 6 represents the estimated CCDF of the PAPR, as defined in
(4) and (5), obtained under two different conditions for the system load: 8 and 24 active
users, respectively. The K4=8 case represents a “low load” situation (for only 25% of the
maximum number of users are active), whereas a system with K4=24 (75% of the maximum)
can be considered as highly loaded. In both cases, we have compared the PAPR of the
transmitted signal in the original MC-CDMA system with that obtained when the UR
method is applied, using either the exact optimization (11) or the suboptimal active-set
approach. For the latter algorithm, we have employed in the clipping procedure,
represented by (36) and (37), the approximate impulses given by (22).

It is evident from Fig. 6 that, as it was expected, for an unmodified MC-CDMA system
described by (3), the PAPR can become very high if the number of active users is small.
Notice also that it is precisely in this case (K4a=8) when the PAPR reduction provided by the
UR method is most noticeable. That is because, as K4 decreases, more inactive users are
available and the dimensionality of vector a! in (7) increases, letting more degrees of
freedom to the optimization procedure (11).

We can also see from Fig. 6 that the active-set approach gets close to the optimal if a
sufficient number of iterations are allowed. Notice that there is an upper bound for this
parameter: the number of iterations cannot exceed the size of vector al, because then the
matrix involved in the linear system (40) becomes singular.
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Fig. 6. CCDF of the PAPR under different MC-CDMA system loads. (a) Low load (8 active
users). (b) High load (24 active users)

7. Conclusions

The UR scheme for the reduction of the PAPR of the signal transmitted in an MC-CDMA
downlink is explored in this book chapter. This approach does not require any modification
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at the receiver side, because it is based on the addition of the spreading codes of users that
are inactive. The optimization procedure provides significant improvements in PAPR,
especially when the number of active users is relatively low.

The inherent complexity of the SOCP optimization involved in the method can be alleviated
if we select only inactive users with WH codes that share the same periods as those of the
active users in the system. For further computational savings, suboptimal procedures can be
applied to reduce the PAPR; these are based on the idea of iteratively clipping the original
signal in the time domain via the addition of impulse-like signals that are synthesized using
the WH codes of inactive users.
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1. Introduction

Wireless communications are nowadays a dominant part of our lives: from domotics,
through industrial applications and up to infomobility services. The key to the co-existence
of wireless systems operating in closely located or even overlapping areas, is sharing of the
spectral resource. The optimization of this resource is the main driving force behind the
emerging changes in the policies for radio resources allocation. The current approach in
spectrum usage specifies fixed frequency bands and transmission power limits for each
radio transmitting system. This approach leads to a very low medium utilization factor for
some frequency bands, caused by inefficient service allocation over vast geographical areas
(radiomobile, radio and TV broadcasting, WiMAX) and also by the usage of large guard
bands, obsolete now due to technological progress.

A more flexible use of the spectral resource implies that the radio transceivers have the
ability to monitor their radio environment and to adapt at specific transmission conditions.
If this concept is supplemented with learning and decision capabilities, we refer to the
Cognitive Radio (CR) paradigm. Some of the characteristics of a CR include localization,
monitoring of the spectrum usage, frequency changing, transmission power control and,
finally, the capacity of dynamically altering all these parameters (Haykin, 2005). This new
cognitive approach is expected to have an important impact on the future regulations and
spectrum policies.

2. Cognitive radio techniques

The dynamic access at the spectral resource is of extreme interest both for the scientific
community as, considering the continuous request for wideband services, for the
development of wireless technologies. From this point of view, a fundamental role is played
by the Institute of Electrical and Electronic Engineers (IEEE) which in 2007 formed the
Standards Coordinating Committee (SCC) 41 on Dynamic Spectrum Access Networks
(DySPAN) having as main objective a standard for dynamic access wireless networks. Still
within the IEEE frame, the 802.22 initiative defines a new WRAN (Wireless Regional Area
Network) interface for wideband access based on cognitive radio techniques in the TV
guard bands (the so-called “white spaces”).
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Coupled with the advantages and flexibility of CR systems and technologies, there is an
ever-growing interest around the world in exploiting CR-enabled communications in
vehicular and transportation environments. The integration of CR devices and cognitive
radio networks into vehicles and associated infrastructures can lead to intelligent
interactions with the transportation system, among vehicles, and even among radios within
vehicles. Thus, improvements can be achieved in radio resource management and energy
efficiency, road traffic management, network management, vehicular diagnostics, road
traffic awareness for applications such as route planning, mobile commerce, and much
more.

Still open within the framework of dynamic and distributed access to the radio resource are
the methods for monitoring the radio environment (the so-called “spectrum sensing”) and
the transceiver technology to be used on the radio channels.

A CR system works on an opportunistic basis searching for unused frequency bands called
“white spaces” within the radio frequency spectrum with the intent to operate invisibly and
without disturbing the primary users (PU) holding a license for one or more frequency
bands. Spectrum sensing, that is, the fast and reliable detection of the PU’s even in the
presence of in-band noise, is still a very complex problem with a decisive impact on the
functionalities and capabilities of the CRs.

The spectrum sensing techniques can be classified in two types: local and cooperative
(distributed). The local techniques are performed by single devices exploiting the spectrum
occupancy information in their spatial neighborhood and can be divided into three
categories (Budiarjo et al., 2008): "matched filter" (detection of pilot signals, preambles, etc.),
"energy detection” (signal strength analysis) and “feature detection" (classification of signals
according to their characteristics). Also, a combination of local techniques in a multi-stage
design can be used to improve the sensing accuracy (Maleki et al., 2010). Nevertheless, the
above-mentioned techniques are mostly inefficient for signals with reduced power or
affected by phenomena typical for vehicular technology applications, such as shadowing
and multi-path fading. To overcome such problems, cooperatives techniques can be used.
Cooperative sensing is based on the aggregation of the spectrum data detected by multiple
nodes using cognitive convergence algorithms in order to avoid the channel impairment
problems that can lead to false detections.

2.1 Spectrum sensing techniques
Matched filter

The optimal way for any signal detection is a matched filter, since it maximizes received
signal-to-noise ratio. However, a matched filter effectively requires demodulation of a
primary user signal. This means that cognitive radio has a priori knowledge of primary user
signal at both PHY and MAC layers, e.g. modulation type and order, pulse shaping, packet
format. Most of the wireless technologies in operation include the transmission of some sort
of pilot sequence, to allow channel estimation, to beacon its presence to other terminals and
to give a synchronization reference for subsequent messages. Secondary systems therefore
can exploit pilot signals in order to detect the presence of transmissions of primary systems
in their vicinity.

For example: TV signals have narrowband pilot for audio and video carriers, CDMA
systems have dedicated spreading codes for pilot and synchronization channels OFDM
packets have preambles for packet acquisition.
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If X[n] is completely known to the receiver then the optimal detector for this case is

N-1
Y) =2 Y[nIX[n] iy - @
n=0
If y is the detection threshold, then the number of samples required for optimal detection is

N=Q Ly~ (P 12 (sNR) T = O(sNR) L, )

where PD and PFD are the probabilities of detection and false detection respectively.

Hence, the main advantage of matched filter is that due to coherency it requires less time to
achieve high processing gain since only O(SNR)?! samples are needed to meet a given
probability of detection constraint. However, a significant drawback of a matched filter is
that a cognitive radio would need a dedicated receiver for every primary user class.

Energy detector

One approach to simplify matched filtering approach is to perform non-coherent detection
through energy detection. This sub-optimal technique has been extensively used in
radiometry. An energy detector can be implemented similar to a spectrum analyzer by
averaging frequency bins of a Fast Fourier Transform (FFT), as outlined in figure 1.
Processing gain is proportional to FFT size N and observation/averaging time T. Increasing
N improves frequency resolution which helps narrowband signal detection. Also, longer
averaging time reduces the noise power thus improves SNR.

A/D N-point Average Energy
FFT over time Detection
Threshold }47

Fig. 1. Block diagram of a matched filter detector

N-1
T(Y)= 2 Y’[nl oy ®)
n=0
N=2[(Q7" (P Q™' (P,))(SNR)™ =Q7'(P, )] = O(SNR)™? @)

Based on the above formula, due to non-coherent processing O(SNR)-2 samples are required
to meet a probability of detection constraint. There are several drawbacks of energy
detectors that might diminish their simplicity in implementation. First, a threshold used for
primary user detection is highly susceptible to unknown or changing noise levels. Even if
the threshold would be set adaptively, presence of any in-band interference would confuse
the energy detector. Furthermore, in frequency selective fading it is not clear how to set the
threshold with respect to channel notches. Second, energy detector does not differentiate
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between modulated signals, noise and interference. Since it cannot recognize the
interference, it cannot benefit from adaptive signal processing for canceling the interferer.
Furthermore, spectrum policy for using the band is constrained only to primary users, so a
cognitive user should treat noise and other secondary users differently. Lastly, an energy
detector does not work for spread spectrum signals: direct sequence and frequency hopping
signals, for which more sophisticated signal processing algorithms need to be devised
(Cabric et al., 2004).

Cyclostationary feature detector

Another method for the detection of primary signals is Cyclostationary Feature Detection in
which modulated signals are coupled with sine wave carriers, pulse trains, repeated
spreading, hopping sequences, or cyclic prefixes. This results in built-in periodicity. These
modulated signals are characterized as cyclostationary because their mean and
autocorrelation exhibit periodicity. This periodicity is introduced in the signal format at the
receiver so as to exploit it for parameter estimation such as carrier phase, timing or direction
of arrival. These features are detected by analyzing a spectral correlation function. The main
advantage of this function is that it differentiates the noise from the modulated signal
energy. This is due to the fact that noise is a wide-sense stationary signal with no correlation
however. Modulated signals are cyclostationary due to embedded redundancy of signal
periodicity.

Analogous to autocorrelation function spectral correlation function (SCF) can be defined as:

At/2
S?(f):limrawlimmawi J‘ lxr(t/f+a/2)X;(t/f_a/2)dt/ (5)

—At/2

with the finite time Fourier transform given by

X.(tv)= [ x(u)e ™" du. (6)

[aa
2

Spectral correlation function is also known as cyclic spectrum. While power spectral density
(PSD) is a real valued one-dimensional transform, SCF is a complex valued two-dimensional
transform. The parameter a is called the cycle frequency. If a = 0 then SCF gives the PSD of
the signal.

1

A/D N-point Correlate Average over Feature
FFT X(f+a)X*(f-a) time Detection

Fig. 2. Block diagram of a cyclostationary feature detector

Because of the inherent spectral redundancy signal selectivity becomes possible. Analysis of
signal in this domain retains its phase and frequency information related to timing
parameters of modulated signals. Due to this, overlapping features in power spectral
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density are non-overlapping features in cyclic spectrum. Hence different types of modulated
signals that have identical power spectral density can have different cyclic spectrum.
Implementation of a spectrum correlation function for cyclostationary feature detection is
depicted in figure 2. It can be designed as augmentation of the energy detector from figure 1
with a single correlator block. Detected features are number of signals, their modulation
types, symbol rates and presence of interferers. Table 1 presents examples of the cyclic
frequencies adequate for the most common types of radio signals (Chang, 2006).

The cyclostationary detectors work in two stages. In the first stage the signal x(k), that is
transmitted over channel ii(k), has to be detected in presence of AWGN n(k). In the second
stage, the received cyclic power spectrum is measured at specific cycle frequencies. The
signal S; is declared to be present if a spectral component is detected at corresponding cycle
frequencies a.

S° (), a=0,signal absent
IH(H|* S () + S (6), a=0,signal present
Si(f)= 0, a #0,signal absent )

H(f + %)H*(f - %)Sg(f), a #0,signal present

The advantages of the cyclostationary feature detection are robustness to noise, better
detector performance even in low SNR regions, signal classification ability and operation
flexibility because it can be used as an energy detector in a = 0 mode. The disadvantage is a
m