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Preface

This book is the culmination of an effort to gather world-class scientists, engineers and
educators engaged in the fields of telecommunications to meet and present their latest
activities. Telecommunication is the assisted transmission of signals over a distance for
the purpose of communication. Having drastically transformed the human way of living,
telecommunications are considered the revolution of our times, and the catalyst for present
and future technological and scientific developments. Being a very active research field, new
advances in telecommunications are constantly changing the landscape and introduce new
capabilities and enhanced ways of communication. Literature in the field is extensive and
constantly enlarged. This book therefore intends to increase the dissemination level of the
latest research advances and breakthroughs by making them available to a wide audience in
a compact and friendly to the user way. It furthermore aims to provide a particularly good
way for experts in one aspect of the field to learn about advances made by their colleagues
with different research interests.

The main focus of the book is the advances in telecommunications modeling, policy, and
technology. In particular, several chapters of the book deal with low-level network layers
and present issues in optical communication technology and optical networks, including
the deployment of optical hardware devices and the design of optical network architecture.
Wireless networking is also covered, with a focus on WiFi and WiMAX technologies. The
book also contains chapters that deal with transport issues, and namely protocols and policies
for efficient and guaranteed transmission characteristics while transferring demanding data
applications such as video. Finally, the book includes chapters that focus on the delivery of
applications through common telecommunication channels such as the earth atmosphere.

This book is useful for researchers working in the telecommunications field, in order to read
a compact gathering of some of the latest efforts in related areas. It is also useful for educators
that wish to get an up-to-date glimpse of telecommunications research and present it in
an easily understandable and concise way. It is finally suitable for the engineers and other
interested people that would benefit from an overview of ideas, experiments, algorithms and
techniques that are presented throughout the book.
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A Novel PFC Circuit for Three-phase
utilizing Single Switching Device

Keiju Matsui and Masaru Hasegawa
Chubu University
Japan

1. Introduction

For consumer or industrial applications, electrical appliances use various types of rectifier,
which give rise to distorted input current due their non linear characteristics. Problems are
created by the various harmonics, generated in the power system. Under such
circumstances, IEC guideline was instituted ten and several years ago, and has recently been
superseded.(JISC.2005). With the spread of the use of such nonlinear equipments, it is
anticipated that we can not avoid the problems due to harmonics. With the relatively
increased capacity of industry applications, PWM rectifiers can be expected to be used in
three phase and single phase applications. (Takahashi. 1985, IEE] Committee. 2000). Also in
office environments, OA equipments, inverter type fluorescent lamps and inverter type air-
conditioners are frequently used, surely bringing harmonic problems with them. Under
such conditions, various new type PFC schemes are presented and discussed.
(Takahashi.1900,Fujiwara.1991,Takeuchi2005). Methods intending to improve the current
towards a sinusoidal waveform by using switching devices will incur high cost performance
and yet troublesome noise problems. Certain applications require a switch-less scheme to
maintain the electromagnetic environmental standards. (Yamamoto. 2001, Takeuchi. 2007).
Also in the future, main stream methods will intend to achieve sinusoidal waveforms. From
thinking about research stream until now, more simplified method or low cost scheme
would be discussed and developed in a similar manner also in the future. On the basis of the
perceived requirements, in this paper, we propose and discuss a novel PFC circuit for three
phase, employing a single switch in such a manner as to render the waveform as sinusoidal
as possible.

2. Operational Principle

2.1 Prasad-Ziogas Circuit

Figure 1 shows a conventional circuit, comprising a three-phase circuit, using single
switching device. (Prasad & Ziogas. 1991). The principle of operation is such that the three
phase circuit is periodically shorted by a single switching device at a high frequency, so that
the input current waveform is created in proportion to input voltage waveform. The input
current waveform becomes synchronized with the input voltage, so that the circuit scheme
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is constructed as PFC circuit. In this paper, this circuit is named the PZ (Prasad-Ziogas)
circuit, one of these individuals being famous for contributions toward power electronics
development.

Cr—m—
Si
B _|; ol RJ| |V
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Cr—

L,

gl e 'a'al

" @ e.>0

O O

(a) S1 turn-on (b) S1 turn-off

Fig. 2. Equivalent circuit for Prasad-Ziogas.

Figure 2 shows the equivalent circuit of the PZ circuit. These characteristics may be
explained as follows; In Figure 2 (1), when S; turns-on, the equivalent circuit is established
as shown, where the operation will be explained as a current-discontinuous mode for
simplicity of circuit analysis. In Figure 2 (), the terminal voltage across O and O' of fictional
neutral point can be derived from Figure 1, the amplitude being Eo/6 with an operational
frequency three times supply frequency, where Ey is the output dc link voltage. In Figure 2
(a), when Sy is turned on, circuit equation can be established as follows;

di
e =1L i 1
" “ @

The analogous equations can be described also in phase v and phase w. From Eq. (1), the
input current is increasing in proportion to amplitude of ¢, at S; turn-on. (see Figure 3 (b)
and (c)). When the switch is turned-off, the equivalent circuit is established as shown in
Figure 2 (b), where, by analogy with the other phases, the equations become as follows;
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di
eu - VAO = Lu dtu
di
ev - VBO = Lv - (2)
dt
di
ew - VCO = Lw .
dt

From these equations, it is clear that each phase current is decreasing in proportion to e,-vao
etc. These waveforms are shown for the S;-off period in Figure 3. If the current waveforms
are decreasing, as shown by the dashed lines, the resultant current values could be obtained
in proportion to the input voltage values. However, the terms for attenuation, such as e,-vao,
are nonlinear. (see Figure 4 showing v40). Actual waveforms are attenuated by means of the
terms like e,-va0 etc. (Murphy. 1985). If e,, for an example, has a small value, the degree of
attenuation may be small, so that a gently decaying dashed line would be obtained, as
shown. In this example case, however, the attenuation term is e,-vo, so that the attenuation
degree becomes severe. As a result, the sharply decaying solid line can be obtained, because

of significant attenuation, producing nonlinear waveforms.
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-
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Fig. 3. Input current waveforms at S; switching.
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Fig. 4. Conceptual voltage waveform, v4o.
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Figure 4 shows conceptual waveform as vao. When S; is turned-off, the corresponding diode
conducts. Depending on whether the amplitude of v40=2V4/3 or V4/3, where Vg is the
output voltage, the degree of attenuation at S; turn-off is varied.

(a) | e -200V

. . . —

Fig. 5. Explanation of distorted input current waveform in conventional method.

Figure 5 shows the operational waveforms for Figure 1 from circuit simulation. From these
figures, the reasons for waveform distortion in the conventional input current can be
explained to a certain extent. From the phase voltage, ¢,, in Figure 5 (a), the input current
waveform, 7,, appears as in Figure 5 (b), using single device switching. It can be found that
the envelope of a six stepped waveform vap appears and the distortion of i, is generated as
in Figure 5 (b). The term e,-va0 in (2) appears as an envelope of the applied voltage across
the input inductor in Figure 5 (c). From equation v;=L,di,/dt, it can be seen that the integral
of vy becomes the input current, i,, so that the improvement scheme for input current
waveform can be determined from observing the inductor voltage wave, v, to a certain
extent.

2.2 Operation Principle of the Proposed Circuit

Figure 6 shows one of the proposed types of, three-phase, single switch converter. In this
paper, we will discuss the boost type converter. In the future, however, it may be possible
that a buck type converter could be realized under adequate discussion. Thus, this paper
title does not restrict the concept to the boost type converter. The circuit configuration
originates from the above mentioned Prasad-Ziogas circuit. The notable feature is that
several electrolytic capacitors are parallel-connected to rectifying diodes. By means of this
configuration, the input voltage circuit is always connected to either dc output bus, so that
continuity and improvement of the input current can be realized. In such a way, a boosted
dc voltage, utilizing the PFC scheme, can be obtained in comparison to the conventional
circuit. The circuit operation can be roughly divided into six periods, where each period is
60 degrees. From the operation waveforms in Figure 7 and the operational periods shown in
Figure 8, the circuit operation can be discussed. To simplify the analysis of the operation, we
will assume a unity power factor of phase, u, where fundamental voltage and current
components are almost synchronized with each other.
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<

Fig. 6. Proposed circuit configuration.
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Fig. 7. Waveforms for proposed circuit.
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(a) period I (to<t<t;)

The voltage in phase u is gradually increasing from e,=0. In usual three phase circuit, the
current at small values of supply voltage can not be rising due to a large dc link voltage, so
that the current becomes zero for usual circuits, or suppressed to fairly reduced value, even
in the Prasad-Ziogas circuit. In the proposed circuit, however, the capacitor voltage, v, is
gradually discharged from being fully charged at the dc link voltage. (see Figure 7 (e)).
During this discharging period, diode current, ip,, does not flow. In the other phases, v and
w, diodes, D, and D, conduct, although parallel-capacitor currents do not flow. The
capacitor charge and discharge currents, i, and i, each of which are connected to the
constant dc link voltage, are equal, i.e., |iw|=|ix|=|1./2|. These results can be derived
from the equation CyXdv.,/dt=-Cixdv./dt. In Figure 7 (h), (i) and (b), these results can be
seen as ip,+2ic,=i,. The diode current in phase w is decreasing toward zero as e, decreases.
When this voltage polarity is reversed, and the D, current is commutated to D, circuit, this
period comes to an end.

(b) period II (t;<t<t,)

As the capacitor, C,, in parallel with D,, is charged to v.=v,, this period starts from the
beginning of the discharge current i.,. The current, Dy, in phase u and the current, Dy, in
phase v continue to flow, supplying the dc bus. At the end of this period, the voltage, e, is
reversed and i, is greater than zero.

(c) period Il (t,<t<t3)

The voltage, e,, begins to rise and the commutation from Dy to Dy commences. The capacitor
voltage, v, , is varied in a similar manner to v, in period I. The current, iy, rises from the
zero point of e,. In phase u, the current, i,, is decreasing toward zero according to the
decrease in ¢,, when this period comes to an end.

In the subsequent period of negative e, an analogous operation is repeated such as a
commutation of D, to C, and Dy etc. A remarkable characteristic of this strategy is that there
is no discontinuity of the input current wave, as compared to the conventional three phase
diode circuit having 120 degree current wave. In the proposed method, on the other hand,
one terminal is always connected to either dc link circuit through a capacitor, achieving a
continuous and improved waveform. In this paper, the boost chopper strategy has been
considered and discussed, such that the stored charge is forced to flow from capacitors, so
that the functions of charge and discharge become more efficient and smoothing of the input
current becomes more effective. As an indication of the improvement of input current
waveform, the vao waveform is shown in Figure 7 (g). This waveform can be derived from
the conventional six step inverter circuit by an analogous procedure. In the proposed circuit,
however, due to the intermediate capacitors, the vao waveform becomes smoothed, as
shown in Figure 7 (g). Through such improved waveforms, instead of usual six step wave
vao as in Figure 4, input current waveform can be improved, as shown in Figure 7 (b).

3. Operational Characteristics

By employing circuit constants in Table 1, various characteristics can be resolved. The
operational waveforms in Figure 7 can be resolved by using these circuit constants. Figure 9
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shows the relationship between output power and THD. The characteristics are compared
between the conventional and

X

(d) period IV (e) period V (H period VI

Fig. 8. Operating circuit.
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proposed methods, where the input inductors are taken as parameter. In the reduced power
region of conventional circuit, the THD is deteriorated. In a region of increased power of the
circuit, the harmonics are relatively suppressed due to the function of the input inductor,
and the THD can be improved. For the proposed circuit, in this manner, the THD can be
entirely suppressed and improved.

Ly: Line inductance 0.25 mH
R;: Line resistance 0.2Q
Liy: Input filter inductance
proposed 5mH
conventional 3 mH

Lsw: Switching inductance | 0.2 mH
Ca: Auxiliary capacitance 150 pF
C,: Output capacitance 6000 pF
R,: Load resistance

proposed 42 Q
conventional 22Q
fsw: Switching frequency 20 kHz
vs: Supply line voltage 200V
f«: Supply frequency 60 Hz

Table 1. Circuit constants

30, —O— Conventional 2mH
-0 3mH
=/ Proposed 3mH, 200uF
=] o 4mH, 150uF
o X- SmH, 150uF
=
101
I
ol 4 8 12 16

Output power [kW

Fig. 9. Relationship between output power and THD.
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In a region of more increased power for the conventional method, we might expect that a
more improved THD could be obtained, but the actual result is to the contrary. Because
voltage drop across the input inductor is significant in the increased power region, a more
increased power can not be obtained. Due to an LC resonant operation, where the stored
electric charge in the C is charged and

discharged, a little increased power can easily be obtained, offering one remarkable feature
of this strategy.

Lo =0k =X

0.8}

0.6} =O—Conventional 2mH
g o s
£ 04} =/~ Proposed 3mH, 200uF

-0- 4, 1504F
0.2 X- SinH, 1504F
W 4 8 12 16
Output power [kW]

Fig. 10. Relationship between output power and power factor.

Figure 10 shows the relationship between the output power and power factor using the
same circuit constants from Table 1. In the conventional circuit, as the output power is
increased, the power factor is reduced a little. The reason is that the voltage drop across the
input inductor is fairly significant. In the proposed method, however, though the THD
characteristic is much improved, the power factor characteristic is a little deteriorated. For
this reason, it could be said that this strategy is unsuitable for an application requiring the
avoidance of reduced power factor over a variable wide power range. Rather, it is suitable
for an application requiring constant output power or extended operation term with
constant power.

Figure 11 shows the relationship between auxiliary capacitance, C,, and the THD. Results at
C,=0 are represented for Prasad-Ziogas circuit, where THD is 12% of deteriorated value.
Employing the proposed auxiliary capacitance, however, as the value of capacitance is
increased, the THD characteristic is fairly improved, where output power is adjusted so as
to maintain unity power factor. Consequently, as the capacitance is increased, the input
current and the power are also increased, as shown by dotted line in Fig 11. Such increased
current can partly contribute an improvement in the THD.
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1 40
=0~ Input filter inductance 3mH

Convention 0 SmH E
P
g 10f . g
A o S
T Output power bo &
= .- 2
&
=
5 ©)

10

i

0100 200 300 40 500 600
Auxiliary capacitance [pF]
Fig. 11. Relationship between auxiliary capacitance and THD.

4. Development to Buck-converters

This paper discussed about boost type converters, but those type ones can be easily develop
toward any type of converters. In this section, we will discuss about the application for buck
type converter in single phase. Figure 12 shows such proposed circuit for buck converter,
where previously mentioned auxiliary intermediate capacitors are installed. In this circuit
configuration, the intended characteristics could be realized. The basic circuit is constructed
by the conventional buck-converter. The distinctive feature of the discussed circuit is to be
described as follows: Previously mentioned relatively large capacitors such as electrolytic
ones are parallel-connected to diodes in a similar way. By means of those connections, the
input circuit is always connected to either terminal of the dc link circuit, such as positive or
negative one, which makes possible the input current continuity and the improvement of
input current waveform. In general, for buck-type converter when the PFC circuits are
designed both for three-phase and single-phase, it might be difficult to construct the suitable
PFC ones, even with fairly large inductions or transforms. The distinctive feature of the
proposed strategy employs a very simple way, in which some electrolytic capacitors are
merely parallel-connected. By means of this parallel connection of capacitors, non-linearity
of input current waveform becomes linear one, which brings the waveform improvement. In
the usual buck chopper circuit having the constant dc link voltage, the output current does
not flow in a certain period. This feature brings non-sinusoidal waveforms. In a case of the
proposed circuit, the dc link voltage is constructed by the sum of series-connected double
capacitor voltage such as vc; + veo. As a result, due to assistance of each capacitor charge
and discharge operation, the input current always cntinues to flow, though the dc link
voltage vr becomes constant, so that each appearance should be in sinusoidally wave.
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i D12§ JrZiz C, ZSD;SJZCZ

+ +
D32§ zzC, ZEDA. C,

Fig. 12. Development to buck-converter.

5. Conclusions

An improved circuit strategy has been proposed and discussed, based on an extension of the
Prasad-Ziogas circuit, offering significant improvement in the THD characteristic. The
results have been presented and compared. The proposed circuit uses single switching
device like the conventional one and the characteristics can be improved sufficiently by
using a simple auxiliary capacitor connection. In this way, a three phase PFC circuit can be
realized in a simple manner. Another feature in the proposed circuit is the ability to obtain a
fairly increased power capacity, making the circuit suitable for high capacity converter.
However, the circuit is employs several capacitors in the series current path. As a result, a
somewhat reduced power factor region is observed, particularly in the lower output power
region. Consequently, the circuit is unsuitable for an application requiring a wide variable
power range and a reduced power operation for a long period.

In the future, after further consideration and discussion, a novel buck-type converter using
proposed method might be realized.
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1. Introduction

Since ancient times, one of the principal needs of people has been to communicate. This
need created interest in devising communication systems for sending messages from one
place to another. The advent of high performance computer processors brought many
advantages for digital communications over that of analog. These benefits include more
features, easy storage and faster processing. These caused huge amount of information,
which is increasing exponentially every year, to be carried over communication networks.
Various types of communication system appeared over the years. Among the basic
motivations behind each type are to improve the transmission fidelity, increase the data
rate, and increase the transmission distance between stations. All these facilities are
achievable utilizing optical fiber communications. Optical fiber offers several advantages
over the traditional media (e.g., twisted wire pair and coaxial cable). Its decisive advantages
are huge bandwidth and very low attenuation and noise (Arumugam, 2001). The first,
results in higher bit rate, and the second, results in longer transmission distance. These
potentials can be further pushed by utilizing multiplexing techniques and/or advanced
modulation formats.

The invention of wavelength division multiplexing (WDM) (G. E. Keiser, 1999) contributes
great benefit to the optical fiber communication systems especially after the introduction of
Erbium-doped fiber amplifier (EDFA). Using WDM, about forty channels can be
accommodated in the C-band at 100 GHz (0.8 nm) channel spacing. Based on this condition,
up to 1.6 Tb/s transmission capacity has been reported (Zhu et al., 2001). More channels can
be transmitted using ultra-dense WDM technique by considering channel spacing of as close
as 12.5 GHz (Ciaramella, 2002; Sang-Yuep, Sang-Hoon, Sang-Soo, & Jae-Seung, 2004). Using
such channel spacing, up to 2.5 Tb/s transmission is reported (Gyo-Sun et al., 2007) by
multiplexing 256 12.5 Gb/s channels, and transmitted over 2000 km standard single mode
fiber (SSMF). Larger transmission capacity can be achieved by utilizing the S- and L-bands
(Freund et al., 2005; Seo, Chung, & Ahn, 2005). Using triple bands (S + C + L), 10.92 Tb/s
transmission is experimentally reported (Fukuchi et al., 2001) by using 273 WDM channels
and 50 GHz spacing.
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Higher transmission capacity can be achieved with higher bit rate per WDM channel. Time
division multiplexing (TDM) is the most commonly used for multiplexing high number of
lower bit rate channels to form a higher bit rate. For example, a 40 Gb/s data stream can be
achieved by multiplexing four 10 Gb/s data using electrical TDM (ETDM) (Dong-Soo, Man
Seop, Yang Jing, & Nirmalathas, 2003; Krummrich et al., 2002; Lach, Bulow, Kaiser, Veith, &
Bouchoule, 1998; Lee, Garthe, Pettitt, & Hadjifotiou, 1997; Miyamoto, Yoneyama, Otsuji,
Yonenaga, & Shimizu, 1999; Yoneyama et al., 1999). Using such system, 3.2 Tb/s (80 x 40
Gb/s) bidirectional WDM/ETDM transmission over 40 km SSMF is experimentally reported
(Scheerer et al., 1999). The feasibility to realize transmission systems, subsystems, and
electronic and optoelectronic components operating at bit rates beyond 40 Gb/s has been
demonstrated in numerous papers (Andre, Kauffmann, Desrousseaux, Godin, &
Konczykowska, 1999; Derksen, Moller, & Schubert, 2007; Elbers, 2002; Jansen et al., 2007;
Kauffmann et al., 2001; Lach & Schuh, 2006; Lach et al., 2007; Schuh et al., 2005). Recently,
up to 107 Gb/s full-ETDM transmission is experimented in laboratory and tested over
installed fiber in the field (Derksen et al., 2007; Jansen et al., 2007; Lach et al., 2007).

WDM channels capacity can be doubled using polarization division multiplexing (PDM)
technique (Hinz, Sandel, Noe, & Wust, 2000; Hinz, Sandel, Wust, & Noe, 2001; Martelli et al.,
2007; Sandel, Wust, Mirvoda, & Noe, 2002; Suzuki, Kubota, Kawanishi, Tanaka, & Fujita,
2001; Yan, Zhang, Belisle, Willner, & Yao, 2007). Combining PDM with WDM system, 10.2
Tb/s (256 x 42.7 Gb/s) transmission in C + L bands is experimentally demonstrated, which
offers 1.28 b/s/Hz SE (Bigo et al., 2001).

Further improvement in WDM network capacity can be realized by using advanced
modulation formats. Amongst different types of available modulation formats, differential
quaternary phase-shift keying (DQPSK) transmission is currently under serious
consideration for high-speed long-haul optical transmission systems due to its reduced
optical bandwidth and high tolerance to chromatic dispersion (CD) relative to traditional
binary systems (A. F. Abas, 2006, Cho, Grigoryan, Godin, Salamon, & Achiam, 2003;
Christen, Nuccio, Xiaoxia, & Willner, 2007; A. H. Gnauck, Winzer, Dorrer, &
Chandrasekhar, 2006; Morita & Yoshikane, 2005; Schubert et al., 2006; Weber et al., 2005;
Weber, Ferber et al., 2006; Yoshikane & Morita, 2004). Using the mentioned technique,
WDM channel capacity can be doubled with requiring transceivers operating at the same
baud rate. This improves the spectral efficiency (SE) of WDM system. Using WDM and
carrier-suppressed-return-to-zero (CS-RZ) DQPSK format, 4 Tb/s (50 x 85.4 Gb/s) with 70
GHz spacing has been experimentally tested (Yoshikane & Morita, 2004). Using that
configuration, 1.14 b/s/Hz spectral efficiency (SE) was achieved. Elsewhere, using RZ-
DQPSK, 5.12 Tb/s (64 x 85.4 Gb/s) with 50 GHz channel interval and 1.6 b/s/Hz SE was
experimentally demonstrated (Morita & Yoshikane, 2005).

Combining DQPSK with PDM, quadruples WDM channel capacity (Ahmad Fauzi Abas,
Hidayat, Sandel, Milivojevic, & Noe, 2007; Charlet et al., 2008; Pardo et al., 2008a; Renaudier
et al, 2008; Savory, Gavioli, Killey, & Bayvel, 2007, Wree et al., 2003). With this
configuration, Gnauck et al. (Alan H. Gnauck et al., 2007; A. H. Gnauck et al., 2008),
demonstrated a record of 25.6 Tb/s transmission over 240 km using 160 WDM channels
with 50 GHz grid in the C + L bands. In their experiment, they employed 85.4 Gb/s RZ-
DQPSK modulation and polarization multiplexing to attain 160 Gb/s in each WDM channel,
resulting in a SE of 3.2 b/s/Hz in each band (Alan H. Gnauck et al., 2007; A. H. Gnauck et
al., 2008). This was the record in optical communication systems in 2008.
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Recently, Zhou et al. (Zhou et al., 22-26 March 2009) has reported 320 x 114 Gb/s PDM-RZ-8
quadrature amplitude modulation (QAM)dense WDM transmission with channel spacing
of 25 GHz over 580 km ultra-low-loss SMF-28. This is a record capacity of 32 Tb/s till 2009.
Duty cycle division multiplexing (DCDM) is another newly reported multiplexing technique
that can support multiple users per WDM channel (Mahdiraji et al., (In Press)). In this
technique, the multiplexed signals have a rising edge transition at the beginning of the
multiplexed symbol. This unique property has never been reported in other multiplexing
techniques and modulation formats. Considering that property, the technique allows
aggregate bit rate to be recovered at symbol/baud rate. Based on our knowledge, this is the
latest multiplexing technique reported to date.

In the following sections, details on principles, operation and implementation of various
modulation format and multiplexing techniques are presented.

2. Modulation Formats

Modulation is a process to form the baseband signal using high frequency carrier signal to
become more suitable for transmission over long communication link. Advanced
modulation formats improves the channel utilization and capacity. There are various types
of multiplexing techniques and modulation formats commonly used in optical fiber
communication system, which will be further discussed in the following Subsections.

2.1 Amplitude Shift Keying

In optical fiber communication systems, the baseband signals are modulated onto high
frequency optical carriers. Various types of modulation can be used for that purpose.
Amplitude modulation (AM) or amplitude-shift keying (ASK) or on-off keying (OOK) is the
simplest and commonly used technique in optical fiber communication systems, where AM
is referred to analog signals, and ASK and OOK referred to digital signals. In this technique,
the baseband signal is multiplied by a carrier frequency, thus (assuming binary signaling),
the binary 0 is transmitted with 0 W and binary 1 with A W. At the receiver, the
demodulation can be easily performed using a photodetector, which converts the optical
signal to the electrical signal, resulting in the original transmitted pattern. Figure 1 shows
example of a ASK modulation format.
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Fig. 1. Example of ASK modulation foramt, (a) binary signal, and (b) ASK modulated signal
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In advanced communication systems, instead of transmitting single bit per symbol, using
two level binary signals, more than one bit per symbol can be achieved, which it results in
higher transmission capacity. This technique is called multilevel signaling. The number of
signal level M, follows the rule of M =2" where the b is the number of bits per symbol, thus
called M-ary signaling. In ASK, the value of M = 4 (4-ary ASK) is mostly used to double the
transmission capacity while maintaining the spectral width (Avlonitis, Yeatman, Jones, &
Hadjifotiou, 2006; Cimini & Foschini, 1993; Muoi & Hullett, 1975; Walklin & Conradi, 1999).
The 8-ary ASK is also studied over fiber optic communication for tripling the transmission
capacity (Walklin & Conradi, 1999). The improvement in channel capacity was obtained at
the cost of power penalty in the OSNR and system receiver sensitivity. For example, receiver
sensitivity of 4-ary ASK coded with NRZ and RZ signaling experienced around 3.8 dB and
6.6 dB penalty in comparison to binary NRZ and RZ respectively (Avlonitis et al., 2006). This
is due to the fragmentation of the main eye to the several smaller eyes for the 4-ary ASK.

2.2 Phase Shift keying

In phase modulation, binary data are modulated onto the optical carrier referring to the
phase difference between binary 0 and 1. This technique is called phase-shift keying (PSK)
or BPSK for binary PSK. Example of BPSK modulation is shown in Figure 2. In this example,
binary 1 is signed as sin(wt) and binary 0 is signed as sin(ot + ) or -sin(wt).
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Fig. 2. Example of BPSK modulation format, (a) binary signal, and (b) BPSK modulated
signal

In the early days, PSK did not receive much interest due to its demodulator’s complexity.
Instead, differential PSK (DPSK) had received more interests (Ho, 2005). In DPSK, the data
are first encoded differentially as the differential encoder shown in Figure 3(a). The encoded
data are then modulated onto optical carrier using a phase modulator (PM) or Mach-
Zehnder modulator (MZM), which externally changes the optical phase from its original
phase to a relatively s phase shift. In response to the driving baseband signal (Ho, 2005),
MZM is preferable to PM due to better chromatic dispersion tolerance. Figure 4 shows
example of DPSK, which Figure 4(a) shows the binary signal, and 4(b) is the DPSK
modulated signal.
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Fig. 4. Example of DPSK modulation format, (a) binary signal, and (b) DPSK modulated
signal
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At the receiver, since DPSK can not directly be demodulated, a delay interferometer (DI) is
inserted in the optical path at the receiver to convert the differential phase modulation into
intensity modulation. As shown in Figure 3(b), a DI splits the received signals into two
paths, which experience one-bit delay to let two neighboring bits interfere at the DI output.
At port a (the destructive port), the two optical fields interfere destructively whenever there
is no phase change, and constructively whenever there is a phase change between
subsequent bits, thus converting phase modulation into intensity modulation (Winzer &
Essiambre, 2006).

Maintaining good interference is the most critical aspect in the design of DPSK receivers
(Ho, 2005; Winzer & Essiambre, 2006; Winzer & Hoon, 2003). Due to energy conservation
within the DI, the second DI output port b (the constructive port) yields the logically
inverted data pattern. In principle, one of the two DI output ports is sufficient to detect the
DPSK signal (single-ended detection). However, the 3-dB sensitivity advantage of DPSK is
only seen for balanced detections (Ho, 2005; Winzer & Essiambre, 2006). A balanced
detection (as shown in Figure 3(b) made with two photodetectors) considers the difference
between ports a and b signal providing a larger signal than that of a single-branch receiver
(Ho, 2005).
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In advanced communication systems, similar to the M-ary ASK, M-ary DPSK are used
instead of binary DPSK. The most reports are on M = 4, which called 4-ary DPSK or
differential quadrature PSK (DQPSK). DQPSK is the only true multilevel modulation format
(more than one bit per symbol) that has received appreciable attention in optical
communications so far (A. F. Abas, 2006; Cho et al., 2003; Christen et al., 2007; A. H. Gnauck
et al., 2006; Kawanishi et al., 2007; Morita & Yoshikane, 2005; Nasu et al., 2008; Schubert et
al., 2006; van den Borne et al., 2008; Weber et al., 2005; Weber, Ferber et al., 2006; Yoshikane
& Morita, 2004). It experiences four phase shifts, 0, +7/2, -7/2, and 7 (sin(ot), sin(wt + 7/2),
sin(ot - 1/2), and sin(of + 1)), for data modulation, and operates at a symbol rate of half the
aggregate bit rate. Figure 3(c) shows a schematic of DQPSK based on (Winzer & Essiambre,
2006), consisting of a continuously operating laser source, a splitter to divide the light into
two paths of equal intensity, two nested MZMs operated as PMs, an optical 7/2 phase
shifter in one of the paths, and a combiner to produce a single-output signal. Figure 5 shows
example of a QPSK/DQPSK modulated signal. In this example, the binaries 00, 01, 10, and
11 are signed with 0°, 90°, 270°, and 180° respectively. The QPSK and DQPSK modulated
signal are the same. The different is referred to the encoder before the modulator. If the
encoder is a differential encoder, then the modulated signal is DQPSK, otherwise it is QPSK.

00 o1 11 10 11 | 10 ol 1l

0° 90° 180° 270° 180° 270° 90° 180°

Fig. 5. Example of QPSK/DQPSK modulated signal

At the receiver, DQPSK signal first splits into two equal parts, and detected by two balanced
receivers of the form depicted in Figure 3(b). The two balanced receivers are used in parallel
to simultaneously demodulate the two binary data streams contained in the DQPSK signal.
Note that, the delay produced by DI has to be equal to the symbol duration for DQPSK
demodulation, which is twice the bit duration. In general, feedback-controlled DI tuning
within the receiver is needed for both DPSK and DQPSK (Winzer & Essiambre, 2006). In
DQPSK, the reduction of bandwidth is beneficial for achieving high SE in WDM systems, as
well as for increasing tolerance to CD.

The higher bandwidth reduction or higher channel capacity can be achieved by increasing
the value of M. This is achieved by combination of the amplitude and phase modulation
which is called M-ary-quadrature amplitude modulation (QAM). In fact, the QAM (or 4-ary
QAM) is produced by two PSK/DPSK signals, thus, it is the same as QPSK/DQPSK. Higher
value of M, for example M = 16, which means 4 bits per symbol, is produced by utilizing 4
different amplitude levels combined with 8 different phase levels. In theory, this will lead to
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32 states, allowing us to encode 5 bits per symbols (25 = 32). However, only 16 of these states
are used to encode 4 bits (logx(16) = 4) per symbol (Lathi, 1998; Zahedi, 2002). Using QAM
technique, 20-Msymbol/s using 128-QAM with coherent transmission over 500 km
(Nakazawa, Yoshida, Kasai, & Hongou, 2006), and 1-Gsymbol/s using 64-QAM coherent
transmission over 150 km optical fiber has been reported (Jumpei, Kasai, Yoshida, &
Nakazawa, 2007; Yoshida, Goto, Kasai, & Nakazawa, 2008). In M-ary signaling, since there
is b number of bit information per symbol, therefore, one symbol error produced b number
of errors. This is called error propagation, which is more serious at higher value of b and M.

2.3 Duobinary

Optical duobinary (DB) has attracted great attention in recent years. The two main
advantages attributed to this modulation format are increased tolerance to the effects of CD
and improved SE (Ibrahim, Bhandare, & Noe, 2006; Lender, 1964; Said, Sitch, & Elmasry,
2005; Wei et al., 2002; Yonenaga & Kuwano, 1997; Yonenaga, Kuwano, Norimatsu, &
Shibata, 1995). The fundamental idea of DB modulation (electrical or optical) that were first
described by Lender (Lender, 1964) is to deliberately introduce intersymbol interference (ISI)
by overlapping data from adjacent bits. This correlation between successive bits in a binary
signal leads the signal spectrum to be more concentrated around the optical carrier (Said et
al., 2005). This is accomplished by adding a data sequence to a 1-bit delayed version of itself,
which can be obtained by passing the binary signal through the delay-and-add filter as
shown in Figure 6(a) (Said et al., 2005). For example, if the (input) data sequence is x(nT) =
(0,0,1,0,1,0,0, 1, 1, 0), we would instead transmit the (output) data sequence y(nT) = (0, 0,
1,01,001,1,0)+ (001,010,011 =(0,0,1,1,1, 1, 0, 1, 2, 1). Here the sign *
denotes the initial value (z(nT)) of the input sequence, which is assumed to be zero. Note
that while the input sequence is binary and consists of 0s and 1s, the output sequence is a
ternary sequence consisting of 0Os, 1s, and 2s. Mathematically, DB results in y(nT) = x(nT) +
x(nT - T), where T is the bit period and # in the number of bit sequences (in above example
n is 10). At the receiver, the input sequence x(nT) can be recovered from the received y(nT)
based on z(nT) = y(nT) - z(nT - T) (detail refer to (Ramaswami & Sivarajan, 2002)).

There is one problem with this scheme, however; a single transmission error will cause all
further bits to be in error, until another transmission error occurs to correct the first one!
This phenomenon is known as error propagation (Ramaswami & Sivarajan, 2002). The
solution to the error propagation problem is to encode the actual data to be transmitted in a
differential form. For example, the x(nT) is encoded into d(nT) = (0,0,1,1,1,1,0, 1, 0, 1). To
see how differential encoding solves the problem, observe that if sequences of consecutive
bits are all in error, their differences will still be correct. However, such an approach would
eliminate the bandwidth advantage of DB signaling (Ramaswami & Sivarajan, 2002). The
bandwidth advantage of DB signaling can only be exploited by using a ternary signaling
scheme.
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Fig. 6. Generating DB signal, (a) digital filter for electrical DB signal, (b) dual-derive MZM
and (c) MZM bias and derive conditions for optical DB signal

The primary version of DB, which used three levels signal, increases the sensitivity penalty
(Said et al., 2005). To avoid the penalty, the three level DB signals need to be encoded in
both the amplitude and the phase of the optical carrier (Yonenaga & Kuwano, 1997;
Yonenaga et al., 1995). Such a scheme is called optical AM-PSK (Ramaswami & Sivarajan,
2002) and most studies of optical DB signaling today are based on AM-PSK. If the data is
differentially encoded before the DB filter, the carrier phase information becomes
redundant, and hence, the received data can be decoded using a conventional binary direct-
detection receiver (Yonenaga & Kuwano, 1997; Yonenaga et al., 1995). This DB signal can be
generated by applying a baseband, three-level electrical DB signal to a dual-drive MZM
(Figure 6 (c)) that is biased at maximum extinction ratio, as shown in Figure 6(b) (Yonenaga
& Kuwano, 1997; Yonenaga et al., 1995). Conceptually, the carrier is a continuous wave
signal, a sinusoid denoted by a cos(wt). The three levels of the ternary signal correspond to
-a cos(@t) = a cos(wt + m), 0 =0 cos(ot), and cos(wt), which is denoted by -1, 0, and +1,
respectively. These are the three signal levels corresponding to 0, 1, and 2, respectively, in
y(nT). The AM-PSK signal retains the bandwidth advantage of DB signaling.

3. Multiplexing Techniques

Multipleixng is an essential part in a communcation system where multiple users transmit
data simultaneously through a single link, whether the link is a coaxial cable, a fiber, radio
or satellite. Multiplexing is widely employed in communication systems due to its capability
to increase the channel utilization or the transmission capacity and decrease system costs.
Figure 7 depicts the multipleixng function in its simplest form. There are n inputs to a
multiplexer. The multiplexer multiplex or combine these inputs in a way so that they are
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separable. The demultiplexer performs opposite process as multiplexer to separate the
multiplexed data, and delivers them to the appropriate output lines. If each input to the
multiplexer carrying k bps digital data, the total data rate or the aggrigate rate of the link is
nk. There are various types of multiplexing techniques commonly used in optical fiber
communication system, which working principles are discussed in the following
Subsections.
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Fig. 7. Multiplexing

3.1 Time Division Multiplexing

Several low bit rate signals can be multiplexed, or combined to form a high bit rate signal by
sharing the time. Because the medium is time shared by various incoming signals, this
technique is generally called time division multiplexing (TDM). For those implemented in
electrical domain, they are called electrical TDM (ETDM). Example of TDM system for
multiplexing two channels is shown in Figure 8. In TDM systems, if n number of users with
the same pulse width of T s (seconds) is multiplexed, the pulse width of the multiplexed
signals is T/n. In TDM, the multiplexer and demultiplexer needs to operate at frequency
equal to the total aggregate bitrate, which is n times faster than the bit rate of a single user.
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Fig. 8. Example of a TDM system for multipleing two channels

The multiplexer typically interleaves the lower speed streams to obtain the higher speed
stream. The interleaving can be performed on a bit-by-bit (Figure 8) or packet-by-packet
basis. Framing is required for both cases because at the receiving terminal, the incoming
digital streams must be divided and distributed to the appropriate output channels. For this
purpose, the receiving terminal must be able to identify the timing of each bit correctly. This
requires the receiving system to uniquely synchronize in time with the beginning of each
frame, with each slot in a frame, and each bit within a slot. This is accomplished by adding
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framing and synchronization bits to the data bits. These bits are part of the so-called
overhead bits.

Optical time division multiplexing (OTDM) has a similar concept to electrical TDM, only
that it is implemented in optical domain. Figure 9 illustrates the basic concept of point-to-
point transmission system using bit-interleaved OTDM. In this system, access nodes share
different channels that operate at a fraction of the media rate. For example, the channel rates
could vary from 100 Mb/s to 10 Gb/s, whereas the time-multiplexed media rate is around
100 Gb/s. In Figure 9, a laser source produces a regular stream of very narrow RZ optical
pulses at a repetition rate R. This rate typically ranges from 2.5 Gb/s to 10 Gb/s, which
corresponds to the bit rate of the electronic data tributaries feeding the system. An optical
splitter divides the pulse train into n separate streams. In Figure 9, the pulse stream is 10
Gb/s and n = 4. Each of these channels is then individually modulated by an electrical
tributary data source at a bit rate R. The modulated outputs are delayed individually by
different fractions of the clock period, and interleaved through an optical combiner to
produce an aggregate bit rate of nR. At the receiving end, the aggregate pulse stream is
demultiplexed into the original n independent data channels for further signal processing.
In this technique, a clock-recovery mechanism operating at the base bit rate R is required at
the receiver to drive and synchronize the demultiplexer (G. Keiser, 2000).

OTDM requires very narrow RZ pulses to be able to interleave data of different users within
a bit interval. These narrow pulses require higher spectral width. In addition, this system
becomes vulnerable to CD and polarization mode dispersion (PMD) as well as creating the
need for a higher optical signal-to-noise ratio (OSNR) in the wavelength channels due to the
very short pulses. A higher OSNR is obtained by employing a higher signal power and will
make the system more sensitive to fiber nonlinearity (Weber, Ludwig et al., 2006).
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Fig. 9. Example of an ultrafast point-to-point transmission system using OTDM technique
(G. Keiser, 2000)

3.2 Wavelength Division Multiplexing

In wavelength-division multiplexing (WDM) systems, different independent users transmit
data over a single fiber using different wavelengths (G. E. Keiser, 1999; Palais, 2005).
Conceptually, WDM scheme, which is illustrated in Figure 10, is similar to frequency
division multiplexing (FDM) used in microwave radio and satellite systems. At the
transmitter side, n independent users” data are modulated onto n high frequency carriers,
each with a unique wavelength (1). These wavelengths can be spaced based on ITU-T
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standards. A wavelength multiplexer combines these optical signals and couples them into a
single fiber. At the receiving end, a demultiplexer is required to separate the optical signals
into appropriate channels. This is done with n optical filters, whereby their cut-off frequency
is set based on the transmitted light source frequency. The total capacity of a WDM link
depends on how close the channels can be spaced in the available transmission window. In
late 1980s, with the advent of tunable lasers that have extremely narrow linewidth, one then
can have very closely spaced signal bands. This is the basis of dense WDM (DWDM) (G.
Keiser, 2000; G. E. Keiser, 1999). Figure 10 shows a typical WDM network containing
various types of optical filter such as post-amplifier or booster, in-line amplifier and
preamplifier.
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Fig. 10. Implementation of a typical WDM network

The major disadvantage of WDM is the low channel utilization and spectral efficiency
because one wavelength is required per user. Therefore, for multiplexing n users, n
wavelengths or light sources with n filters are required, which increase the cost of the
system. The goal of all other multiplexing techniques and modulation formats are to
increase channel utilization and/or channel capacity of the WDM systems.

3.3 Orthogonal Frequency Division Multiplexing

Orthogonal frequency division multiplexing (OFDM) is a special form of a multi-carrier
modulation (MCM) or subcarrier multiplexing (SCM). In MCM, information of different
users is modulated with different waveforms, which are called subcarriers. The channel
spacing between subcarriers has to be multiple of symbol rate, which reduces the spectral
efficiency (Shieh, Bao, & Tang, 2008). A novel approach which overlaps between subcarriers
by reducing the channel spacing employing orthogonal signal set is called OFDM. A
fundamental challenge of OFDM is on the number of subcarriers, where a large number of
them are needed so that other channel treats sub-channels as a flat channel. This leads to an
extremely complex architecture involving many oscillators and filters at both transmitting
and receiving ends (Shieh, Bao et al., 2008). A family of OFDM was first proposed by
Weinsten and Ebert (Weinsten & Ebert, 1971), in which OFDM modulation/ demodulation
was implemented by using inverse discrete Fourier transform (IDFT)/discrete Fourier
transform (DFT) (Weinsten & Ebert, 1971). This made OFDM attractive to be investigated for
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applications in the optical domain because of its resilience to the channel dispersion (Shieh
& Athaudage, 2006; Shieh, Bao et al., 2008). The most critical assumption for OFDM is the
linearity in modulation, transmission, and demodulation. Consequently, a linear
transformation is the key goal for the OFDM implementation. This is realized in coherent
optical OFDM (CO-OFDM) with challenges in designing a linear modulator (RF-to-optical
up-converter) and demodulator (optical-to-RF down-converter) (Shieh, Bao et al., 2008;
Shieh, Yi, Ma, & Yang, 2008). A generic CO-OFDM system can be divided into five
functional blocks including (Shieh, Bao et al., 2008; Shieh, Yi et al., 2008) (i) the RF OFDM
transmitter, (ii) the RF-to-optical (RTO) up-converter, (iii) the optical channel, (iv) the
optical-to-RF (OTR) down-converter, and (v) the RF OFDM receiver as shown in Figure 11.
In the RF OFDM transmitter, the input digital data is converted from serial to parallel into a
block of bits consisting of information symbols. This information symbol will be mapped
into a two-dimensional complex signal. The subscripts of the mapped complex information
symbol correspond to the sequence of the subcarriers and OFDM blocks. The time-domain
OFDM signal is obtained through IDFT and a guard interval is inserted to avoid the channel
dispersion. The digital signal is then converted into analog form through a digital-to-analog
converter (DAC) and filtered with a low-pass filter (LPF) to remove the alias sideband
signal. The subsequent RTO up-converter transforms the baseband signal into the optical
domain using an optical in-phase/quadrature (I/Q) modulator comprising a pair of Mach-
Zehnder modulators (MZMs) with a 90° phase offset. The baseband OFDM signal is directly
up-converted to the optical domain and propagates inside the optical medium. At the
receiver, the optical OFDM signal is then fed into the OTR down-converter where it is
converted to a RF OFDM signal. In the RF OFDM receiver, the down-converted signal is first
sampled with an analog-to-digital converter (ADC). Then the signal needs to go through
sophisticated three-level synchronization before the symbol decision can be made. The three
levels of synchronization are (i) DFT window synchronization where the OFDM symbol is
properly delineated to avoid intersymbol interference; (ii) frequency synchronization,
namely, frequency offset needs to be estimated, compensated, and preferably, adjusted to a
small value at the start; (iii) the subcarrier recovery, where each subcarrier channel is
estimated and recovered (Shieh, Yi et al.,, 2008). Assuming successful completion of DFT
window synchronization and frequency synchronization, the sampled value of RF OFDM
signal passed through the DFT. The third synchronization of the subcarrier recovery
involves estimation of the OFDM symbol phase (OSP), and the channel transfer function.
Once they are known, an estimated value, which is calculated by the zero-forcing method is
used for symbol decision or to recover the transmitted value, which is subsequently mapped
back to the original transmitted digital bits (Shieh, Bao et al., 2008; Shieh, Yi et al., 2008).
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Fig. 11. Conceptual diagram for a generic CO-OFDM system with direct up-down
conversion architecture (Shieh, Yi et al., 2008)

CO-OFDM has advantages in mitigating CD effects (Shieh & Athaudage, 2006; Shieh, Yi et
al., 2008), as it transmits a high data rate divided into several low subcarrier channels
resulting in longer signal pulse width. Also, the spectra of OFDM subcarriers are partially
overlapped, resulting in high optical spectral efficiency. On the other hand, CO-OFDM
requires very accurate synchronizations (Shieh, Bao et al., 2008; Shieh, Yi et al., 2008), very
sensitive to nonlinear effects (Shieh, Bao et al., 2008), very complex and costly.

3.4 Polarization Division Multiplexing

Polarization division multiplexing (PDM) is a method for doubling the system capacity or
spectral efficiency, in which two independently modulated data channels with the same
wavelength, but orthogonal polarization states are simultaneously transmitted in a single
fiber (Hayee, Cardakli, Sahin, & Willner, 2001; Martelli et al., 2008; Nelson & Kogelnik, 2000;
Nelson, Nielsen, & Kogelnik, 2001; Yao, Yan, Zhang, Willner, & Jiang, 2007). At the receiver
end, the two polarization channels are separated and detected independently. Figure 12
shows a simple sketch of a polarization multiplexed system. As shown in this figure, the
multiplexer requires a polarization beam combiner (PBC) to combine two channels with
orthogonal polarizations. State of polarization is controlled accurately with very high speed
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optical polarization controller (PC). At the receiver, the polarization demultiplexer operates
opposite of the multiplexer, in which a dynamic PC controls the polarization state before the
polarization beam splitter (PBS) separates the two data streams.

The main advantage of PDM is that, it can be applied on existing fiber system without
having to change any part of transmission hardware or software (Yao et al., 2007). It can also
be used together with modulation format like DQPSK (Alan H. Gnauck et al., 2007; A. H.
Gnauck et al., 2008) or QPSK (Charlet et al., 2008; Pardo et al., 2008a, 2008b) to quadruple
system capacity and increase SE. Even though polarization multiplexing is straightforward,
separating the two channels with acceptable crosstalk at the receiving end is not trivial
because the polarization state of the multiplexed channels changes rapidly with time.
Therefore, coherent crosstalk due to misaligned signal in reference to the input state of
polarization in the polarizers or polarization beam splitters arises. In addition to that, PMD
is another impairment for PDM (Nelson & Kogelnik, 2000; Nelson et al., 2001). Different
techniques have been proposed to mitigate this impairment such as monitoring of clock tone
or pilot tones (Chraplyvy et al., 1996; Hill, Olshansky, & Burns, 1992), multi-level electronic
detection (Han & Li, 2006; Hayee et al., 2001), cross-correlation detection of the two
demultiplexed channels (Noe, Hinz, Sandel, & Wust, 2001), and coherent detection (Charlet
et al., 2008; Jansen, Morita, Schenk, & Tanaka, 2008; Pardo et al., 2008a), but they add to the
system complexity and cost (Yao et al., 2007).
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Fig. 12. Schematic of a simple polarization division multiplexing system (Nelson &
Kogelnik, 2000; Yao et al., 2007)

3.5 Duty-Cycle Division Multiplexing

Duty cycle division multiplexing (DCDM) is a new multiplexing technique introduced
recently by (Abdullah, Abdalla, F.Abas, & Mahdiraji, 2007). In this technique, different users
sign with different RZ duty cycles and then combine together synchronously to form a
multilevel step shape signal. The multiplexing process can be Performed either in electrical
domain (E-DCDM) or optical domain (O-DCDM). Figure 13(a) shows example of an E-
DCDM system for multiplexing three users. Data of the User 1 to 3 (U1, U2, and U3), each
with let say 10 Gb/s pulse at pseudo random binary signal (PRBS) 210-1, are curved with
three RZ modulators (RZ1, RZ2, and RZ3), which produces different duty cycles (DCs). The
three RZ modulators operate synchronously based on a central clock. The ith RZ modulator
has a DC of T; = (i x Ts)/(n + 1), where T, represents the symbol duration and # is the
number of user. Thus, data of U1 is curved with RZ1 which is set at 25% DC (U25); data of
U2 is curved with RZ2 set at 50% DC (U50); and finally, data of U3 is curved at 75% DC
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(U75). The signals with different DCs are then multiplexed synchronously using an electrical
adder and then modulated with a laser diode (LD) signal, using an intensity modulator
(IM). Figure 13(b) shows the eye diagram of the modulated signal obtained from the
receiver.
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Fig. 13. (a) Schematic of E-DCDM system, (b) eye diagram, and (c) demultiplexer

The main advantage of DCDM is the inherent self-symbol synchronized system. As
highlighted in Figure 13(a), there is one and only one rising edge transition in each
multiplexed symbol (except the case that all user send bit 0), which located at the beginning
of the symbol. Comparing these properties with RZ-TDM, they can only support the bit
synchronization and required external symbol synchronization scheme. For comparison
purpose, three-user RZ-TDM signal is shown in Figure 13(a). Another unique advantage of
DCDM is the impulse transitions in the multiplexed signal spectrum. Figure 14(a) shows
modulated spectra of 3 x 10 Gb/s DCDM, where the modulation is performed using a LD
operated at 1550 nm. It can be seen that DCDM has multiple impulse transitions in its
spectra. In general, the number of impulses are equal to the number of multiplexing users
with spacing equal to the single user bit rate or the symbol rate, which in Figure 14(a) the
transitions repeated every 10 GHz. Comparing this against RZ-TDM shows that it has only
one impulse transition , which is located at frequency equal to the channel aggregate bit
rate, which it is 30 GHz away from the carrier frequency (Figure 14(b)). DCDM provides
smaller spectra width in comparison to RZ-TDM.
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Fig. 14. Modulation spectra of 3 x 10 Gb/s DCDM and 30 Gb/s RZ-TDM

SE-

DCDM demultiplexer operates in electrical domain. Considering Figure 13(a), at the receiver
side, the optical signal is first detected by a P-i-N photodiode (PD) and passed through a
low-pass filter (LPF) followed by the demultiplexer. In the demultiplexer (Figure 13(b)), a
clock recovery circuit (CRC) and edge detection circuit (EDC) is used to recover the clock
and detect the beginning of each multiplexed symbol. A 10 GHz clock is recovered referring
to the impulse transition available in the signal spectra (Figure 14(a)). On the other hand,
considering the 10 GHz recovered clock, the beginning of ach multiplexing symbol can be
detected using the EDC. Three sampling circuits are synchronized with the recovered clock
or the detected edges. By putting appropriate delay lines for each sampler as shown in
Figure 13(b), the first, second, and third sampler (51, S2, S3) take samples at T5/8, 3T,/8, and
5Ts/8 s per symbol respectively. The frequency of all samplers is equal to the symbol rate
(10 GHz). Outputs of the samplers are fed into the decision and regeneration unit. In this
unit, the sampled values are compared against three threshold values thry, thr, and thrs, and
the decision is performed based on the operations shown in Table 1. Regarding to the rules
in that table, for U25, the decision is made based on the information taken from the two
consecutive sampling points, S1 and S2. If amplitudes of those two adjacent sampling points
are equal, bit 0 is regenerated (rules 1 to 3 from Table 1 and cases 1, 3, 5, and 7 from Figure
13(a)). On the other hand, when the amplitude at S1 is one level greater than S2, bit 1 is
regenerated (rules 4 to 6 from Table 1 and cases 2, 4, 6, and 8 from Figure 13(a)). The same
method is used for U50, which utilizes information extracted from S2 and S3. Finally, U75 is
recovered from only S3 by comparing amplitude of 53 against thr.
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Rules for Ul Cases
1 if (S1<thr) &  (S2 < thn), then Ul=0 1
2 if (thri<Sl<thry) & (thri<S2<thr;), then Ul=0 3,5
3 if (thrp<Sl<thr) & (S22 thr), then Ul=0 7
4 if (thrp<Sl<thr) & (52<thn), then Ul=1 2
5 if (thrp<Sl<thr;) & (thri<S2<thry), then Ul=1 4,6
6 if (S12thn) & (S22 thr), then Ul=1 8
Rules for U2 Cases
1 if (S2<thr) &  (S3 < thr), then U2=0 1,2
2 if (thri<S2<thry) & (S32thry), then U2=0 56
3 if (thri<S2<thry) & (S3<thr), then U2=1 3,4
4 if (S22thr) &  (S3 2 thry), then U2=1 7,8
Rules for U3 Cases
1 if (S3<thr), then U3=0 1,2,3,4
2 if  (S3=thry), then U3s=1 5,6,7,8

Table 1. Data recovery rules for three-DCDM users

The main disadvantage of DCDM system is that it required high OSNR in comparison to the
binary signalling such as RZ or NRZ. This is due to the fragmentation of the main eye to
several smaller eyes (Figure 13(b)) similar to the multilevel amplitude signalling.
Performance of DCDM is improved using optical multiplexer by adding the cost in
multiplexer, which required one modulator for each multiplexing user. In terms of
transmitter and receiver complexity, DCDM has simple transmitter and receiver. At the
same time, DCDM allows high speed aggregate bit rate to be recovered at symbol or baud
rate, which made DCDM receiver very economic. Furthermore, this technique allow more
users to be allocated in a WDM channel, which contributes towards improvement in SE.

4. Comparison between Multiplexing Techniques and Modulation Formats

Table 2 shows a comparison between different modulation formats and multiplexing
techniques at 40 Gb/s. The comparison is made based on transmitter (Tx) and receiver (Rx)
complexity, optical signal-to-noise ratio (OSNR), chromatic dispersion (CD), null-to-null
modulated bandwidth (MBW) and clock recovery frequency (CRF).

Multiplexing techniques improve transmission capacity of optical networks. TDM with a
simple transmitter and receiver can improve channel utilization by expending spectral
bands or bandwidth. This technique is limited by the electronics technology (for example,
based on today technology, the maximum aggregated bit rate per single channel reported is
114 Gb/s). PDM can double the channel capacity with the same spectral band as required by
TDM systems. However, it suffers from channel crosstalk due to PMD and requiring very
high speed polarization controllers, which increase the system complexity and the cost.
OFDM improves channels capacity by allowing hundreds of low speed channels to form a
single channel with very complex transmitter and receiver and requiring 3 stages of precise
synchronizations. DCDM with simple transceivers can support multiple channels per WDM
channel with requiring smaller spectral bandwidth in comparison to the RZ-TDM. It also
facilitates symbol synchronization and allows high speed transmission to be recovered at
low speed clock. However, it suffers from the high OSNR requirement.
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40Gb/s D
Modulation & Tx Rx OSNR (ps/ MBW| CRF
multiplexing complexity | complexity (dBm) nm) (GHz)|(GHz)
techniques
Sim: 16.5 (E-3),19.8 (E-9)
NRZ-TDM 1M 1PD Exp: ~23.3 (E-9) 54 80 40
) Sim: 14.4 (E-3), 18.3 (E-9)
50% RZ-TDM 2 Ms 1D o (£9) 48 | 160 | 40
) Sim: 14.9 (E-3), 15.1 (E-3),
67 % CS-RZ-TDM 2 Ms 1PD 18.8 (E-9) 42 120 40
DB Sim: 22.4 (E-9) 40
Sim: 11.7 (E-3)13.5 (E-3),
NRZ-DPSK ™M 1DI+2PDs 18.5 (E-9) 74 80 40
Exp: ~20 (E-9)
50% RZ-DPSK 2 Ms 1D1+2PDs P LT (E3), 156 (B9) 155 | 460 | 40
Exp: ~18 (E-9)
Sim: 13.2 (E-3), 15 (E-3),
NRZ-DQPSK 2Ms 2 DIs + 4 PDs 13.4 (E-3),20.5 (B-9) | 168 | 40 | 20
Exp: ~24.5 (E-9)
Sim: 12.2 (E-3), 15 (E-3),
50% RZ-DQPSK 2Ms 2 DIs + 4 PDs 17.7 (E-9),20.2 (E-9) | 161 | 80 | 20
Exp: ~23.3 (E-9)
3PCs, 2 Ms,
RZ-DQPSK-PDM 1PM, 1RZ-PG, PSA'HI;I;S' IZ)BIS, Exp: 13.7 (E-9) 40 10
2PBS,1PBC &
2 PDs, 3 PCs
NRZ-16-QAM ! ’[Sim: 20.9 (E-9 20 10
Q 3PCs, 1M |7 e = 6im: 209 (E9)
EBS)D M (220 1M 1PD  [Sim:17.8 (E-3),21.74 (E9)| 62 | 120 | 20
(E;'bD/i)D M (310 1M 1PD  [Sim:21.6 (E-3),264 (E-9) | 58 | 100 | 10
EBS)D M (7571 1M 1PD  [Sim:27 (E-3), 31.4 (E-9) 52 | 914 | 571
WDM: Wavelength division multiplexing NRZ: Non return-to-zero RZ: Return-to-zero ~ M: Modulator
DQPSK: Differential quadrature phase shift keying CD: Chromatic dispersion ~ DB: Duobinary Num: Numerical
QAM: Quadrature amplitude modulation RS: Receiver sensitivity Tx: Transmitter Rx: Receiver
[PDM: Polarization division multiplexing PS: Polarization stabilizer ~ Exp: Experimental  Pol: Polarizer
CREF: Clock recovery frequency DI: Delay interferometer PD: Photodetector ~ OOK: On off keying
PBC: Polarization beam combiner PC: Polarization controller ~ PG: Pulse generator
PBS: Polarization beam splitter TFL: Tunable fiber laser MBW: Modulated bandwidth

Table 2. Performance and complexity comparison between different multiplexing
techniques and modulation formats at 40 Gb/s aggregation bit rate (Daikoku, Yoshikane, &
Morita, 2005; Essiambre, Winzer, & Grosz, 2006; Jumpei et al., 2007; Leibrich, Serbay,
Baumgart, Rosenkranz, & Schimmler, 24-28 September 2006, Martelli et al., 2008; Ohm &
Freckmann, 2004)

Advanced modulation formats such as QASK, QAM, QPSK, QDPSK and DB double channel
capacity of optical network with requiring the same spectral band as TDM. However, they
have complex and costly transmitter and receiver. Beside all these techniques, WDM allows
the use of available spectra in optical domain but only at one channel per wavelength.
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Combining WDM with individual or combination of the techniques mentioned above
and/or other techniques can increase the transmission capacity tremendously and improve
spectral efficiency of the optical fiber communication systems. Overall, the goal of all
multiplexing techniques and modulation format are to increase spectral efficiency of WDM
networks. To date, PDM and DQPSK and combination of these two techniques achieved the
most attention from the communication society. At the same time, DCDM has some
attractive and unique properties that have not been discovered in other techniques. This
technique has the potential to become an alternative multiplexing technique but it required
more investigation on the practical and experimental systems.

5. Conclusion

The main objective in the communication systems is to transmit as much as possible
information in as low as possible bandwidth and cost. Different modulation formats such as
M-ary ASK, QPSK/DQPSK, QAM and DB are proposed to improve WDM channel capacity.
M-ary ASK improves the channel capacity by transmitting more than one bit per signal
element utilizing different signal levels or multilevel signals. QPSK/DQPSK utilizes
multiple phases for transmit more than one bit per signal element. QAM improve channel
capacity by transmitting more than one bit per signal element utilizing different phases and
different amplitudes. DB use either three amplitude levels or two amplitudes (like binary
signals) and one redundant phase element instead of the third level. All the advanced
modulation schemes are limited to double or triple the channel utilization but all of them
improve the channel capacity or the spectral efficiency. On the other hand, different
multiplexing techniques such as TDM, WDM, OFDM, PDM and DCDM are proposed to
improve the channel utilization. In TDM, different users share the same WDM channel by
allocating each user different time slot. Using WDM, the available optical spectrum can be to
utilize to support multiple numbers of users. In this technique, each user is assigned a
wavelength as the carrier signal. In OFDM, utilizing IDFT many different RF signals can be
assigned as the carrier for many low bit rate users. PDM allows two users to be carried over
two different polarizations, vertical and horizontal polarizations. In DCDM, different users
signed with different RZ duty cycles to share the same WDM channel. Except PDM, all other
multiplexing techniques can support multiple users. Eventhough multiplexing techniques
improve the channel utilization, but all of them except PDM, failed to improve the spectral
efficiency of the link. PDM act like modulation schemes that can double the channel capacity
or the spectral efficiency. Amongst all these multiplexing techniques and modulation
schemes, PDM and QPSK/DQPSK or combinations of them have obtained the most
attention in the communication systems. Finally, DCDM can reduce the clock recovery
frequency significantly.
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1. Introduction

Simple pulsed radar is limited in range sensitivity by the average radiation power and, in
range resolution by the pulse length. The design of any radar always involves a compromise
between the two constraints. Waveform design aims to seek an appropriate harmony that
best suits the relevant application. The pulse compression theory has been introduced in
order to get a high range resolution as well as a good detection probability.

One of the basic types of pulse compression is binary phase coding which encodes the
transmitted pulse with information that is compressed (decoded) in the receiver of the
radar.

The study of the peak sidelobe level (PSL) binary sequences occurs as a classical problem of
signal design for digital communication and, in equivalent guise, in analytic number theory.
It has also become a notorious problem of combinatorial optimization. For years
mathematicians, engineers, physicists and chemists have sought a systematic way to
construct long binary sequences with low PSL.

In this Chapter, we describe pulse compression technique in radar waveform design. In
order to make the presentation self-contained, we start by providing a short summary of
waveform design and an introduction to principle behind pulse compression by compiling
the basic tools required for analyzing and comparing different radar signals.

After that, we talk about binary sequence, its desired properties and general types of
methods for finding and generating such waveforms. We keep on by an overview and
introducing the existing methods and search routine done.

We conclude the chapter with a brief survey of the results exhibited yet for low
autocorrelation binary sequences. We mention a table of complete results presented and also
introduce a histogram to unscramble them visually and predict the future.

2. Why is pulse compression needed?

One of the most important usages of radar is range finding which is done through
measuring time delay, At; it takes a pulse to travel the two-way path between the radar and
the target.
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Where, c is denoted as speed light.
In general, a pulsed radar transmits and receives a train of pulses, as illustrated by Figure 1.
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Fig. 1. Illustrating range.

By definition, Range Resolution is the ability to detect targets close proximity to each other
as distinct objects only by measurement of their ranges (distances from radar) which usually
expressed in terms of the minimum distance by which two targets of equal strength at the
same azimuth and elevation angles must be spaced to be separately distinguishable.
Resolution in the range domain AR corresponds to the resolution t in the time domain, and
is set by the pulsewidth according to AR = ct/2 (for pulse-compression waveform, T is the
pulsewidth after pulse compression).

Without pulse compression, the instantaneous bandwidth of radar receiver, B, is equal to
pulse bandwidth which is usually set to 1/7; thus

AR:Z:L )
2 2B

In general, radar users and designers alike seek to minimize AR in order to enhance the
radar performance. As suggested by equation (2), in order to achieve fine range resolution
one must minimize the pulse width or maximize the bandwidth.

On the other hand, as illustrated in Figure 1., during each PRI' the radar radiates energy
only for T seconds and listens for target returns for the rest of PRI.

Let P.v , Py and Ep, stand for average transmitted power, peak transmitted power and pulse
energy, respectively. So,

1 Pulse Repetition Interval
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With regard to equations (3) and (4) and also Figure 1., above solutions will reduce the
average transmitted power. Furthermore, in accordance with Radar Equation (equation (5)),
maximum range and thus detection probability will decrease.
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So, it seems that the only way to account for these problems and have good range resolution
is increasing the peak transmitted power, whereas there are technical limitations for the
maximum peak power, such as maximum high voltage or power from the output stage, or
waveguide breakdown. So, the only approach for achieving fine range resolution while
maintaining adequate average transmitted power is using pulse compression techniques
(Mahafza & Alabama, 2000; Skolnik, 2001) which is the main subject of this chapter and will
be expatiated.

For clarity, consider this example:

Example:
Desired resolution: R = 15 cm

Required bandwidth: B =1 GHz

Required pulse energy: E =1 m]

By using equation (4), two solutions are as follows:
Brute force approach:

Raw pulse duration: t=1 ns

Required peak transmitted power: P =1 MW!
Pulse compression approach:

Pulse duration: t=0.1 ms

Required peak transmitted power: P =10 W

It is good to mention that, required range resolution for a given radar is dependent on its
performance (detection, recognition, identification, etc.). For example, see table R26 in
(Barton & Leonov, 1998) about resolution required for target interpretation tasks.

3. Pulse compression

Pulse compression allows radar to use long waveforms in order to obtain high energy and
simultaneously achieve the resolution of a short pulse by internal modulation of the long
pulse. This technique can increase signal bandwidth through frequency or phase coding.
Although, amplitude modulation is not forbidden but usually is not used. The received echo
is processed in the receiver matched filter to produce a short pulse with duration 1/B, where
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B is bandwidth of compressed pulse. This technique is of interest when the radar is not able
to generate enough required power. So, a concise summary for pulse compression is
gathering two opposite benefits “High Range Resolution” and “high detection probability”
concurrently. It can be stated that “radar pulse compression” is a substitute for “short pulse
radar”, although, each one has its own advantages and difficulties.
Some privileges of short-pulse radar are as follows (Skolnik, 2001):

- range resolution

- range accuracy

- clutter reduction

- interclutter visibility
- glint reduction

- multipath resolution
- multipath height-finding
- target classification

- doppler tolerance

- ECCM

- Minimum range

and some defects of short-pulse are given below:

- Interference with other frequncy bands
- Limited maximum range

Pulse compression has all advantages related to short pulse except short minimum range.
Furthermore, this technique has obviated limitation in average transmitted power belonging
to short pulse. In other hand, it has two disadvantages:

- Increased complexity for generating, transmitting and processing which cause more
expense.
- Appearing sidelobes in compressed pulse which result in decreased range resolution.

A twin good and bad effect of pulse compression technique can be shown by Figure 2.
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Fig. 2. Resolving targets in range (I) two resolved targets by short-pulse (II) two unresolved
targets by long-pulse (III) two resolved target by using pulse compression with long-pulse

Consider two targets which can receive and reflect radar pulse. If these two reflected pulses
are narrow enough, they will be separated; A-pulse and B-pulse are indicated reflected
pulse from target A and B respectively (Figure 2-I). But, if these pulses are wide, they may
overlap and may not be separable (Figure 2-II). If these wide pulses are passed through
compression filter, two narrow pulses will be generated which can be distinguished easily
(Figure 2-III). This is an efficacy of pulse compression but, one must tolerate a bad effect
along with this advantage which is appearing extra pulses around the main one at the
output of compression filter (Figure 2-III). This is obvious that if these side pulses have large
amplitude, the radar will mistake.

Another parameter needed to introduce is pulse compression ratio which is define here:

. . uncompressed pulse width
Pulse compression ratio =

compressed pulse width

And can be stated as follow:

pulse compressionratio = Bt (6)

In equation (6), B and t are denoted as pulse bandwidth and compressed pulse width and
usually Bt>1.



44 Trends in Telecommunications Technologies

4. Different types of pulse compression technique

There are various kinds of pulse compression technique which can be categorized in two
general sets. In order to be familiar to these categorizes, some common types of them are
considered and since these signals have been discussed in details in many literatures, only a
synoptic account of them is cited including its benefits and difficulties. For more
information, the reader is referred to (Barton & Leonov, 1998; Skolnik, 2001; Farnett &
Stevens, 1991; Levanon & Mozeson, 2004).

4.1 Frequency Modulation

These waveforms can entail linear (LFM) or nonlinear (NLFM) modulation of the frequency
of the transmitted waveform. The summary of general characteristics of them given here
(Nathanson & Cohen, 1999 ; Barton & Leonov, 1998; Farnett & Stevens, 1991):

4.1.1 Linear frequency modulation (Chirp)
Advantages:

- It is quite insensitive to doppler shifts.
- It is the easiest waveform to generate.
- There is a variety of hardware being avaiable to form and process it.

Disadvantages:

- It has range-doppler cross coupling, resulting in measurement errors unless one of the
coordinates (range or doppler) is determined.

- Range sidelobes are high, compared with nonlinear FM and phase-coded waveforms. To
reduce sidelobe level, weighting is usually required, resulting 1-to-2-db loss in signal to
noise ratio.

4.1.2 Nonlinear frequency modulation

- It has very low range sidelobes without necessitating the use of special weighting for their
supression, and hence has no signal-to-noise ratio loss as does the LFM waveform.

- It is more sensitive to doppler frequency shifts.

- Itis complex and its generation techniques has been developed limitedly.

4.2 Phase coding

This waveform is one in which intrapulse modulation is obtained by subdividing the pulse
into subpulses of equal duration, each having a particular phase. The phase of each subpulse
is set in accordance with a given code or code sequence. Common characteristics of phase
coded radar are as follows (Barton & Leonov, 1998; Farnett & Stevens, 1991):

- In comparison with LFM waveforms, they have lower range sidelobes.

- They are preferred in jamming conditions, as the coding of the transmitted signal gives an
additional degree of protection against ECM.

- Their resolution performance in a dense target environment or in presence of distributed
clutter can be rather poor.
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- The implementation of phase coded waveforms is more complex than that of the LFM
waveforms.
This modulation can be categorized in two subsets:

4.2.1 Polyphase coding
This waveform uses codes with the number of discrete phase values greater than two. Some
properties of this modulation are:

- The range sidelobes of polyphase coded waveforms can be lower than those of the binary
coded ones of the same length, but the performance of these waveforms deteriorates
rapildly in the presence of doppler frequency shift.

- Generation and processing of polyphase-coded waveforms use technique similar to those
of frequency-coded waveforms, but their range sidelobe parameters are much better than
for unweighted FM waveforms.

4.2.2 Binary coding

It is the most widely used phase coded waveform which employs two phase. In this type of
pulse compression method, a long pulse with duration t is divided into N “subpulse”, each
with duration 1, where

=— @)

The phase of each segment is set to 0" and 180" in accordance with the sequence of element
in the phase code, as indicated in Figure 3.

rle[H[-[-[+][-[+] @
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Fig. 3. Binary coded waveform.
(A) binary sequence (modulator). (B) phase coded signal.

If these pahses are selected randomly, the resulted waveform will be a noise modulated one
and if they are chosen in accordance with some special patterns, the generated binary coded
signal will have better function and the goal of this chapter is finding such sequences
(Barton & Leonov, 1998; Farnett & Stevens, 1991; Skolnik, 2001).

By using bianry coded waveform, the effective width of matched filter output pulse is t, and
its amplitude is N times greater than primary one. Thus, pulse compression ratio is
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. . 4
pulsecompressionratio=Br=—=N ®)
T

n

Where, B is banwidth of modulated pulse and can be calculated by
B=— 9)

The duration of matched filter output is indeed 2. i.e.; in addition to main peak with width
Tn the output of this filter spreads over a 2t period in both sides of the main lobe. These extra
pulses are named time sidelobes.

Table 1. is shown a brief comparison between LFM and Biphas-coded signals (Skolnik 2001).
Also, the reader can refer to a table including summary of performance of various pulse
compression implementation in (Farnett & Stevens, 1991) and a good and depth overview of
HRR! radar and comparison between several modulations mentioned in previous sections
in (Cohen, 1991; Levanon & Getz, 1994).

Property LFM Binary phase coded pulses
Good when weighting on | Can be equal to 1/2N, and are not
Time sidelobes | receive, and when a loss of | easy to improve; poor doppler
about 1 dB can be tolerant sidelobes
Dopller Doppler tolerant Requires filter bank
Ambiguity . Thumbtack (but with high sidelobes
. Ridge )
diagram in plateau)
Pulse Single filter can be used for | Single filter can be used for transmit
compression transmit and receive; usually | and receive, but with input at
filter analog for high resolution opposite end; usually digital
C lexit Less complex, especially if M lex, ( ires filter bank
omplexity Strech can be used ore complex, (requires filter bank)
L High resolution (wide
Application bandwidth) Long pulses
Range-doppler coupling; has | Bandwidth limited by availability of
Other been more widely used than | A/D converter; erroneously thought
other pulse compression to be less susceptible to ECM spoofing

Table 1. Comparison of linear FM and Binary phase-coded pulse compression waveforms

1 High Range Resolution
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5. Matched filter

Matched filter have a principle position in pulse compression technique, so before starting to
talk about main question, its properties and characteristics are considered briefly.

The most unique characteristic of the matched filter is that it produces the maximum
achievable instantaneous SNR! at its output when a signal plus additive white noise is
present at the input. The peak instantaneous SNR at the receiver output can be achieved by
matching the radar receiver transfer function to the received signal and this peak value can
be calculated by

2F
SNR =— (10)
N

o
Where, E and N, are denoted as input signal energy and input noise power respectively.
Thus, we can draw the conclusion that the peak instantaneous SNR depends only on the
signal energy and input noise power, and is independent of the waveform utilized by the
radar.
For this peak instantaneous SNR, matched filter impulse response is:

h(t)=s (t—1) (11)

Where, si(t) is radar transmitted signal. Equation (11) indicates that the peak occurs at t
second after entering signal to matched filter.

Now, consider a radar system that uses signal s;(t), and assume that a matched filter receiver
is utilized. The matched filter input signal can then be represented by

x(1) =Cs,(t=1,) +n,(2) 12)

Where C is constant, t; is an unknown time delay proportional to target range, and nj(t) is
input white noise.

The matched filter output y(t) can be expressed by the convolution integral between the
filter’s impulse response and x(t),

y(t) = Tx(u)h(t —u)du (13)

And by using equation (11), the matched filter output signal can be written

y(t) = Tx(u)sl.* (t—t+u)du= Exs[ (t—7) (14)

—00

1 Signal to Noise Ratio
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Where R, (f —7) is cross-correlation between x(t) and s;(t-t).

Therefore, the matched filter output can be computed from the cross-correlation between the
radar received signal and a delayed replica of the transmitted waveform. If the input signal
is the same as the transmitted signal, the output of the matched filter would be the
autocorrelation function of the received (or transmitted) signal.

In practice, replicas of the transmitted waveforms are normally computed and stored in
memory for use by the radar signal processor when needed (Mahafza & Alabama, 2000;
Skolnik, 2001).

In pulse compression technique, initially a long pulse is generated and modulated in
transmitter and in receiver, a matched filter is used to compressed signal. The matched filter
output is compressed by factor equal to Bt which is proportional to bandwidth and
pulsewidth. i.e.; by utilizing long pulse and wide band modulation, it is possible to gain
high compression ratio. Therefore, in using pulse compression, it is good to apply a
modulation which can maximize compression ratio while having low sidelobe in
compressed signal.

Sidelobe suppression technique can be used on the compressed pulse spectrum in order to
reduce the side lobe levels. Usually, the cost associated with such an approach is a loss in
the main lobe resolution, and a reduction in the peak value (i.e., loss in the SNR). For more
information, the reader can see ( Mahafza & Alabama, 2000; Baden & Cohen, 1990; Ackroyd
& Ghani, 1973; Rihaczek & Golden, 1971).

6. Autocorrelation function

Since, this function have a critical position in this matter, before continuing to talk about the
problem, it is good to review its definition and some important characteristics which
researchers are used.

Consider a real binary sequence of length N,

{ak}kN;Ol , a,=tl (15)

Some definitions related to these codes are as follow (Levanon & Mozeson, 2004; Golay,
1977):

1. Its ACF,
N—|n|-1

R(n)= zaiai+\n\ , n=0,x1,---, (N -1) (16)
i=0

2. ML2 which is defined as the absolute maximum value of ACF,

1 AutoCorrelation Function
2 MainLobe
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ML = max(R(n)) 17)
3. Sidelobes which are described as maximum values of ACF except absolute one.
4. PSL which is denoted as maximum of sidelobes,
PSL = max(| R(n) ) (18)
5. E which means energy of a sequence,
N-1
E=2) R*(n) (19)
n=1
6. ISL! which is another parameter for measuring sidelobe levels,
E
ISL =10log,o| —5 (20)
N
7. MF2 which is first defined by Golay,
N2
MF =2 21)
E
8. ACF is an even function,
R(n) = R(-n) 22)
9. ACF is a finite length sequence,
R(n)=0,|n2N (23)
10. The absolute maximum value of ACF is at the origin,
R(n) < R(0),Vn (24)

11. ACF’s value for all N-bit sequences at the origion is equal and independent on codes’

elements,

1 Integrated Sidelobe Level
2 Merit Factor
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R(0)=N (25)
12. ACF has a limitation on its values,
|R(n)|[< N—|n|,Vn (26)
And
1<PSLL(N-1) (27)

Another concept which is introduced is Allomorphic forms and psl-preserving operations.
Each binary sequence can be stated in 4 forms in terms of autocorrelation function. If Ry(n) is
referred to ACF of sequence ay, these three codes have ACF equal to R.(n):

- Inverse-amplitude or complement:
b} . b=—a, , 0<k<(N-1) (28)

- Inverse-time or reverse:
e} . eo=ay,, ,» 0<k<(N-1) (29)

- Complement of reverse:
d.} ., d =—a,,, , 0<k<(N-I) (30)

Then,

R,(n)=R,(n)=R.(n)=R,(n),Vn (31)

As PSL is related to the absolute value of ACF, there are some other forms that can have the
PSL equal to aw:

le.} . e, =(-Dfa, , 0<k<(N-1) (32)
it . fi==D"a, , 0<k<(N-1) 33)
{g.} , g=CDay,, , 0<k<(N-1) (34)

e o he=(=D"ay,, , 0<k<(N-D (35)
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Such that,

R.(n)=R,(n)=R,(n)=R,(n)=(-1)"R,(n),Vn (36)

7. Problem definition

Now, everything is ready in order to introduce main problem and its offered solutions. As
proved before, the output of the matched filter is the autocorrelation function of the input
signal (without any doppler shift frequencies and considering noise). So, a good criterion for
choosing biphase codes is that their autocorrelation have sidelobes as minimum as possible.
Barker sequences are one of these optimum codes whose peak sidelobe levels are equal to 1.
One of these codes is shown in Figure 4.A and its autocorrelation is drawn in Figure 4.B. As
indicated, level of these sidelobes is -22.3 dB below the main peak.

Amplitude T

-+ o+ -+ -+

[
J \_[ time

A)

Amplitude

13

-131 31 -t 0T 31 131 time

®B)

Fig. 4. Complex envelope of transmitted signal which is modulated by Barker sequence (A)
Barker sequence (B) complex envelope of matched filter output

Up to now, a few numbers of these codes have been discovered as the longest found one has
only 13 elements which is not appropriate for practical usage in radar. It has been shown
that there is not any odd-length Barker code longer than 13. It has remained an open
question for even-length Barker codes, but it is assumed that there is not any even-length
one longer than 4.

Since, most practical applications require peak-to-sidelobe ratio much greater than 13, a
compilation of sequences with the lowest possible sidelobes at the longer length is needed.
Finding optimal sets of M phases (or codes) for different radar applications has kept radar
engineers busy from the early days of radar. The number of possibilities of generating phase
codes of length M is unlimited. The criteria for selecting a specific code are the resolution
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properties of the resulting waveform, frequency spectrum, and the ease with which the
system can be implemented. Sometimes the design is even more complicated by using
different phase codes for the transmitted pulse and the reference pulse used at the receiver
(possibly even with different lengths). This can improve resolution at the expense of a
suboptimal signal-to-noise ratio.

The problem of finding a code that leads to a predetermined range-Doppler resolution is very
complicated. A manageable problem is finding a code with a good correlation function. So, it is
needed to search for codes whose autocorrelation functions have sidelobes as low as possible.
There are several parameters for measuring the sidelobe levels which are used in different
conditions. The matched-filter peak sidelobe level ratio is often used to characterize the level
of interference expected from point targets. For volume or surface clutter the interference
level is characterized by the matched-filter integrated sidelobe level ratio. The science (or
art) of designing radar signals is based on finding signals that yield a matched-filter
response that matches a given application. For example, if closely separated targets are to be
detected and distinguished in a low-SNR scenario, a radar signal having a matched-filter
response that exhibits a narrow mainlobe (the peak) and low sidelobes is required. The
mainlobe width and sidelobe level requirements are a function of the expected target
separation and expected target RCS difference.

Now, the problem can be written in mathematical format:

It is desired to find N-bit binary sequences whose PSLs or ISLs have the minimum value among
all 2N existing codes.

These codes are often called MPS! codes. Finding such these codes is classified in
optimization problems and so far, no accurate and analytical solution has been found for it.

- General solutions for this optimization problem are not known (Lindner 1975).

- The search for the least autocorrelated binary sequence resembles the search of the needle
in the haystack (Militzer et al., 1998).

- There is no known analytical technique to construct sequences with minimum PSL (Deng
& Fan, 1999).

- Although one can identify minimum PSL sequences by conducting an exhaustive search,
no general-setting solution for identifying least autocorrelated binary sequences of
arbitrary bit length have been described in the literature (Ferrara, 2006).

8. A survey of the methodologies and inquiries

The search methods of finding binary sequences of desired length and PSLs are categorized
in two general classes:

- Exhaustive or Global
- Partial or Local

which have their own advantages and disadvantages and are used in accordance with
designer’s goal.

1 Minimum Peak Sidelobe
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8.1 Global search
Finding MPS codes involves exhaustive computer search. The only disadvantage of this
method is that it takes long time, but it associates with these benefits:

1. Itcanreach to the absolute minimum, despite existing local ones.

2. Itis able to find all optimum solutions.

3. It does not need to define any intermediate criteria and can directly search on the
base of main one.

So, if all optimum solutions are required, the only key is global search. Of course, there are
some limitations for this method too. Calculating of autocorrelation function for each
sequence needs N2/2 binary multiplications and N2/2 normal summations. So, total amount
of calculations needed to compute ACFs for all N-bit binary sequences are 2N.N2/2 binary
multiplications and the same number for normal summations. i.e.; if one bit is added to a
code, the needed search time will be doubled minimally. Therefore, for large N, elapsing
cpu time becomes very huge, unless special computers are used. Of course, this kind of
computers has its own limitations.

The above computations are related to simple full search. i.e., at first, all N-bit sequences
whose number is 2N are generated and their ACF are computed. Then, optimum codes are
selected.

8.2 Local search
The only advantage of this method is that it requires relatively short time. But, it suffers
from these difficulties:

1. Although it finds rather reasonable answers, it can not guarantee that it is able to
reach optimum ones. Since, it involves in local minimums.

2. Even if it can find some optimal answers, it is not determined whether it has found
all optimum ones or not.

3. The approximation methods usually consider a primary code, then determine next
codes by using an intermediate criterion. They find new code by using previous one
in this manner. The intermediate criterion must satisfy the main one. In different
approach, these criteria are referred to as different names like “evaluation functions”,
“fitness functions”, “error functions”, etc. In such methods, the intermediate criteria
lead to a better solution, but it can be told that up to now, no such criterion have
been found so that is able to navigate the search routine to the best solution. So,
definition of the intermediate criterion has important position in these methods.

However, even with the most powerful computers, enumeration algorithms are only able to
globally search for the best sequences with rather small length within a reasonable amount
of time. Therefore, for longer length effective optimization method should be adopted to
search sequences with good rather than the best aperiodic ACF properties.

8.3 History of scientific endeavors
In 1975, Lindner searched all binary sequences up to length 40 in simple-full search method
and by utilizing a fast special minicomputer constructed for extensive investigation of the
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correlation functions of binary sequences. It took about 50 days. For error detection
purposes, inverse-amplitude and inverse-time sequences were not excluded. He
summarized his results in a table and introduced several good parameters for each code
length which can be used as selection criteria (Lindner, 1975). Although, he has searched all
N-bit codes till length 40, he has discarded inverse-time and inverse-amplitude sequences
in stating the number of optimum codes. Later on, he published his detailed results in a
restored version in 2006 which included almost all optimum found sequences. The obvious
important benefits of such this table can be stated in two items:

1. Before starting to search for optimum codes, by referring to this table, one can be
informed the optimum PSL of each length.

2. The number of optimum reported codes can be a good criterion to check the validity and
accuracy of full search algorithms.

In none-simple exhaustive method, by considering some concepts and characteristics of
autocorrelation function (usually allomorphic forms), only a portion of N-element code
configuration space is searched.

In 1986, Kerdoc et al. searched sequences of length 51 and found that their minimum
attainable PSL is equal to 3. As Lindner, they utilized a special-purpose digital hardware
designed for the task. Also, they tried to found longest binary codes which have PSLs equal
to 3, 4 and 5. They claimed that there is not any code longer than 51 with PSL equal to 3 and
so far, it has remained correct (Kerdoc et al., 1986).

In 1990, Cohen et al. searched all binary sequences from bit length 41 through 48. They
employed psl-preserver concept to reduce the search space. Also, they introduced an
innovative and recursive algorithm to search a smaller number of codes. They used PSL as
selection criterion and enumerated all MPSL codes in these lengths. They completed the
efforts of Kerdoc and his co-authors and noted that there are no length 49 or 50 biphase
codes with peak sidelobes of three or less. As Lindner, they have excluded inverse-time and
inverse-amplitude sequences in stating the number of optimum codes, but there is a
difference between these two routines. Cohen has not searched them at all (Cohen et al,,
1990).

In 1996, Mertens searched all binary sequences up to length 48 again, but his criterion was
minimum possible energy (Emin) or maximizing MF. He used psl-preserver concept to
reduce search time. He compiled a table of sequences with minimum energy and suggested
an asymptotic value for MF in large code length (Mertens, 1996).

In 1998, Militzer et al. introduced an evolutionary algorithm and tried to determine the most
suitable values for the optimization parameters of the strategy. They used MF as a criterion
and showed their highest values for some lengths of skew-symmetric sequences. They
compiled a table for comparison their found MF with the highest ones which others have
reported (Militzer et al., 1998).

In 1999, Deng and Fan presented another new evolutionary algorithm to generate sequences
with low PSL. They obtained a list of sequences of length 49-100 which were better than the
other letters in most lengths at that time (Deng & Fan, 1999).

In 2001, Coxson et al. searched binary sequences up to length 69. They exploited all psl-
preserver operations and therefore, were able to reduce search space more than before. They
introduced a new algorithm which is induced from Cohen’s one (Cohen et al., 1990) and
exhibited a new version for Lindner’s and Cohen’s tables. They enumerated the MPSL codes
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of each length up to 48 again after excluding all allomorphic forms of a code. Also, in
accordance with Kerdoc claim, they tried to provide examples of PSL=4 codes for each
length between 49 and 69 but their examples are correct only up to 60 (Coxson et al., 2001).
In 2004, Coxson et al. exhibited an efficient exhaustive algorithm which exploited all psl-
preserver operations too. Also, they introduced a fast method for computing the aperiodic
autocorrelation function. They established its ability by finding examples of PSL=4 codes for
each length from 61 through 70. Also they searched all 64-bit sequences and found all MPSL
codes and exhibited all balanced ones in a table. It is the longest power of two codes that
have been fully searched (Coxson & Russo, 2004).

Next, Levanon and Mozeson provided a summary of optimal PSLs for lengths up to 69
(Levanon & Mozeson, 2004).

In 2006, Ferrara described an integer programming method for generating low
autocorrelation binary codes at arbitrary bit lengths. He compared PSL values and MFs (for
bit length 71 through 100) of the sequences obtained with this method to the best literature-
based minimal-PSL sequences and compiled a table of best minimum-PSL binary sequences
for bit lengths 71 through 100. His record of length 74 was better than the other found codes
(Ferrara, 2006).

In 2008, Nunn and Coxson updated table of best minimum-PSL binary sequences from bit
lengths 71 through 105. For bit lengths 71 to 82, codes with PSL 4 were found. Under the
generally accepted assumption that no PSL-3 binary codes exist for lengths greater than 51,
they established, with near certainty, that the optimal PSL for lengths 71-82 is 4 by searching
until a single PSL-4 code is discovered for each of these lengths. PSL-5 codes were produced
for all lengths from 83 to 105 (Nunn & Coxson, 2008).

8.4 The authors’ efforts

The problem of finding best possible PSLs for binary sequences has triggered the authors’
interest form year 2005.

The first exhibited method combined several contents and gained its efficiency from Genetic
algorithm. It used some other orders of allomorphic forms which reduced search spaces
more than the ordinary algorithms which only use three psl-preserver concepts. Although it
was a partial search method, it does not involve in local minimum. Also, it could be
implemented by a simple scheme for partitioning and parallelizing the search by the fixed
upper bound on PSL. Since, it used genetic algorithm, it was possible to optimize found
codes by several factors simultaneously included in fitness function. Although the presented
result for this algorithm is not good (a 126-bit code with PSL 11), it seems to be able to find
better codes by using the better simulation (Amin & Bastani, 2006).

The other suggested approach belonged to Global search. It utilized a branch-and-bound
search strategy and PSL-preserver concept. Also, it used some rules and properties of
autocorrelations which reduces the configuration space more. A fast recursive method for
computing ACFs of binary sequences was presented. In addition, this algorithm could be
implemented in paralle]l mode. All these items lead to less elapsed cpu time and faster
execution. For example, it was fast enough to search all codes up to length 50 without
requiring any special computer or workstation. Also, this method could be easily modified
for local search (Amin & Bastani, 2007).

The recent published method was based on Local one and introduced a new innovative
evolutionary algorithm inspired by the Genetic algorithm (Amin & Bastani, 2006) and
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Length-Increment one (Amin & Bastani, 2007). Same as other evolutionary algorithm, at first
it starts by an initial population and the better the initial codes, the faster the execution is.
But, it uses some rules and lemmas which results in not depending on primary population.
This proposed algorithm is fast enough to yield optimum or near optimal codes, especially
in long length codes. This algorithm was used to generate optimum codes longer than 200,
but in a test execution on length shorter than 100 in a matter of hours, the authors were
surprised by the results which were very better than others mentioned in literatures. It was
able to improve 11 records of previous best mentioned PSLs. So, the authors decided to
publish these found records without trying to improve them more. At that time, the paper of
Dr. Coxson (Nunn & Coxson, 2008) had been accepted but the authors could not gain access
to their results. Later on, I saw mentioned paper and its results. I think it is one of our
proposed method excellences that some of its fast found PSLs still have remained as
minimum as accessible ones. Also, a histogram for MPSL have been represented which help
to visualize the results and predict longer ones. By the histogram, it is expected, not proved,
that longer codes have better mainlobe to sidelobe ratio, thus better compression ratio
(Amin & Bastani, 2008).

9. Results

The summary of best found PSLs is exhibited in Table 2. These results are accurate for
lengths up to 82 and for upper ones, all reported values are relative and it is the Nunn’s and
Coxson’s opinion that many of these codes (of length 83-105) are themselves optimal for
PSL.

Codes with a peak sidelobe of 2 were reported for N < 28 except ones which Barker codes
have been found. The MPS codes reported for 28 <N < 48 and N = 51 have a sidelobe level of
3, and the MPS codes of length N = 50 and 52 < N < 82 have a sidelobe level of 4 and the best
found PSL for all upper length to 105 is 5.

As all codes of length 1-48 and 64 have been searched exhaustively and all MPSL codes of
these lengths have been found, it is possible to mention the number of best optimal existing
codes. These numbers are stated after excluding all allomorphic forms of codes.

Table 2. gives a single MPS code for each length. For M < 48 the listed codes are those that
have, from all those with minimum peak sidelobe, the minimum integrated sidelobe
(Levanon & Mozeson, 2004).

Table 2. lists codes in Hexadecimal. Each hexadecimal digit represents four binary bits, and
the convention is made that, upon base conversion, any unnecessary binary digits are
removed from the left side of the sequence.

r'
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10 2 167 5
11 1 712 1
12 2 977 16
13 1 1F35 1
14 2 1483 9
15 2 182B 13
16 2 6877 10
17 2 0774B 4
18 2 190F5 2
19 2 5BB8F 1
20 2 5181B 3
21 2 16BB83 3
22 3 0E6D5F 378
23 3 38FD49 515
24 3 64AFE3 858
25 2 12540E7 1
26 3 2380AD9 242
27 3 25BBB87 388
28 2 8F1112D 2
29 3 164A80E7 283
30 3 2315240F 86
31 3 2A498COF 251
32 3 01E5AACC 422
33 3 0CCAAB87F 139
34 3 333FE1A55 51
35 3 00796AB33 111
36 3 3314A083E 161
37 3 0574276F9E 52
38 3 003C34AA66 17
39 3 13350BEF3C 30
40 3 2223DC3A5A 57
41 3 038EA520364 15
42 3 04447B874B4 4
43 3 005B2ACCE1C 12
44 3 OFECECB2AD7 15
45 3 02AF0CC6DBF6 4
46 3 03COCF7B6556 1
47 3 069A7E851988 1
48 3 156B61E64FF3 4
49 4 012ABEC79E46F -
50 4 025863 ABC266F -
51 3 0E3F88C89524B -
52 4 0945AEQF3246F -
53 4 0132AA7F8D2C6F -
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54 4 0266A2814B3C6F -
55 4 04C26AA1E3246F -
56 4 099BA ACB47BC6F -
57 4 01268 ABED623C6F -
58 4 023CE545C9ED66F -
59 4 049D38128 A1DC6F -
60 4 0ABSDF0C973252F -
61 4 005B44C4C79EA350 -
62 4 002D66634CB07450 -
63 4 04CF5A2471657C6F -
64 4 4090A2E9E63237C2 1859
65 4 002DCOBOD9BCES5450 -
66 4 0069B454739F12B42 -
67 4 20506C9AB1E909CC2 -
68 4 009E49E3662A8EA50 -
69 4 026FDB09A83A118E15 -
70 4 1A133B4E3093EDD57E -
71 4 63383AB6B452ED93FE -
72 4 E4CD5AF0D054433D82 -
73 4 1B66B26359C3E2BCO0A -
74 4 36DDBED681F98C70EAE -
75 4 6399C983D03EFDB556D -
76 4 DB69891118E2C2A1FAQ -
77 4 1961 AE251DC950FDDBF4 -
78 4 328B457F0461E4ED7B73 -
79 4 76CF68F327438 AC6FA80 -
80 4 CE43C8D986ED429F7D75 -
81 4 0E3C32FA1FEFD2519AB32 -
82 4 3CB25D380CE3B7765695F -
83 5 711763AE7DBB8482D3A5A -
84 5 CE79CCCDB6003C1E95AAA -
85 5 19900199463E51E8B4B574 -
86 5 3603FB659181A2A52A38C7 -
87 5 7F7184F04F4E5E4D9B56A A -
88 5 D54A9326C2C686F86F3880 -
89 5 180E09434E1BBC44ACDACSA -
90 5 3326D87C3A91DASAFA84211 -
91 5 77F80E632661C3459492 A55 -
92 5 CC6181859D9244 A5EA A87F0 -
93 5 187B2ECB802FB4F56BCCECES -
94 5 319D9676 CAFEADDG68825F878 -
95 5 69566B2 ACCC8BC3CEODE0005 -
96 5 CF963FD09B1381657 A8 A098E -
5

97

1A843DC410898B2D3AESFC362
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98 5 30E05C18A1525596DCCE600DF -
99 5 72E6DB6A75E6A9ES81F0846777 -
100 5 DF490FFB1F8390A54E3CDY9AAE -
101 5 DF490FFB1F8390A54E3CD9AAE -
102 5 2945A4F11CE44FF664850D182A -
103 5 77FAAB2C6E065AC4BE18F274CB -
104 5 E568ED4982F9660EBA2F611184 -
105 5 1C6387FF5DA4FA325C895958DC5 -

Table 2. Best-known binary codes.

It seems that for any peak sidelobe level there is a limit of the maximal value of N for which
a binary sequence with that sidelobe level exists. Now, it is possible to update Kerdoc’s table
in Table 3.

PSL Code Length (N) Example

1 13 1F35

2 28 DA44478

3 51 71C077376 ADB4

4 82 3CB25D380CE3B7765695F

5 105 1C6387FF5DA4FA325C895958DC5

Table 3. Longest-known binary codes for PSLs from one to five.
MPSL histogram for binary sequences up to length 105 is drawn in Figure 5. This histogram
shows that, the longer the code, the smaller the PSL ratio and the best record is related to

length. So, it is expected, not proved, that longer codes have better mainlobe to peak
sidelobe ratio, thus better compression characteristic.

i
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Fig. 5. MPSL Histogram in dB (absolute and relative values)
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1. Introduction

The ability of the Internet to facilitate collaboration leads to widespread use of various video-
conferencing and more advanced collaborative environments. As a result, synchronous multi-
media transmissions have become more common. Various communication patterns emerged:
from many-to-many low-bandwidth streams for large scale collaboration over slow links
to few-to-few extreme-bandwidth streams as seen in collaboration based on high-definition
(HD) Holub et al. (2006), Jo et al. (2006) or even post-HD video Shimizu et al. (2006). These
applications require Internet to become more active, the classical passive transmission service
is no longer sufficient.

Multimedia streams are processed within the network, allowing, e.g., to establish a collaborat-
ing group where most members are connected to the high-bandwidth network links while a
minority has rather limited connection. If the network is capable of processing—compressing,
down-sampling, etc.—the data at the appropriate nodes (where the high and low throughput
network links interconnect), the communication quality should not be reduced to the lowest
common throughput denominator. The network must be able to support complex commu-
nication patterns and to process data internally. Robustness and failure resilience is another
area, where more support at the network level is expected. While classical transport proto-
cols like TCP support reliable data transmission, they are not appropriate for synchronous
multimedia environment, where delays are unacceptable. It may be undesirable to wait for a
timeout and then ask for a datagram retransmission, the network and applications themselves
must be able to detect and immediately mitigate any data corruption or loss. Up to now, new
requirements were served by different infrastructures tailored for a specific purpose. Nowa-
days, we need to merge them together in a network that uses packet transmission as its basis
protocol—to do this successfully, new models, approaches, and techniques are necessary.
The theoretical model of the virtual multicast naturally follows from graph-based model of
computer networks. The graph model of computer network can easily be extended to multi-
graphs, which allow multiple line to connect any individual nodes. Although most computer
networks are bi-directional, working a semi-duplex or full duplex regime, orientation can be
added for explicit description of direction of flows (multiple edges used to represent the bi-
directionality). As another step, we can add labels to the edges, representing some important
properties like throughput or latency of each link. Labels on nodes can denote their properties,
like different capabilities, latency of passing (bridging) data between edges of the node (the
internal latency), size of internal buffers, etc. We can also speak about internal network, which
is a part of the graph without any leaf node. It is also easy to identify end—i.e. leaf—elements.



64 Trends in Telecommunications Technologies

Such a model is appropriate to study most usual flow patterns in contemporary computer
networks, namely the sender—receiver one. In this case, we have one node sending and ex-
actly one node receiving a particular data flow. The basic network problem is finding a route
between the communicating nodes, additional constraint is to guarantee available bandwidth
and eventually other properties like overall latency or jitter. The route is usually the one com-
posed from the smallest number of edges—the so called shortest path—but in some case any
path could fit—this is the case, e.g., in the interdomain routing. The mechanism for creat-
ing a route can work on a flow basis—we speak about connection oriented networks—or on
a datagram basis—the case of IP network. In the later case stability of the route is becom-
ing additional important parameter that could influence the behavior of the whole flow (e.g.,
there is no reordering of datagrams within a flow in the connection oriented networks). Each
path has one sending, one receiving, and zero or several internal nodes that are responsible for
forwarding data.

However, as the networks were exposed to larger number of more sophisticated applications,
more complex communicating patters emerged. The first one is a multicast, with still one
sender but multitude of receivers. A simple extension is a communicating mesh, where ev-
ery member of such a communicating group (the multicast group) could become a sender.
Yet more complex communication patterns are seen in the peer to peer networks, where we
may have multiple partially overlaid multicast groups communicating in parallel, it may use
flooding, different cases of wave communication patterns, etc.

All the more complex communication patterns can still be expressed in our simple graph
model using the sender-receiver paradigm. Multicast can be modeled by a set of sender to
receiver; flows, but to express it correctly some kind of coordination (synchronicity) must be
added to the model (data delivery to all receivers is expected to happen at the same time).
Also, even in networks with unlimited bandwidth the simultaneous sending of all streams by
just one element stress it above the optimal level (reducing efficiency of the communication
scenario).

To deal with such complex communicating patterns more effectively, we have to extend our
routing algorithm to find not paths, but whole subgraphs of the original graph. Flows going
through such subgraph are more efficient than collection of individual send-receiver flows.
The subgraphs represent overlay networks, that are specialized to transfer the particular flow
pattern in the most efficient way.

When mapped back to the underlying network, the subgraphs extend the requirements on
the internal path nodes. Simple forwarding (taking data from one link and sending them
to another) is no longer sufficient, data must be duplicated and further processed to fit the
communicating subgraph (overlay network) requirements. At the theoretical level this is just
a simple extension, but propagating it back to the network proved to be very difficult, if not
impossible work.

As an example, let’s briefly discuss the IP multicast. It has been established as a family of
protocols at the beginning of 80s in the last century Cheriton & Deering (1985); Deering &
Cheriton (1990). IP multicast is based on a family of multicast routing protocols (how to cre-
ate the appropriate subgraph of the network) and its implementation requires support at each
network element both for routing and also for multicast forwarding. The IP multicast includes
nodes that do datagram duplication—they must be able to forward incoming data to two or
even more output links. IP multicast does not guarantee delivery of datagrams, does not pro-
vide any feedback to sender, it is in fact very simple extended forwarding scheme. All vendors
of routers officially support multicast, yet it is not available on large parts of the Internet and
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the situation is not expected to change in the future. Although simple, multicast still can in-
terfere with the basic sender-receiver communication patterns, imposes more load on routers
(duplication is more complicated than simple forwarding) and the multicast routing protocols
can introduce instability into the basic routing. As the result, multicast may not work prop-
erly or could be switched off by network administrators if they suspect it to be the cause of
a problem they have with the network! Diot et al. (2000); Dressler (2003a;b); El-Sayed et al.
(2003).

If the IP multicast situation is far from satisfactory, what we can anticipate with more complex
extensions, where data have to be not only transmitted but also processed during transmis-
sion?

We must change the paradigm—instead of expecting the underlying network to provide all
the advanced functionality and increasing complexity above sustainable levels, more isola-
tion and independent deployment of support for complex communication (and data processing)
patterns is the possible answer. The isolation is provided by the overlay networks, that take
care of all the new functionality by themselves. The independence of deployment is achieved
through the user empowered approach. The overlay networks are constructed and managed (of-
ten just temporarily) by their own users, without any need for specific support from network
and its administrators.

Several years ago we started to build a network environment based on the user-empowered
approach for transport and processing data in IP networks. We used the concept of active
networks and designed and developed an Active Element—a programmable network node
designed for synchronous data distribution and processing, configurable without administra-
tor’s right—and used it as the basic building block for construction of complex communica-
tion patterns.

The initial phase of our research was influenced by the network-centric view. We designed
an active router Hladka & Salvet (2001a), an extension of the classical router that allows users
to define their own processing over individual data streams. The active network paradigm
which introduced the active network elements, opened also the door to more user oriented
approach. The active routers (and similar active network elements) are expected to be setup
and operated by system administrators, with users “only” injecting smaller or larger programs
to process their data within the network. Although the concept of active networks has been
proved to provide the new functionality necessary to fulfill new requirements of data trans-
mission and processing within the network, the whole idea collided with the conservative
approach of network vendors and administrators. As the multicast experience demonstrated,
it is very difficult to introduce new properties as they can interact in unpredictable way with
the simpler, previously introduced protocols. Also, security concerns could not be overem-
phasized. A network programmable by end users is ripe for being taken completely by a
hacker; this risk seen too high to be outweighted by the potential of new features.

At the same time as the active networks were developed, another paradigm that proved the
value in giving control to end users emerged—the peer to peer networks. They completely

1 To further illustrate this problem, we have performed a quick survey of Internet2 Bigvideo group mail-
ing list archive (https://mail.internet2.edu/wws/arc/bigvideo/). This list was in operation
from May 2003 to May 2006. It focused on education and problem solving for users of high-end video
technologies in advanced academical networks like the one operated by Internet2. The list was not lim-
ited to Internet2 community and there was a significant international contribution. As a majority of the
advanced video tools use multicast, 212 of total 625 messages, i.e., 34% was spent on multicast testing
and debugging.
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abandon the network-centric view, implementing in fact many already available network pro-
tocols once again, providing complete orthogonality (and independence) on the underlying
network. The peer to peer networks are classical overlay networks, taking as granted only lim-
ited number of very simple properties of the underlying network and providing all the higher
level functionality—searching, routing, etc.—by themselves.

However, the complete independence on the underlying network leads to inefficiency. The
classical peer to peer networks could place their nodes only on the periphery of the network,
where the users’ stations are connected. The data distribution pattern required by the content
(which the peer to peer network understood) may fit very poorly into the actual underlying
network topology, overloading some lines while leaving other unused. Also, reliability of
the peer to peer network is usually based on an overwhelming redundancy, when the same
data is distributed, processed, and stored by many nodes—again a clear contradiction to the
network-centric approach where the efficiency (the cost of the infrastructure) is one of the
ruling paradigms.

We can see that the network-centric approach is highly efficient, but very slow in adopting
new features and rather unfriendly to users. On the other hand, pure user-centric overlay
approach, as represented by basic peer to peer networks is very inefficient (consuming more
resources than needed in the optimal case), but it is able to introduce new features fast and can
provide exactly the services the users are looking for. Another reason for that huge success
is also their single purpose—the peer to peer networks are not trying to solve all the users’
requirements, they focus on one service or just a small set of similar interconnected services.
Is it possible to take the positive from both approaches and leave out their negatives? Several
years ago we decided to try this combination, moving from the network-centric to the user-
centric approach, but not abandoning the network orientation completely. We extended the
active router model to fit into the user-centric paradigm. The original active router and its
implementation was based on Unix operating system and exploited both the kernel and user
components. Its installation and deployment thus required system administrator’s privileges
that ordinary user may not have. As the next step, we completely redesigned the active router
to become Active Element (AE), working in the user space of any operating system only. We
obtained a fully user controlled element, that can be installed on any machine user has access
to, without any specific privileges (e.g., on a server that is more strategically placed within
the network than end user desktop machine). However, the AE design still followed basic
network-centric pattern, being an evolutionary successor of active router, and thus became
a keystone for the distribution and processing infrastructure, not a node in a peer to peer
network. We still differentiate between an infrastructure and clients, but we put both into
users” hands.

The user controlled Active Element is a very strong and flexible component to build different
distribution schemes. We started with an infrastructure for virtual multicast. We used this
infrastructure to study properties of the serial communication schema for group synchronous
communication instead of the parallel communication model of the native multicast. While
we had clearly demonstrated its advantages, especially in the area of security and reliability,
the limited scalability remained the major disadvantage and it became our natural next re-
search target. Instead of using just a single AE to do all the processing and distribution, we
designed a network of AEs with distinct control and data planes. This separation allowed us
to use the peer to peer principles at the control plane, taking advantage of the properties of
peer to peer networks like robustness and very high scalability. The inherent low efficiency
of peer to peer networks does not play significant role, as the amount of control data is al-



Virtual Multicast 67

ways limited. The result is an easily configurable and fault tolerant network of AEs with a
reasonably high throughput capabilities.

However, the scalability is not one dimensional issue. While the network of AEs addressed the
scalability in terms of number of clients supported, very high quality video (e.g., that used in
the cinema theaters) generates so huge amount of data that may not be processed by a single
AE. Therefore, we extended our work on scalability to increase the AE processing capacity
through their internal parallelization. The parallelized AE runs on a cluster with fast internal
interconnect and is capable of processing in near real time even 10 Gbps data stream.

All this research and development would not be complete without an actual deployment.
Putting the AEs and their networks into production use provided a very valuable continuous
feedback on their design while experimentally testing their properties. The AEs were used
to build an infrastructure for collaborative environment used by several geographically dis-
tributed groups of researchers. Requirements from these groups initiated further research into
support of advanced communication and collaboration features like moderating or subgroup-
ing. The AEs started to play a role of directly controlled user tool to support these advanced
properties. This confirmed the strength of the general concept of user empowered building
blocks for data processing and distribution networks.

In another environment we used the idea of overlay network with AEs capable to provide new
functionality for the stereoscopic video streams synchronization. A simple software imple-
mentation running on commodity hardware is able to synchronize two streams of stereoscopic
digital video (DV, 25 Mbps) format successfully even when the original streams are highly de-
synchronized. The penalty of the synchronization is increased latency, as the “faster” stream
must wait for data in the slower stream, plus some processing latency is added to the fi-
nal perceived delay. While this delay may be problematic in interactive implementation, we
demonstrated that the AE-based synchronization element can be easily used for synchronized
unidirectional stereoscopic streaming to multiple end users even in highly adverse and desyn-
chronizing network conditions Hladk4 et al. (2005). While the stereoscopic streaming may not
be too common, this concept is usable for synchronization of stereo or multichannel (e.g., 5.1)
audio streams or for synchronization of separately sent audio and video streams.

The real strength of the AEs and the whole concept of controllable overlay networks is demon-
strated in the multi-point High Definition (HD) video distribution. If the HD video is to be
used for a synchronous collaborative environment, uncompressed streams must be sent over
the network. However, the required throughput of 1.5 Gbps per each stream was too high to
be sent reliably over a native multicast in heterogeneous network over multiple administrative
domains (even if it was available). The optimized AEs are able to replicate even such high de-
manding streams in near real time and were used to build infrastructure that supported one
of the world first multipoint videoconferences using uncompressed HD video Holub et al.
(2006). Later, improved AEs grouped into a network became key infrastructure for a virtual
classroom that ran full semester and connected 6 sites on two continents Matyska, Hladk4 &
Holub (2007). The Active Element network processed up to 18 Gbps bi-directional bandwidth,
fully confirming the usability of the AE design.

In this chapter, we present several classes of solutions following our long term research in this
field. The simplest solution to user-empowered data distribution and processing is a central
Active Element (AE) described briefly in Section 2, which is a programmable modular active
element, that can be run in the network easily without requiring any administrative privi-
leges. The AE distributes and optionally also processes the incoming data, which allows for
unique per-user processing capabilities—something that is impossible to do with traditional
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data distribution systems like multicast. As any centralized solution, it has its positives and
shortcomings: while it is easy to setup and deploy, it has limited robustness and scalability,
both with respect to number of streams and the bandwidth of a single stream. When more
clients are collaborating or when higher robustness is needed, the AEs may be deployed as
static or dynamic self-organizing AE networks shown in Section 2.1. This field has been stud-
ied thoroughly from the data distribution efficiency and robustness point of view by many
groups previously and the most relevant body of work is referenced in Section 2.1. Our view
here is, however, more general, focusing not only on mere multicast-like data distribution,
but also on the possibilities enabled by additional data processing, operation in adverse net-
working environments, self-organization, etc. Another step forward needs to be taken when
bandwidth of a single stream exceeds capacity of any single AE in the AE network. Ultiliz-
ing properties of real-time multimedia applications and data distribution protocols, we have
designed a distributed AE described in Section 2.2 that can be deployed on tightly coupled
clusters—but this solution becomes very complex when not only the data distribution but
also data processing is required. We demonstrate applications which have been built on top
of these technologies for synchronous data distribution and processing in Section 3. Related
work is summarized in Section 4 and we conclude with some remarks on directions for future
research in Section 5.

2. Active Elements

The Active Element (AE) Hladka et al. (2004) is a programmable element designed for syn-
chronous data distribution and processing while minimizing the latency of the distribution.
The word “reflector” is also being used in this context, which only refers to data distribution
capabilities. Since our approach is far more general and close to idea of active networks, we
have resorted to using the Active Element name. The architecture of the AE is flexible enough
to allow implementation of required features while leaving space for easy extensions. If the
data is sent to all the listening clients and all the clients are also actively sending, which is a
standard scenario for collaborative group of participants, the number of data copies is equal
to the number of the clients, and the limiting outbound traffic grows with n(n — 1), where n
is the number of sending clients.

From general point of view the AE is a user-controlled modular programmable router working
on the application layer. It runs entirely in user-space of the underlying operating system and
thus it works without the need for administrative privileges on the host computer. AEs are
based on our active router concept described in Hladk4 & Salvet (2001b), building on the same
principles of modularity, but adding the user-empowered approach. The AE architecture is is
shown in the Figure 1.

Data processing architecture.

Data routing and processing part of the AE comprises network listeners, shared memory, a packet
classifier, a processor scheduler, number of processors, and a packet scheduler/sender.

The network listeners are bound to one UDP port each. When a packet arrives to the listener
it places the packet into the shared memory and adds reference to a to-be-processed queue. The
packet classifier then reads the packets from that queue and determines a path of the data
through the processor modules. It also checks with routing AAA module whether the packet
is allowed or not (in the later case it simply drops that packet and creates event that may be
logged). Zero-copy processing is used in all simple processors (packet filters), minimizing
processing overhead (and thus packet delay). E.g. for simple data multiplication, the data
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Fig. 1. Architecture of Active Element with its individual modules and interactions.

are only referenced multiple times in the packet scheduler/sender queue before they are ac-
tually being sent. Only the more complex modules may require processing that is impossible
without use of packet copies.

The session management module follows the processors and fills the distribution list of the
target addresses. The filling step can be omitted if data passed through a special processor
that filled the distribution list structure and marked data attribute appropriately (this allows
client-specific processing). Processor can also poll session management module to obtain up to
date list of clients for specified session. Session management module also takes care of adding
new clients to the session as well as removing inactive (stale) ones. There are two ways of
adding clients for a session at the AE: implicit mode and explicit mode. In the implicit mode,
when new client sends packets for the first time, session management module adds client to
the distribution list (data from forbidden client has already been dropped by packet classifier).
This mechanism is designed to work with the multimedia systems like MBone Tools suite. The
explicit mode requires some specific action to be taken by the user or application to register for
the session at the AE, be it RTSP protocol Schulzrinne et al. (1998) or direct interaction through
one of native messaging interfaces of the AE. Information about the last activity of a client is
also maintained by the session module and is used for pruning stale clients periodically in the
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implicit mode. Even when distribution list is not filled by the session management module,
packets must pass through it to allow addition of new clients and removal of stale ones.
When the packet targets are determined by the router processor a reference to the packet is
put into the fo-be-sent queue. Then the packet scheduler/sender picks up packets from that
queue, schedules them for transmission, and finally sends them to the network. Per client
packet scheduling can also be used for e. g. client specific traffic shaping.

The processor scheduler is not only responsible for the processors scheduling but it also takes
care of start-up and (possibly forced) shutdown of processors which can be controlled via
administrative interface of the AE. It checks resource limits with routing AAA module while
scheduling and provides back some statistics for accounting purposes.

Architecture of management.

Communication with the AE from the administrative point of view is provided using messag-
ing interfaces, management module, and administrative AAA module of the AE. Commands for the
management module are written in a specific message language.

The administrative part of the AE can be accessed via secure messaging channels such as
HTTP with SSL/TLS encrypted transport or SOAP with GSI support. The user can authenti-
cate using various authentication procedures, e. g., combination of login and password, Ker-
beros ticket, or X.509 certificate. Authorization uses access control lists (ACLs) and is per-
formed on a per-command basis. Authentication, authorization, and accounting for the ad-
ministrative section of the AE is provided by an administrative AAA module. Each of these
interfaces unwraps the message if necessary and passes it to the management module. A
message language for communication with the management module is called Reflector Ad-
ministration Protocol (RAP) described in Denemark et al. (2003).

Prototype implementation and performance evaluation.

In order to evaluate the behavior of AE on recent high-performance infrastructure, we have
set up a testbed comprising sender and receiver machines (each 2x AMD Opteron 2.4 GHz,
2 GB memory, Linux 2.6.9 SMP kernel) and a machine running the AE (2x dual core Intel
Xeon 3.0 GHz, 8 GB memory, Linux 2.6.19 SMP kernel). The sender machine was equipped
with Chelsio T110 and both the receiver and the AE machine with Myricom Myri-10GE NICs.
All the three machines were connected to a 10GE Cisco 6506 switch.

The performance was measured using two implementations of the AE: the full featured com-
plex version described above? (denoted as AE) and a high-performance simplified version
including only one receiving and one sending thread, which was designed for HD video dis-
tribution Holub et al. (2006) (thus denoted as HD-AE). The performance is summarized in
Fig. 2. The results indicate that even the more complex version is capable of distributing the
uncompressed HD video for up to 4 participants when Jumbo frames are used, which is nec-
essary for this application anyway.

2.1 AE Networks

As the scalability of AE is limited especially with respect to the number of data streams
(clients), the concept of single AE has been extended to a network of AE Holub et al.
(2005) while preserving its processing capabilities through modularity and retaining the user-
empowered approach to maximum extent. Its architecture features separated data distribu-
tion plane and control plane: while the data distribution is optimized for maximum perfor-
mance and minimum latency, the control plane has to provide maximum robustness even at

2 The AE concept has been implemented in C language for Unix-like operating systems under code name
RUM2. http://miro.cesnet.cz/software/software.cz.html.
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Fig. 3. Architecture of Active Element with Network Management and Network Information
Service modules.

cost of performance. The control plane is responsible for management actions of the AE net-
work like monitoring, reconstruction of the network after node or network link failure and has
to survive all the perturbations. Thus we have chosen a P2P architecture of the control plane
which exhibits very strong resilience. The data plane on the other hand may be dynamically
rebuilt based on the information from the control plane; even the data distribution model may
change.

The AEs has networking capability, i.e., inter-element communication. The network manage-
ment is implemented via two modules dynamically linked to the AE: Network Management
(NM) and Network Information Service (NIS) as shown in Fig. 3. The NM takes care of build-
ing and managing the network of AEs, joining new content groups and leaving old ones, and
reorganizing the network in case of link failure. The NIS gathers and publishes information
about the specific AE (e.g., available network and processing capacity), about the network
of AEs, about properties important for synchronous multimedia distribution (e.g., pairwise
one-way delay, RTT, estimated link capacity), and also information on content and available
formats distributed by the network.

The data distribution plane is designed using loadable plug-ins to enable incorporating vari-
ous distribution models. A number of suitable models has been proposed previously by many
independent groups in the past, most of which fall into one of the two categories: (1) mesh
first distribution models like Narada Chu et al. (2000), Delaunay triangulation Liebeherr &
Nahas (2001), Bayeux Zhuang et al. (2001), and (2) tree first models like YOID Francis (2000),
TBCP Mathy et al. (2001), HMTP Zhang et al. (2002), SHDC Mathy et al. (2002), NICE Banerjee
etal. (2002), Overcast Jannotti et al. (2000), ZIGZAG Tran et al. (2003). Some other models may
also be found in El-Sayed et al. (2003); Li & Shin (2002).
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Given the data processing capabilities of the AE, the usefulness of AE networks goes beyond
pure data distribution models. AEs in the network can be specialized in performing various
transformation of the data based on user request (e.g., AE running on host with enough CPU
power and sufficient network capacity can perform transformation of the data from high-
bitrate to low-bitrate). However, combinations of data distribution and data processing makes
makes scheduling problem particularly hard and first approaches have only been studied
recently using self-organizing CoUniverse platform Liska & Holub (2009).

Prototype implementation of the AE networks with P2P control plane based on JXTA-C? has
been demonstrated in Prochédzka et al. (2005). A few simple optimizations to default JXTA
settings improved the performance significantly for synchronous applications with a limited
number of participants where down-time minimization is required despite increasing com-
munication overhead, thus making it suitable control-plane middleware.

The AE network is also designed to facilitate communication in adverse networking environ-
ments, i.e., environments where the network communication is obstructed by firewalls, net-
work address translators (NATs) and proxy servers. The data may be tunneled over TCP in-
stead of usual UDP, it may even mimic using HTTP and tunnel the data over HTTP proxy. The
AE may also be augmented by employing a VPN Holub et al. (2007) such as OpenVPN4, which
boosts pervasivity, as it allows even tunneling through HTTP and SOCKS proxy servers. VPN
also enables deployment of strong authentication and very secure data encryption protocols.
Similar approaches have also been described in Alchaal et al. (2002). The solution that in-
tegrates these features directly into AE modules Boucek (2002); Salvet (2001) has significant
advantages despite having a more demanding implementation: it allows for dynamic failure
recovery properties in case of AE node failure or network link failure, as the client may join
the AE network using another AE node that is still available and reachable.

2.2 Distributed Active Element

Another scalability issue regarding both single AE and AE networks is scalability with respect
to the bandwidth of each individual data stream. In oder to improve on this, we have designed
a distributed AE Holub (2005); Holub & Hladka (2006), intended to be run on tightly coupled
clusters with low latency network interconnection for the control plane and high-bandwidth
interfaces for the data plane. The distributed AE splits a single stream into multiple sub-
streams, which are processed in parallel—thus possibly introducing packet reordering. This is
significantly different from general purpose load distribution systems like LACP IEEE 802.3ad
protocol, which have to avoid the packet reordering and therefore a single data stream is
processed sequentially®. The distributed AE includes distribution unit to distribute the data
to the parallel processing units, and aggregation unit, which aggregates the data from the
parallel units.

Limited synchronization and FCT. The basic idea behind distributed AE utilizes the fact,
that most of the synchronous multimedia applications use non-guaranteed data transport like
UDP and thus they need to adapt to some packet reordering. However, significant data re-
ordering may either not be adapted upon or it results in latency increase as substantial buffer-

Shttp://www.jxta.org/

4 http://openvpn.net/

5 This is done by using data flow identifiers hash to assign each data flow to a specific link of the of the
aggregated link group. Thus each single data flow must not exceed capacity of the single link.
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Fig. 4. Model of the ideal distributed AE with ideal aggregation unit.

ing is necessary to reorder the packets. Without any explicit synchronization, the maximum
packet reordering can be
n(sAE 4+ s0F +59W 41)

where n is number of parallel paths and SIAE, sAE, sl.sW are buffer sizes on input of the AE,

output of AE, and input of the aggregation unit respectively, as shown in Figure 4.
In order to decrease packet reordering introduced by the distributed AE, we have introduced
a distributed algorithm for achieving less packet reordering compared to no explicit synchro-
nization. The nodes are ordered in a ring with one node elected as a master node and they
circulate a token which serves as a barrier so that no node can run too much ahead with
sending data. After reception of the token containing the current “active” round number,
each non-master node passes on the token immediately and may send only the data from the
round marked in the token until it receives to token again. When the master node receives
the token from the last node in the ring, it finishes sending the current round, increments the
round number in the token a passes on the token. The mechanism is called Fast Circulating
Token (FCT) since the token is not held for the entire time period of data sending as usual in
the token ring networks.
Because of real world implementation of data packet sending in common operating systems,
we assume that sending procedure for a single packet is non-preemptive. Further we assume
that token reception event processing has precedence over any other event processing in the
distributed AE. However, as the data sending is non-preemptive, if the token arrives in the
middle of data packet sending, it will be handled just after that packet sending is finished.
After more detailed analysis Holub (2005), it can be shown the maximum reordering induced
by an ideal distributed AE with FCT egress s V\?chronization and ideal aggregating unit is
n(s;" +3),
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when all queues operate in FIFO tail-drop mode. Thus the receiving application can adapt
its buffer size to this upper bound. On custom hardware, the FCT protocol can be adapted to
provide no packet reordering at all (called Exact Order Sending. More in-depth analysis can
be found in Holub (2005); Holub & Hladka (2006).

Prototype implementation and experimental evaluation. Prototype implementation of the
distributed AE is implemented in ANSI C language for portability and performance reasons.
The implementation comprises two parts: a load distribution library and the distributed AE
itself.

Because of lack of flexible enough load distribution hardware unit, we have implemented it
as a library, which allows simple replacement of standard UDP related sending functions in
existing applications and allows developers to have defined type of load distribution—either
pure round robin or load balancing.

Each parallel AE uses threaded modular implementation based on architecture described
above. Internal buffering capacity of each AE node has been set to 500 packets. Explicit
synchronization using FCT protocol has been implemented using MPICH implementation®
of MPI built with low-latency Myrinet GM 2.0 API” (so called MPICH-GM). Prototype imple-
mentation has been tested on Linux.

For cost-effective prototype implementation, the aggregation unit was a implemented as com-
modity switch with sufficient capacity of internal switching fabrics.

The experimental results obtained on 10GE infrastructure, revealing that the distributed AE is
capable of completely saturating sender machine in a testbed similar to the one used for AE
performance evaluation above. Up to 8 parallel units were used for the measurement, con-
nected using Gigabit Ethernet NICs into GE ports of the Cisco 6506. Myrinet-2000 NICs and
switch were used for the low-latency interconnection. Packet distribution was implemented
as user-land UDP library and the aggregation was performed by the Cisco 6506 switch. When
the FCT protocol is used, the experimental evaluation showed the maximum packet reorder-
ing is below 15 for 8 parallel units, which makes it comparable to long-haul networks of good
quality. Without the FCT, the maximum reordering was up to 111 for the same setup, i.e., one
magnitude worse. Typical results can be seen in Figure 5.

The distributed AEs can also be incorporated into an AE network using the same approach
described in the previous chapter. However, because of running on more complicated infras-
tructure, the setup and start is more complex than for a single AE and thus the system has
worse fail-over behavior compared to the network of simple AEs. Another complication of
the distributed AE is in the processing of the passing data, which requires development of
parallel programming paradigms similar to MIT StreamlIt Thies et al. (2002). The processing
may follow one of two possible approaches: (1) a context is maintained within one parallel
unit only (requires either that all the data requiring the same context to be processed in are
processed with one parallel unit only, or per-packet processing without a context is used), or
(2) the context is maintained within a subset of parallel nodes using the low-latency intercon-
nection of the cluster. These approaches will be further investigated in the future.

®http://www-unix.mcs.anl.gov/mpi/mpich/
7http://www.myri.com/scs/GM-2/doc/html/
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Fig. 5. Packet reordering distribution with FCT and without synchronization, for 8 parallel
units and 3.4 Gbps per data flow.

3. Applications

Applications of virtual multicast range from simple user-empowered data distribution to com-
plex data parallel data processing tasks and per-user data processing. Overlay network cre-
ating virtual multicast can be also used to distribute data strongly protected environments.
These use cases are further discussed in this chapter.

3.1 Data Distribution

The AEs have been used routinely by different groups for collaboration, mostly with MBone
Tools®, DVTS?, and uncompressed HD video based on UltraGrid Holub et al. (2006). A recent
demonstration of uncompressed HD video with bandwidth usage of 1.5 Gbps per data stream
at SuperComputing | 06 conference!® used a network with 3 optimized HD AEs in StarLight
(Chicago, USA) and achieved sustained aggregated data rate of 18 Gbps without any packet

8http://www-mice.cs.ucl.ac.uk/multimedia/software/
http://www.sfc.wide.ad.jp/DVTS/
Wnttps://sitola.fi.muni.cz/igrid/index.php/SuperComputing_2006
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loss. As an alternative setup, we have also used a combination of an AE with multiplication
on optical layer (optical multicast), which is, however, far from user-empowered as it requires
both direct access to Layer 1 network and installation of specialized hardware directly into
the network. The high-performance static AE network has also been used in production for
uncompressed HD video distribution for a distributed class on high-performance computing
taught by prof. Sterling at Louisiana State University Matyska, Holub & Hladk4 (2007). In
this case, dedicated A-circuits spanning 5 institutions across the USA and one in the Czech
Republic were used and, therefore, a static configuration was the most appropriate as the
circuit topology was also statically configured. The 1.5 Gbps streams were distributed up to 7
locations as shown in Figure 6.

MU -- storage
UARK

MU --live
LATECH

°
:

LSU - Frey LSU - Johnston MCNC  NCSU

Fig. 6. Data distribution for LSU HPC Class by prof. Sterling based on uncompressed HD
video with 1.5 Gbps per stream.

With much lower bandwidth per stream but many more clients served, another AE network
is also used for streaming data distribution using VLC at the Masaryk University to get the
live video feeds from the lecturing halls even over networks without multicast support. Fur-
thermore, it is used for tunneling the data to the student dormitories which have very adverse
networking environments. This AE network also supports transcoding as described below.

3.2 Stream transcoding

Typical application of processing on an AE is stream transcoding. For live video stream distri-
bution from several lecturing halls at the Masaryk University, a transcoding processor for the
video and audio streams has been implemented as an AE module Liska & Denemark (2006). It
uses VideoLAN Client!! (VLC) as the actual transcoding back-end, thus giving us a large va-
riety of supported formats for both input and output. The transcoding module communicates
with VLC in three ways: the source data is delivered using Unix standard I/O, the transcoded
data is received from VLC using a local UDP socket in order to receive the data appropriately
packetized, while a local telnet interface is used for remote control of VLC.

For the specific application, the distribution schema is shown in Fig. 7. There are basically
two types of video stream sources: an MPEG-2 hardware encoder such as Teracue ENC-100
or a regular MPEG-4 streaming PC with video capture card and VideoLAN Client installed.

U http://www.videolan.org
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In both cases the video stream is generated as a standard MPEG Transport Stream (MPEG-
TS) at 2 Mbps and sent using unicast to the AE for further processing. The original data
is available to the students either using unicast (AE) or multicast from the AE, or they can
watch transcoded video from the gateway AE. Students then use VLC again for rendering the
streams at their computers. This allows us to provide students at the high-speed networks
with the maximum quality video, while students with slower networks (e.g., in dormitories)
are also supported and may participate in the class using transcoded streams with a lower bi-
trate. Depending on the settings, the transcoding can consume a considerable amount of pro-
cessing power and therefore the transcoding AE has significantly lower distribution capacity.
As a result it is set up at the beginning of the low bandwidth link working as a gateway or
bridge only, while another AE is use to actually distribute the transcoded data at large.

unicast

unicast

MPEG-4 MPEG-4
multicast MPEG-2
MPEG-2TS unicast AE  [multicast MPEG-4 o AE
MPEG-2 unicast MPEG-4 i
VLC

dormitory

Fig. 7. Video stream distribution schema for the live streaming from lecturing halls.

Performance evaluation

In order to evaluate efficiency and scalability of this solution, we have performed a series of
performance and latency measurements.

For performance measurements, we have used the following testbed: the AE was running on
a computer with the dual-core Pentium D at 3 GHz, 1 GB RAM, and a Gigabit Ethernet (GE)
NIC Broadcom NetXtreme BCM5721. Client computers were furnished with two Intel Xeon
3 GHz processors, 8 GB RAM, and a GE NIC BCM 5708. The testbed was interconnected using
two HP Procurve GE switches (2824 and 5406zl). All the computers were running Linux kernel
version 2.6. We have optimized buffer settings on NIC to 1 MB to improve the performance.
For transcoding, VLC 0.8.6b with ffmpeg library using libavutil 49.4.0, libavcodec 51.40.2, and
libavformat 51.11.0 was used. Source video for transcoding was in MPEG-2 format with full
PAL resolution (768 x576) at 6 Mbps bitrate. MPGA audio accompanied the video and both
streams were encapsulated in MPEG Transport Stream format. The output stream was MPEG-
4 with 576 x 384 resolution at 1 Mbps bitrate, audio bitrate 128 kbps, all encapsulated again in
MPEG TS. Scalability and resource utilization is shown in Figure 8.

We have also performed a similar experiment for H.264 output video with full PAL resolution
at 2 Mbps bitrate using x264 librarylz, but this didn’t work as the conversion used 100 % CPU
capacity which resulted in visible packet loss in the image.

2 nttp://www.videolan.org/developers/x264.html
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Output encoding Measure latency [ms]
MPEG-4 1220 +=20
MPEG-4, keyint = 1 1240 420
MJPEG, keyint = 1 1200 + 20
H.263, keyint = 1, res. 704 x576 1180 +=20

Table 1. Transcoding AE latency measurements results.

Using the same setup, we have measured also the latency of the transcoding AE. The results
are summarized in Table 1. Obviously, this implementation of transcoding provides too much
latency for interactive video communication, but it is perfectly valid for streaming purposes
described above. The latency can be decreased to tens of milliseconds when implemented
directly as an AE module, not dependent on external transcoding tool—the latency added by
a simple AE module that just passes on the raw data in zero copy mode is 0.238 ms on given
infrastructure.

3.3 Video stream composition

Large group collaboration may easily result in too many windows at client sites (typical sce-
nario for AccessGrid!3), and clients may not have sufficient power or desktop space to render
them all. In cases like this, it may be advantageous to down-sample the video streams and
compose several of them into a single stream directly on the AE. The same technique is im-
plemented in MCUs for H.323/SIP, but it was unavailable for MBone Tools. The first version
of video compositor Holer (2003) has been adapted to fit into the modular AE architecture as
a processor. This processor is based on the VIC tool McCanne & Jacobson (1995) and thus it
supports exactly the same set of video formats and the result is seen in Fig. 9. Up to four video
streams can be composed into one output stream. Input video formats are auto-detected, the
processor is able to work with different formats simultaneously. The output video format is
configurable by the end user.

Dismiss

Fig. 9. Example of video stream composition at AE using VIC video clients.

Bhttp://www.accessgrid.org/
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3.4 Operation in Adverse Networking Environments and Security

The real-time communication for healthcare purposes is unique because of the two classes of
interconnected requirements: security and ability to operate even in heavily protected net-
working environments. The security is necessary as the specialist often need to communicate
very sensitive patients data. Because of the security requirements, the healthcare institutions
are usually trying to implement the most restrictive networking scenarios. E.g., we have been
collaborating with a hospital that has its network protected by a firewall and hidden behind a
NAT, that allows only HTTP traffic, which has to pass through two tiers of proxies. However,
even the specialists from this hospital need to communicate with their colleagues. The AE ap-
proach combined with VPNs have been deployed successfully for several healthcare related
projects and we were able to include even the institute mentioned above. As shown in Holub
et al. (2007), the OpenVPN approach only has a minimal impact on the performance of col-
laborative tools. Another important feature that we are developing in this field is efficient
aggregation of individual media streams—not only the video streams as discussed above—as
some of the institutions, especially in developing countries, have only very limited Internet
connection capacity.

4. Related work

Distribution of multimedia data over IP network leads to a multicast schema Almeroth (2000).
However, as the native multicast solution is not always appropriate (e.g., for many small
groups which is characteristic for interactive collaboration as it has been designed for small
number of large groups), reliable, or even available, other distribution schemes were de-
veloped following the approach of multicast virtualization El-Sayed et al. (2003); Li & Shin
(2002), e.g., Mtunnel Parnes et al. (1998) and UMTP Finlayson (2003). While many theo-
retical concepts for data distribution were developed namely during 1998 -2003 period (see
the data distribution models referenced in Section 2.1), the practical approaches are still usu-
ally based on a central distribution unit or static topologies like the H.323 MCUs or reflec-
tors provided in the Virtual Room Videoconferencing System (VRVS)'4. The successor of
VRVS called Enabling Virtual Organizations (EVO)Galvez (2006) is based on a self-organizing
system of reflectors, again not empowering the end-user with tools to change the distribu-
tion topology. High-perormance dynamic data distribution system used for distribution of
200 Mbps compressed 4K video streams designed by NTT is called Flexcast Shimizu et al.
(2006). Another application-level multicast called Host Based Multicast (HBM) has been pro-
posed in El-Sayed (2004). The HBM author also investigated a combination of an IPsec based
VPN environment—while useful for data protection, it doesn’t improve on adaptability of
HBM for adverse networking environments. Other simpler UDP packet reflectors include
rcbridge Buchhorn (2005), reflector!®, and Alkit Reflex!®. However, all these systems are pri-
marily focused on pure data distribution and most of them even neglect the user-empowered
view, thus differing significantly from our highly modular and user-empowered AE based on
active network concept.

Another relevant field of work is parallel stream-oriented processing and programming of
such systems, which is of high importance for the distributed AE. A parallel programming
paradigm, that might be suitable for distributed AE programming, has been proposed in MIT

14 http://www.vrvs.org/
B http://www.cs.ucl.ac.uk/staff/s.bhatti/teaching/z02/reflector.html
nttp://w2.alkit.se/reflex/
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Streamlt system Thies et al. (2002). It enables efficient parallelization of the data processing
based on sent data structure and processing dependencies. Its suitability and possible adap-
tation will be further investigated.

5. Future work

In this chapter, we have explained basic principles of multicast virtualization, presented a
framework of Active Elements, designed for user-empowered synchronous data distribution
and processing. Depending on target environment and the streams that are being distributed,
the AEs may be deployed as a single central entity, or as a network of AEs for increased
scalability with respect to number of clients and increased failure resiliency, or as a distributed
AE to improve scalability with respect to the bandwidth of individual data stream. We have
demonstrated a number of applications both for data distribution and processing.

In the future, there are at least several areas to focus on. Utilizing a single AE, we would
like to introduce multi-level QoS approach to provide strict user and stream separation. This
is especially important when an AE is used for data processing. We would like to use a
virtualization-based approach to achieve this, and the virtual machines may also be used for
“programming” the AE, as the user may “inject” the whole virtual machine into the AE. For
the AE network, we would like to develop more complex signaling protocols to improve di-
agnostics (e.g., failure information needs to be distributed not only inside the AE network, but
also to the influenced users in some way). The virtual machine approach will also be used to
simplify migration of the processing modules in the AE network. Last but not least, we will
further investigate programming paradigms suitable for the distributed AE to enable truly
parallel stream processing.

This field of data distribution in overlay networks has been thoroughly examined by several
research groups between 1998 — 2003; some were examining the data distribution perspective,
while others were also looking at security issues. We provide a much broader view of the field
extending it with active network and user-empowered approaches. We have demonstrated
that while the research interest in this field dropped since 2003, new useful techniques can
still be invented and there are many practical applications worth analyzing.

Larger networks of AEs that are specialized in their functionality for data distribution as well
as processing goes beyond human capacity to manage such system. Thus we are researching
application of self-organization principles to application orchestration Liska & Holub (2009),
that could include not only AE and their networks, but also other components ranging from
individual applications running at users’ computers to allocation of network circuits.
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1. Introduction

The explosive growth of data and combusting traffic have led to a demanding of flexible,
efficient, survivable, and multifunctional device to support all of network functions,
management and testing. The sophisticated technologies today had led to realize any
complex design in optical architecture that has become impossible for some years ago. The
waveguide technologies become the first player in developing the new architecture of
optical switch device. The most optical devices today are built by symmetrical architecture.
Therefore, they can perform bi-directionally with the same function to both side of incoming
signal.

The introducing of new optical switching device named optical cross add and drop
multiplexing (OXADM) which has an asymmetrical architecture and can perform bi-
directionally function as the previous using the combination concept of optical cross connect
(OXC) and optical add and drop multiplexing (OADM). Its enable the operating wavelength
on two different optical trunks to be switched to each other while implementing add and
drop function simultaneously. With the asymmetrical architecture, its enable the operating
wavelength on two different optical trunks to be switched to each other and implementing
accumulating function simultaneously. Here, the operating wavelengths can be reused
again as a carrier of new data stream. The wavelength transfer between two different cores
of fiber will increase the flexibility, survivability, and also efficiency of the network
structure. To make device operational more efficient, micro-electromechanical system
(MEMS) switches are used to control the mechanism of operation such as wavelength
add/drop and wavelength routing operation. As a result, the switching performed within
the optical layer will be able to achieve high-speed restoration against failure/degradation
of cables, fibers and optical amplifiers.

The OXADM architecture consists of 3 parts; selective port, add/drop operation, and path
routing. Selective port permits only the interest wavelength going through and acts as filter.
With the switch configuration, add and drop function can be activated in second part of
OXADM architecture. The ‘accumulation’ feature is found in the third part. The functions of
OXADM include node termination, drop and add, routing, multiplexing, and also providing
mechanism of restoration for point-to-point (P2P), ring, and mesh metropolitan as well as
fiber-to-the-home (FTTH) access network.
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The OXADM also provide survivability through restoration against failure by means of
dedicated and shared protection that can be applied in wavelength division multiplexing
(WDM) ring metropolitan network. In other application, OXADM can also work as any
single device such as multiplexer, demultiplexer, OXC, OADM, wavelength selective
coupler (WSC), and wavelength roundabout (WRB). With such the excellent features, the
OXADM is expected to be unique, universal, and with a high reliability that is used to
overcome the various functions in WDM communication network today.

The experimental results showed the value of crosstalk and return loss for OXADM is
bigger than 60 dB and 40 dB respectively. The results also showed the value of insertion loss
was less than 0.06 dB under ideal condition, the maximum length that can be achieved is 94
km. In the transmission using SMF-28 fiber, with the transmitter power of 0 dBm and
sensitivity -22.8 dBm at a P2P configuration with safety margin, the required transmission is
71 km with OXADM. The optical signal-noise-ratio (OSNR) measurements for every
function of OXADM are also proposed with the values are bigger than 20 dB.

2. Wavelength Routed Networks Switching

Optical networks are high-capacity telecommunications networks based on optical
technologies and components that provide routing, grooming, and restoration at the
wavelength level as well as wavelength-based services. As networks face increasing
bandwidth demand and diminishing fiber availability, network providers are moving
towards a crucial milestone in network evolution: the optical network. Optical networks
based on the emergence of the optical layer in transport networks, provide higher capacity
and reduced costs for new applications such as the Internet, video and multimedia
interaction, and advanced digital services (IEC, 2007).

The explosive growth of data, particularly internet traffic, has led to a dramatic increase in
demand for transmission bandwidth imposing an immediate requirement for broadband
transport networks. Currently telecommunications networks widely employ WDM in
single-mode (SM) optical fibers to interconnect discrete network locations and offer high
capacity, high-speed and long reach transmission capabilities. The information transmitted
in the optical domain is transferred through simple P2P links terminated by Synchronous
Digital Hierarchy (SDH) or Synchronous Optical Network (SONET) equipment forming
ring and mesh network topologies. This solution requires a number of intermediate service
layers introducing complex network architectures. Such a scenario provides unnecessarily
high switching granularity, numerous optoelectronic conversions and complicated network
management resulting in poor scalability for data services and slow service turn up with
high installation, operation and maintenance cost. With the recent technology evolution in
the area of optical communications, the WDM transport layer is migrating from simple
transmission links into elaborate networks providing similar functionality to that of the
SDH/SONET layer, with improved features, higher manageability, lower complexity, and
cost-effective. Integrated WDM networks performing switching (Ramaswami, 2001) and
routing are deployed in order to overcome the need for multi-layer network architectures
(Tzanakaki et al., 2002). In such network scenarios, high capacity optical routes are set in the
transport layer forming connections between discrete points of the network topology. In
wavelength routed networks switching is performed through OADM and OXC nodes.
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2.1 Optical Add/Drop Multiplexers (OADM)

OADM is element that provides capability to add and drop traffic in optical network. The

function of an OADM is to insert (add) or extract (drop) one or more selected wavelengths

at a designated point in an optical network (Keiser, 2003). An OADM can be passive or

active device that located at sites supporting one or two (bi-directional) fiber pairs and

enable a number of wavelength channels to be dropped and added reducing the number of

unnecessary optoelectronic conversions, without affecting the traffic that is transmitted

transparently through the node (Mukherjee, 2006).

The features that an OADM should ideally support are listed below:

e Drop capability of any channel and insertion capability o f a channel on any unused
wavelength

¢  Dynamic reconfiguration supporting fast switching speed (- ms)

e  Variable add/drop percentage up to 100%

e  Scalable architecture in a modular fashion

e Drop and continue functionality enabling network architectures such as dual homing
rings

e Span and ring protection capabilities

¢  Minimum performance degradation in terms of noise, crosstalk, filtering, etc for add,
drop, and through paths

The OADM enhances the WDM terminals by adding several significant features (see Figure

1). The OADM systems have the capacity of up to 40 optical wavelengths. They efficiently

drop and add various wavelengths at intermediate sites along the network for solving a

significant challenge for existing WDM (IEC, 2007).

Tunable Space Wavelength
i Swilch Conversion

.

N N N

Fig. 1. OADM functionality (IEC, 2007).

Most important, OADM technology introduces asynchronous transponders to allow the
optical-network element to interface directly to high revenue generating services. It is now
possible for asynchronous transfer mode (ATM), frame relay (FR), native local area
networks (LANSs), high-bandwidth Internet protocol (IP), and others to connect directly to
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the network via a wavelength in the optical layer. Transponder technology also extends the
life of older lightwave systems by accepting its bandwidth directly into the optical layer,
converting its frequency to an acceptable standard, and providing protection, and
restoration. The OADM also is the foundation of optical bidirectional line switched rings
(OBLSRs), which are described in the next module (IEC, 2007).

An OADM can be used in both linear and ring network architectures and in practice operate
in either fixed or reconfigurable mode. In fixed OADMs the add/drop and express
(through) channels are predetermined and can only be manually rearranged after
installation. In reconfigurable OADMs the channels that are added/dropped or pass
transparently through the node can be dynamically reconfigured as required by the
network. These are more complicated structures but more flexible as they provide
provisioning on demand without manual intervention, therefore they can be set up on the
fly to allow adding or dropping of a percentage of the overall traffic. The reduction of
unnecessary optoelectronic conversions through the use of OADMs introduces significant
cost savings in the network (Tzanakaki et al., 2003).

An OADM allows the insertion or extraction of a wavelength from a fiber at a point between
terminals. An OADM can operate either statically or dynamically. Some vendors call a
dynamic device a reconfigurable OADM (R-OADM). A static version obviously is not as
flexible and may require a hardware change if a different wavelength needs to be dropped
or added. For example, a static OADM might use two optical circulators in conjunction with
a series of fixed-wavelength fiber Bragg gratings (FBG). A dynamic or R-OADM results if
the gratings are tunable. Although a dynamic feature adds greater flexibility to a network,
this versatility also requires more careful system design. In particular, tunable (wavelength-
selectable) optical filters may be needed at the drop receivers, and the OSNR for each
wavelength must be analyzed more exactly (Keiser, 2003).

The technology of choice is determined by the functional and the performance requirements
of the node. R-OADM can be divided into two categories partly and fully reconfigurable. In
partly reconfigurable architectures there is capability to select the channels to be
added/dropped, but there is a predetermined connectivity matrix between add/drop and
through ports restricting the wavelength assignment function. Fully reconfigurable OADMs
also provide the ability to select the channels to be added/dropped, but also offer flexible
connectivity between add/drop and through ports, which enables flexible wavelength
assignment with the use of tunable transmitters and receivers (Tzanakaki et al., 2003).
R-OADM can be divided into two main generations. The first is mainly applied in linear
network configurations and does not support optical path protection while the second is
applied in ring configurations and provide optical layer protection to support network
survivability. The two most common examples of fully R-OADM: Wavelength selective
(WC) and broadcast select (BS) architectures are illustrated in Figure 2b & 2c. The WS
architecture utilizes wavelength (de)multiplexing and a switch fabric interconnecting all
express and add/drop ports; while the BS is based on passive splitters/couplers and tunable
filters (Mukherjee, 2006).

The tunable filtering, present in the through path, should provide selective blocking of any
dropped channels and can be achieved using technologies such as or acousto-optic filters or
dynamic channel equalizers (DCEs) based on diffraction grating and liquid crystal or MEMS
technologies (Tzanakaki et al., 2003). The overall loss introduced by the through path of the
BS solution is noticeably lower than the loss of the WS approach, significantly improving the
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OSNR of the node and therefore its concatenation performance in a practical transmission
link or ring network. In addition, the BS design offers superior filter concatenation
performance, advanced features such as drop and continue, and good scalability in terms off
add/drop percentage (Mukherjee, 2006).
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Fig. 2. (a) Generic OADM architecture, (b) WS OADM architecture, and (c) BS OADM
architecture

Figure 3 showed a simple OADM configuration that has four input and four output ports.
Here the add and drop functions are controlled by MEMS-based miniature mirrors that are
activated selectively to connect the desired fiber paths. When no mirrors are activated, each
incoming channel passes through the switch to the output port. Incoming signals can be
dropped from the traffic flow by activating the appropriate mirror pair. For example, to
have the signal carried on wavelength A; entering port 3 dropped to port 2D; the mirrors are
activated as shown in Figure 3. When an optical signal is dropped, another path is
established simultaneously, allowing a new signal to be added from port 2A to the traffic
flow. There are many variations on optical add/drop device configurations depending on
the switching technology used. However, in each case the operation is independent of
wavelength, data rate, and signal format (Keiser, 2003).

Depending on whether an engineer is designing a metropolitan area network (MAN) or a
long-haul network, different performance specifications need to be addressed when
implementing an OADM capability in the network. In general, because of the nature of the
services provided, changes in the add/drop configuration for a long-haul network tend to
occur less frequently than in a MAN. In addition, the channel spacing is much narrower in a
long-haul network, and the optical amplifiers which are used must cover a wider spectral
band. For an interesting analysis of the Erbium Doped Fiber Amplifier (EDFA) performance
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requirements and the link power budgets used for an OADM capability in a MAN
environment (Keiser, 2003).

Wideband long-haul networks are essentially a collection of P2P trunk lines with one or
more OADMs for inserting and extracting traffic at intermediate points. Figure 4 depicted a
generic long-haul Dense WDM (DWDM) network. Such networks typically are configured
as large rings in order to offer reliability and survivability features. For example, if there is
cable cut somewhere, the traffic that was supposed to pass through that fault can be routed
in the opposite direction on the ring and still reach its intended destination. As shown in
Figure 4 are three 10 Gbps DWDM rings and the major switching centers where
wavelengths can be regenerated, routed, added, or dropped. The links between DWDM
nodes have optical amplifiers every 80 km to boost the optical signal amplitude and
regenerators every 600 km to overcome degradation in the quality of the optical signals.
Extended-reach long-haul networks allow path lengths without regenerators of several
thousand kilometers. Also illustrated are typical services between two end-users, such as
SONET/SDH, Gigabit Ethernet, or IP traffic (Keiser, 2003).
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Fig. 3. Example of adding and dropping wavelengths with a 4x4 OADM device that uses
miniature switching mirrors
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Fig. 4. A generic long-haul DWDM network which is configured as a set of large rings
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2.2 Optical Cross-Connect (OXC)

OXC switches optical signals from input ports to output ports. These type of elements are
usually considered to be wavelength insensitive, i.e., incapable of demultiplexing different
wavelength signals on a given input fiber. OXC is located at nodes cross-connecting a
number of fiber pairs and also support add and drop of local traffic providing the interface
with the service layer. A basic cross-connect element is the 2x2 cross point element. A 2x2
cross point element routes optical signals from two input ports to two output ports and has
two states: cross states and bar states (see Figure 5). In the cross state, the signal from the
upper input port is routed to the lower output port, and the signal from the lower input port
is routed to the upper output port. In the bar state, the signal from the upper input port is
routed to the upper output port, and the signal from the lower input port is routed to the
lower output port (Mukherjee, 2006).

To support flexible path provisioning and network resilience, OXCs normally utilize a
switch fabric to enable routing of any incoming channels to the appropriate output ports
and access to the local client traffic. The features that an OXC should ideally support are
similar to these of an OADM, but additionally OXCs need to provide:

e  Strictly non-blocking connectivity between input and output ports

e Span and ring protection as well as mesh restoration capabilities

Efficient use of fiber facilities at the optical level obviously becomes critical as service
providers begin to move wavelengths around the world. Routing and grooming are key
areas that must be addressed. This is the function of the OXC, as shown in Figure 6.
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Fig. 5. OXC state  Fig. 6. OXC block diagram (IEC, 2007)

In the optical domain, where 40 optical channels can be transported on a single fiber, a
network element is needed that can accept various wavelengths on input ports and route
them to appropriate output ports in the network. To accomplish this, the OXC needs three
building blocks as illustrated in Figure 7:
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1. Fiber switching - the ability to route all of the wavelengths on an incoming fiber to a
different outgoing fiber

2. Wavelength switching - the ability to switch specific wavelengths from an incoming
fiber to multiple outgoing fibers

3.  Wavelength conversion - the ability to take incoming wavelengths and convert them
(on the fly) to another optical frequency on the outgoing port; this is necessary to
achieve strictly non-blocking architectures when using wavelength switching (IEC,
2007).
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Fig. 7. Switching and conversion with OXC (IEC, 2007).

3. Optical Cross and Add/Drop Multiplexers (OXADM)

OXADMs are elements which provide the capabilities of add and drop function and cross
connecting traffic in the network, similar to OADM and OXC (Caraglia, 2003; Mutafungwa,
2000; Tsushima, 1998; Tzanakaki, 2003). OXADM consists of three main subsystem; a
wavelength selective demultiplexer, a switching subsystem, and a wavelength multiplexer.
Each OXADM is expected to handle at least two distinct wavelength channels each with a
coarse granularity of 2.5 Gbps of higher (signals with finer granularities are handled by
logical switch node such as SDH/SONET digital cross connects or ATM switches. There are
eight ports for add and drop functions, which are controlled by four lines of MEMs-optical
switch. The other four lines of MEMs switches are used to control the wavelength routing
function between two different paths (see Figure 8). The functions of OXADM include node
termination, drop and add, routing, multiplexing and also providing mechanism of
restoration for P2P, point-to-multipoint (P2MP), ring, and mesh metropolitan. With the
setting of the MEMs optical switch configuration, the device can be programmed to function
as another optical device such as multiplexer, demultiplexer, coupler, wavelength converter
(with fiber grating filter configuration), OADM, WRB, and etc for the single application.
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Fig. 8. The block diagram of OXADM architecture  Fig. 9. The classification of OXADM

3.1 OXADM Optical Hybrid Device

The designed 4-channels OXADM device is expected to have maximum operational loss of
0.06 dB for each channel when device components are in ideal condition. The maximum
insertion loss when considering the component loss at every channel is less than 6 dB. In the
transmission using SMF-28 fiber, with the transmitter power of 0 dBm and sensitivity -22.8
dBm at a point-to-point configuration with safety margin, the required transmission is 71
km with OXADM without regeneration (Rahman et al., 2006).

The OXADM architecture consists of 3 parts; selective port, add/drop operation, and path
routing. Selective port permits only the interest wavelength going through and acts as filter.
With the switch configuration, add and drop function can be activated in second part of
OXADM architecture. The signals are then re-routing to any port of output. The signals can
also be accumulated on one path and exit at any output port. The partition of OXADM
architecture is depicted in Figure 9.

3.2 OXADM Optical Switch

The control switch for OXADM optical switch is used to change the path of incoming from
the input port. When the control switches in “off” state, no switching occurs and the signal
pass through the device as seen from the Figure 10a. But when the control switch B is “on’
state, the signal from the Input 1 will be switch to Output 2 (see Figure 10b). In contrast to
the control switch B is in reverse state, the accumulation function occurs which multiplex all
the signals from the inputs together and exit at the Output 2. This will be the same if the
control switch A is in ‘on” state but the output is at Output 1. If both switches are in ‘on’
state, the signal will be switched to exchange their output port and works as an OXC device.
The functional of an OXADM optical switch can be summarized through the truth
functional table shown by Table 1. The incoming signals from the back will be switched to
neighbor output port or pass through the device. This is shown in Figure 11.
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Fig. 10. OXADM optical switch works as re-configurable output port multiplexer
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Fig. 11. OXADM optical switch works as 2x2 demultiplexer. When the switch is activated,

the signal will be switched to any output port.
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Switch A Switch B Output1 Output 2

0 0 ha As
1 0 Aot Ag X
0 1 X Aot Az
0 = Off Aa= Signal enters input 1
1 =0n Ag= Signal enters input 2
X =No signal

Table 1. The truth table of OXADM optical switch

3.3 OXADM Multifunctional Switch

OXADM can also work as any single device such as multiplexer, demultiplexer, OXC,

OADM, WSC, and WRB.

1. Demultiplexer - There are two configuration of demultiplexer using OXADM, with
interleaver and without interleaver. The function of interleaver is to separate the
incoming signal before entering the OXADM ports (Figure 12ai). In contrast, the signal
will enter the back port and has automatically routed to their respective path (Figure
12aii).

2. Multiplexer - The input signals enter the add ports of OXADM and the multiplexed
signal out of the signal via output port (Figure 12b).

3. OADM - The separated wavelengths out of the interleaver have a capability to
add/drop function before they are combined and exit one of the output ports of
OXADM (Figure 12c).

4. WSC - Two WSC devices will be produced by OXADM. The signal will enter the input
port and will be separated out through the drop port of OXADM (Figure 12d).

5. OXC - The concept is similar to OADM but the OXADM also offer the function of cross-
connect the signals. The function is almost the same with OXC device (Figure 12e).

6. WRB - The new invented device that offer the management function of wavelengths.
Different with circulator in which the inputs and outputs are built separately (Figure
12f).

3.4 Other Application

FTTH is a simple, inexpensive, ideal, and attractive many parties in optical communication
today. A number of factors are increasing the interest among network service providers in
offering the triple play services of high-speed data access, voice, and video. Most
importantly, subscribers are finding a growing number of applications that drive their
desire for higher bandwidth, including Internet access, interactive games, and video
delivery. Since the fiber offers a vast amount of bandwidth that can be utilized for
communication, one of utilizing this is signal multiplexing. Due to the large bandwidth and
the associated high bit rates, the multiplexing process is beyond the capabilities of pure
electronic methods and has to be implemented optically as well. As the reach of fiber is
being extended to the access network it is economically attractive to share fibers between
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different end-users without adding active components in the network (Menif and Fathallah,
2007).
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Fig. 12. OXADM multifunctional switch

It involves the full installment of fiber from central office (CO) till to customer houses which
is called premises. Recently, installation of FTTH technology has started to accelerate as a
strong alternative to the existing broadband access technologies based on copper pairs
(Digital Subscriber Line, DSL) and coax (cable modems). This worldwide acceleration is
largely due to both the considerable decrease in capital expenses (CAPEX) of introducing
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FTTH connectivity and its “future proof” nature in providing ever increasing user
bandwidth requirements (Yuksel et al., 2008). This technology ensures low operational
expenditures (OPEX) due to all elements in used are the passive optical device with small
number used. The maximum distance achievable is 20 km with gigabit of transmission rate.
FTTH consists of 3 significant elements: optical line terminal (OLT), optical splitter, and
optical network unit (ONU). The designed OXADM is can also used as the wavelength
management in OLT architecture for excellently FTTH. It has 4 inputs terminal which
represent the 4 different signal carriers to be multiplexed and exit at Output 1. Three
wavelengths are used typically 1310 nm for data/voice upstream transmission and 1490 nm
for the downstream data/voice transmission. Meanwhile 1550 nm is used to transmit
downstream video signal.

Since the possible wavelength for communication is 1200-1600 nm, 1625-1650 nm
wavelength regions is commonly considered for in-service monitoring purpose without
affecting the services to other end-users. Additional wavelength 1625 nm will be adding up
to the system to carries the troubleshooting signal for line status monitoring purposes. In the
downstream direction (OLT to users), packets are broadcast by the OLT and extracted by
their destination ONUs based on their media access control (MAC) address. In the upstream
direction (users to OLT), each ONU will use a time shared channel (TDM) arbitrated by the
OLT. OLT is function to aggregates Ethernet traffic from remote ONU devices through
passive optical splitters. The signals then are sent to the customer premises. This can be
defined in Figure 13 with the wavelength allocation highlighted.

The signal comes Input port Input port
from Ring 1310 nm 1490 nm
Metropolitan
Ring Network ﬂ ﬂ The signal sends to

Tnput 1 Customer premises

: ::> Output 1
OXADM
Output 2 <: 'C:I Tnput 2
The signal sends ﬂ H ghe signal comes
i om Customer
EM?OE:IILM Input port  Input port Dremises
fe metwor 1555nm 1625 nm

Fig. 13. OXADM function as the wavelength management element in OLT in FTTH

3.5 Device Comparison

The OXADM device will be compared with two existing switching devices; directional
coupler (DC) switch and OXC. The non-selective DC switch has two states and one control
element. It has fixed number of input and output port that is two. The wide bandwidth
signal comes from the input port with switch to either one of output ports. It works bi-
directional with symmetrical function (Palais, 2005). Figure 14 showed the mechanism of
switching for directional coupler switch in normal (a) and active condition (b) & (c). The
application of DC switch is to control the signal path in WDM network and optical storage;
and can also perform the function of OADM in optical distributed network



100

Trends in Telecommunications Technologies

OXC is the directional coupler witch but with many ports. The functional of OXC is cross-
connecting between output and input port (see Figure 15) (Mutafungwa, 2001). Same with
OXADM, the OXC is selective device but it does not have ‘“accumulation’ feature. In contrast
with OXADM, OXC works bi-directional with symmetrical function. The application of
OXC is as a switching device in mesh network configuration and also in optical storage.

Table 2 summarized the differences of OXADM as compared with DC and OXC.

Features OXADM DC OXC
Selective Yes No Yes
Accumulation Yes No No
Scalability Yes No Yes
Symmetrical No Yes Yes
function

Table 2. Comparison between OXADM, DC, and OXC
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Fig. 14. Switching mechanism of DC optical ~Fig. 15. Switching mechanism of OXC,
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4. Experimental Results and Discussions

4.1 Experimental Setup

Two parameters have been studied experimentally to ensure the interference of uninterested
signal is minimized. Figure 16 presented the experimental set up to measure the crosstalk at
two ports of OXADM and the results have been redrawn in Figure 17 and 18 respectively.
The crosstalk value is bigger than 60 dB means the interested wavelength is in safety level

and the transmitted data can be interpreted at any receiver end.

a) normal (b) activate




The Asymmetrical Architecture of New Optical Switch Device

101

Add1  Add?2
o) O O
TLS 2 Drop 1| Drop 2 D
TLS
Input1 | Output OSA 1
L= = =
@ R‘S:?\«-‘l muee 2y -%-T-_-_- ?\_25 ?L3=?L—
TLS Input2 Output 2
TLS 3 Drop 3 |Drop 4 |:| O
o
_ Add3  Add4 | I
Demultiplexer OSA?2
(a) Configuration 1
% 2 Add2
T orop | 1.9
TLS 2 °I|’ Oln ‘ Output 1
TLS 1 Input 1 0OSA 1
1- A2 D 7;—: Ra, Ry m—
k- :ll.ll.lllllll l:lz-ll .. ‘\
I_!LBO_I I%_I 3 ?\d E— o ; ?Ll: )LE_
Input 2 | [ Output 2
1S4 e
TLS 3 Drop3 |Drop4 |:| °
Add3 Add4
OSA2
(b) Configuration 2

Fig. 16. Crosstalk measurement set up
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Fig. 18. Redrawing of measured output port at every port for configuration 2

The other parameter should be considered for bi-directional device is return loss. Return
loss is the disturbance of uninterested signal against the direction of interested signal. This
can be explained using Figure 19. The return loss is measured by using set up in Figure 20
and the result is shown in Figure 21. The return signal coming out from the input port is
routing to OSA 3 using optical circulator. The value is 40 dB which is higher than minimum
safety value. Both experimental have shown that the OXADM optical switch has a good and
acceptable value of crosstalk and return loss.
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Fig. 19. Return loss or leak reflected signal which contributes to crosstalk phenomena in bi-
directional device.
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Fig. 21. Redrawing of measured output port at every port for configuration 2 for return loss
measurement

4.2 Experimental Results

The OXADM device is characterized by using two tunable light sources and two optical
spectrum analyzers. The designed 4-channel OXADM device is expected to have maximum
operational loss of 0.6 dB for each channel when device components are in ideal condition.
The maximum insertion loss when considering the component loss at every channel is 6 dB.
The testing is carried out for every single function of OXADM. The function includes
bypass, path exchange and accumulation. The single operating wavelength test (wavelength
is 1510 nm), the results show the OSNR value for bypass function is 20 dB and path
exchange is also 20 dB. Each measurement result is indicated in Figure 22 till 24.
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Fig. 22. The decrement of kilometers occurs by increasing the attenuation of OXADM which
represent the device losses
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Fig. 23. The measured output power at two operating wavelength for bypass operation
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Fig. 24. The measured output power for path exchange operation

The path splitting function (accumulation function in reverse mode as Figure 10b and 10c) is
also applied and the result shown in Figure 25 with OSNR > 24 dB. For backward operation
as depicted in Figure 26, the OSNR values for cross-connecting function (as Figure 11) are
bigger than 22 dB. This can be defined that the level of signal is 20 dB higher than noise level
for all single functions of OXADM optical switch. The 20 dB reference indicates the
acceptable value for the signal to noise ratio in data communication.
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Fig. 25. The measured output power two operating wavelength for path splitting operation
(accumulation function in reverse mode)

y=1.0117x-37.335

y =0.9689% - 37.623

E -
o —+— 1510
E’ OSNR 1510 nm = 22.943 dB r‘m
B— (Path change) = —&—1530m
a OSNR 1530 nm = 23.301 dB —+ Mise
— (Path change) =
e = = = .
input (cBm) =

Fig. 26. The measured output power at two operating wavelengths for path exchange
operation

5. The Developed Prototype

A prototype was designed and developed to enable us to evaluate the performance in an
actual propagation environment as illustrated in Figure 27 and 28.
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Fig. 28. Photographic view of two OXADM device prototypes set up in P2P network
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6. Conclusion

A new switching device which utilizes the combined concepts of OADM and OXC
operation is presented through the development of OXADM. The experimental results show
the value of crosstalk and return loss is bigger than 60 dB and 40 dB respectively. In our
previous results have also shown the value of insertion loss was less than 0.06 dB under
ideal condition, the maximum length that can be achieved is 94 km. While when considering
the loss, with the transmitter power of 0 dBm and sensitivity -22.8 dBm at a P2P
configuration with safety margin, the required transmission is 71 km with OXADM. The
OXADM switching mechanism has been explained and compare with other existing optical
switch; DC optical switch and OXC. The OXADM optical device is particularly designed for
WDM metro application. It can be used as restoration switch in FTTH network. OXADM
can also work as any single device such as demultiplexer, multiplexer, OADM, OXC, WSC,
and WRB. In other application, the OXADM can also provide survivability through
restoration against failure by means of dedicated and shared protection that can be applied
in WDM ring metropolitan network.
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1. Introduction

Proposals to handle differentiated and guaranteed services in Internet have not provided
the benefits that users and operators are expecting. Its complexity, with a large number of
interconnected networks, is difficult to handle in an efficient way. This is due to the resource
heterogeneity in terms of technologies and the inconsistent implementation of quality of
services (QoS) in different networks. Despite several research activities in the area of QoS,
Internet is still basically a best-effort network, which it is likely to stay, also in the far future.
Streaming-based servers utilizing UDP for the underlying transport need to use some form
of congestion control [1] to ensure the stability of Internet as well as the fairness to other
flows, like those using TCP. The TCP-Friendly Rate Control (TFRC) is such a congestion
control scheme appropriate for UDP. In this paper we target the question of how to
optimize network and user-perceived performance in a best-effort network. In particular,
we focus on the impact of end-to-end performance of the queue management scheme
utilized in a wireless network.

The first of the basic assumptions in this study is that the wireless last hop constitutes the
bottleneck of the end-to-end (E2E) path. TFRC is intended for applications such as streaming
media, where a relatively smooth sending rate is of importance. TFRC measures loss rate by
estimating the loss event ratio [2], and uses this measured rate to determine the sending rate
in packets per RTT. When a bottleneck is shared with large-packet TCP flows, this has
consequences for the rate achievable by TFRC. In particular a low bandwidth small-packet
TFRC flow, sharing a bottleneck with high-bandwidth large-packet TCP flows, may be
forced to slow down, even though the nominal rate of the TFRC application in bytes per
second is less than the total rate of the TCP flows. This is fair only if the network limitation
is defined by the number of packets per second, instead of bytes per second. In the TFRC
protocol the small-packets are intended for flows that need to send frequent small quantities
of information. It intends to support applications better, which should not have their
sending rates in bytes per second decreased because of the use of small packets. This is
restricted to applications, which do not send packets more often than every 10 ms. The
TFRC Small-Packet (TFRC-SP) variant is motivated partly by the approach in Ref. [3], with
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the argument that it is reasonable for voice over IP (VoIP) flows to assume that the network
limitation is in bytes rather in packets per second, that the sending rate is the same in bytes
per second as for a TCP flow with 1500 byte packets, and that the packet drop rate is the
same. An application using TFRC-SP can have a fixed packet size or may vary its packet size
in response to congestion.

Wireless channels suffer from bursty error losses reducing TFRC throughput, because TFRC
incorrectly interprets packet loss as a sign of congestion. The maximum increase of TFRC
rate, given fixed RTT, is estimated to be 0.14 packets per RTT and 0.22 packets per RTT with
history discounting [4]. It takes four to eight RTTs for TFRC to halve its sending rate in the
presence of persistent congestion.

Active Queue Management (AQM) intends to achieve high link utilization without
introducing an excessive delay into the E2E path. For good link utilization it is necessary for
queues to adapt to varying traffic load. The AQM has been subject to extensive research in
the Internet community lately, and a number of methods to control the queue size have been
proposed. An increase in RTT not only degrades the control performance of an AQM
algorithm, but also leads to instability in the network.

The work described in this chapter examines throughput, aggressiveness, and smoothness
of TFRC with varying bandwidth. A dynamic model of TFRC enables applications to
address the basic feedback nature of AQM.

To demonstrate the generality of the proposed method an analytic model is described and
verified by extensive simulation of different AQM.

2. Adaptive AQM (AAQM) Algorithm

AAQM is a light weight algorithm aimed at maximizing the flow of packets through the
router, by continuously computing the quotient between the number of arriving and
departing packets. The algorithm applies probabilistic marking of incoming packets to keep
the quotient between arriving and departing packets just below 1 to minimize the queue
length and maximize the throughput. Minimizing the queue length means minimizing the
delay and packet loss.

2.1 Formal description

This part contains a more formal description regarding how the AAQM algorithm works .
The goal of the AAQM algorithm is to keep the packet arrival rate as close to the packet
departure rate as possible in order to maximize the flow of packets through the queue. The
packet arrival rate is determined by the end systems sending packets and can for this reason
be controlled by probabilistic marking of arriving packets. The packet departure rate is
determined by the packet size and bandwidth of the outgoing link. The packet arrival rate is
denoted by A and the packet departure rate is denoted by B, both of which are measured
over T seconds. The utilization U of the flow of packets through the queue is defined by
equation (1).

Uzﬁ, B#0 @
B
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If in the equation above , U>1 the queue grows, which can result in a queue overflow and
packet loss. Similarly, if, in the equation above , U<I the queue shrinks, which could result
in a link underutilization and wasted bandwidth. Therefore to maximize the flow, U should
be as close to 1 as possible. The required benefit is that when U=1 a packet arrives for each
departing packet causing the link to be fully utilized, and if U is just below 1 the queue will
simultaneously shrink minimizing both loss and delay. Now, if the total running time of the
algorithm is divided into N non-overlapping time slots of size T seconds then the utilization
of each time slot 71 is given by equation (2).

U= B aon=1.N 2

n

Now the packet marking probability P will be adjusted depending on the value of U during
each time slot 7. If U>1 then P can be increased to reduce the arrival rate and thus decrease
U. Likewise, if U<1 then P can be decreased to increase the arrival rate and thus increase U.
Equation (3) shows how the packet marking probability is adjusted.

Pn+l :Pn +f(U,,), n=1.N (3)
P() =0

The function f is given by equation (4) and, depending on U, increases or decreases the
packet marking probability P.

-B, x<1
P, x>1

f(x)={ )

T, P1 and P2 are constants that need to be determined beforehand.

2.2 Parameter Tuning

Of the variables described above only P1, P2 and T are user adjustable. Two sets of
recommended values for these parameters are presented in Table 1. The first row of
parameters in Table 1 gives the algorithm a little better utilization at the cost of higher loss
and delay. In the second row of parameters gives the algorithm a little lower utilization but
improved loss and delay characteristics. The recommended parameters have been found by
performing several simulations using NS[13] of the network using different parameter
settings.

Py P> T
0.700 0.900 0.010
0.700 1.000 0.010

Table 1. Recommended AAQM Parameter.

When tuning the algorithm for use in a network some basic aspects must be kept in mind.
A larger T will give a larger time interval over which the quotient U is computed. This will
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in turn lead to a better prediction of the flow through the queue but on the downside it will
also lead to a slower reaction to changes in the flow. Slow reactions to changes in the flow
can lead to high delay and packet loss. When choosing P; and P; it should be kept in mind
that P; < P; leads to low utilization, delay and packet loss. Similarly P; > P, gives high
utilization, delay and packet loss.

3. Simulation setup

We use the methods presented in [9] for the study of the average queue time to have a well-
tuned AQM

esR,

Caqm(S) [

Fig. 1. Linearization of AQM with long-lived TCP traffic | and unresponsive traffic u.

with a queue averaging time less than RTTs. Figure 1 presents a block diagram of the
linearized AQM feedback system, where Cagm (s) denotes the transfer function of the AQM

controller, w the congestion window size in packets, R, the round-trip time, N the number
of long-lived TCP connections, p,;, the window size, and p,, the queue transfer function.

The symbol 1 is used for long-lived TCP traffic (FTP) and u for unresponsive flows when
describing how these flows impact on the queue length g, loss probability p, and arrival
rates of both I and u. In this work we focus on randomly created short and long-lived flows
as well as their impact on AQM. For applications needing to maintain a slowly changing
sending rate, the equation-based congestion control is the most appropriate. This kind of
application is the source of short-lived flows. It is assumed that they never escape the slow
start phase of TCP, so their window sizes are increasing exponentially rather than linearly as
during TCP’s congestion-control phase. As a model of a short-lived flow we used the
sending rate of TFRC [4] which is a rate based congestion control mechanism ensuring
fairness when it co-exists with TCP flows [4]. Its throughput equation is a version of the
throughput equation for conformant TCP Reno [4]:

B

RTT.‘,% + tm[@ %)p(n 32p2)] ©)

X=
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where X is the transmission rate in byte/sec, as a function of the packet size B in bytes, RTT
is the round-trip time in seconds, p the steady-state loss event rate, trro is the TCP
retransmission timeout value in seconds, and b the number of packets acknowledged by a
single TCP acknowledgement. TFRC uses this equation to adjust the sender rate to achieve
the goal of TCP friendliness.

The sender can calculate the retransmit timeout value trro using the usual TCP algorithm:

{RTO = SRTT+4*RTTy;, 6)

where RTTy,, is the variance of RTT, and SRTT is the round trip time estimate. Different TCP
congestion control mechanisms use different clock granularities to calculate retransmit
timeout values, so it is not sure that TFRC accurately can model a typical TCP flow. Unlike
TCP, TFRC does not use this value to determine whether to retransmit or not. Hence the
consequences of this inaccuracy are less serious. In practice the simple empirical heuristic of

trro = 4RTT works reasonably well to provide fairness with TCP [4]. For the dynamics of

the model for TFRC behavior, we use the simplified and modified model presented in [10].
This model ignores the TCP timeout mechanism and is described by the nonlinear
differential equation:

__L X0 XC-R®) 7
XO= 3™ Ry RO )

-C +%X(t), g>0
0= ®)
_c.N®O -
max{O, C+ R0 X(z)}, g=0

where X is the average packet rate (packets/s). The RTT is calculated as R(r)= q(:)/C+T},
where q is the average queue length (packets), C is the link capacity (packets/s), and T is
the propagation delay. The parameter p is the probability of a packet mark, the 1/R(s) term
models additive increase of the packet rate, while the x(s/2 term models multiplicative
decrease of the packet rates in response to a packet marking p. Eq. (8) models the bottleneck
queue length using the accumulated differences between packet arrival rates n(:)x(1)/Rr() and
the link capacity C, where N(¢) is the load factor (number of traffic sessions).

For linearization of Egs. (7) and (8) and the estimation of some of the parameters Ref. [10]
defines plant dynamics of the AQM feedback control as:

2
C“/2N
P(S):%I (9)
(S+T)(s+—)
R°C R

In Eq. (5) c2/an is the high-frequency plant gain, which is an important parameter in the
design of AQM control schemes, since it affects the stability, transient response, and steady-
state performance. The variation of the queue length depends on the input rate, output rate,
and the AQM controller.
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The design of adaptive AQM algorithm should be based on the mean RTT [11] since realistic
network conditions have heterogeneous flows with different RTTs. The link capacity C is
measured by keeping track of departed packets, and an estimate of the TFRC load N/R is
inferred from measurements of the dropping probability p. The TFRC throughput
N/RC :Jp_ﬂ provides a mean for estimating ~N/R.

For the parameterization of AQM dynamics the generalized fluid description of AQM
dynamics relating instantaneous queue length q and loss probability p from [12] is used
which is described as follow:

Xam :fg(lama‘I), (10)
ﬁ:g(lamJ])v

Where y,,,, denotes AQM state and f and g describe the AQM dynamic behavior. In RED [5],
Zam 1s the average queue length (RED bases its decision whether to mark a packet or not on
the average queue length). In REM [6] x,, is the marking probability and the link price
and in BLUE [7] g4, is the packet loss and link utilization history used to manage
congestion.

In AAQM [8] xum is the quote between the numbers of arrived and departed packets
within a timer event. This kind of event occurs at fixed, evenly spaced, time intervals, see
[8]. The quote is used as the utilization factor of the queue. For tuning of the AAQM the
control parameters of the AAQM (P, P2, T) are linked to the network parameters N, R and
C. In the absence of knowledge of these parameters we can develop an on-line estimation of
the link capacity C and the TFRC load N.

The link capacity C is estimated using the model in [12] extended with computation of the
packet arrival rate. The degree of TFRC traffic utilization of the link changes depending on
the competing traffic, and to smooth the TFRC capacity C a low-pass filter (LPF) and the
fluid mechanism is used:

0c =—KcOc +KcC, (11)
where @, denotes the estimated capacity and K. the filter time constant. To estimate the

TFRC load we use the TFRC fluid model presented by Eqgs. (7) and (8) and derive the
following steady-state TFRC relationship:

2
1 XO
-0 12
0 R 2RP0’ ( )
N
=2 xo— 13
0 RXO C, (13)

Where Xo is the equilibrium congestion packet rate and Py is the equilibrium drop
probability. From formulas (12) and (13) we can obtain 4/pg/2 =N/RC . In the same way as we
estimated the link capacity, we can smooth the estimate of the N/RC by using the LPF:

O =KMol + KIAlp/2, (14)
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Where Hrnc is the smoothed estimate of the N/RC and K rnc the filter time constant.
For self-tuning AQM uses the parameters estimated in Egs. (11) and (14) described as:

Xam :fH(ZamJI) (15)
Pzgg(lam »’I)a

Where f, o and g, show the explicit dependency of AQM dynamics using the estimate
variables 9:(90,9;2).

When the 802.11 MAC layer approaches saturation, contention delays induced by deferred
count-down timers, an increased contention window and retransmissions affecting the
performance of TFRC and TCP [16]. TFRC is unaware of the MAC layer congestion,
rendering in that the TFRC sender may overestimate the maximum sending rate. This
congests the MAC layer, and the wireless network consequently reaches a sub-optimal
stable state with respect to the throughput and round-trip time [17][18]. Because of the lack
of interaction between TFRC and the 802.11 MAC layer, a Rate Estimator (RE) is added to
TFRC [17]. The RE approximates the saturation capacity of the MAC layer, and by limiting
the sending rate, MAC layer congestion can be avoided.

0.1.0

@ 1.0.1
11Mp”

) @ 1.0.2
S 11Mp_

100Mb

10ms

11Mb ..
@ 1.0.10

Fig. 2. Configuration of the simulated network

4. Simulations

The simulation results presented obtained using the NS-2 simulation tool [13]. Figure 2
depicts the topology used. The solid lines symbolize wired links and the dashed lines
wireless links. Nodes numbered 1-10 are fixed; those numbered 12 - 21 are mobile, and the
node numbered 11 is the 802.11b base station (infrastructure mode). The link between the
nodes number 0 and 11 represents the virtual bottleneck link running the AQM algorithms.
An access point has two interfaces an 802.11 wireless interface to transmit/receive frames on
the air and a wired interface. The disparity in channel capacity of these two interfaces makes
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the access point a significant potential bottleneck link. The virtual bottleneck represents an
access point.

Data are originating at the nodes numbered 1 - 10 and received by the nodes numbered 12 -
21. Each link carries both a TFRC and a TCP flow using a Pareto traffic generator (to
generate aggregate traffic that exhibits a long-range dependency). The traffic generators
start randomly after one second of the simulation to avoid a deterministic behavior and lasts
for 100 seconds. Each simulation was run 30 times with different seeds for the random
number generator. TCP-SACK [14] is used with Selective Acknowledgments (SACK),
allowing a receiver to acknowledge out-of-order segments selectively. The TFRC flows are
modeled as short-lived small packets web flows, and the TCP flows as a mix of short-lived
flows and long-lived FTP flows. The sources of the short-lived web flows are modeled
according to Ref. [15].

In table 2 the different parameters settings used are listed. The TFRC and TCP timer
granularity used, i.e. the tick value, is set to 500 ms, and the TCP minimum retransmission
timeout to 1 s. The throughput at the bottleneck link, the queue size (in packets), and the
drop probability are used for performance evaluation throughout the simulations.

Queues Queue  sizes | Numbers  of
(packets) web sessions

BLUE 5 400

Drop-Tail 10 800

RED 50 1600

REM 100

AAQM

Table 2. List of parameter settings used in different scenarios and packetsize 14 bytes.

The parameter settings used in the AQM algorithms are shown in Tab. IIl. For Blue the
values were obtained from Ref. [7], for RED from Ref. [5], for REM from Ref. [6], and for
AAQM from Ref. [8].

BLUE freeze_time= D1=0.001 d2=0.0002
10 ms
RED Wq=0.002 minth=20% of maxth=80% | maxp=1
the queue size of the queue
size
REM Gamma=1 Phi=1.001 Bo=20 Updtime=0.0
AAQM P1=0.700 P2=1.000 T=0.010

Table 3. Parameter setting for the simulated aqgm
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5. Perfomance evaluation

To achieve satisfactory control performance, the design goals of AQM algorithms are
responsiveness and stability. Bursty sources are used for the performance evaluation with
varying queue sizes managed by the AQM algorithms. The bursts generated require an
AQM algorithm to efficiently and quickly adapt to the current situation to maintain a high
overall throughput and to avoid dropping more packets than necessary. As a result the drop
rate and throughput are compared for the different algorithms.

Figures 3 and 4 depict the results for the drop rate and overall throughput respectively. Four
queue sizes are used 5, 10, 50 and 100 packets. The curves are plotted using a 95%
confidence interval

Figures 3 shows that Drop-Tail (DT) exhibits a high drop rate. This is due to the fact that all
packets are dropped when the queue is full so it affects all flows. All sources will then
decrease its sending rate at approximately the same time. This also means that all sources
will increase the sending rate about the same time rendering in full queues once more and
this will create oscillation. and beyond a high drop rate low throughput is also exhibited.
Figures 3(a) and 3(b) show AAQM and RED have similar drop rate but in figures 3(c) and
3(d) RED has higher drop rate than AAQM.

The instantaneous queue length of RED is controlled in range of ming, and maxg,. In order to
be effective a RED queue must be configured with a sufficient amount of buffer space to
accommodate an applied load greater than the link capacity from the instant in time when
the applied load decreases at the bottleneck link in response to congestion notification. RED
must ensure that congestion notification is given at a rate which sufficiently suppresses the
transmitting sources without underutilizing the link. When a large number of TCP flows
are active the aggregate traffic generated is extremely bursty. Bursty traffic often defeats the
active queue management techniques used by RED since queue length grow and shrink
rapidly before RED can react. Exactly that happens in figures 3(c), 3(d), 4(c) and 4(d).

On the other hand the queues controlled by REM and BLUE are often empty. When the link
capacity is low AAQM requlates the queue length, where REM and BLUE oscillate between
an empty buffer and its limit of queue size. As a result REM and BLUE show poor
performance under a wide range of traffic environments.

Drop-Tail and REM must be configured with a sufficient amount of buffer space in order to
accommodate an applied load greater than the link capacity from the instant that congestion
is detected, using the queue length trigger, to the instant when the applied load decreases in
response to congestion notification.

In general, the bias against bursty traffic and the tendency towards global synchronization
can be eliminated by maintaining a stable packet loss over time. The steady-state control
performance of each AQM algorithm was evaluated and the packet loss rate studied at three
different traffic loads.

As shown in figure 3 and figure 4 the flow dynamics are severely oscillating and it takes a
long time to stabilize to a steady-state. The AAQM controller is able to compensate the
oscillatory of the flow dynamics and given satisfactory control performance such as a fast
and stable control dynamics. AAQM show the most robust steady-state control
performance, independent of traffic loads, in terms of relatively small mean value of the
packet loss rate as well as its variance.

In the experiments we allowed the AQM schemes to converge to steady state when there
were 400 web sessions, then we increased the web session number to 800 and 1600 to study
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the performance of the AQM schemes when the number of short flows increases. From
figures 4(a) and 4(b) it can seen that AAQM has 1% better throughput than RED when the
number of sessions is 1600, and much higher throughput than BLUE, REM and DropTail In
figure 4(c) AAQM has 3% better throughput than RED, and from figure 4(d), can seen that
AAQM has 36% better throughput than RED.

The results from Figures 3 and 4 show that AAQM has the best responsiveness to congestion
as well as the most robust steady-state control.

6. Related work

The work presented in [9] studies the effects of unresponsive flows on AQM. It shows that
the queue averaging time is a result of a trade-off between AQM responsiveness and the
robustness of the uncontrolled flows. The average queue time results in a smooth or stable
congestion feedback, which introduces jitter in the queuing delay due to variation in the
unresponsive flows. Three types of flow types were considered: short-lived TCP, Markov
on-off UDP, and traffic with long-range dependencies (e.g ftp). Our work instead focuses on
short-lived flows and uses a more realistic model for VolIP traffic by using TFRC-SP. Also
[9] does not study the impact of unresponsive flows on the AQM algorithms, while we do.
Our focus are in responsiveness of UDP flows with co-existent TCP flows.

The work presented in [19] surveys two adaptive and proactive AQM algorithms using a
classical proportional-integral-derivative feedback control to achieve stability and
responsiveness. The TCP flows are modeled as long-lived FTP flows. In our work the flows
are modeled as the mix of long-live flows and short-live flows to fulfill the design goal of an
adaptive AQM to interact with a realistic flow composition.

In reference [22] the authors argues in favor of rate-based AQM for high-speed links. Also in
that work a proportional-integral controller for the AQM scheme is used. The design goal
was to match the aggregate rate of TCP flows to the available capacity while minimizing the
queue size. We study the integration of TFRC-SP and UDP in co-existence of with TCP in
heterogeneous networks.

The work presented in [23] uses a token-bucket model as a virtual queue (VQ) with a link
capacity less than the actual link capacity. If a packet arrives, it is placed in a queue in the
VQ if there is space available. Otherwise the packet is dropped. Accordingly the algorithm is
able to react at an earlier stage, even before the queue grows, making it very sensitive to the
traffic load and round trip time. However, the utility functions are much different from ours
due to the AQM control parameters. AAQM uses control law and link utilization in order to
manage congestion. The action of the control law in AAQM is to mark incoming packets in
order to maintain the quotient between arriving and departing packet as close to one as
possible.

The study in reference [24] focused just on the RED and the parameter setting of RED was
based on heuristics. It also studied RED against disturbances on the wireless access network.
Only one type of flow types was considered: short-lived TCP. We study UDP in co-existence
of with TCP and their impact on DT, RED, REM, BLUE and AAQM.

The work presented in [25] by using of proxy AQM between access point for WLAN and
wired network. The proxy reduces the overhead of the access point by implementing the
AQM functionality at the gateway. In the work they extended the RED/ARED scheme to a
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proxy mode by calculating the average queue length and updating p..of ARED. They
measured only a number of TCP flows.
In reference [26] a channel-aware AQM scheme is presented. This new approach provides
congestion signals for flow control not only based on the queue length but also the channel
condition and the transmission bit rate. For the performance evaluation of the new AQM in
multi-rate WLAN the bit rate of the wireless node in manuals fixed at different levels ( in
sequence of 2M, 1M, 11M, and 5.5 Mbps). Two TCP flows were considered. The main idea in
the work was to design an AQM for flow control in multi-rate WLAN.

03

Drop rate

Drop rate versus number of sessions
T T T

lfAAClll\/I
t---—Blue
----DT
Red
[[——Rem

Drop rate

0.25

Drop rate versus number of sessions

0.35 _I—AAQIIVI
---=Blue
0.3----DT
Red
——Rem

| 1 1
600 1400 1600

400 800 1000 1200
Number of sessions
a)
Drop rate versus number of sessions
T T T T T T
| — AAQM i
03r Blue /,{
----DT L
Red e
0.2 - B

o
o

Drop rate

o

[ ——Rem -

1

1 1 1 1 1
600 800 1200 1400 1600

1000
Number of sessions

Drop rate

1 1 1
1200 1400 1600

400 600 800 1000
Number of sessions
Drop rate versus number of sessions
025 T T T T T T
—AAQM
----Blue
----DT
021 Red } i
——Rem e ’
0.15 B

o

0.05

d)

1
600

1 1
800 1000 1200 1400 1600

Number of sessions

Fig. 3. Packet loss rate for a packet size of 14 bytes; (a) queue size 5 packets, (b) queue size 10
packets, (c) queue size 50 packets, (d) queue size 100 packets.
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7. Conclusions and future work

The present work studies AQM algorithms for competing small-packet TFRC flows and
TCP flows in heterogeneous networks. We investigate the effects caused by unresponsive
flows using TFRC on the AQM performance that is measured using responsiveness and
stability. Through simulations it is shown that with suitable design of the AQM scheme the
end-to-end performance can be maintained for TFRC flows consisting of small packets. It is
shown that the control performance of Drop-tail, RED, and BLUE are very sensitive to the
traffic load and round trip time. With REM the links suffer in utilization as the buffer size
increases. In particular AAQM shows a stable queue length with low and smooth packet
loss rates independent of the traffic load.

Future works will particularly investigate the integration of the Guaranteed TFRC (GTFRC)
[20] with the DCCP protocol [21] and co-existence of DCCP with the Stream Control
Transmission Protocol (SCTP). The impact of these protocols on the AQM performance and
QoS will be studied in heterogeneous networks. An additionally study will be focused on
optimization of the buffer space requirements.
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1. Introduction

Many problems in routing, scheduling, flow control, resources allocation and capacity
management in telecommunication, production, and transportation networks can be solved
with help of queueing theory. Typically, a user of a network generates not a single item
(packet, job, pallet, etc) but a whole bunch of items and service of this user assumes
sequential transmission of all these items. This is why the batch arrivals are often assumed
in analysis of queueing systems. It is usually assumed that, at a batch arrival epoch, all
requests of this batch arrive into the system simultaneously. However, the typical feature of
many nowadays networks is that requests arrive in batch, while arrival of requests
belonging to a batch is not instantaneous but is distributed in time. We call such batches as
sessions. The first request of a session arrives at the session arrival epoch while the rest of
requests arrive one by one in random intervals. The session size is random and it may be not
known a priori at the session arrival epoch. Such a situation is typical, e.g., in modeling
transmission of video and multimedia information. This situation is also typical in IP
networks, e.g., in World Wide Web with Hypertext Transfer Protocol (HTTP) where a
session can be interpreted as a HTTP connection and a request as a HTTP request. This
situation is also discussed in literature with respect to the modeling the Scheme of
Alternative Packet Overflow Routing (SAPOR ) in IP networks.

In this scheme, the session is called as flow and represents a set of packets that should be
sequentially routed in the same channel. When a packet arrives, it is determined (e.g. by
means of [P address) if the packet is a part of a flow, already tracked. If the packet belongs
to an existing flow, the packet is marked for transmission. If the flow is not yet tracked and
the channel capacity is still available, the packet is admitted into the system and flow count
is increased. Otherwise the flow is routed on the overflow link (or is dropped at all) and the
packet is rejected in the considered channel. Tracked flows are cleared after they are
finished. Clearing of an inactive flow is done if no more packets belonging to this flow are
received within a certain time interval. Tracking and clearing of flows is performed by
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means of a token mechanism. The number of tokens, which defines the maximal number of
flows that can be admitted into the system simultaneously, is very important control
parameter. If this number is small, the channel may be underutilized. If this number is too
large, the channel may become congested. Average delivering time and jitter may increase
essentially and Grade of Service becomes bad. So, the problem of defining the optimal
number of tokens is of practical importance and non-trivial. In (Kist et al., 2005),
performance measures of the SAPOR scheme of routing in IP networks are evaluated by
means of computer simulation.

Analogous situation also naturally arises in modeling information retrieving in relational
data bases where, besides the CPU and disc memory, some additional "threads" or
"connections" should be provided to start the user’s application processing. In this
interpretation, session means application while requests are queries to be processed within
this application and tokens are threads or connections.

In the paper (Lee et al., 2007), the Markovian queueing model with a finite buffer that suits
for analytical performance evaluation and capacity planning of the SAPOR routing scheme
as well as for modelling the other real-world systems with time distributed arrival of
requests in a session is considered. To the best of our knowledge, such kind of queueing
models was not considered and investigated in literature previously. In (Lee et al., 2007), the
problem of the system throughput maximization subject to restriction of the loss probability
for requests from accepted sessions is solved. In the paper (Kim et al., 2009), the analysis
given in (Lee et al., 2007) is extended in three directions. Instead of the stationary Poisson
arrival process of sessions, the Markov Arrival Process (MAP) is considered. It allows catching
the effect of correlation of flow of sessions. The presented numerical results show that the
correlation has profound effect on the system performance measures. The second direction
is consideration of the Phase type (PH) service process instead of an exponential service time
distribution assumed in (Lee et al., 2007). Because PH type distributions are suitable for
fitting an arbitrary distribution, this allows to take into account the service time distribution
and variance of this time in particular, carefully. The third direction of extension is the
following one. It is assumed in (Lee et al., 2007), that the loss (due to a buffer overflow) of
the request from the accepted session never causes loss of a whole session itself. More
realistic assumption in some situations is that the session might be lost (terminates
connection ahead of schedule). E.g., it can happen if the percentage of lost voice or video
packets (and quality of speech or movie) becomes unacceptable for the user. To take such a
possibility into account in some extent, it is assumed in this paper that the loss of a request
from the admitted session, with fixed probability, leads to the loss of a session to which this
request belongs. Influence of this probability is numerically investigated in the paper (Kim
et al., 2009).

In the present paper, the modification of model from (Kim et al., 2009) to the case of an
infinite buffer is under study. In contrast to the model with a finite buffer considered in
(Kim et al., 2009) where the problem of the throughput maximization was solved under
constraint on the probability of the loss of a request from an accepted session, here we do
not have such a loss. So, the problem of the throughput maximization is solved under
constraint on the average sojourn time of requests from the accepted sessions. In section 2,
the mathematical model is described in detail. Stability condition, which is not required in
the model (Kim et al., 2009) with a finite state space but is very important in the model with
an infinite buffer space, is derived in a simple form. This condition creates an additional
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constraint in maximization problem. The steady state joint distribution of the number of
sessions and requests in the system is analyzed by means of the matrix analytical technique
and expressions for the main performance measures of the system are given in section 3.
Section 4 is devoted to consideration of the request and the session sojourn time
distribution. Section 5 contains numerical illustrations and their short discussion and section
6 concludes the paper.

2. Mathematical model

We consider a single server queueing system with a buffer of an infinite capacity. The
requests arrive to the system in sessions. Sessions arrive according to the Markov Arrival
Process. Sessions arrival in the MAP is directed by an irreducible continuous time Markov
chain v,, t>0, with the finite state space {0,..,W}. The sojourn time of the Markov chain
v,, 120, in the state v has an exponential distribution with the parameter A,,v=0,lV.
After this sojourn time expires, with probability pk(v,v') , the process v,, t>0, transits to
the state v', and k sessions, k=0,1, arrive into the system. The intensities of jumps from

one state into another, which are accompanied by an arrival of k sessions, are combined
into the matrices D,,k=0,1, of size (W +1)x(W +1). The matrix generating function of

these matrices is D(z) =D, + D,z,| z|<1. The matrix D(1) is the infinitesimal generator of the
process v,,t>0. The stationary distribution vector & of this process satisfies the equations
6D(1)=0,8e=1. Here and in the sequel 0 is the zero row vector and e is the column
vector of appropriate size consisting of 1’s. In case the dimensionality of the vector is not
clear from the context, it is indicated as a lower index, e.g. e, denotes the unit column

vector of dimensionality W=W +1.
The average intensity A4 (fundamental rate) of the MAP is defined as

A=6D.e.
The variance v of intervals between session arrivals is calculated as
0=21"8(-D;)"'e-17,
the squared coefficient c,, of variation is calculated by
Cour =248(-D;) e -1,

while the correlation coefficient c., of intervals between successive group arrivals is given
by

Cr =(278(=Dy) ' Dy(-Dy) "e = A7)/
For more information about the MAP, its special cases and properties and related research
see (Fisher & Meier-Hellstern, 1993), (Lucantoni, 1991) and the survey paper by S.
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Chakravarthy  (Chakravarthy, 2001). Usefulness of the MAP in modeling
telecommunication systems is mentioned in (Heyman & Lucantoni, 2003), (Klemm et al.,
2003). Note, that the problem of constructing the MAP, which fits well a real arrival
process, is not very simple. However, this problem has practical importance and is
intensively solving. For relevant references and the fitting algorithms see, e.g., (Heyman &
Lucantoni, 2003), (Klemm et al., 2003), (Asmussen et al., 1996) and (Panchenko & Buchholz,
2007).

Following (Kist et al., 2005) , we assume that admission of sessions (they are called flows in
(Kist et al., 2005) and called threads, connections, sessions, exchanges, windows, etc. in different
real-world applications) is restricted by means of tokens. The total number of available
tokens is assumed to be K, K >1. Further we consider the number K as a control parameter

and solve the corresponding optimization problem.

If there is no token available at a session arrival epoch the session is rejected. It leaves the
system forever. If the number of available tokens at the session arrival epoch is positive this
session is admitted into the system and the number of available tokens decreases by one. We
assume that one request of a session arrives at the session arrival epoch and if it meets free
server, it occupies the server and is processed. If the server is busy, the request moves to the
buffer and later it is picked up for the service according to the First Came - First Served
discipline.

After admission of the session, the next request of this session can arrive into the system in
an exponentially distributed with the parameter y time. The number of requests in the

session has the geometrical distribution with the parameter 6,0 <6 <1, i.e., probability that
the session consists of k requests is equal to 6! (1-6),k>1. The average size of the
session is equal to (1-6)™".

If the exponentially distributed with the parameter y time since arrival of the previous
request of a session expires and new request does not arrive, it means that the arrival of the
session is finished. The token, which was obtained by this session upon arrival, is returned
to the pool of available tokens. The requests of this session, which stay in the system at the
epoch of returning the token, must be completely processed by the system. When the last
request is served, the sojourn time of the session in the system is considered finished.

The service time of a request is assumed having PH distribution. It means the following.
Request’s service time is governed by the directing process 7,,¢ >0, which is the continuous

time Markov chain with the state space {1,...,M}. The initial state of the process 7,,t >0, at
the epoch of starting the service is determined by the probabilistic row-vector
B=(B,....0y) . The transitions of the process 7,,t>0, that do not lead to the service
completion, are defined by the irreducible matrix S of size MxM . The intensities of
transitions, which lead to the service completion, are defined by the column vector
S, =-Se . The service time distribution function has the form B(x)=1- Be¢™e. Laplace-

0

Stieltjes transform fe’”dB(x) of this distribution function is B(sI—S)"S,. The average
0

service time is given by b, = #(-S) 'e . The matrix S+S,8 is assumed to be irreducible. The

more detailed description of the PH -type distribution and its partial cases can be found,
e.g., in the book (Neuts, 1981). Usefulness of PH distribution in description of service
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process in telecommunication networks is stated, e.g., in (Pattavina & Parini, 2005) and
(Riska et al., 2002).

It is intuitively clear that the described mechanism of arrivals restriction by means of tokens
is reasonable. At the expense of some sessions rejection, it allows to decrease the sojourn
time and jitter for admitted sessions. This is important in modeling real-world systems
because the quality of transmission of accepted information units should satisfy imposed
requirements of Quality of Service. Quantitative analysis of advantages and shortcomings of
this mechanism as well as optimal choice of the number of tokens requires calculation of the
main performance measures of the system under the fixed value K of tokens in the system.
These measures can be calculated based on the knowledge of stationary distribution of the
random process describing dynamics of the system under study.

3. Stationary distribution of the system states

Let us assume that the number K, K >1, of tokens is fixed and let

. i, be the total number of requests in the system, i, >0,

J k, be the number of sessions having token for admission to the system,
k,=0,K,

. v, and 7, be the states of the directing processes of the MAP arrival

process and PH service process, v, =0,W,n, =1,M,
at the epoch £,t>0.
Note that when i, =0, i.e., requests are absent in the system, the value of the component 7,,

which describes the state of the service directing process, is not defined. To avoid special
treatment of this situation, without loss of generality, we assume that if the server becomes
idle the state of the component 7, is chosen randomly according to the probabilistic vector

B and is kept until the next service beginning moment.

It is obvious that the four-dimensional process ¢, ={i,,k,,v,,n,},t>0, is the irreducible
regular continuous time Markov chain.

Let us enumerate the states of this Markov chain in lexicographic order and refer to (i,k) as
macro-state consisting of M, =(W +1)M states (i,k,v,n),v=0,W,n=1,M.

For the use in the sequel, introduce the following notation:

. y=y(1=0),y =10, T =y1,.T"=y"1,.T=yl,;
. Cy=4diag{0,1,...,K} is the diagonal matrix with the diagonal entries
{0,1,....K}, Cy=Cx®I,;
. Ry =diag{1,...,K}®I, ; I isanidentity matrix, O is a zero matrix;
[ ]

o o o .. O O 010 ..0

r -r o .. O O 001 ..0

A=|O 2 =2r .. O O |F*=|: : i " il
O S 000 .1

O O O ... KI" -KI 0

o
o
o
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- O O O ... 0
r -=2r .. (0] (0] 000 ..0
A=l0 2r .. 0 o |E=|: i i i

: : : : 000 ..0

O O O0.. (K-1)I" -KI' 000 .. 1
. S;, j is Kronecker delta, J; j isequal to 1, if i =j and equal to 0 otherwise;
. ® is the symbol of Kronecker product of matrices;
. @ is the symbol of Kronecker sum of matrices;
. b" denotes transposed vector b.

Let Q be the generator of the Markov chain &,t>0, with blocks Q,;

i,

consisting of

intensities (Q,;);, of the Markov chain &,¢>0, transitions from the macro-state (i,k) to

the macro-state (j,k'), k,k' = 0,K. The diagonal entries of the matrix Q,; are negative and the
modulus of the diagonal entry of (Q,;),, defines the total intensity of leaving the
corresponding state (i,k,v,7) of the Markov chain. The block Q1,7 20, has dimension
K, xK,, where K, =(K+1)M,.

Lemma 1. Generator Q has the three block diagonal structure:

Qo @ O O
L Q& Q O

2=l o 0 q o

where non-zero blocks Q, ; are defined by

Quo=A+1,®D,®I,+E®D,®]I,,
Q=A+I,,®(D,®S)+E®D, ®1I,,,
Q=7 Ce+E"®D,®1I,,

Q, =1, ®I,.,®S,B.

Proof of the lemma consists of analysis of the Markov chain ¢,,t>0, transitions during the
infinitesimal interval of time and further assembling the corresponding transition intensities
into the matrix blocks. Value y~ is the intensity of a token releasing due to the finish of the
session arrival, y* is the intensity of a new request in the session arrival.

Let us investigate the Markov chain &, >0, defined by the generator Q. To this end, at first

we should derive conditions under which this Markov chain is ergodic (positive recurrent).
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Theorem 1. Markov chain & ={i k,v,,n,},t>0, is ergodic if and only if the following
inequality is fulfilled:

K K-1
u>A= 7+Z kx4 + Z xDepyq, @

k=0 k=0

where 4 is the average service rate defined by

and x=(x,...,Xg) is the vector of the stationary distribution of the system MAP/M/K/0
with the MAP arrival process, defined by the matrices D, and D, and the average service

rate y .
Proof. It follows from (Neuts, 1981) that the ergodicity condition of the Markov chain
& ={i,k,v,n1,t>0, is the fulfillment of inequality

yQ,e>yQe, )
where the row vector y is solution to the system of linear algebraic equations of form
¥(Qo+Qi+Q,)=0,ye=1 ®)
It is easy to verify that
Q+Q+Q, =B® I + 11y @ (S+S,8),

where B is the generator of the Markov chain, which describes behavior of the
MAP|M|K|0 system with the MAP arrival process defined by matrices D, and D, and

average service rate y:

D, D, O .. O O
vy I Dy—y1 D, .. O (0]
B=| 0 2y 1 D,-2y1 ... O (0]
o o O ... Ky’ D(1)-Ky'l

According to the definition, vector x satisfies equations
xB=0,xe=1. (4)

By direct substitution into (3), it can be verified that the vector y, which is solution to the
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system (3), can be represented in the form y =x®y , where y is the unique solution of the

system of linear algebraic equations
v(S+S,8)=0pe=1. )

By substituting vector y=x®y into inequality (2), after some transformations we get

inequality (1). Theorem 1 is proven.
In what follows we assume that condition (1) is fulfilled. Then the following limits
(stationary probabilities) exist:

n(ikyv,g)=lmPfi, =i,k =k.v, =v,n,=n}i20, k=0,K,v=0,W,n=1,M.

Let us combine these probabilities into the row-vectors

z(i,k,v) = (z(i,k,v,1),z(i,k,v,2),...,7(i,k,v,M)),
7 (i,k) = (7 (i,k,0), #(i,k,1),...,m(i,k,W)),
z, =(7(1,0),z(i,1),...,7#(i,K)), i>0.

The following statement directly stems from the results in (Neuts, 1981).
Theorem 2. The stationary probability vectors z,,i >0, are calculated by

T = ﬂORi, 1>0,
where the matrix R is the minimal non-negative solution to the equation
R*Q, +RQ, +Q, =0,
and the vector 7z, is the unique solution to the system of linear algebraic equations
7y(Qop + RQ,) =0, 7, (I - R)ile =1
Having stationary probability vectors z;,i>0, been computed, we can calculate different
performance measures of the system. Some of them are given in the following statements.

Corollary 1. The probability distribution of the number of requests in the system is
computed by

ItimP{il =i}=me,i20.
The average number L of requests in the system is computed by

L=Yime=mR(I-R)’e.

i=0
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The probability distribution of the number of sessions in the system is computed by

lim Pk, = kf = Zﬂ'lke 7z,(I-R)'(e™ ®e), k=0,K,

i=0

where the column vector e* has all zero entries except the kth one, which is equal to 1,
k=0,K.
The average number Z of sessions in the system is computed by

2=3S ka(i.k)e = m(I-R) 1;::k

k=1 i=0

The distribution function R(f) of a time, during which arrivals from an arbitrary session

occur, is computed by

©

R(H=(1-6)Y.

=1

91177y f/vdy 1 6 y(1-0)t
!

[SY E——

The average number T of requests processed by the system at unit of time (throughput) is
computed by

55323

i=1 k=0 v=0 7

Mz

z(i,k,v,1)(Sy), ”UR(I_R)il(e(KH)(WH) ®S,).

I
-

Remark 1. In contrast to the model with a finite buffer, see (Lee et al., 2007) and (Kim et al.,
2009), where the arriving session can be rejected not only due to the tokens absence but also
due to the buffer overloading, distribution of the number of sessions in the model under
study does not depend on the number of requests in the system. It is defined by formula

ltim Plk, =k} =x,e,k=0.K,

where the vectors x,, k = 0,K, are the entries of the vector x = (%g5--.,Xgx) which satisfies the

system (5). However, distribution 7z(i,k), i >0,k=0,K, does not have multiplicative form

because the number of requests in the system depends on the number of sessions currently
presenting in the system.

Remark 2. It can be verified that the considered model with the infinite buffer has the steady
state distribution of the process ¢, ={i,k,v,,n,},t>0, coinciding with the steady state
distribution of the queueing model of the MAP/PH/1 type with the phase service time
distribution having irreducible representation (£,S) and the MAP arrival process defined

by the matrices D, and D, having the form
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D, 0 0 .. O 0 O D O O O
y 1 D,-yI O .. O (0] Oyl D .. O O
D,=| 0 2yI Dy-2yI ... O 0] D, =0 O 241 O O
0 0 0 ... Kyl D@)-Kyl O O O .. O Kyl

It is easy to verify that the fundamental rate of this MAP is equal to A which is defined in
(1). So, stability condition (1) is intuitively clear: the average service rate should exceed the

average arrival ~ rate.  Note that the first summand in  expression
K-1
A=y Z kx,e,.. + Z x,D,e,,,,, for the rate A represents the rate of requests from already

accepted sessions, i.e., the rate of requests who are not the first in a session. The second
summand is the rate of the sessions arrival.
Theorem 2. The probability P/ of an arbitrary session rejection upon arrival is computed
by

(D, ®1,,) D

pi =y (i, K)—2—Me=x,Le.
! ZO A )

The probability P“*) of an arbitrary request rejection upon arrival is computed by

< D, ®I,,) D
P =" 7(i 7( =x;— e
¢ Z;‘ A A
where A=A +x,D,e.
Proof of formula for probability P/ accounts that the session is rejected upon arrival if

and only if the number of sessions in the system at this epoch is equal to K. So

Zn i,K)(D, ®1,,)e
Pb(loss) —

m =3 (i) P18
zz;r (D, ®I,)e = A

i=

Rejection of a request can occur only if this request is the first in a session and the number of

sessions in the system at this session arrival epoch is equal to K . So

in YD, ®1,)e .
I)E(lvss) _ Kzzo Z”(LK D ®I
> w(i.k)(D, +ky ) ®I e =

i=0 k=0
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4. Distribution of the sojourn times

Let V,(x), V.(x) and V”(x) be distribution functions of the sojourn time of an arbitrary

session, an arbitrary request, which is the first in a session, and an arbitrary request from the
admitted session, which is not the first in this session, in the system under study, and v,(s),

v,(s) and v(s), Res>0, be their Laplace-Stieltjes transforms (LSTs):

o )

,(s) = T AV, (x),0,(s) = [ e dV,(x), o (s) = [ eV (x).

0 0

Formulae for calculation of the LSTs v,(s) and v”(s) are the following:

v (s)= %[”U (D, ®1,)eB(sl - S)il S, + i 7(D; ® IM)(e(K+1)(W+l) ®((s - S)i1 Sp))(B(sl - S)il so)i] =

i=1

[7,(D, ®1,,)eB(sI - 5) 'S, + m,R(B(SI ~5) 'Sy) x

1
2
x(I-R(B(s - S)il S()))i1 (D, ® IM)(e(K+1)(W+1) ®((sI - S)i1 So))l

K
1 > ky'[7(0.k)eB(sI - S)'S, +
ky*m(i,k)e ="

o(s)=

DM~
M

-~
Il

1

I
o

+Z (i, k) (e ® (5T = S)'So))(B(SI - 5)'S,)']

Formulae for the average sojourn time V, of an arbitrary request, which is the first in a
session, the average sojourn time V. of an arbitrary non-rejected request, which is the first

in a session, and the average sojourn time V! of an arbitrary request from the admitted

session, which is not the first in this session, are as follows:

1 & _ .
V.= ;[”0(D1 ®1y)eb, +Z”i(D1 ®IM)((e(K+1)(W+1) ®(-5) 1e) +eib,)] =

i=1

- %[(1 +R(I-R)*)(D, ®1,)eb, + R(I=R) (D, ® I;)(e 1y 1) ® (=S) "el,

.V
‘/r = 1- Pb(lnss) >
K o
> ky [x(0.K)eb, + 3 (k) (e @ (=S) "e) +eib,)]

V@ = k=t i=1

c o

i D ky'm(ik)e

k=1 i=0
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If the service time distribution is exponential, expression for the average sojourn time V, of

an arbitrary arriving request, which is the first in a session, becomes simpler:
z
V.= jobl(l —-R)?Die.

Derivation of formula for calculation of the LST wv,(s) is more involved. Recall that the

sojourn time of an arbitrary session in the system lasts since the epoch of the session arrival
into the system until the moment when the arrival of a session is finished and all requests,
which belong to this session, leave the system. We will derive expression for the LST v,(s)

by means of the method of collective marks (method of additional event, method of
catastrophes), for references see, e.g., (Kasten & Runnenburg, 1956) and (Danzig, 1955). To
this end, we interpret the variable s as the intensity of some virtual stationary Poisson flow
of catastrophes. So, v,(s) has meaning of probability that no one catastrophe arrives during

the sojourn time of an arbitrary session.
We will tag an arbitrary session and will keep track of its staying in the system. Let
v(s,1,1,k,v,n7) be the probability that catastrophe will not arrive during the rest of the tagged

session sojourn time in the system conditional that, at the given moment, the number of
sessions processed in the system is equal to k,k=1,K, the number of requests is equal to

i, >0, the last (in the order of arrival) request of a tagged session has position number

I,1=0,i, in the system, and the states of the processes v,,7,,t >0, are v, 7 . Position number

0 means that currently there is no one request of the tagged session in the system.
It follows from the formula of total probability that if we will have functions o(s,i,Lk,v,7)

been calculated the Laplace-Stieltjes transform v,(s) can be computed by

0 M W
v,(s) = P + %Z >3 Z 7@ kv.n)A,p) xo(s,i+1,i+ 1Lk +1, 7). (6)

The system of linear algebraic equations for functions v(s,i,Lk,v,7) is derived by means of
formula of total probability in the following form:

W
v(s,i,Lk,v,n)=[4, z p(vll)((l =0, )o(s, i+ LLk+1,v )+ (7)
v'=0
W
+8, (s, 1Lk V., m) + A, Y P (s, i Lk, v, n) +
v'=0

M
H1=8,)(80), Y. Ao~ LI=Lkv,)(1=6,) + 0(s.i - 1,0kv,)0, 1 +
n'=1

M
+(1=58,0) Y (S),, 0(s.isLkv,r) + 7 o(s,i + Li+ L k,v,n) +
n'=1

+y (k=Do(s,i+1,Lk,v,n)+y (k—=1)ov(s,i,L,k—1,v,n)+
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+7 (5T =9)"'S,), (B(sI = 8)'S,) " (1= 6,0) + ;] x
x(s+4,-S,,+ky) ", 1=0,i,i20,k=1K,v=0,IW,n =1, M.

Let us explain formula (7) in brief. The denominator of the right hand side of (7) is equal to
the total intensity of the events which can happen after the arbitrary time moment:
catastrophe arrival, transition of the directing process of the MAP, transition of the directing
process of the PH service process, and expiring the time till the moment of possible request
arrival from sessions already admitted into the system. The first term in the square brackets
in (7) corresponds to the case when a new session arrives. The second term corresponds to
the case when transition of the directing process of the MAP occurs without new session
generation. The third term corresponds to the case when service completion takes place. The
fourth term corresponds to the case when the transition of the directing process of the PH
service process occurs without the service completion. The fifth term corresponds to the case
when the new request of the tagged session arrives into the system. In this case, the position
of the last request of the tagged session in the system is reinstalled from [ to i+1. The sixth
term corresponds to the case when the new request from another session, which was
already admitted to the system, arrives. The seventh term corresponds to the case when
some non-tagged session terminates arrivals. The eighth term corresponds to the case when
the expected new request of the tagged session does not arrive into the system and arrival of
requests of the tagged session is stopped. This session will not more counted as arriving into
the system and the tagged request finishes its sojourn time when the last request, who is
currently the Ith in the system, will leave the system. Number ((sI—S5)"'S,), defines the

probability that catastrophe will not arrive during the residual service time conditional that
the directing process of the PH service is currently in the state 7. The number B(sI -S)'S,

defines probability that catastrophe will not arrive during the service time of an arbitrary
request.
Let us introduce column vectors

V(s.i,Lkv) = (0(s,i L kv, 1),.... 00501 kv, M),
v(s,i,Lk) = (v(s,i,L,k,0),...,v(s,i, Lk, W),
v(s,i,l) = (v(s,i,l,l),...,v(s,i,l,K))T,

v(s,i) = (v(5,,0),...,v(s,i,1))", v(s) = (v(s,0), v(s, 1),...)".

System (7) of linear algebraic equations can be rewritten to the matrix form as

—(sI - Q[_)i)v(s,i, I+ inmv(s,i + 10+ Qi’Hv(s,i -LI-1)(1-06,,)+ iniilv(s,i -1,0)8,, + )]
+ ®TV(s,i+Li+1)+y e,y ®((sI - SY'S)(BGI-S)'S,) " = 0£M1 ,1=0,i,i>0,

where

Q,,=A +1,®(D, ®S)(1-6,0)+E®((D, ®1,))+ I, ®(D, ®1,,)3,,,i 20,
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Q... =7 C  +Ex® (D, ®1,),i>0,
Qi,z‘—l = IK(W+1) ® sﬂﬂ’ i 0’ QO,—] =0.

Let us introduce notation:
Q(s) is three block diagonal matrix with non-zero blocks

Q, (s), j=max{0,i —1},i,i+1,i 20,

defined by
Q;i(s) =1, ®(sI - Qi.,‘)a Q,,=D{"®Q
+DV @I, ®T".

i,i-1°
i 10 A
Qi,iﬂ =D’ ® Q

ii+1

Here the matrix D!{? of size (i+1)x(i+2) is obtained from the identity matrix I, by

T
i+1°

means of supplementing from the right by the column 0,,. The matrix DS’ of the same size

has the last column consisting of 1’s and other columns consisting of 0’s. The matrix D’ of
size (i+1)xi is obtained from the identity matrix I, by means of supplementing from
above by the row (1,0,...,0).

Vector B(s) is defined by

where

B(s)=y (e, ®e, e, ®e,  ®(sI-5)"'S, e, ®e, , ®((sI-S)"S))B(s]-S)"'S,...,
ey ®ey,; ®((SI-5)"S)(B(I-5)"S,) )", i 20.

Using this notation we can rewrite the system (7) to the form
Q(s)v(s) + B(s) =0". )

It can be verified that the diagonal entries of the matrix Q(s) dominate in all rows of this
matrix. So the inverse matrix exists. Thus we proved the following assertion.
Theorem 3. The vector v(s) consisting of conditional Laplace-Stieltjes transforms LST

o(s,i,Lk,v,17),1=0,i,i >0,k =1,K, v=0,W,n=1,M, is calculated by

v(s)=-Q7(s)B(s). (10)

Corollary 2. The average sojourn time V, of an arbitrary session is calculated by

(i, k =0
i=0 k=0 ( ) A 0Os 0

2 = D, ®I,,)ov(s,i+1,i+1k+1
Vb:_z ( 1 M) ( )|
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where column vectors W <o are calculated as the blocks of the vector d‘;(:) §=0
defined by
dv(s _ dB(s
) =00 v,
ds ds

where v(0)=—-y Q" (0)e.

accept

Corollary 3. The average sojourn time V""" of an arbitrary admitted session is calculated

by
V(nfcepf) _ Vh
b - 1— Pb(lass) ’
where B/ is probability of an arbitrary session rejection upon arrival.

5. Optimization problem and numerical examples

It is obvious that the most important from economical point of view characteristic of the
considered model is the throughput T of the system because it defines the profit earned by
information transmission. If the number K that restricts the number of sessions, which can
be served in the system simultaneously, increases the throughput T of the system increases
and the probability P of an arbitrary session rejection upon arrival decreases. So, it

seems to be reasonable to increase the number K as much as possible until stability
condition (1) is violated. However, such performance measures as the average sojourn time
of an arbitrary request and jitter are also very important because they should fit
requirements of Quality of Service. These performance measures become worse if the
number K grows. Evidently, it does not make sense to admit too many sessions into the
system simultaneously and provide bad Quality of Service (average sojourn time and jitter)
for them. So, the system manager should decide how many sessions can be allowed to enter
the system simultaneously to fit requirements of Quality of Service and to reach the
maximally possible throughput.

Thus, one should solve, e.g., the following non-trivial optimization problem:

T =T(K) —> max (11)
subject to constraints (1) and

Vi<V, (12)
where V is the maximal admissible value of the sojourn time of the first request from non-
rejected session and is assumed to be fixed in advance.

This optimization problem can be easy solved by means of computer, based on presented
above expressions for the main performance measures of the system, by means of
enumeration, i.e., increasing the value K until constraints (1) and (12) are violated. The
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optimal value of K in the optimization problem (1), (11), (12) will be denoted by K.
Corresponding computer program allows to validate the feasibility of such an optimization
algorithm and to illustrate the dependencies of the system characteristics on the system
parameters and the value of K. In what follows several illustrative examples are presented.

Before to start description of these examples, let us mention that numerous experiments
show that the famous Little’s formula holds good for the system under study in the form
AL=V_, where L is the average number of requests in the system and V, is the average

sojourn time of an arbitrary request which is the first in a session.

5.1. Dependence of probabilities P of an arbitrary session loss and P of an

arbitrary request loss on the number K of tokens and correlation in the sessions
arrival process
The experiment has two goals. One is to illustrate quantitatively the dependence of

probabilities B of an arbitrary session loss and P of an arbitrary request loss on the

number K of tokens. The second goal is to show that for several different arrival processes
having the same average rate but different correlation this dependence is quite different.
This explains the importance of consideration of the model with the MAP arrival process of
sessions, which can be essentially correlated in real telecommunication networks, instead of
analysis of simpler model with the stationary Poisson arrival process of sessions.

We consider six different MAPs having the same fundamental rate A =1. The first MAP is
the stationary Poisson arrival process. Variation coefficient of inter-arrival times is equal to
1. Four other MAPs have the variation coefficient equal to 2 but different coefficients of
correlation of successive intervals between sessions arrival. These four MAPs are described
as follows.

o MAP (IPP — Interrupted Poisson Process ) flow with correlation coefficient equal
to 0 is defined by the matrices
-04 016 024 0 0 0
Dy,=| 1.3 -694 681 |;D,=| O 0 0]
13 13 =270 100.2 1672 0
. MAP flow with correlation coefficient equal to 0.1 is defined by the matrices
-266 012 0.12 23 0.08 0.04
D,=| 013 -05 0.08 |;D,=(0.09 018 0.02].
014 0.08 -0.32 0.5 0.01 0.04
. MAP flow with correlation coefficient equal to 0.2 is defined by the matrices
-316 012 012 2.84 0.06 0.02
D,=| 01 -045 0.09 ;D,=|0.02 021 0.03|
012 011 -039 0.02 0.04 0.1
. MAP flow with correlation coefficient equal to 0.3 is defined by the matrices
-511 0.08 0.07 485 0.09 0.02

D,=(0.029 -0446 0.04 |;D,=|0.007 0333 0.037 |.
0.06 0.08 -035 0 0.05 0.16
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. The sixth MAP has correlation coefficient equal to -0.16 and the squared
correlation coefficient equal to 1.896. It is defined by the matrices

D - 3607 0 D 0347 3.26
Lo —0.617 ) ' 10478 0.139 )

The service time distribution is Erlangian of order 2 with intensity of the phase equal to 16.
The rest of the parameters are the following: y =2, =0.9.

Figures 1 and 2 illustrate the dependencies of probability P/ of an arbitrary session loss
and P of an arbitrary request loss on the number K of tokens for the listed above

different MAP s with the same fundamental rate but the different correlation.

Pb(loss)
Poisson

0.8 W o

-——- cor=0.1
0.6 —w=w- cor=0.3

—— cor=-0.16
0.4 ~.

A ~-
0.2 S

K
2 4 6 8 10 12
Fig. 1. Dependence of probability P of arbitrary session loss on the number of tokens K

Pc (loss)

K
2 4 6 8 10 12
Fig. 2. Dependence of probability of an arbitrary request loss on the number of tokens K

One can pay attention that the curves corresponding to the different MAP s terminate at the
different points, e.g., the curve corresponding to the stationary Poisson process terminates at
the point K =5, the curve corresponding to the MAP s having correlation coefficient 0.3
terminates at the point K =12. The reason of termination is that the stationary distribution
existence condition violates for K larger than 5 and 12 correspondingly.

It is worth to mention, that the previous analysis of different queues with the Batch
Markovian Arrival Process given in many papers shows that usually the stability condition
depends on the average arrival rate, but does not depend on correlation. It the model under
study, stability condition (1) depends on correlation as well. This has the clear explanation:
stability condition includes the stationary distribution of the corresponding MAP/M/K/0
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queueing system which describes the behavior of the number of busy tokens. As it is
illustrated in (Klimenok et al., 2005), this distribution essentially depends on the correlation
in the arrival process.

Conclusion that can be made based on these numerical results is the following: higher
correlation of the session’s arrival process implies higher value of P and P but larger

number of sessions which can be simultaneously processed in the system without
overloading the system. IPP process violates this rule a bit. This is well known very special
kind of arrival process. It has zero correlation. Intervals where arrivals occur more or less
intensively alternate with time periods when no arrivals are possible. Such irregular arrivals
make the IPP violating the conclusion made above. Note that the system with the negative
correlation in the arrival process has characteristics close to characteristics of the system
with the stationary Poisson process. While the more or less strong positive correlation
changes these characteristics essentially.

5.2. Dependence of the throughput of the system on the number of tokens and
correlation in the sessions arrival process

Let us consider the same system as in the previous experiment and consider optimization
problem (11), (12) where the limiting value of the average sojourn time for the first request
in non-rejected session is assumed to be V =40. Figure 3 illustrates the dependence of the
throughput T of the system on the number of tokens K. As it is expected, the throughput
T is the increasing function of K for all arrival processes. However, the shape of this
function depends on the correlation in the sessions arrival process. The lines corresponding
to the different MAP s terminate when condition (12) is not hold true. So, as it is seen from
Figure 3 the optimal value K" of tokens is equal to 5 when the arrival process is the
stationary Poisson or has the negative correlation or is equal to 0.1 and is equal to 6 for the
rest of the arrival processes.

It is seen from Figures 1-3 that positive correlation has the negative impact on the system
performance. Although the number of simultaneously processed requests can be larger, loss
probability is higher and the throughput of the system is lesser.

Dependence of the average sojourn time V" for the first request in non-rejected sessions on

the number of tokens in these examples is presented on Figure 4.
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Fig. 3. Dependence of the throughput T of the system on the number of tokens under
restriction V" <40
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Fig. 4. Dependence of V" on K
It is seen that the average sojourn time V sharply increases when the number of tokens K

approaches the value K=5 or K=6, depending on correlation in the arrival process. For

the model with the stationary Poisson arrival process stationary distribution does not exist
for K=6.

5.3. Dependence of the optimal number of tokens on the session size, arrival and
service rates

The goal of this experiment is to illustrate the dependence of the optimal number of tokens
on the session size, average arrival and average service rates.

Firstly, let as clarify the impact of the session size. We assume that the MAP process of
sessions is defined by the matrices

-6.88  0.0008) 6.8 0.0792
°710.0008 -022)7'10.016 0.2032 )

This MAP has the average rate equal to 1.37, correlation coefficient 0.4 and the squared
variation coefficient 9.4. As in the previous examples, the service time distribution is
assumed to be Erlangian of order 2 with the intensity of the phase equal to 16.

On Figure 5, we vary the parameter ¢, which characterizes the distribution of the number
of requests in a session, in the interval [0.1;0.8]. This implies that the average session size
varies in the interval [1.111;5]. Parameter V defining the limiting value of the average

sojourn time for the first request in non-rejected sessions is assumed to be equal to 0.8.
On Figure 6, we vary the parameter & in the interval [0.8;0.98]. This implies that the

average session size varies in the interval [5;50]. Parameter V is assumed to be equal to 8.
As it is expected, the optimal number K° is non-increasing function of 6. When 0
increases from 0.1 to 0.8 the number K" decreases from 8 to 1 under restriction V' <0.8. If
we take O greater than 0.8, restriction V. <0.8 is not fulfilled even only 1 session is allowed
to enter the system. If the weaken this restriction to the restriction V. <8, four sessions can
be processed in the system simultaneously for 6 equal to 0.8. Situation when restriction
V<8 is not fulfilled even only 1 session is allowed to enter the system occurs for 6 greater
than 0.98.
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Fig. 5. Dependence of the optimal number K" of tokens on the parameter § under

restriction V" < 0.8
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Fig. 6. Dependence of the optimal number K" of tokens on the parameter § under
restriction V| <8

In the next example, we illustrate the impact of the average arrival rate. We consider the
IPP process defined above and vary the average arrival rate in the interval [1;11] by means
of multiplication of the matrices D, and D, by the corresponding factor. The service time
distribution is assumed to be Erlangian of order 2 with the intensity of the phase equal to 30.
Parameter V defining the limiting value of the average sojourn time is assumed to be equal

to 4. Figure 7 shows the dependence of the optimal number K" of tokens on the average
arrival rate A.

| L

2 4 6 8 10
Fig. 7. Dependence of the optimal number K* of tokens on the average arrival rate 4



Queues with
session arrivals as models for optimizing the traffic control in telecommunication networks 143

As it is expectable, the optimal number K" of tokens decreases when A is increasing. The
same dependence takes place for other MAP s, only the points of the jumps of the lines are
different.

In the last example, we illustrate the impact of the average service rate. We consider the IPP
process defined above having the average arrival rate A =1. The service time distribution is
assumed to be Erlangian of order 2 with intensity of the phase varied to get the average
service rate in the interval [3.5;20]. Parameter V defining the limiting value of the average
sojourn time is assumed to be equal to 5.

Figure 8 shows the dependence of the optimal number K" of tokens on the average service
rate u.

K*

15

10

U
2.5 5 7.5 10 12.5 15 17.5 20
Fig. 8. Dependence of the optimal number K" of tokens on the average service rate u

As it is expectable, the optimal number K* of tokens increases when u is increasing. The
same dependence takes place for other MAP s, only again the points of the jumps of the
lines are different.

6. Conclusion

In this paper, the novel infinite buffer queueing model with session arrivals distributed in
time is analyzed. Ergodicity condition is derived. Joint distribution of the number of
requests in the system and number of currently admitted sessions is computed. The sojourn
time distribution of an arbitrary request and arbitrary session is given in terms of the
Laplace-Stieltjes Transform. Usefulness of the presented results is illustrated numerically.
Validity of Little’s formulas is checked by means of numerical experiment.

Results are planned to be extended to the systems with many servers, non-geometrical
session size distribution, and heterogeneous arrival flow.
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1. Introduction

The considerable problems deriving from the growth of energetic consumptions and from
the relevant environmental “emergency” due to the emissions of greenhouse gases, push
people to find out new solutions and new technologies for the production of primary
energy fit for fulfilling the urging and growing energetic demands.

The global climate change, which is due to increased CO, and other green house gases
concentration levels in atmosphere, is considered one of the most important global
emergency that requires immediate and effective policies (IPCC,2007). The CO; emissions
are mostly due to the use of fossil fuels as energy source. Thus in the future the use of fossil
fuels has to be decreased. This can be obtained by improving energy efficiency and by using
large scale renewable energy sources.

This is also true in the telecommunication applications, which has seen, in the last years, a
remarkable increase in the number of installations present on the whole territory -
sometimes located in hardly reachable areas - and the relevant growth of energetic
consumptions, because of growing interest about new and reliable services in mobility calls
with an increase of the BTS operation hours and traffic management, in order to guarantee
the quality of the service anywhere and anytime.

As an example, in the last years the development of the telecommunications sector has
resulted in a significant increase of the number of Base Transceiver Station (BTS) on the
Italian territory: according to the official database of the non ionizing radiation observatory
of the National Agency for Environment (ISPRA,2007), the BTS present in Italy are about
60.000. On the other hand it has been shown (Roy, 2008) that the energetic consumptions of
a typical operator network varies between 1.5 TWh to 9 TWh for a year. What is alarming is
what we are faced in the future. On the wired line side it is expected a relevant growth of
the number of broadband subscribers with a power per subscriber rate that is 4 to 8 times
the traditional consumption, while on the wireless side the number of connected device with
high speed data services is growing. By extrapolation, it has been estimated (Roy, 2008) that
the telecom industry consumed last year about 1% of the global energy consumption of the



146 Trends in Telecommunications Technologies

planet, that is the equivalent energy consumption of 15 million US homes and also the
equivalent CO2 emissions of 29 million cars.

Therefore, the reduction of the energetic consumptions of a Telecommunications Power
Systems represents one of the critical factors of the telecommunication’s technologies, both
to allow a sizeable saving of economic resources to the mobile communications system
management and to realize "sustainable" development actions. In other words improving
the energy efficiency of telecom networks is not just a necessary contribution towards the
fight against global warming, but with the rapidly rising prices of energy, it is becoming
also a financial opportunity.

Therefore clear and defined approaches must be taken to optimize actions of energy savings.
A telecom network is just like an eco-system: one cannot just apply any energy savings
actions without looking at the impacts on the other system components (Roy, 2008). It has
been proposed an “Energy Logic Method” which might be applied to both a wireless and a
wired line network. This approach is based on a holistic method to energy savings and
provides a complete roadmap of recommendations and quantifies their savings, reviewing
also the different impacts.

Starting from these considerations the research project “Telecommunication power systems:
energy saving, renewable sources and environmental monitoring” was launched by the
Department of Environmental Sciences of the Second University of Naples (DSA-SUN) and
the Institute for the Environmental Research (ISPRA), with the participation of the Italian
suppliers of mobile telecommunications (H3G, Vodafone, Telecom and Wind) and their
technological partners (Ericsson).

The general goal of the research project is to study a set of solutions which may allow:
a) to obtain a rationalization of the consumptions of a BTS through the intervention
on energy saving;
b) to produce, in the sites where the BTS are located, energy coming from renewable
sources - aiming to reduce the emissions of polluting agents in the atmosphere;
c) to implement intelligent monitoring systems for the energy consumptions and the
relevant impacts on the environment.

It has been evaluated, from a technical and economical point of view, the feasibility of some
solutions , including:

¢  Energetic auditing for a radio-telecommunication station in different operational
contexts (urban and rural areas, different periods in the year, different working
load, etc.);

e Interventions of efficiency and energy saving such as reduction of transmission
apparatus consumptions, optimization of air conditioning consumptions, efficiency
in the temperature control system;

e Evaluation and development of interventions and technical solutions based on the
production of a part of the energy used by radio-telecommunication apparatus,
through the use of photovoltaic cells on the infrastructures themselves;
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e Analyses of possible uses of other renewable sources (e.g. wind micro turbines)
generating energy usable for telecommunication power systems located in areas
not reached by the electricity network;

e Analyses of the social and environmental advantages in the introduction of
technologies based on renewable sources for covering a part of the energy
requirements of radio-telecommunication installations;

e Simulation studies useful to estimate the amount of energy that can be saved using
a software system that helps to use the BTS-GSM transmission power in a more
efficient way according to the telecommunication traffic features.

e Environmental monitoring of the sites where prototypal solutions has been
installed, aimed to compare the conditions before and after the intervention.

2. Wireless network energy consumption

The typical wireless network can be viewed as composed by three different sections:
e the Mobile Switching Center (MSC), that take care of switching and interface to
fixed network;
e Radio Base Station (RBS), which take care of the frequency interface between
network and mobile terminals;
e  Mobile terminals, which is the subscriber’s part, normally limited to the handheld
device.
It is estimated that over 90% of the wireless network energy consumption is part of the
operator’s operating expenses (Scheck, 2008).
The key elements are the radio base stations because of the number of base stations is
relative high with relative high energy consumption. On the other hand as the number of
core network elements is low, the total energy consumption due to core network is relative
low. Finally the energy consumption of mobile terminals is very low due to the mobile
nature.
With these premises the ways to decrease energy consumptions of cellular network and thus
to reduce cost and CO; emissions are:
*  Minimizing BTS energy consumption;
=  Use of renewable energy sources.
Moreover could also be considered a minimization of number of BTS sites in order to reduce
energy consumption: in this case the network design play an important role to implement a
telecom network with correct capacity and minimum number of sites at optimum locations.

The model used in this paper for a a typical Radio Base Station is shown in figure 1. It is the
same model analyzed and presented in the literature (Roy,2008; White Paper Ericsson 2007;
Lubritto, 2008). Analysing the proposed scheme it result that the system takes 10.3 kW of
electricity to produce only 120 watts of transmitted radio signals and to process the
incoming signals from the subscriber cell phones, with a total efficiency (output
power/input power) of about 1.2%.
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Fig. 1. RBS Block Diagram

In figure 2 is shown the energy allocation per function within the RBS (Roy, 2008). More
than 60% of the power is consumed by the radio equipment and amplifiers, 11% is
consumed by the DC power system and 25% by the cooling equipment, an air conditioning
unit, typical of many such sites. The Radio Equipment and the Cooling are the two major
sections where the highest energy savings potential resides.

1%
m DC Power
m Cooling
25% [ Load
W Feeder
1% m Radio Equipment

1%

Fig. 2. Percent BTS Energy per function

In the framework of the energy saving, it is very important to consider a cascade effect that
represents in aggregate a benefit of 28 times: for example, saving 1W in the feeder cables
saves 17.3 watts of modulation and amplification losses, 3.3W of rectification losses and
7.1W of associated cooling energy (Roy, 2008).
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2.1 BTS Energy Savings Strategies

In the last years many Energy Savings Strategies for Wireless Network, applied both to the
radio equipment and to the cooling and power equipment. have been proposed (Roy, 2008,
White Paper Ericsson, 2007; Louhi, 2007; Cuccietti, 2006; Lubritto, 2008)

1. Remote Radio Units: consists in moving the RF converters and power amplifiers from the
base of the station to the top of the tower close to the antenna and connecting them via fiber
cables. This strategy offers the higher potential energy savings: most radio manufacturers
now offer this topology.

2 Radio Standby Mode The second strategy is very easy to implement and typically consists of
a software and basic hardware upgrade. Often termed ECO Mode or Power Saving Mode,
this strategy consists of turning radio transmitters and receivers off when the call traffic goes
down, typically during the night. When the ECO Mode is implemented, the power
consumption can be reduced by up to 40% under low traffic. Overall, this strategy will
reduce the consumption of the radio equipment between 10 to 20%, plus its associated
power conversion and cooling energy requirements. Overall this translates into cascaded
savings in the order of 6 to 7%.

3 Passive Cooling The third area of focus is the cooling. Such cooling requires, usually 1/3 of
the heat produced inside the RBS. It is also a noisy and maintenance intensive solution.
Depending on the geographic location, other cooling techniques such as free ventilation,
forced fan cooling with hydrophobic filtering or heat exchangers will change significantly
the energy consumption, and often yield a lower total cost of ownership. It is estimated that
passive cooling can provide energy savings above 10%.

4 Advanced Climate Control for Air Conditioners If an air conditioner remains necessary, one
can minimize its consumption operating at a higher temperature at opportune moments. By
doing so, the energy consumption is reduced for two reasons, one that the higher set point
means that the unit will be turned on less frequently, and two that it will run more
efficiently due to the higher temperature at the air exchange. A total savings of 3-4% can
safely be obtained without major availability impacts.

5 DC Power System ECO Mode The last two strategies relate to the DC power plant.
Evidently, at this stage, we have already reduced the load through the previous measures
and introduced the radio ECO mode to further reduce the load during low traffic periods.
An advanced system controller scheme can ensure that rectifiers will operate at their peak
efficiency over virtually all conditions

6 Higher Efficiency Rectifiers Last strategy is the use of higher efficiency rectifiers.

When all strategies are considered, total savings above more than 58% are possible
(Roy,2008):
¢  On the radio side, going to a Remote Radio concept and applying the Radio ECO
functionality will reduce the energy consumption by 40%.
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e  On the infrastructure side, the cooling costs can be improved by optimizing the use
of the air conditioner or preferably, by migrating to a more passive approach.
These will take to down by an additional 3% and 11% respectively, cumulatively
down by 54%.

e Finally, the last 4% of reduction will come from the DC plant by implementing
energy management to keep the rectifiers at their peak efficiency level and by
opting for higher efficiency rectifiers.

In the paragraph 3.2 results of specific studies concerning Radio Standby Mode Strategy will
be presented.

2.2 Renewable energy sources

As mentioned above a second way to reduce cost and CO; emissions is the evaluation and
development of interventions and technical solutions based on the production of a part of
the power energy used by radio-telecommunication apparatus, through the use renewable
sources (e.g. photovoltaic cells, wind micro turbines or new alternative power based on fuel
cells) installed on the infrastructures themselves or usable from off-grid
telecommunications power systems. The use of alternative energy sources has been studied
in particular for sites that are beyond the reach of an electricity grid, or where the electricity
supply is unreliable or sites remote enough to make the regular maintenance and refueling
of diesel generators prohibitive (Morea, 2007; Boccaletti, 2007). The choice of alternative
energy source will depend on local conditions, BTS typology and energy consumption.

Solar and wind power can provide virtually free energy. Solar power is a mature technology
and can be used for low- and medium capacity sites. Apart from having very low
environmental impact, solar-powered sites also have the advantage of being very low-
maintenance, with a technical lifetime of 20 years or so, and much more reliable than diesel
generator-powered systems. Also, solar power scales with the load, so the size of the solar
installation can be matched to actual needs without unnecessary capacity.

On the other side a micro-wind turbine can support a traditional RBS site without too large
impact on cost, where on average a wind velocity is about 5 m/s. In most case a hybrid
solution combining of solar and wind is the actually the most feasible solution for
autonomous BTS site. Anyway the size of solar cell and wind turbine have to be defined
based on BTS load and on-site availability solar and wind. In the paragraph 3.4 a typical
hybrid solution for off-grid BTS is presented.

Finally fuel cells are increasingly being considered as a viable alternative site energy
solution for telecoms. They can be deployed in place of diesel generators, and partly replace
batteries, at remote sites with long back-up requirements. In addition to improving energy
efficiency, they can also improve network up-time and reliability. Moreover environmental
advantage in terms of special waste disposal will be obtained by using fuel cell in
substitution of backup battery.
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3. Telecommunications power systems and energy saving

Energetic auditing of a BTS is the most important step in the understanding of energy
management of wireless telecommunication power system. With this aim it has been
realized a campaign of measurements for a radio-telecommunication apparatus starting
from on-site measurements, performed in collaboration with Italian companies of mobile
communications systems (Vodafone, H3G, Telecom and Wind), which take into account
different technologies (GSM, UMTS, DCS+GSM+UMTS), different typologies of apparatuses
(outdoor, room, shelter), different locations (North, Centre, South of Italy) and different
working loads.
Thanks to the collaboration of the Italian mobile telecommunication providers, it has been
possible to retrieve data coming from a statistic sample of around 100 radio base stations
located on the whole national territory, that corresponds to more than 1000 monitoring
days. All the field measurements are performed by using specific monitoring systems
(Pizzuti, 2008).
For carrying out the statistic analyses and the correlations we considered separately the
following characteristics of the systems:

- Systems typologies (Shelter, Room, Outdoor)

- Systems technologies (UMTS, GSM, DCS)

- Localization (North, Centre and South)
and the following functioning parameters:

- Energy consumption (Wh)

- Instantaneous Power (W)

- Internal temperature (°C)

- External temperature (°C)

- Phone traffic for cells (erlang)
A specific database has been built containing all data related to: energetic consumptions,
BTS localization, typology and technologies, environmental parameters.

3.1 Energetic consumptions associated to a radio base station

Aim of our studies is to find statistic correlations between the energetic consumptions and
the operational parameters of the BTS. Moreover we are interested to study both the
energetic consumption correlated to the transmission function of the apparatuses and the
energetic consumptions related to the cooling of the equipments and infrastructures. To
achieve this goal, we made statistical analysis by using the software "R" of the "R-
Foundation for Statistical Computing" R-foundation for statistical computing” (www.r-
project.org/foundation/).

From these analysis one can establish the following;:

> The average yearly consumption of a BTS is ca. 35500 kWh compatible with
the average consumption of 10 Italian families. If we consider that in Italy
there are 60.000 BTS (data 2007 coming from the NIR Observatory - ISPRA),
the total average yearly consumption of all the BTS systems present in Italy
is ca. 2,1 TWh/year; which is the 0,6 % of the whole national electrical
consumption (data source: TERNA 2007). In terms of economical and
environmental impact, the data correspond to ca. 300ME€ yearly energy costs
and ca. 1,2 Mton of COxq emitted in the atmosphere every year.
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If we carry out analyses on the average energy consumptions associated to
the different technologies, we will note that the GSM energy consumptions
are considerably higher than the UMTS technology - as it is expected
because of the different mode of operation of the two technologies (Table 1)

Energy Consumption/technology

Technology kWh/day kWh/year
UMTS 72,97 26268
GSM 111,35 40085

Table 1. Energy consumption for GSM and UMTS technology
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To evaluate the daily energy consumptions and the contributions due to the
transmission and air-conditioning, in the following graph is represented the
daily trend of the energy consumptions of a BTS. We can clearly distinguish
two different trends: a constant energy consumption value of about 800Wh
for the nighttime and the morning, and an oscillating trend, with an average
value of about 1100Wh for the hottest hours and the late evening. This trend
is comprehensible if we consider that in the first case the consumption is due
only to the transmission functions (constant trend), whereas in the second
case at the transmission functions are added the conditioning energy
consumption, with a “saw tooth” trend generated by the switching on/off
of the air-conditioning systems. We can therefore divide the energy
consumptions in two contributions; i.e.: approx. 2/3 of the consumed daily
energy are due to the transmission, whereas 1/3 of the energy is used for
feeding the conditioning systems.
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Fig. 3. Daily Energetic Consumption of a BTS
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In order to verify our latter statement in figure 4 we show the power distribution
considering four selected days:

e  15th December 2007: it represents the coldest day during the monitoring period in
which the internal temperature ranges from a minimum of 2,8°C to a maximum of
9,5 °C (the blue line);

e  19th December 2007, it represents a typical day of the coldest period in which the
temperature ranges from a minimum of 7,0°C to a maximum of 17,6 °C (the violet
line);

e 24th May 2008, it represents a typical day of the hottest period in which the
temperature varies from a minimum of 15,5°C to a maximum of 37,3 °C (the green
line);

e 27th May 2008, it represents the hottest day of the monitoring period in which the
temperature ranges from a minimum of 21,8°C to a maximum of 42,5°C (the red
line).

There is a clear difference among the distribution functions on the coldest days (blue and
violet line), in which the instant power is presumably due only to the transmission function
and show a peak in correspondence of defined power values, and the distribution functions
on the warmest days (red and green lines), in which there are both the transmission and air
conditioning contributions .

In this way we can esteem an energetic consumption connected to the transmission
functions and another connected to the air-conditioning functions which are 2/3 and 1/3 of
the total energetic consumption, respectively.
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Fig. 4. Density of states plotted as a function of power distribution
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In figure 5 we plot the variation of the energetic consumptions versus the external
temperature, for different BTS typology (shelter, room, outdoor) and BTS technology (UMTS
and GSM).
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Fig. 5. Energetic Consumption versus external temperature

A “universal trend” of the energy consumption versus the temperature is discovered
independently both from the technology used and from the typology of BTS. Furthermore
the higher dispersion of the consumption data in the room and shelter typologies, in
comparison with the outdoor one, can be comprehensible if we consider that in the first two
cases there is a higher thermal dispersion - with a consequent increase of the consumptions
- which is needed to air-condition the equipments as well as the environment where they
are implemented.

In figure 6 we plot the energy consumptions as a function of a different time of the year, for
different BTS technology (GSM and UMTS) and BTS typology of site (outdoor, room,
shelter). First of all we find a similar behaviour during the months with a greater energetic
consumption in summer respect to the winter, as expected.
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Fig. 6. Energetic consumptions versus. time of the year

Moreover comparing the graphs for the room and shelter typology, it is clear that the UMTS
technology has on average lower energetic consumption of GSM technology, because of the
different characteristic of the mobile communication standards. No difference was found for
energetic consumptions versus the time of year for the three BTS typologies.

For understanding an eventual correlation between the energy consumptions data and the
numbers of phone calls of a BTS, we show in figure 7, the energy consumptions as a
function of call traffic (in erlang). There seems to be no correlation between these two
parameters; that means that at the moment any intervention which may regulate BTS
turning on/ off when the call traffic goes down, is realized.

T ito per tre di i siti
En_CS12 Erl_PS128 = Somma
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Fig. 7. Energy consumption vs traffic for three different sites
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3.2 Energy saving

Starting from the statistical analyses on the BTS energy consumptions, it is useful to study
the possible interventions for optimizing and saving energy consumptions. Our aim is to
individuate useful interventions both for saving action on conditioning systems and on
transmission consumption.

Regarding the saving of energy consumptions relevant to the air-conditioning we studied
two possible intervention strategies; the first one was based on “intelligent” algorithms for
the optimization and dynamical regulation of the air-conditioning functions, the second one
was founded on the local cooling of the single electronic equipment, avoiding to air-
condition the environment where they were located. Both hypotheses were based on the fact
that inside the shelter the thermo-dynamic parameters (temperatures, humidity, etc.) can
assume values ranges larger than in areas frequented by people. Therefore both the use of
air-conditioning intelligent systems and the local cooling technologies are useful strategies
for saving energy, basing on the possibility to eliminate useless conditioning actions of the
environment and mechanical parts. One can estimate that such interventions can achieve an
energy saving from 5% to 10% of the air-conditioning consumptions.

For optimizing the consumptions coming from the transmission functions we studied and
tested a software feature launched by Ericsson that helps to use the BTS-GSM transmission
power in a more efficient way (Hjorth, 2008). These algorithms can correlate the phone
traffic of a BTS and the energy consumptions. During periods of low network traffic, the
feature effectively puts transceivers that are not being used in standby mode - overcoming
the traditional practice of having radio equipment continually turned on, which results in
energy being wasted.

Depending on the network traffic pattern, the feature algorithm parameter settings and on
the type of apparatus, this innovation can save between 5 and 20 percent of the energy per
BTS when a base station is in use, while still providing the same services and quality to end
users.

The study has been carried out with a two fold approach:

e The direct investigation of test BTS in order to have direct hints about the
feasibility of the project, the practical problems, and the real savings. To reach this
goal on field measurements have been carried out in an operating BTS during
periods in which the feature was either activated or not activated.

e However, it is not feasible and practically unreliable to explore all the BTS power
consumption and to measure the power saved with different configurations of the
feature algorithm. Thus a simulation study has been carried out. The best
parameters ensuring good communications and best savings have been pointed
out.

A comparison between on field measurements and simulations have been realized, in order
to optimize the parameters used in the "BTS power saving algorithms".

Parameters useful in this kind of analysis are telephone traffic, BTS typology and location,
number of transmitters. Measurements of energetic consumptions and other environmental
parameters have been realized in a suburban BTS (provider Telecom Italia Mobile) located
in Agliana (Toscana), composed by 3 GSM transmitter and 3 DCS transmitter. On this BTS
the "power saving" function has been activated as experimental on field test of “power
saving algorithms”
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Fig. 8. BTS energetic consumption at the experimental site - Agliana

The results obtained by our monitoring are presented in the following figure 8, where we
reported the energy consumption of the basic radio station for three weeks; in two of those

was activated the “Power Saving” function. Rack 0-Rack 2 represents the energy
consumption of each DCS transmitter, Rack3 shows the energy consumption of all GSM
transmitters. It is clear that average value of energetic consumptions are lower in the days in
which the power saving function is active: a decrease of more than 10% of energetic
consumption is evident starting from the second period.

In the following graph (figure 9) it is presented the measured energy in the same day of the
week (Thursday), in the condition of power saving function ON (red line) and OFF (blue
line).

The considerable energy saving achieved during the nighttime - when the call traffic goes
down and the “power saving” algorithm can switch off many transmission supporters - is
here very remarkable. On the contrary, during the daytime, the curves trend coincides, since
the high traffic does not allow the switch off of any transmitters.
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Fig. 9. Comparison of the measured daily energetic consumption in a day with Power
Saving ON (red line) and OFF (blue line).

The data of the experimental measures have been compared to the simulation analyses
realized through a specific software which has been implemented (Lubritto,2009).

The simulation software takes as input the available measured data (average number of
telephone calls started every ten seconds, the average length of calls, the cell parameters, the
parameters of the Power Savings algorithm) then it uses a Montecarlo algorithm for
simulation of telephone traffic.

The number of calls started every 10 seconds is supposed to follow a Poisson distribution
with a varying average value during the day. Length of calls follow an exponential
distribution with a given average. Both average values, measured every hour, are taken
from the collected data. The convolution of the two distributions gives the number of active
calls for any given time. However, the maximum number of calls in the cell is fixed by the
number of channel available.
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Fig. 10. Comparison of the simulated energy consumption in a day - with (red line) and
without (blue line) Power Saving features on.

In the above figure 10 we reported the values obtained by the simulation in a day; the blue
lines indicate the consumptions without Power Saving and the red lines indicate the
activation of the Power Saving. As it is evident, the simulation software faithfully
reproduces the data achieved by the field measurements.
The similarity with on field measurements is acceptable: here too the savings are evident in
periods of low traffic when there is the possibility to switch off the unused channels, as for
the measured data.
After established the goodness of the simulation algorithm, we can analyze the Power
Savings optimization parameters. In such a way we address the set of parameters giving the
maximum power saving, and thus lower environmental impact, while still guaranteeing the
communication quality.
The study has to be carried out with the following criteria:

[1] the intervals were chosen to cover the entire space of the suggested parameters;

[2] for each set of parameters were we took an average of many runs;
The resulting optimal set of parameters depends on the average communication load and
available channels, so should be site specific or at least cover “classes” of sites, with similar
load and operating behaviour. Optimal parameter sets for the sites under survey have
already been created, and an improvement in energy saving of about of 3% is expected.
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The saving obtained through the introduction of the “Power Saving” algorithms might
change from 10% up to 15% of the transmission consumptions, according to the typology
and the location of the basic radio station. With the same algorithm we succeeded in
obtaining the Power Saving parameters set that maximizes the energy saving, increasing it
of a further 3%.

In conclusion, if we sum up the contributions of the energy saving to the air-conditioning
functions and the transmission functions, - considering the feedback processes of the two
components - we obtain a total yearly energy saving of 20% of the total consumptions (i.e.
7000 KWh per year) with an economical advantage of approximately 1000 €/year saved for
each BTS, that means a further environmental advantage in avoiding to emit, for each year
and BTS, 4 Ton of COyq in the atmosphere.

4. Telecommunications power systems and renewable energy

In order to introduce clean technology in the telecommunications power system
management, one has to consider the use of renewable sources technologies (photovoltaic,
wind, hybrid systems) installed on telecommunication systems infrastructures. We analyzed
the most advanced technological solutions in the photovoltaic sector (single crystal, multi-
crystal panels, amorphous silicon, thin films) and in the further renewable sources, useful
for producing the energy in situ in consideration of the functioning conditions and the
structural features of a radio-telecommunication station.

We chose to analyze the interventions in locations with different testing conditions for each
provider, in order to plan and realize photovoltaic systems for basic radio stations in urban
and rural areas (raw-land), to forecast the use of combustible cells for substituting the
batteries of a microcell site and to analyze the use of different renewable sources for grid-off
BTS (not connected to the electrical net), fed by generators

Therefore it has been realized an experiment in which use of photovoltaic systems and
other renewable sources for different typologies of contexts (urban and rural areas) and for
apparatuses not reached by the electricity network (stand-alone apparatuses), has been
tested.

Two rural sites in which a photovoltaic plant has been built in with provider Vodafone, in
order to understand how to use infrastructure of the BTS to obtain a total or partial
architectural integration of the photovoltaic plants on the shelter o support pole. It has been
shown that their energetic productivity depend on the geographical location, on the surface
available to implement the photovoltaic plants and on the effects of shadow.

In two of these pilot sites, photovoltaic plants have been realized both on shelter and on the
infrastructures; the area of PV modules varies from 16 to 20 m2, limited by the available site
space, to guarantee a production of 2.0 and 2,5 kWp. Figures 11 and 12 show the installation
on the two sites.
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Fig. 11. Photovoltaic system installed on the BTS infrastructure (Vodafone)

Fig. 12. Photovoltaic system installed on the BTS infrastructure (Vodafone)

These sites came into operation on 01/01/2008 and, according to data provided by
VODAFONE the two photovoltaic systems have produced, up to 30/05/2008, respectively
1100 and 1200 kWh; this implies an annual estimated production of 2640 and 2880 kWh. A
further important element of the application - made by the involved provider - was to
activate and complete the whole proceeding in order to obtain incentivizing by Italian
electricity Authority (i.e. “Conto Energia” fund). It is to be noted that such an application
gives an environment advantage of approximately of 3 Ton of not emitted COscq/year for
each BTS, apart all reduction of the pollution coming from furter physical agents.

In order to carry out specific controls on these pilot sites and to be able to compare the
conditions of energetic consumption pre and post installation of the photovoltaic panels, a
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monitoring station has been used that allows to check operational parameters such as
electric consumption, external and inside temperature and other environmental parameters.

On these same sites we studied further technological solutions in the photovoltaic field. In
particular very important is to evaluate the possibility to implement further photovoltaic
technologies (amorphous, thin film) and to evaluate the technical feasibility and the
investment advantage for each solution.

A very convenient and realistic solution - from the technical and commercial point of view -
apart from the use of single and multi crystal panels - is the usage of panels based on the
amorphous and thin film.

In the amorphous solution one can consider an efficiency of about half of the crystalline,
well compensated by an implementing cost of 70% less than the crystalline solution. Using
the aforementioned option we get a 6 years payback time.

In the case of the thin film solution, we have to consider a reduction of efficiency of approx.
10% less than the amorphous solution. Furthermore the considered (sub-vertical) exposure
affects the energy production reducing it of the 30%. Beside this negativity, we noticed a net
gain in the installation costs, which is ca. 55% higher than the crystalline solution. Finally,
we could calculate the GSE government incentive basing on a system architectonically
integrated. With these hypotheses there would be 6 years payback time.

In general, in order to implement photovoltaic energy systems for feeding radio base stations
in a total or in a partial way in urban areas one have to take into account the presence of
obstacles which could cause shadowing effects and the real presence of useful areas.

A very interesting application of renewable energy source with telecommunication systems
sector is the situation when BTS is located far from the electrical network (grid-off systems).
In order to analyze innovative technologic solutions for producing energy close to the BTS,
we used as experimental site the BTS located in Sardinia on Gardaininu Mount (Nuoro,
provider TIM), for which to completely fulfill the BTS energetic requirements (approx. 35500
kWh a year), we considered to implement a micro-wind system (overhead generators with
an energy power up to 20 kW) coupled to a 4.5 kW photovoltaic system. Therefore it is
convenient to implement an hybrid solution composed by :

e aphotovoltaic system with panels mounted on a support between the transmission
tower and the south side of the external border, since we noticed an available
surface of ca. 50 m? was present;

e amicro-Wind system (power of 20kW), for which one can estimate energy production
starting from wind average speed and hours of productivity in the specific site;

In the aforementioned site in Sardinia, the annual average speed of the wind is 5 m/s (CESI
Wind Atlantis,2007) and the annual productivity is 2000 hours. Consequently electric energy
power production is 31567 kWh, and, the payback time is little more than 5 years.

5. Telecommunications power systems and environmental monitoring

In the framework considered in the present chapter, it becomes very important to study the
relation between energetic aspect, environmental impacts and radio-telecommunication
power systems.
One can consider at least three different relevant contexts:

e Impact of BTS on the landscape

¢  Electromagnetic pollution generated by the BTS
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¢ Environmental impact coming from further polluting agents (emission of
greenhouse gases, noise, etc.)

Regarding the impact on the environment, it is fundamental to build BTS integrated in their
territorial context. The possibility to use the structures of the plants (support poles, shelter,
etc.) in order to realize energy production systems deriving from renewable sources could
be an useful way to satisfy such request. It is evident that up to now such problems have not
been faced, but we believe it essential to define the right prescriptions in order to minimize
the impact of the BTS on the environment and, at the same time, to implement innovative
power energy solutions.

Besides, the possibility to decrease the emission quantity of the greenhouse gases deriving
from the BTS functioning is strictly joined to the introduction of the distributed production
system of renewable energy. In fact, the use of solutions based on renewable energy,
especially in grid-off conditions, can considerably reduce the impact on the environment
caused by the station and the feeding generators management. The usage of a micro-wind or
photovoltaic systems may avoid the implementing of feeding systems - which should be fed
with fuel every day with the relevant high use of vehicles. That would mean a remarkable
reduction of the emissions in the atmosphere.

Even more important is the impact on the environment and on the population of the
electromagnetic fields generated by the transmission systems. Especially during last years,
such a problem has attracted the attention of single citizens and of the entire civil community,
because of the considerable diffusion on the territory of low frequency electromagnetic fields
sources (power lines) and of high frequency sources (radio-television stations and mobile
phone stations). From a technical point of view, we should note that the field level in an area
can considerably change according to the status of the existing transmitters, to the emitted
power (at its turn variable according to the users’ need) and to the further territorial
characteristics, such as the presence of buildings and/or other obstacles which determine
reflections/refractions changeable in time. Basing on these premises and considering the
hypothesized energy power saving strategies, we evaluated the feedback on the minimization
of the electromagnetic fields emitted by the BTS. It is easy to understand that the use of a
“power saving” system can give a valid contribution to the reduction of the BTS emissions. In
fact, switching off the transmitters when the traffic goes down, means to get a null emission of
the electromagnetic fields and a reduction of the daily average value emitted by the radio base
stations. If we consider that, following to the activation of the “power saving” algorithm there
is a switch off of 70% of transmitters during nighttime (from 24 to 8), we can estimate a daily
average reduction of the electromagnetic emissions of 15-20%.
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1. Introduction

In this work, we will discuss the importance of propagation models when designing new
broadcast networks. We will hence consider the Island of Mauritius as a case study.
Mauritius is a tropical island, located in the Southern Hemisphere with geographic
coordinates 200 17’ S, 57¢ 33" E and has two climates. A humid and subtropical climate
dominates and becomes more effective below the 400-meter level on most of the south-
eastern side of the island as well as below 450 meters on the leeward side. Above these
altitudes, the climate is more temperate (Metz 1994). The island has two seasons. Summer is
hot and wet and lasts from November to April. The warmest months are January and
February with average temperatures of 35 °C in the lowlands and 32 °C on the central
plateau. The problem with warm weather is that cyclones are frequent. Cyclones, with
strong winds and heavy rain, can occur between November and April. Mauritius will
normally experience about three or four cyclones a year during this period, each usually
lasting two to three days. Winter season, which is influenced by the south-east trade wind,
is from May to October. During this period the weather is cool and dry. The average
temperature is 22 °C in the lower parts of Mauritius and 16 °C on the plateau and Plaines
Wilhems. Rainfall ranges from 90 cm per year in the western lowlands to 500 cm in the
central plateau with an average of 200 cm per year overall (Metz 1994). Humidity is
frequently high in Mauritius and is above 80% in the south and the central plateau. Hence,
the effects of climate can be investigated to know the degree of signal degradation.

The original motivation for this work came from a report by Pather (2000), in which he
described the penetration of digital television in Mauritius and how this would affect the life
of people. He predicted at that time that analogue television broadcasting would become
part of history and hence there would be no alternative than to venture within the digital
arena. He added that interactive digital television and T-Services would form part of
everyday life, as was the case for NTSC, SECAM and PAL fourty years ago. This new
technology would give better quality of service (QoS) and would be more economical.
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Since the first proposal in 1990 for digital systems by General Instrument Corporation (GIS:
Company History online n.d.), there has been significant development in this area. The
United States, Europe and Japan developed their own standards between 1993 and 1994. In
this work we constrain our attention on the DVB-T standard used in European countries
and in Mauritius. The DVB-T standard was produced in 1997 following several
measurements and testing by various projects. Digital television is now an integral part of
the information superhighway that is being built to deliver large amounts of information at
very low cost compared to analogue technology and can be fully integrated into completely
digital transmission networks. Digital television can deliver more programs than traditional
analog television over one transmission channel and can be manipulated and treated in
various ways which were never possible with analog television. We can therefore store
digital images on computers and discs and play them continuously over digital networks
without signal degradation until a certain threshold value is reached. Pictures can be
modified, compressed, stored and transmitted. One advantage of the digital format is that it
can be integrated with telephone conversations as well as computer data and then
transmitted from one network to other broadcast networks. Furthermore, any program can
be stored on multimedia servers (soap and movie, fillers and jingles, advert, songs) and
retrieved instantly for broadcast to a single or multiple viewers on demand.

However, having good Quality of Service (QoS) and cheaper services do not mean that the
problems of transmission and reception of digital signal broadcasting are completely solved.
A correctly-formatted DTV signal is exposed to various factors which can detriment the
sound or picture quality before it reaches the intended customers. For that reasons, many
organizations and researchers are working on various areas such as transmitter and antenna
models, propagation and coverage failures, compression techniques and standards in order
to overcome implementation problems in view of setting frameworks and standards for
digital television implementation. In this study, we constrain our attention to propagation
models, coverage areas and failures.

2. Problem Statement

Following the liberalisation of the airwaves by the Government of Mauritius in 2002 and the
official launching of digital terrestrial television in October 2005, there are now more private
radio companies and will, in the near future, be more private television companies
operating in the country. The digital TV (DTV) signal, just like the analogue signal, suffers
from noise giving rise to problems such as ‘ghosts’ or tidal effects. A decoder in general is
able to tolerate loss in field strength. Independently of the threshold noise level that the
decoder can tolerate, our aim is to design a propagation model such that the signal despite
suffering from maximum attenuation does not go below the threshold level for the decoder,
as once the bit error rate crosses 2X104, a total loss of signal is obtained. The digital
coverage, therefore, has to be studied to obtain good QoS.

In the coming decades, the number of channels which will beam into homes and the number
of potential signal paths to the consumer will multiply. Due to a more sophisticated multi-
channel environment, there will be an even larger number of separate processes and
switching stages through which a radio or television signal will pass and, at any moment,
one signal may fail or detrimentally affect the picture or sound quality. Hence, the
opportunity for faults and failures occurring between the broadcaster and the consumer is
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increasing. It will become more and more difficult for a broadcast engineer to know whether
a signal, after passing through all these separate processes and transmission paths, will
reach the consumer in a correct audio and picture format. An alternative solution to the
problems needs to be found.

3. Propagation Models

3.1 Overview
The common approaches to propagation modelling include:
(@) Physical models
Physical models of path loss make use of physical radio waves principles such as
free space transmission, reflection or diffraction.
(ii) Empirical models
Empirical models use measurement data to model a path loss equation. Examples
of empirical propagation models include the ITU-R and the Hata models. Empirical
models use what are known as predictors or specifiers in general statistical
modelling theory (Saunders 2005). To conceive these models, a correlation was
found between the received signal strength and other parameters such as antenna
heights, terrain profiles etc through the use of extensive measurement and
statistical analysis.
Prediction of path loss is an important element of system design in any communication
system. In the radio and TV broadcast systems, the prediction of path loss is very important
as the environment is constantly changing with time. The question that is always asked is
how to calculate the path loss with maximum accuracy. One solution is to use a propagation
model. A reliable propagation model is one which calculates the path loss with small
standard deviation. This will, hence, help network engineers and planners to optimise the
cell coverage size and to use the correct transmitted powers. Suitable models must be chosen
for prediction. An accurate and reliable prediction method helps to optimize the coverage
area, transmitter power and eliminates interference problems of other radio transmitters. All
the prediction methods are divided into empirical and deterministic/ physical models.
The choice of the coverage prediction model depends on the propagation environment and
the coverage area. In communications, propagation takes place through multiple diffraction,
reflection and scattering among others from an extremely large number of objects. Since it is
very difficult to locate scatterers deterministically, characterisation of the signal within the
coverage zone is done statistically. For this reason, prediction models have been developed
using empirical or statistical methods. The accuracy of a particular model in a given
environment depends on the fit between the parameters required by the model and those
available for the area concerned (Rama Rao et al. 2000). Examples of these models are
Ikegami (Tapan et al. 2003), Ibrahim and Parsons (Tapan et al. 2003), Free-Space (Friis 1946
cited in Saunders 205 and Tapan et al. 2003), Extended COST-231 (COST 231 Final Report
1999 cited in Tapan et al. 2003), Perez-Vega and Zamanillo’'s model (Perez-Vega and
Zamanillo 2002), Plane Earth Loss (Perez-Vega and Zamanillo 2002), Hata model (Hata
1980), Lee model (Lee 1985), COST231 Walfisch-Ikegami model (Ikegami et al. 1984),
Walfisch-Bertoni model (Walfisch and Bertoni 1988), and ITU-R (ITU Report 1998, p.370).
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3.2 Applications of Propagation models
The prediction techniques or models described in this study are most often implemented for
practical planning within computer software. The development of such software has been
motivated and enabled by a number of factors (Saunders 2005):
(i) The enormous increase in the need to plan digital broadcast systems for TV
services and cellular systems accurately and quickly
(if) The development of fast and affordable resources
(iii) The development of graphical information systems, which index data of terrain,
clutter and land usage in an easily accessible and manipulated form giving better
frequency management etc.
Such techniques have been implemented in a wide range of commercially available and
company-specific planning tools. Some of the prediction tools are listed in Table 1. Although
most are based on combined empirical and simple physical models, it is anticipated there
will be a progressive evolution in the future towards more physical or physical-statistical
models as computing resources becomes cheaper and cheaper, as clutter data improves in
resolution and as researchers develop more efficient path loss prediction algorithms.

Tools Description
PACE The original propagation systems is now integrated into Vodafone Geographical
Information System
ASTRIX Advanced SysTem for Radiolnterface eXploration is intended for macrocells. It

incorporates path loss models Okumura-Hata, Blomquist-Ladell, Walfisch-Bertoni and
diffraction loss models Deygout and Epstein-Peterson. It treats also 3D terrain

scattering.

PathPro It treats propagation models COST 231 microcell and macrocell, Hata and Longley-
Rice.

CelPlanner | It incorporates propagation models Lee-Picquenard, Okumura-Hata, COST 231 and
Korrowajczuk.

CRUMPET | It incorporates the propagation model UK Army EMC Agency PRO03.

Planet It incorporates propagation models Okumura-Hata and Walfisch-Ikegami.

NetPlan It incorporates propagation models Walfisch-lkegami COST 231-Hata and Walfisch-
Xia

Table 1: Prediction Tools (Source from Saunders 2005)

3.3 Survey of various propagation models and their technical background

The two basic propagation models (Free-Space and Plane Earth Loss) have all the
mechanisms which are encountered in macrocell prediction. Many researchers use these
models and predict the total signal loss. Other models require detailed knowledge of the
location, dimension and parameters for every tree or building and terrain feature in the area
to be covered. The models are complex and yield an unnecessary amount of details as the
network designer is not interested in the particular locations covered, but the overall extent
of the coverage area. One appropriate way of removing these complexities is to adopt an
empirical model. These models use, as parameters, the received signal strength, frequency,
antenna heights and terrain profiles, derived from a particular environment through the use
of extensive measurement and statistical analysis. The models can then be used to design
systems operated in similar environments to the original measurements.
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3.3.1 The Okumura-Hata model

The simple modeling of path loss is still dominated by the Hata empirical model (Hata
1980), where the propagation results are fitted to a simple analytical expression, which
depends on antenna height, environment, frequency and other parameters. Hata’s method is
basically an extension of Okumura’s method (which is somewhat cumbersome due to
numerous correction factors) and employs propagation curves instead of parametric
equations. It is a model based upon an extensive series of measurements made in and
around Tokyo city between 200 MHz and 2 GHz. Predictions are made via a series of
graphs. The thoroughness of work has made the model the most widely used macrocell
prediction model and is often regarded as a standard against which researchers can
benchmark new approaches. The model for urban areas has been standardised in 1997 for
international use as Rec ITU-R P.529 model (ITU Report 1997). The Hata model does not
have any of the path-specific corrections which are available in Okumara’s model. Okumura
takes urban areas as a reference and applies correction factors for conversion to the
classification of terrain. Hence the model will involve dividing the prediction area into a
series of clutter and terrain categories as follows:

(i) Open area: Open space, no tall trees or buildings in path, plot of land cleared for
300-400 m ahead, e.g. farm land, rice fields, open fields;
(if) Suburban area: Village or highway scattered by trees and houses, some obstacles
near the receiving antenna but not very congested;
(iif) Urban area: Build up city or large town with buildings and houses with two or

more storages, or larger villages with close houses and tall and thickly grown trees.

The negative side of the Okumura-Hata model is that it is valid only for frequency between
150 MHz and 1500 MHz, with base antenna height between 30 m to 200 m and receiving
antenna between 1 m and 10 m. However, this model will not be a problem to use in this
research as measurements are taken within the ranges mentioned above. Another problem
encountered by this model is that in some countries measurements have been in
disagreement with the predictions. The reason cited is the difference in characteristics of
Tokyo city. Kozono and Watanabe (1977) have tried to modify the model by including a
measure of building density, but such approach has not found common acceptance. The
third problem is that the model has been developed for only three categories of land usage
(rural, sub-urban and urban) as in practice the classification of land usage of a country (e.g.
Mauritius, England, India) can exceed 10 categories.

3.3.2 Other Standard Models

In this study, the Lee model (Lee 1985), and the approximate model Extended COST 231-
Hata (COST 231 Final Report 1999 cited in Rama Rao 2000) are considered apart from the
Hata and Free Space model as explained in the previous section. Approximate models COST
231/ Walfisch-Ikegami (1984) and Walfisch-Bertoni (1988) have some restrictions because
they do not include information on the environment. Hence, the risk of incorrect prediction
is high since there are no correction factors for conversion according to the terrain
classification. Moreover, COST 231/Walfisch- Ikegami model is valid for frequency
between 800 and 2000 MHz, that is, it is not applicable to macrocells but to microcells. In a
later stage in 1999, COST 231 was improved and a new model was created which is adopted
for various terrains. The model which was derived from Hata is known as Extended COST
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231-Hata model (COST 231 Final Report 1999). The Walfisch-Bertoni model considers the
impact of rooftops and building height by using diffraction to predict average signal
strength at street level. These methods describe urban propagation loss as a sum of three
terms: free space losses, rooftop to street losses and multiple diffraction losses. The
approaches of Walfisch-Ikegami and Walfisch-Bertoni are restricted by definition to radio
paths that are obstructed by buildings. The models account for local terrain slope in the
vicinity of the receiving antenna and do not incorporate terrain roughness factors and do
not treat obstructing terrain features such mountains and gorges. Finally, the empirical
model developed by Blomquist-Ladell (1974) has some limitation since it includes only the
sum of free space loss, the sum of smooth spherical earth loss, obstacle diffraction loss, urban
loss and vegetation loss. It does not include loss due to reflection, climates and seasons.
Research on propagation models and path loss have been carried out in the past by several
researchers like Grosskopf (1987) in Germany, Rama Rao et al. (2000) and Prasad (2006) in
India, The Perez-Vega-Zamanillo (2002) in Spain and Hosseinzadey (2003) in Iran among
may others. The Perez-Vega-Zamanillo model is a simple propagation model for the VHF
and UHF bands. The model is a computational form of the data provided by the FCC
F(50,50) propagation curves. The model is not frequency dependent in the band of interest
and can be used to predict the path-loss for television broadcasting. One disadvantage is
that it does not provide information on issues such as fade margins, angles of arrival, or
delay spread, which must be estimated by another way.

The model developed by Grosskopf (1987) has no classification of urban, suburban and
open areas or correction factors which are very important for a model. His technique is to
predict path loss for only hilly and mountainous land in Germany. Prasad (2006) has done
intensive work where field strength measurements are taken over Indian subcontinent and
the calculated path loss is compared with other models including the Perez-Vega-Zamanillo
(2002) one. However, no model was proposed from the observations and results.

3.4 Factors to improve accuracy of models
Below are factors that can be considered to improve accuracy of propagation models:

(i) Reflection is the result of digital TV signal hitting on obstructions with properties
(thickness, length) much larger than the wavelength of the radio wave (e.g. smooth
surface of walls and hills/mountains).

(if) Diffraction occurs when radio waves strikes the edges or corners of obstacles.
These act as secondary sources re-radiating into the shadow region. It is due to the
diffraction effect that radio frequency energy travels in dense urban environments
where there is no clear Line-of-Sight between two antennas (e.g. from edges such
as building rooftops and mountaintops).

(iif) Scattering occurs when the properties of the object interacting with the radio wave
is on the order of the colliding wavelength (e.g. from rough surfaces such as sea,
rough ground and the leaves and branches of trees).

(iv) Absorption (e.g. by walls, foliage and by atmosphere)

(v) Refraction (e.g. due to atmospheric layers or layered and graded materials)
(vi) The directional characteristics of both the transmitter and the receiver antennas.
(Saunders 2005).

All these factors are called multiplicative noise. It is more conventional to subdivide these
factors as path loss, shadowing or slow fading and fast fading or multipath fading.
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Shadowing

Shadowing is the loss of field strength typically contributed to a diffracted wave emanating
from an obstacle between transmitter antenna and receiver antenna (Saunders 2005). As
passing through a shadow area requires considerable time, the name ‘slow fading’ is
commonly used. The shadow effect is modeled with a log-normal distribution of the mean

signal.

Fast Fading (Multipath Propagation)

As radio waves are reflected or diffracted or scattered by trees, hills and mountains,
buildings and other obstacles, they establish various transmission paths from the transmitter
to the receiver antennas. Many reflections are produced in an urban environment and few
reflections in rural areas. The multipath creates the most difficult problem in the digital
broadcast environment.

3.5 The Technical Background of Propagation Models

This section provides methods for predicting path loss used in macrocells (above 1 km). The
models presented here treat the path loss associated with a given macrocell as dependent on
distance between a transmitter and a receiver, provided that the environment is fairly
uniform. The free space propagation model is discussed briefly whereas the plane earth loss
model is not treated in this work as the latter will require detailed knowledge of the
location, dimension and constructive parameters of every tree, building and terrain feature
in the area to be covered. It will be too complex and will yield an unnecessary amount of
details since the broadcasting designer, network engineer and planner will not be interested
in the particular locations being covered, but rather in the overall extent of the coverage area
(Saunders 2005).

In the design of any broadcasting system, the fundamental task is to predict the coverage of
the proposed system. Digital television service coverages are characterised by a very rapid
transition from near perfect reception to no reception at all (Smith 2003). Hence, it becomes
critical to be able to define which areas are going to be covered and which are not. As it is
the case for Mauritius, it becomes necessary to increase the transmitter powers or to provide
a large number of transmitters in order to guarantee coverage to the last few percent of the
worst served small areas.

A wide variety of techniques have been developed over the years to predict coverage using
what are known as propagation models (Saunders 2005). Propagation, in this context, means
the transmission of signals from the transmitter to the receiver. En route from the
transmitter to the receiver, the signal gets weaker and may experiences shadow or multipath
effects (Ong et al 2004).

As said by Saunders (2005), based on the path loss information, to improve reception in a
particular situation the following factors can be considered:

(i) Use a more directional receiving antenna with a higher gain
(ii) Find a better position for the receiver-antenna
(iii) Use of a low-noise antenna amplifier (as in the case of fixed antenna reception).

In general terms, path loss occurs when the transmitted signal suffers a loss proportional
1/R? , where R is the distance between transmit and receive antennas.
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3.5.1 Free Space Propagation Model

The free space propagation model is used to predict received signal strength when the
transmitter and receiver have a clear, unobstructed line-of-sight path between them (Friis
1946). As with most large-scale radio wave propagation models, the free space model
predicts that received power decays as a function of the Transmitter-Receiver separation
distance raised to some power (i.e. a power law function) (Saunders 2005).

The free space power received by a receiver antenna which is separated from a radiating
transmitter antenna by a distance d, is given by the Friis free space equation (Friis 1946),

P,G,G,A?

Pr(d):
(4r)%d*?

1)

where P; is the transmitted power, P/(d) is the received power, G; is the transmitter antenna
gain, G, is the receiver antenna gain, d is the T-R separation distance in meters and 1 is the
wavelength in meters.

The Friis free space equation shows that the received power falls off as the square of the
Transmitter-Receiver (T-R) separation distance. This implies that the received power decays
at a rate of 20 dB/decade with distance.

The path loss, which represents signal attenuation as a positive quantity measured in dB, is
defined as the difference (in dB) between the effective transmitted power and the received
power, and may or may not include the effect of antenna gains(ITU Report 1998).

The path loss for the free space model when antenna gains are included is given by:

PL (dB)
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Equation (3.2) can be expanded to give an equation in terms of distance, d (km) and
frequency of operation, f (MHz):

(ex1073)

PL (dB) = —10 log 1 (G;) - 10 log 1o (G, ) — 20 log 1 —20 log 1o (1/4d)
47z><f><106

2.1)
=-G((dB)~ G, (dB)+32.44 + 20 log 1o (d / km )+ 20 log 1o (f / MHz )

where c is the speed of light (3 x 108ms™! )

3.5.2 Okumura-Hata path loss model
The Okumura-Hata model (1980) is an empirical formulation of the graphical path loss data
provided by Yoshihisa Okumura, and is valid from 150 MHz to 1500 MHz. The Hata model



Propagation Models and their
Applications in Digital Television Broadcast Network Design and Implementation 173

is, basically, a set of equations based on measurements and extrapolations from the curves
derived by Okumura. Hata presented the urban area propagation loss as a standard
formula, along with additional correction factors for application in other situations such as
suburban and rural.

Only four parameters are required in the Hata model. Hence, the computation time is very
short. This is an advantage of the model. However, the model neglects the terrain profile
between the transmitter and receiver, that is, hills or other obstacles between the transmitter
and receiver are not considered. This is because both Hata and Okumura made the
assumption that the transmitters would normally be located on hills. Figure 1 shows a
typical scenario for Hata-Okumura model.

™

Fig. 1. Scenario for Hata model

The above model assumes a direct line-of-sight path from transmitter (tx) to receiver (rx) but
the actual path is obstructed by two hills. Hence, the prediction would be too optimistic.
The standard Hata formula for median path loss in urban areas is given by:

L(urban)(dB) = 69.55+26.16log f. —13.82logh,,
—a(hy) +(44.9—6.55l0gh,, )logd )

where:

fcis the frequency (in MHz) from 150 MHz to 1500 MHz,

hi is the effective transmitter antenna height (in m) ranging from 30m to 200m,

hyx is the effective receiver antenna height (in m) ranging from 1 m to 10 m,

d is the T-R separation distance (in km),

a(hy,) is the correction factor for effective antenna height which is a function of the size of the
coverage area.

To obtain the path loss in a suburban area, the standard Hata model formula in equation (3)
is modified to:

L(dB )= L(uwban )-2[log( f./28)F -5.4 (3.1)

For a terrain category such as the north of Mauritius, the antenna correction factor is given
by:

a(hyy ) =(1.11og f. —0.7)h,, —(1.56log f. —0.8) dB @
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3.5.3 Extended COST-231 Hata model

This model (COST 231 Final Report 1999 cited in Tapan et al. 2003 and Zreikat and Al-
Begain n.d.) is derived from the Hata model and depends upon four parameters for the
prediction of propagation loss: frequency, height of a received antenna, height of a base
station and distance between the base station and the received antenna.

From equation (3), the urban model is given by:

L(urban)(dB) =46.33+339log f, —13.82logh,,
—a(h,)+(44.9-6.55logh, )logd

The path loss in a suburban area is given by:
L(dB) = L(urban ) - 2[log( f./28)]) - 5.4 (.1)

where a(h,.) is obtained from equation (4).

3.5.4 Lee Model
The Lee model (1985) is a power law model with parameters taken from measurements in a
number of locations. The model is expressed as follows:

L(suburban )(dB) =10nlogd —20log h,. — P, —101log h,, +29 (6)

where n = 3.84 and P,=-61.7. Here it has been assumed that h;, is the effective base station
height.

3.5.5 Rec ITU-R P.370 Propagation prediction method

Prediction of the coverage provided by a given transmitting station is normally done on the
basis of the field strength for the wanted signal predicted.

Rec ITU-R P.370 (ITU Report 1998) is a commonly agreed field strength method for
broadcasting services. The propagation curves given in this recommendation represent field
strength values in the VHF and UHF bands as a function of various parameters.

The power received at a distance d, P; is given by:

2[*

P, 4,

T 1207
P.(dB)=20logg £ —101og o (1207) +10log g 4,

P.(dB) = 2E iy —101log1o (1207)/Q + A, (dBm >)

where:

Ein is the equivalent minimum field strength at receiving place
A, is the effective antenna aperture (dBm?)

120 7z is the value of intrinsic impedance of free space (ohms).
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However, the above equation relates electric field (with units of V/m) to received power
(with units of watts). Often, this equation is used to relate the received power level to a
receiver input voltage, as well as to an induced electric field at the receiver antenna.

In situations where practical values of field strengths are available in dBuV /m from

measurements, the corresponding path loss in dB can be calculated as follows if the values
for transmitted power and effective receiver antenna aperture are known:

PL (dB ) = P,(dB ) - P, (dB )
PL(dB) = P(dB) - Enyipy — A,(dB)+10log;((1207)
PL(dB) = P, (dB) —2E i, (dBuV | m) + 240~ 4,,(dB) +10log; 0(1207) (7.1)

where Emin = Emin (dBuV /m)—120

4. Comparative Field Strength and Path Loss Analysis — A Case Study

4.1 Data Collection, Experimental Details and Methodology

Measurement locations are divided into three groups for each region, that is, three
concentric circles CC1IN, CC2N and CC3N for the north and CC1S, CC2S and CC3S for the
south. The radius determines the horizontal distance between the measured point (receiver
antenna) and the transmitter. The radii of CCIN/CC1S, CC2N/CC2S and CC3N/CC3S are
5 km, 10 and 15 km respectively. Points are selected on the circles as shown in Figure 2 and
determined the measuring sites. It should be noted that at each measuring site, three to four
times, measurements were taken every five minutes for a period of 20 minutes. The exercise
are conducted at 78 locations sites in the North (26 for CC1N, 26 for CC2N and 26 for CC3N)
and at 99 locations sites in the South (33 for CC1S, 33 for CC2S and 33 for CC3S)

L,

Fig. 2. View of one part of Mauritius
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A measuring vehicle is used to carry the equipment and the measurements are done
manually. As shown in Figure 3, the vehicle is stopped at each site and the log periodic
antenna from Fracarro (Antennas online 2007, Fracarro Antenna online 2007) is raised up to
a height and is properly oriented towards the transmitter to achieve maximum signal
strength. The measurements are conducted around the relay station and are repeated for
two receiving antenna heights of 4 m and 6 m. Once the received signal has been captured
the field strength, the BER value, the minimum Carrier to Noise (C/N) and CSI are recorded
for digital TV signal. Measurements were taken at antenna heights 4 m and 6 m.

Fig. 3. The Measuring Vehicle

4.2 Signal Strength and Interference

The aim of this work is to study the variation of the received field strength, carrier-to noise
and Bit Error Rate for different locations in the northern region of Mauritius (Fogarty,
Soyjaudah and Armoogum 2006). Similar works have been carried out in various countries
(India, Spain, Canada, Korea) as explained by Rama Rao et al. (2000), by Prasad (2006), by
Arinda et al. (1999a, 1999b), by Assia Semmar et al. (2006), by Sung Ik Park et al. (2007) and
more recently by Martinez et al. (2009). All these studies have analysed the quality of digital
TV signal reception. In Mauritius, this exercise is important so as to give a realistic picture of
the situation. Few measurements at UHF frequencies for digital television have been made.
The experiment (Figure 4) shows that at a distance of 5 km the field strength is high enough
(minimum threshold value is 53 dBuV/m) for the COFDM component of the AFSM to
decode picture to achieve a BER lower than 2x10-4. For both regions, almost all locations will
have high performance of digital transmission. For an ideal case, that is, a topography of flat
earth with Line-Of-Sight propagation, the received field strength at all locations over
concentric circle CC1 must be constant. At a distance of 10 km and more, the cell covered by
the base station does not include all the measuring points since the received signal strength
is less than 53 dBpV/m (the signal level and quality at some points are not high enough to
decode the information stream). However, for both regions at a certain constant distance
round the station, the graph obtained shows that the field strength is varying with location.
This may be explained by the fact that due to Non Line-Of Sight (NLOS), there may be
different diffraction losses due to different buildings in the north or due to dense forests and
mountains (knife-edge) in the south in the path linking the base station and the location of
interest. Multipath effects may also be the cause, giving rise to a graph of varying field
strength with location.
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The field strength in the south decreases more than that of the north. Besides, when
comparing the standard deviations, the C/N deviates too much from the mean values in the
south, indicating that there are more obstructions in the south. Though the south is
classified as a rural area compared to the northern area (sub urban), there are more factors
affecting the signal in that region.

Variation of Field Strength with Loeation for CC1
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Fig. 4. Variation of Field strength for various antenna heights in the North and South at a
distance of 5 km from transmitter

4.3 Path Loss Analysis

The main aim is to study the variation of the path loss at various locations in the south and
compare them with those from the north (Armoogum et al. 2007a, Armoogum et al. 2007b).
In theory, the path loss at a constant distance from a transmitter is the same for any point
around it. For both areas, as depicted in Figure 5, the path loss is not constant at various
locations for a constant distance around the transmitter which therefore indicates about the
irregularity of both terrains of the island. The path loss for an antenna height of 6 m is lower
than that of 4 m as a result of a reduction of multipath effects with a higher antenna.
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Fig. 5. Variation of Path Loss for both regions at 5 km from transmitter
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4.4 Comparative Study of Pass Loss with Various Existing Propagation Models and
Selecting the Best One(s)

The measured pass loss is compared with models such as Free-Space, Okumura-Hata,
Extended COST-231 and Lee. The aim is find out which of the model(s) gives/give better
agreement with the measured pass loss. From figures Figure 6 and Figure 7, it is clear that
the Lee model and the Free-Space model deviate too much from the measured values, which
implies that these models are not suitable for modelling the south of Mauritius. For both
regions, the path loss using Okumura-Hata model and Extended COST-231 are much closer
to each other and give better agreement with the measured values. The slight difference
between these two models can be considered negligible.

Variation of Path Loss at 5 km from transmitter (South)
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Fig. 6. Variation of Path Loss in the South using various propagation models at 5 km from
transmitter
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Fig. 7. Variation of Path Loss in the North using various propagation models at 5 km from
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There is no need to transform the two models into a discrete-time mode as the signal
strength depends only upon the power transmitted and received. The results show that the
analogue models can be used in digital broadcast systems. These models can be used to
develop a novel digital model for Mauritius. Since the north and the south of Mauritius are
inhomogeneous ones and consist of rural, sub-urban and urban areas unevenly located, we
can take sub-urban areas as a reference and applies correction factors for conversion to the
classification of terrain.

Using equations (3) and (3.1) from Section 3.5, the digital Hata-Okumura model is given by:

L(dB) = 69.55 +26.16 log f. —13.82 log h,

(4.1)
—a(h, )+ (44.9-6.55log h, )log d — 2[log( f./28) - 5.4
Using equations (5) and (3.5.1) from Section 3.5, the digital Extended COST-231 Hata model
is given by

L(dB) =46.33 +33 .9log f. —13.82 log h,,
—a(hy, )+ (44.9 - 6.55 log hy, )log d — 2[log( . /28)F - 5.4

5. Proposed way for Modelling Broadcast Networks

The best way to design new broadcast networks or optimize existing networks is to develop
new models or improving existing ones. This section provides a new definition for the types
of terrain of Mauritius (a case study) and secondly proposed the techniques that could be
used in developing new models.

5.1 Redefining the Classification of Land Usage for Mauritius

The first problem with the empirical models is the classification of environment in which the
system is operating. Once the real classification through the analysis parts is known, better
results are obtained if the appropriate category of terrain is reviewed. The categories must
be numerous so that the properties of different locations classed within the same category
are not too variable. A proposed definition of categories is depicted in Table 2.

5.2 The Approaches

The two empirical models stated in Section 4 are fundamental for the prediction of path loss.
The new models may thus be developed as means of improving accuracy using two
approaches: deterministic empirical-physical approach or empirical-statistical approach
using some statistical parameters.

What are Physical and Statistical approaches?

The physical approach:

A Digital TV wave signal can be reflected or refracted when hitting a surface. In these cases
the Snell’s laws of reflection and refraction will be applied. Rays can hit different types of
surface. In Mauritius, there are dry land, average ground, wet ground, sea water and fresh
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water and the reflection will differ according to the conductivity and relative dielectric
constant. These values are available in ITU Report-527 (ITU Doc. 1992). These reflection
processes are so far applicable to smooth surfaces and are termed specular reflection. When
the surface is rougher, the reflected signals become scattered from a larger number of
positions on the surface, hence, reducing the field strength and increasing the attenuation.
Refraction also occurs due to atmospheric layers. A higher permittivity (the denser medium)
causes the transmitted signal to bend more toward the surface normal. This change of
direction changes the velocity of the signal with respect to refractive index and might cause
delay spread. In many situations in Mauritius, diffraction over obstructions such as hills,
mountains and buildings may be treated as if they are absorbing knife-edges (single knife-
edge and multiple knife edge diffraction). Using physical approach means modelling all the
above factors.

The statistical approach:
The region is divided into small homogeneous areas and categories. The smaller the sector,
the more homogeneous will be the area. A forecasting technique is used to predict path loss
from 0 to 15 km (interpolation) and above (extrapolation). Mathematical equations are
derived for each homogeneous area. Finally, a general Mathematical equation is derived for
similar homogeneous areas, that is, for a specific category of land.
For the development of novel models, it is believed that the empirical-statistical approach is
better for the following reasons

() The physical approach will lead to entirely incorrect predictions when considering

fields in the shadow region behind an obstruction.

(ii) Using the physical approach, it would be very difficult to get the exact parameters
of obstructions (size of buildings, heights, distance between buildings, density of
forests, types of soil etc).

(iii) The empirical-statistical model is more economical as the physical models involve
a large number of expensive input data requirements.

Category Details

0 Reservoirs, Lakes and Seal.

1 Open Rural Area with Plantation (Sugar cane and Tea).

2 Open Rural Area with Forest in between.

3 Dense Forested Area.

4 Mountainous region

5 Hilly and Mountainous Forested Area.

6 Sub Urban Area - Small villages? of low-density houses of up to two storeys, with
some open areas and trees.

7 Sub Urban Area - Big villages® with houses of up to two storeys and industries
(industrial zones) and with some open space and trees in between.

8 Urban Area - Big villages or towns with buildings of up to four storeys

9 Higher Urban Area - Town* with buildings of up to four storeys and closed to each
other.

10 Dense Urban Area - Town with buildings very closed to each other in which some of
them are up to eight storeys.

11 Very Dense Urban Area - Big town or cities® with buildings very closed to each other

in which most of them are eight storeys and above.
Table 2. Classifications of Land Usage for Mauritius
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6. Conclusion

The increasing demand of various fixed and mobile services has placed considerable
pressure on the limited frequency spectrum. For the efficient utilisation of this resource, as
well as for performance assessment of the existing systems, modeling and coverage
predictions are essential. A reliable model of predicting path loss helps in reducing load on
base stations and helps in designing digital broadcasting networks including TV services.
We have considered Mauritius Island as a case study. From the observations and results
obtained, it is concluded that the existing empirical models are not accurate and therefore
cannot be used in Mauritius since the focus here is on small area propagation and for
tropical, mountainous regions. The first limitation of existing models is that they are
developed for limited categories of land (open area, sub-urban and urban areas). The table
of classification of land usage was defined for Mauritius. For qualitative classification, the
categories are numerous so that the properties of different locations classed with the same
category are not too variable. Analysis and comparisons of field strength and height gain
analysis in North and South were conducted to find out the types of terrain of Mauritius
and the reasons why TV signals suffer a loss. The path loss analysis was conducted and
tested using several models. Extended COST-231 and Okumura-Hata give better agreement
in regions of Mauritius. Before developing novel models, the regions were divided into
small homogenous areas and categorised. Two techniques are proposed for the
development of new propagation models.

7. Future Work

In section 5, the technicalities toward the development of new models are not discussed.
Then, performance analysis and testing need to be done using new measured data. The
usual goal of performance analysis and testing is to determine the places of Mauritius where
the models work properly and the places there are high deviations. An extensive work
needs to be conducted for this purpose.
Models are widely used in prediction tools such as ASTRIX or CRUMPET. Computer
applications have to be developed for the prediction of path loss, the designing of broadcast
networks or optimizing existing network.
Some of the functionalities of these software tools with the integrated models are as follows:
(@) Design new broadcast networks,
(if) Perform coverage prediction for various types of communication systems in order
to design optimize networks of transmitters,

(iii) Analyze interference problems,
(iv) Explore new coverage scenarios,
(v) Diagnose difficult coverage situations,
(vi) Evaluate new transmitter and receiver concepts.
(vii) Visualize and analyze predicted performance, as well as compare simulation with

experimental data.
Finally, to obtain a high quality image, these applications can be used with a geographical
information system (GIS) storing the geographical locations of points for every 10 m2 and
their corresponding categories as the main fields.
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1. Introduction

Interference effects constrain scalability performance of ad hoc networks as Gupta and
Kumar (Gupta & Kumar, 2000) showed that the throughput capacity of a fixed wireless
network decreases when the number of total nodes n increases. More specifically, they
showed that the node throughput decreases approximately like 1/v/n. Grossglauser and Tse
(Grossglauser & Tse, 2001) presented a two-phase packet forwarding technique for mobile
ad hoc networks (MANETS), utilizing multiuser diversity (Knopp & Humblet, 1995), in which
a source node transmits a packet to the nearest neighbor, and that relay delivers the packet
to the destination when this destination becomes the closest neighbor of the relay. The
scheme was shown (Grossglauser & Tse, 2001) to increase the throughput capacity of
MANETs, such that it remains constant as the number of users in the network increases,
taking advantage that communication among nearest nodes copes the interference due to
farther nodes.

On the other hand, detailed and straightforward models for interference computation in
dense ad hoc networks have not been extensively studied. Grid models have been proposed
to compute interference (Gobriel et al., 2004), (Liu & Haenggi, 2005), which take advantage
of the regular placement of the nodes. This orderly topology is a good starting point for
static networks; however, it does not apply for MANETSs. Also, some previous works have
assumed a transmission or a reception range for communication among nodes without
considering the effect from the entire network (Tobagi & Kleinrock, 1975), (Deng et al.,
2004). This approximation can be good for low density networks, but it may imply in
inaccurate results for dense networks. One problem with such approximation is the
difficulty in finding an analytical description for the random topology inherent to ad hoc
networks. In other cases, analytical models use graph theory (Rickenbach et al., 2005), (Qin-
yun et al. 2005). While they are good for higher layer analysis, like routing, such models
may not be appropriate for a more detailed communication channel study because they do
not consider physical parameters like Euclidean distance, fading and path loss, for example.
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This chapter analyzes an improved channel communication model, from the model
proposed by Moraes et al. (Moraes et al., 2008) that permits to obtain the measured signal to
noise and interference ratio (SNIR) by a receiver node, and consequently its spectral
Shannon capacity (or spectral efficiency) (Cover & Thomas, 1991) at any point in the
network when it communicates with a close neighbor. This model considers Euclidean
distance, path loss and Rayleigh fading. The nodes are assumed to move according to a
random mobility pattern and the parameter 6 represents the fraction of sender nodes in the
network. Monte-Carlo simulations (Robert & Casella, 2004) are used to validate the model.
Furthermore, previous works had assumed the receiver node located at the center of the
network (Lau & Leung, 1992), (Shepard, 1996), (Hajek et al., 1997). The results presented
here are more general which shows that the received SNIR and spectral efficiency tend to a
constant as n increases if a node communicates with its close neighbors when the path loss
parameter « is greater than two, regardless of the position of the node in the network, i.e.,
wherever the receiver node is at the center, or at the middle, or at the boundary of the
network area. For the case where a equals two, the limit SNIR and spectral efficiency go to
zero; however, they decay very slowly making local communication still possible for a finite
n. Another study performed here presents an autonomous technique for node state
determination (sender or receiver) for each node in the network as function of the 0
parameter.

The remaining of this chapter is organized as follows. Section 2 introduces the network
model. Section 3 presents the average number of feasible receiving neighbor nodes as a
function of the network parameters. Section 4 explains the interference and spectral
efficiency computation. Section 5 shows the results. Section 6 explains the autonomous
technique for node state determination. Finally, Section 7 concludes the chapter
summarizing the main results obtained.

2. Model

The modeling problem addressed here is that of a wireless ad hoc network with nodes
assumed mobile. The model consists of a normalized unit circular area (or disk) containing n
nodes, and resembles the Grossglauser and Tse’s model (Grossglauser & Tse, 2001).
Therefore, information flow in the network follows the two-phase packet relaying technique
as described in (Grossglauser & Tse, 2001). The position of node i at time t is indicated by
X;(t). Nodes are assumed to move according to the uniform mobility model (Bansal & Liu,
2003). This model satisfies the following properties (Bansal & Liu, 2003): (a) the position of
the nodes are independent of each other at any time ¢t; (b) the steady-state distribution of the
mobile nodes is uniform; (c) the direction of the node movement is uniformly distributed in
[0,2m), conditional on the position of the node.

Any node can operate either as a sender or as a receiver. At a given time t, a fraction of the
total number of nodes n in the network, ng, is randomly chosen by the scheduler as senders,
while the remaining nodes, n,, operate as possible receiving nodes (Grossglauser & Tse,
2001). A sender density parameter 0 is defined as ng=6n, where 6 € (0,1), and n,=(1 — 9)n.
Section 6 describes a technique that allows the nodes to adjust their communication status
(sender or receiver) in order to the network attain ng=6n.
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A node j at time t is capable of receiving data at a given transmission rate of WV bits/sec from
sender node i if (Grossglauser & Tse, 2001), (Gupta & Kumar, 2000)

Pi(£)g;;(t) Pi(£)g;;(t)
’ =1 2P (M

SNIR = 1
No + T ki Pe(t) gy (t) No+ 71

where the summation is over all sender nodes k # i, P;(t) is the transmitting power of
sender node i, g;;(t) is the channel path gain from node i to node j, § is the SNIR level
necessary for reliable communication, N, is the noise power spectral density, L is the
processing gain of the system, and I is the total interference at node j. In order to facilitate
the analysis, let us assume that no processing gain is used, i.e., L = 1, and that P; = P Vi. The
channel path gain is considered to be a function of the distance, fading and path loss, so that

2 2
Xij _Xij
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where y7 is the Rayleigh fading from node i to node j, ;; is the Euclidean distance between
nodes i and j, and a is the path loss parameter.

The goal is to find an equation relating the total interference measured by a receiver node
that is communicating with a neighbor node as a function of the number of total users n in
the network. More precisely, we aim to obtain an expression for Eq. (1) as a function of n
and calculate the limit of the SNIR and consequently the limiting spectral efficiency, as n
goes to infinity.

3. Feasible Receivers Near a Sender

In order to obtain the interference generated by nodes outside the neighborhood of a
receiver node, we first need to find the average radius size containing a sender node and
how many feasible receivers are within this range.

If the density of nodes in the disk is

n

n
P= totalarea 1V ®)

then the average radius for one sender node (r;), for a uniform node distribution, is given by

1
Vonm

1= Opnrg = Onarg = 1=

)

Hence, the average number of receiving nodes, called K, within 79, assuming a uniform
node distribution (Shepard, 1996), is
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which is constant for a given 0. Eq. (5) is a benchmark for obtaining the average number of
receiving nodes as a function of the network parameter 0.

Thus, the radius r, defines a cell (radius range) around a sender where K receiver nodes are
nearby on average. The feasibility that all of those K nodes successfully receive the same
data being transmitted by the sender is the subject of the next section.

4. Interference and Capacity Computation

In the previous section, the average radius r, containing one sender with K receiver nodes
around on average was obtained. Suppose that one of the K receiving nodes is at the
neighborhood! distance r,. We want to show how the SNIR measured by this receiver
behaves as the number of total nodes in the network (and therefore the number of total
interferers) goes to infinity. We are interested in determing whether feasible communication
between the sender and the farthest neighbor (with distance ry) is still possible, even if the
number of interferers grows.

Unit Area
Disk

Fig. 1. Snapshot of the unit area disk at a given time t . At this time, the receiver node being
analyzed is located at distance r’ from the center while the sender is at distance r, from the
receiver node.

1 This represents the worst case scenario, because the other K —1 neighbors are located
either closer or at the same distance ry to the sender, so they measure either a stronger or the
same SNIR value.
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For a packet to be successfully received, Eq. (1) must be satisfied. Hence, consider a receiver
at any location in the network for a given time t. Its distance from the center ' is shown in

. 1
Figure 1, where 0 <1’ < ZF"To-

Let us assume that the sender is at distance 7, from this receiver and transmitting at constant
power P, so that the power Py measured by this receiver is given by

= 720 6
PO roar ()

where y2 is the Rayleigh fading from sender to receiver.

In order to obtain the overall expected interference at the receiver caused by all transmitting
nodes in the disk, let us consider a differential element area rdrdy that is distant r units
from the receiver and 7, units from the center of the network (see Figure 1). As consequence
of the uniform mobility model, the steady-state distribution of the nodes is uniform (Bansal
& Liu, 2003). Thus, the probability density function of the distance 7, to the center of the
network is given by (Lau & Leung, 1992)

1
2o, f 0< 1. <—

v )

0 otherwise.

ch ) =

Because the nodes are uniformly distributed in the disk, the transmitting nodes inside the
differential element of area generate, at the receiver, the following amount of interference?

2 2

Px Px
dl = r—aeprdrdy = ra—_lgndrdy . 8)

The total interference is obtained by integrating Eq. (8) over the disk area and the result
depends on the value of a. Accordingly, the following two cases are considered.

A.The case a > 2

For some propagation environments (Rappaport, 2002) the path loss parameter is modeled
to be always greater than two, i.e., @ > 2. In this case, the SNIR at the receiver located at
distance r’ from the center for a total of n nodes in the network is given in the following
lemma.

Lemma 1. At a given time t, for a receiver node located at distance r' from the center in a unit area
disk network containing n mobile nodes uniformly distributed, where a > 2, and assuming the
sender located at distance 1y from this receiver, then the receiver SNIR is given by

2 Because the nodes are uniformly distributed in the disk and n grows to infinity, we
approximate the sum in Eq. (1) by an integral.
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(60.)°
SNIR, (1) = P
N, 2P )
a + a_z qr',a,H(”)
(6nr)2
where § = lnﬁ)o) , Oy 1S the standard deviation of the attenuation Gaussian random variable in decibels

due to shadowing (Akl et al., 2001), and

2—-a -1
|[ fon [ /% — (r'siny)2 —r' cos y] dy]|

’ = . 10
qr' a0 ) [1 T[%(Hn)aT_z | ( )

Proof of Lemma 1. By integrating Eq. (8) over the area of the disk, for a > 2, we obtain the
interference at the receiver located at a distance r’ from the center for a total of n nodes in
the network. Hence,

2 Ty (ry) P)(Z
E[l.(n)] = f dl =E U f ﬁendrdy]
disk area 0 T r

o

2T .2—-a
_ (50'5)2 T rm(@,y) 1
Pe 9nf0 oyl R (11)
Pe®9)’gn 27 1 1
- J, b= Jar.
a=2 Jy W% [rG',y)]*?

T is the maximum radius that  can have and is a function of the location r’ and the angle y
(see Figure 1). To find this function, we can use the boundary disk curve (or circumference)
equation expressed as a function of the x-axis and y-axis shown in Figure 1, i.e,,

X2 +y? = (%)2 (12)

Define x = x' +1', x' = 1, cosy, and y = r,, siny. Then, Eq. (12) becomes

1\° 1
(mcosy + 1) + (1, siny)? = (—) = 1,1, y) = |=— (r'siny)? —r'cosy. (13)
i e

By substituting this result in Eq. (11), we arrive at

2pe(d0)%g
Bl ] = 2 [ = ) 14)

where
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[[r——=
a—2
° [ %— ('siny)? — r'cos y] 15)

is a constant for a given position r’. For the case in which a = 4, Eq. (15) reduces to

fa(r) =

2

s
M= — (16)
fa(r) 1—2mr" + w2
The SNIR can be obtained by using Egs. (1), (4), (6), and (14) to arrive at
E[P,] Pe(®9s)*
SNIR, = =
v No + E[L,(n)] N, 2Pe899* 1
(6nm)z a=2 4 _ % )
5 (0n) T Ja 17)
Pe(503)2
TN, 2Peo ’
(Qnﬂ)% a—2 4ras m
Where
1 -1
, n)= 11— o= r' , 18
qr ,a,G( ) T[f(@n)TZfa( ) ( )
which finishes the proof. [
From Eq. (9), taking the limit as n — oo, we obtain
pe(805)?
SNIR = lim _
n-oo N0 n ZPe(sas) g (n)
(nm: a—2 el
(22 0 <7 < = — 19
2 if 0 <r< \/E To ( )
= a—2 . ' 1 .
l —5Arap M)(n - ) ifr = \/_E — 7y, i. €.,
the network boundary.

From Eq. (10), g, q9(n = ©) = g+, (n = ) because 6 is a scale factor on n and it does not
change the limit. Thus,
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1 if0$r’<\/%—r0and(x>2
1.47 if r' = \/LE — 19 and a=3
Gy go(n—>o0)= {133  ifr' = \/iﬁ - 1p and a=4 (20)
1.27 if r' = \/i; — 19 and a=5
1.23 if r' = \/% — 1y and a=6.

Therefore, from Egs. (19) and (20), for a > 2, the SN/R tends to a constant as n — .
From Lemma 1, the spectral efficiency (C') is straightly obtained and is given (in units of
bits/s/Hz) by (Cover & Thomas, 1991)

[ ]36(60-5)2 l
C =log,[1+ SNIR,»(n)] = log, |1+ N, YA . (21)

Accordingly, from Egs. (9), (20) and (21), we conclude that the limiting spectral efficiency
goes to a constant as n — o for a > 2.

B. The case a = 2

For the free space propagation environment (Rappaport, 2002), the path loss parameter is
modeled to be equal to two, i.e.,, @ = 2. Thus, the total expected interference at the receiver
located at distance r’ from the center for a total of n nodes in the network is obtained by the
following lemma, which proof is analogous to Lemma 1.

Lemma 2. At a given time t, for a receiver node located at distance r from the center in a unit area
disk network containing n mobile nodes uniformly distributed, where a = 2, and assuming the

sender located at distance 1, from this receiver, then the receiver SNIR is given by

pe805)?

Ny | 2Pe(60? , . ' (22)
ﬁ+T~f:1n [(W)( %— (r' siny)? — r’cosy)] dy

Consequently, the spectral efficiency is obtained (in units of bits/s/Hz) by (Cover &
Thomas, 1991)

[ 1

pe605)?

Bn(;'[ + - . fon In [( nGn) ( %— (r'siny)? — r' cos y)] dyJ

From Eq. (22), it is straightforward that SNIR,,(n) - 0 as n — oo. Therefore, the limiting
spectral efficiency goes to zero as n — oo for a = 2.

SNIR,/(n) =

C =log,|1+

(23)
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5. Results

In this section, the analytical results elaborated in Section 4 are compared with Monte-Carlo
simulations (Robert & Casella, 2004).

Figure 2 shows the spectral efficiency as function of n for @ = 3, 8 = 1/3 for distinct values
of r'. Also, Figure 2 shows that the spectral efficiency remains constant when n goes to
infinity and its does not depend on 7’ if 0 <7’ < £ —1,, and has the same value for any
position of the receiver node, whether the position is at the center, close to the boundary, or
at the middle region of the radius disk. Nevertheless, if the receiver node is at the boundary
(r' = % — 1), then the limiting spectral efficiency is still a constant when n scales to infinity

but it has a greater value.

24 -
— =1 =0, model
33l = -r' =0, simulation )
s 142
|l r=0.8m“r,, model
—o-r=0%"2r  simulation
0
N 1Er 172 |
3 —_— = T madsl
8 gl , 1= 1w simulat
5 =& r' =1 r_ simulation
2 0
=14r
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s 12}
o
©
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04 : : ' ' :
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Fig. 2. Spectral efficiency curves as a function of n for a =3,0 =1/3, P =1W,0, =
6and Ny = 5 for the receiver node located at different positions in the network. In the
legend, model is used for Eq. (21), while simulation is used for Monte-Carlo simulation.

Figure 3 illustrates the spectral efficiency behavior for different values of Ny when P = 1W .
As expected, the capacity diminishes when noise increases; however, the limiting capacity
is the same regardless of noise because the interference effect dominates the denominator of
Eq. (1) asn — oo.
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Fig. 3. Spectral efficiency curves as a function of n, for a« =3,6 =1/3,P = 1W and g5 = 6,
for different values of N,. In the legend, model is used for Eq. (21), while simulation is used
for Monte-Carlo simulation.

Figure 4 confirms that the limiting spectral efficiency does not depend on 6 as observed in
Section 4-A.

24 T T T : :
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Fig. 4. Spectral efficiency curves as a function of n, for @ = 3, N, = 5,P = 1W and g = 6, for
different values of 6. In the legend, model is used for Eq. (21), while simulation is used for
Monte-Carlo simulation.

Figure 5 shows the spectral efficiency as function of n for different values of oy. It also
illustrates that the capacity tends to a constant value as n scales to infinity regardless of o.
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Fig. 5. Spectral efficiency curves as a function of n, for « = 3,Ny =5,P = 1W and 6 = 1/3,
for different values of os. In the legend, model is used for Eq. (21), while simulation is used for
Monte-Carlo simulation.
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Fig. 6. Spectral efficiency curves as a function of n for @« =2,0 =1/3, P = 1W, 05 =
6and Ny = 5 for the receiver node located at different positions in the network. In the
legend, model is used for Eq. (23), while simulation is used for Monte-Carlo simulation.

Figure 6 shows curves for spectral efficiency as function of n when a = 2. Although the
limiting capacity goes to zero as already observed in Section 4-B, the decay is not fast. We
see that the spectral efficiency for a receiver node reaches 0.04 bits/s/Hz as the number of
interferers approaches 10%°, i.e., the capacity falls very slowly, and it can allow feasible
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communication between neighbor nodes for a finite number of users n. In addition, the
capacity is about 0.066 bits/s/Hz for a receiver at the boundary of the network for this same
number of interferers. Note that we have plotted points up to n = 102° for the model, while
the simulations were plotted up to n = 10° due to computer limitation.

6. A Technique to Attain a Desired Value for The § Parameter

Another challenge associated with this study is how a node can efficiently set its state
(sender or receiver) in order to the network attain a given 6. The work presented by
Grossglauser and Tse (Grossglauser & Tse, 2001), and supplemented by Moraes (Moraes et
al., 2007) shows analytically and by simulation that the maximum throughput for a wireless
ad hoc network is achieved when the fraction of sender nodes (6) is approximately 1/ 3 of
the total nodes in the network. However, to the best of our knowledge, there are no studies
in the literature on MAC protocols that seek this distribution autonomously and in a
distributed way.

The technique suggested here consists of a simplified part of a MAC layer protocol. Similar
to the Traffic Adative Medium Access (TRAMA) protocol (Rajendran et al.,, 2003), our
scheme has the requirement to be synchronized with cyclical periods of contention followed
by transmission in which some nodes are capable of taking control of close neighbors, as
found in IEEE 802.15.4 - ZigBee (ZigBee Alliance, 2009). This technique, restricted only to the
contention period, is intended to be autonomous and able to distribute the states of the
nodes according to the 8 parameter.

Considering the node distribution as described in Section 2 and that each node has its
unique identification (ID), the node with the lowest ID controls the network and it is called
the coordinator node of the network.

The communication among nodes follows cycles which are divided in contention and
transmission phases. The contention period is divided in following three phases,
respectively. The announcement is the period in which each node sends its packet
identification number. The dissemination is the phase when the coordinator node sends its
identification to all nodes of the domain. Finally, there is the distribution phase where the
node coordinator sends a random sequence indicating the status (sender or receiver) that
each node in the network must assume during the following transmission period according
to the § parameter previously scheduled.

Figure 7 presents the results of a simulation implemented in JAVA (Java, 2009), using the
shuffle method of Class Collections (JavaClassCollections, 2009) for the random distribution
of the states (sender and receiver), which are displayed as fraction of times that three nodes
randomly chosen, over 100 cycles, were senders. It is observed that the three randomly

chosen nodes tend to converge their sender fraction of times to 8 = 1/ 3 as expected.



Interference Modeling for Wireless Ad Hoc Networks 197

1 Mode 145
e ———Node 463 |

i

|

1

== =Node 511

0.

Fraction oftimes node was sender

1 1 1 1
1 10 20 30 40 s 61 70 80 91 100
Communication cycle

Fig. 7. Evolution of the fraction of times that three randomly chosen nodes were sender over
the simulated cycles for 8 = 1/3 and n = 1000.

The technique suggested here does not consider other medium access issues like channel
admission control, collision resolution, node failure, etc., which is subject of future work.

7. Conclusions

We have analyzed interference effects and spectral Shannon capacity (or spectral efficiency)
for mobile ad hoc networks using a communication channel model, which considers
Euclidean distance, path loss, fading and a random mobility model. We found that, for a
receiver node communicating with a close neighbor where the path loss parameter a is
greater than two, the resultant signal to noise and interference ratio (SNIR) and
consequently the spectral efficiency tend to a constant as the number of nodes n goes to
infinity, regardless of the position of the receiver node in the network. Therefore, for the
studied model, communication is feasible for near neighbors when the number of interferers
scales. Furthermore, for the receiver nodes located at the boundary of the circular network,
we show that they suffer less interference than those located inside attaining higher
capacity. Also, for the case where « is equal to two, the capacity was shown to go to zero as
n increases; however, the decay is very slowly making local communication still possible for
a finite n. Model and Monte-Carlo simulation results present good agreement and validate
the interference and Shannon capacity investigation performed.

It was also proposed a technique for autonomous and distributed allocation of states (sender
or receiver) of nodes based on the parameter 6. Future work can consider MAC layer issues
like admission control and collisions, as well as power control and other types of mobility
which results in other distributions of nodes in the network, and how they affect the
capacity.
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Energy Saving Drives New Approaches
to Telecommunications Power System

Rais Miftakhutdinov
Texas Instrument Inc.
United States of America

1. Introduction

Steady growth in the telecommunication industry providing data, voice and video is very likely
to continue in the foreseeable future. This growth is supported by expansion into the new
markets, especially in Asia, accelerated widespread of wireless and broadband technology, and
strong demand for more efficient, power saving solutions. As the result of the growth, the
telecommunication infrastructure becomes significant energy consumer and contributor to
greenhouse emissions. Based on International Telecommunication Union estimation, the
information and communication technology contributes 2-2.5 per cent into the worldwide
greenhouse gas emissions (http://www.itu.int/themes/climate/index.html). To reduce the
impact on global warming, more efficient distribution, conversion and use of electrical energy
by telecommunication industry is required. Worldwide movements for energy saving and
“Green power” generation and distribution, have resulted in number of voluntary initiatives
and mandatory regulations by international and government organizations for increased
efficiency of electronic equipment including data and telecommunication power systems.
Examples of such organizations and initiatives are United States ENERGY STAR® program,
German Blue Angel, Japan Environment Association, European Code of Conduct and others
(http:/ /www .energystar.gov/index.cfm?c=ent_servers.enterprise_servers; Mammano, 2006).
The focus of this chapter is efficient and low power consumption DC power systems for a
central office and base station of telecommunication infrastructure. According to (Fasullo et
al., 2008) telecommunication industry consumes 160 Billion kWh each year, and majority of
this electrical energy passes through DC power distribution system.

Telecommunication DC power systems have come long way from simple rectifier/battery
system to complex switching power supplies, from centralized power to distributed
architecture (Thorsell, 1990). At the same time, required tasks and functional complexity of
power systems continue to grow. To effectively reduce the overall system power
consumption per required functionality, all design levels from system architecture level
down to each specific function and component must be optimized. This chapter limits its
scope to energy saving considerations of power system at facility level, then down to power
distribution in a rack, or cabinet, and finally focuses on the specific power conversion
topologies and control algorithms implemented in power supplies.
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At the facility level, intensive research and evaluation of 380-V DC distribution bus is
reported to replace traditional 208 V (230 V) AC mains (Pratt et al., 2007; Akerlund et al.,
2007). At the cabinet level, intermediate bus architecture (IBA) has become widespread to
address increased requirements for supply voltage quality, accurate power sequencing,
flexibility and availability of power system (Morrisson, 2002; White, 2003; Miftakhutdinov,
2008a). Currently, demand for high efficiency over wide output power range and low power
consumption reshapes the telecom power distribution system once again. Typical cabinet
level power system includes AC/DC front end power supply providing system bus voltage
that can be -48 V, 24 V, 12 V or 130 V depending on specific system and application. The
same power supply in most cases is used as a charger for the backup battery. Driven by
government regulations and market demand, the telecom and server power supply is now
required to be efficient over output power range from 10% (sometimes even 5%) up to 100%
(http:/ /www .energystar.gov/index.cfm?c=ent_servers.enterprise_servers).

Efficiency was always important for data and telecommunication power supply to achieve
high power density and improve thermal performance. So far, only high efficiency at
maximum load was required because it determines reliability, size and cost of equipment
and cooling. Currently, the focus is shifted to energy saving and high efficiency over the
entire output power range.

Overall, the design procedure includes power system architecture selection and identifying
power conversion topologies and related control strategy. Use of the best in class
components is also critical to meet the design goals. In the chapter, all these critical stages of
telecom power system design are discussed in details including comparison of alternative
solutions.

Optimal control algorithm is critical not only to meet static and dynamic requirements of
telecom power system. It also opens new opportunities to increase the efficiency by
transitioning into different optimal power saving modes depending on system conditions.
Here, the flexibility, programmability and auto tuning capability of digital controllers must
be weighted against the lower cost, simple, and usually faster analog control ICs. Promising
control strategies along with the examples of advanced analog and digital controllers
addressing new requirements for high efficiency will be provided in the chapter.

The interface between IC controller and power stage, that includes power switch drivers,
current, voltage, and temperature sensing, auxiliary bias supply, has critical role and
deserve careful consideration as well.

The chapter discusses requirements for telecom rectifiers and front-end server power
supplies: the key functional parts of any data- and telecommunication power system.
Special attention is provided to intermediate bus converters (IBC) that are the enabling part
of any IBA. The IBC requirements and parameters, popular topologies, design challengers
are discussed in details. The design examples and test results of 600-W unregulated IBC
converter with 48-V input and 5:1 transfer ratio are provided to illustrate and verify the
recommended design approaches and solutions.

2. Strive for Efficiency and Power Saving

2.1 Energy Saving Trends and Regulations
High efficiency was always critical requirement for data and telecom power system as
precondition to achieve high power density and improve thermal parameters. So far, only
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the efficiency at maximum load was usually being taken into consideration. This is because the
size, cost, temperature profile of components and their cooling selection is determined at the
maximum output power, where power losses are the highest. However, currently the
paradigm is shifted and the new requirements focus primarily on energy saving. Therefore, it
is critical to have high efficiency even at mid and light loads, where, as it turned out, power
system operates significant amount of time. Driven by government regulations and market
demand, the data and telecommunication power supply efficiency is now specified from 10%
(sometimes 5%) up to 100% of its output power range. At the same time, the power supply
and entire system must not exceed the power consumption limits specified for idle operation
modes. One example is ENERGY STAR®, which is a joint program of the U.S. Environmental
Protection Agency and the U.S. Department of Energy. The program sets efficiency and power
consumption recommendations and regulations for different types of electronic equipment.
The version 1 of ENERGY STAR® Program Requirements for Computer Servers was effective
starting May 15, 2009 (http://www.energystar.gov/ia/partners/product_specs/
program_reqs/computer_server_prog req.pdf ). Table 1 below shows related efficiency
requirements at 10%, 20%, 50% and 100% output power of single-output AC/DC and
DC/DC converters.

Rated Output Power 10% Load | 20% Load 50% Load 100% Load
<500 W 70% 82% 89% 85%
501 — 1000 W 75% 85% 89% 85%
> 1000 W 80% 88% 92% 88%

Table 1. Efficiency requirements for single output AC/DC or DC/DC server power supply

For AC/DC Server Power Supply the ENERGY STAR® Program also defines the minimum
Power Factor Coefficient as 0.9 for loads from 50% to 100%. This practically means
mandatory use of active power factor corrector block in power supply. The Program also
limits maximum power dissipated at Idle State to 55 W for single processor based standard
server. By definition, during the Idle Operational State, the operating system and other
software have completed loading and the server is capable of completing workload
transactions, but not processing of any useful work. Adding redundant power supplies to
the system allows extra 20 W of power per each additional power supply. Another words
only 20 W power can be consumed by the power supply at no load condition.

Similar power saving programs are currently implemented or under development
worldwide by government organizations like German Blue Angel, Japan Environment
Association, European Code of Conduct and others (Mammano, 2006). It becomes
widespread practice that large data and telecommunication providers sometimes set even
stronger efficiency and power saving requirements to power system manufactures in
attempt to reduce the cost of service and stay competitive.

2.2 Power System Architecture at Facility Level

To meet new efficiency and power saving requirements all system and design levels must be
reviewed and optimized. These levels include general power system architecture, power
stage topologies for each power conversion, optimal power stage component selection and
control algorithms providing optimal and efficient operation of the entire system.
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Typical power system of data center at the facility level is shown in Figure 1. Such system
generates uninterruptable 208 V AC line. There is double power conversion from DC to AC
in UPS and from AC back to DC in the front-end power supply.

Facility E---é;-gi-r-‘-;i ------------------------------------- .\Eg

PDU (% Front- m POL

ups (XER) : & End
City : i Facility : _ bc/ibc
480V AC: 11 |208v AC : 12vDC .
iy ACIDC DCIAC AC/DC :
31| (pFo) (INV) :: TLero) [ ocinc | ;
& L

Fig. 1. Typ1ca1 power system of data center

If to replace AC uninterruptable distribution power line at facility level by the DC line, as it
is shown in Figure 2, more than 7% overall efficiency improvement (Pratt et al., 2007) and
10% to 30% saving in cost of operation (Akerlund et al., 2007) can be achieved.

Advantages of the power system with DC distribution bus at facility level are obvious from
the power saving view however, some safety and technical questions must be resolved
including certified DC power distribution units and availability of UPS with high voltage
DC output. The European Standard EN 300 132-3 issued by ETSI includes DC bus up to 400
V as an option for powering telecommunication equipment, thus setting guidelines for
development and use of such power architecture (ETSI, 2003).
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Fig. 2. Power system w1th 380 V DC distribution bus at facility
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3. Evolution of Telecommunication Power System at Cabinet Level

Power distribution systems for tele- and data-communication equipment at cabinet level
have undergone dramatic changes within last two decades because of fast progress of
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modern digital-processing technology, requiring high quality supply voltages with specific
power sequencing. significant increase in economic losses in case of service interruption was
another key factor demanding highly reliable, flexible and available power system. And the
most recent changes are driven by push for the efficient, “green” power with the reduced
cost of ownership. The evolution of cabinet power system from centralized power to
distributed power architecture (DPA) and then to the intermediate bus architecture (IBA) as
subset of DPA is the focus of this section.

3.1 Centralized Power System

Originally, the only voltage needed for telecommunication electromechanical switching
systems was -48 V provided by AC/DC rectifiers and back up batteries. Since 1960s, the
transition from electromechanical relays to electronic semiconductor switchers added to
power system the DC/DC converters generating +5 V and 12 V from -48V supply. These
centralized power supplies, typically located in the bottom of a rack or cabinet, included
AC/DC front-end rectifier/charger, a power backup battery and DC/DC converter. Large
and costly supply bus bars routed the required voltages to each shelf inside the cabinet,
which contained replaceable line cards with switching, diagnostic and monitoring
equipment. Figure 3 shows typical configuration of centralized power systems that were
dominant till mid 1980s (Thorsell, 1990, Ericsson Inc., 1996)

H +12V
Low Power Low Power
Electronics ™ Electronics
ococ |
Converter !
High Power ‘o i | High Power
Digital Digital
Electronics DC-DC Electronics
Converter:
) t :1; ;I-él:; -------- High Volta-g;-N-o-n-I-s;;a-t;(; -B-u;- 1
| | | |
AC-DC AC-DC
be-De Battery | | Rectifier/ Battery Rectifier!
Converter Charger Charger
=
~ 85V — 265V ~ 85V — 265V;
50Hz/60Hz 50Hz/60Hz
AC Input AC Input
(a) Centralized power system (b) Multilocation centralized power system

Fig. 3. Different types of centralized power system with battery backup

In multilocation centralized power systems, the DC/DC converters were physically located
in different places, thus requiring safety shielding because of the presence of the high-
voltage bus. The centralized power system is still used in “silver” box power supplies for
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low end desktop and server computers, but it has become obsolete in relatively large
telecommunication power distribution systems because of the following reasons:

e Centralized, custom power supplies require longer time to market and lack flexibility for
quick modification.

e Failure of any part of the power system means failure for the electronic equipment in the
whole cabinet.

¢ Custom, bulky power-delivery bus bars are expensive.

e Static and dynamic regulation of the supply voltage is poor and varies from shelf to shelf

3.2 Distributed Power Architecture

A dramatic step happened in early 1990s when the market largely adopted distributed
power architecture (Tabisz et al.,, 1992; Lindman & Thorsell, 1996). The bulky centralized
power supplies were replaced by AC/DC rectifier/charges providing -48-V backplane
voltage to each shelf and line card. The line cards allow hot-swap replacement to reduce
failure downtime. Each line card includes a number of -48-V input isolated DC/DC
modules, that provide all required voltages to the electronic functional blocks (Figure 4).

- 48V Back Plane Line Card Power
Distribution
MOdUIe #1 Regulated V1
(Line Card) dode  F—>
3t )
~85- 265V gy lroee 2
—>| AC-DC ooo -

Regulated| VN
| dcdc [

ki

Module #N
Battery (Line Card)

Fig. 4. Example of distributed power architecture

The introduction of distributed power architecture (DPA) was driven by the following;:

e A trend towards digital processing blocks with increased power consumption, lower
voltages, and specific power sequencing

e A broad market introduction of modular, high density, and reliable isolated DC/DC
converters at a reasonable cost

e A demand for a more flexible, shorter design cycle power distribution systems allowing
quick changes and updates

e A need for systems with high reliability and availability that supported hot swapping
and had lower maintenance costs

3.3 Hybrid Power System
DPA-based systems addressed new power requirements, but the system cost remained
relatively high. When the required number of supply voltages per line card exceeded the



Energy Saving Drives New Approaches to Telecommunications Power System 207

initial four to five, the excessive number of isolated DC/DC converters was questioned
(Narveson, 1996). In this paper there was suggestion to use only one isolated DC/DC
converter. This converter provides most power demanding supply voltage in the system
and also supplies non-isolated point-of-load (POL) regulators, which provide the remaining
supply voltages to electronic blocks. This architecture, commonly called hybrid power
system (Figure 5), was the first step towards the IBA. The hybrid power system reduces
power distribution costs and allows placing POLs right next to the related load, thus
reducing the impact of supply plane parasitics and improving high di/dt transient response.
If power sequencing is needed, an additional switch can be added between the isolated
converter output and the electronic load (Figure 5).

3.3 V; High Power

Pe gzztem Regulated Isolated with switch fo.r power
- sequencin
Options: DC- DC Converter q g9
plibhalid .
24-\/ nom, v
380y nom Low Power
380-V nom _»m—>
5V
—~[POL}——
25V
—|POL
1.8V
—|POL
1.2V
—|POL

Fig. 5. Hybrid power system

The hybrid power system is preferable solution when one of the output voltages requires
relatively high power. In this case, a single regulated isolated converter improves the
efficiency of the whole system when the converter’s output voltage is 3.3 V or higher. With
the 3.3-V bus voltage, the hybrid system’s overall output power might be limited to about
200 W. This limit is suggested because high currents circulating through the power and
ground planes can cause significant losses and EMI issues as the system power increases.

3.4 Intermediate Bus Architecture

Driven by digital- and analog-IC industry demands for the low-level supply voltages in the
0.5-V to 3.3-V range and for the low-cost POLs, since early 2000s the market adopted the IBA
(Morrison, 2002; White, 2003, Mills, 2004). In many applications, the IBA-based power
system includes a front-end AC/DC power supply with a typical output of -48 V, 24V, 12V
or 130 V. In some data-communication and medical equipment the input DC voltage can be
380 V taken directly from a power factor corrector output (Zhu & Dou, 2006) This voltage is
supplied to an input of intermediate bus converter, that provides isolation and conversion to
the lower level intermediate bus voltage, typically within 5 to 14 V. This intermediate bus
voltage is supplied to non-isolated, POL regulators that provide high quality voltages for a
variety of digital and analog electronic functional blocks (Figure 6).
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Fig. 6. Example of intermediate bus architecture

The following are advantages of IBA:

e System cost is reduced because only one isolated converter is needed and low cost,
standardized, non-isolated POL regulators are available in the market.

e IBC circuit can be made simple because typically intermediate bus voltage variation is
relaxed.

¢ Quality of supply voltages is increased because non-isolated POLs are located next to the
electronic functional blocks.

e System is flexible for modifications and updates.

e Overall system reliability is higher.

e Housekeeping, power sequencing, diagnostics, optimized power saving modes are
easier to implement because all major control signals are on the secondary side.

The following are challengers that IBA needs to address:
e The IBC must have highest efficiency and power density to provide a competitive edge
for IBA versus DPA.
e The overall line card power can be limited because of high currents circulating through
ground and bus-voltage planes.
e TParallel operation of highly efficient unregulated bus converters can be difficult.
e Specialized IBC controller ICs are needed to address specific IBC requirements.

3.5 Comparison and Trade-Offs of IBA versus DPA

IBA is a continuation of DPA at the line card level. An optimal choice between IBA and
standard DPA for each specific case depends on many factors, including the number of
supply voltages, the required voltage and power levels, the system-bus input voltage range,
and the specified static and dynamic regulation for supply voltages. It is obvious that cost
and efficiency are the most significant trade-off. Table 2 shows the pros and cons between
IBA- and DPA-based systems in very general terms. A detailed analytical comparison is
needed to make the right design decision. Examples of such analysis can be found in
literature (Sayani & Wanes, 2003).



Energy Saving Drives New Approaches to Telecommunications Power System 209

System Requirement IBA DPA
Wide - Best
Input Voltage Range Narrow Bost —
<4 — Best
Number of Outputs =4 Best —
One Regulated Output Demands Most of the Power - Good
g P Hybrid system could be the best in such case
Cost Best —
Efficiency Better Best
Load Supply Voltage Quality Best Good
Power Density Best Good

Table 2. Comparison of IBA versus DPA for different system requirements

3.6 Selection of Optimal Bus Voltage

Optimal selection of intermediate bus voltage is critical for the overall performance and
lowest cost of IBA based power distribution system. For higher bus voltages, IBC is more
efficient; however, POL regulators perform more efficiently at lower bus voltages. A lower
bus voltage means higher currents circulating through the power and ground planes, thus
adding additional losses. Obviously, there are some trade-offs to consider when defining a
bus voltage optimized for the lowest overall power losses.

In general, the power losses, Ptot, associated with any switching power conversion can be
expressed as

Ptot = Pconst + KvxV? +Regx I* )

where Pconst is nearly-constant power losses consumed by the control and housekeeping

circuits; KvxV?is the power losses associated with the switching process (a function of
switching voltage, frequency and in some cases, the load current); Kv is a coefficient
measured in W/V2 that reflects module losses dependence on the switching voltage;

Regx1 %is the conduction power losses that are dependent on load current, I, and

equivalent resistances, Req, of the components and traces. It is assumed that the switching
frequency is constant.

The optimal bus voltage has to be analyzed for each design case because the selected IBC
converter and POL regulators differ in terms of their power losses dependence from the bus
voltage and current. The following example of bus-voltage optimization is for a DPA
consisting of an unregulated IBC converter and POLs providing five different output
voltages. It is assumed that for the bus voltage ranges from 5 V up to 15 V, the MOSFET
switches for the selected IBC converter and POL modules remain the same. The key
optimization parameters are shown in Table 3. These data is taken from the IBC converter
and the POL modules available in the market. The parameters Req and Kv are specific for
the selected modules and might be different for other practical examples.
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Module Vout, V Tout, A Pout, W Pconst, W Req, mQ Ploss(I), W V\I/(/(}z
POL #1 0.7 60 42 0.46 2.5 9 0.038
POL #2 1.0 120 120 0.92 1.25 18 0.076
POL #3 1.5 60 90 0.46 2.5 9 0.038
POL #4 2.5 60 150 0.46 2.5 9 0.038
POL #5 33 30 99 0.23 5 4.5 0.019

Total - - 501 2.53 - 49.5 0.209

Bus

Plane - - - - 2 Pplane(Vbus) -

IBC Vbus Ibus Pbus(Vbus) 0.5 4 Req x Ibus® 0.056

Table 3. IBA power system parameters for optimal bus voltage analysis

The sum of the constant losses of each POL module (2.53W) and the sum of the output-
current related losses (49.5W), can be used to define the total losses in the POLs as function
of Vbus:

Ppol(Vbus) =2.53W + 0.209%>< Vbus® +49.5W 2

The bus-voltage power and ground planes have a resistance, Rbus, equal to 2mQ, and the
overall output power, Pout total, is equal to 501 W. Thus, the plane losses are defined as
function of Vbus:

Ppol(Vbus) + Pouttotal jz 6)

Pbus(Vbus) = Rbus x
Vbus

IBC converter Vbus-dependent losses, Pibc(Vbus), are shown in Equation (4) after
substituting the related parameters from Table 3 and the Equations (2) and (3):

Pbus(Vbus) + Ppol(Vbus) + Pouttotal ]2 @
Vbus

Pibc(Vbus) = 0.5W + 0.056%x Vbus® + 4mQ><(

Therefore, total IBA-based power system losses can be defined as:
Ptotal(Vbus) = Ppol(Vbus) + Pbus(Vbus) + Pibc(Vbus) )

Figure 7 shows power losses plots as a function of bus voltage. The optimal bus voltage for
minimal overall power losses can be chosen from the plot. In this particular case, the curve
showing total power losses is relatively flat in the region of minimum losses for bus-
voltages between 8 and 10.5 V. With this wide optimal bus-voltage range, the unregulated
IBC converter can be good fit depending on its input voltage range.

The optimal bus voltage is usually lower for the higher switching frequencies of POLs and
the lower total system power. This trend supports a balance between the voltage-dependent
losses like switching losses and the current-dependent losses like conduction losses.
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Fig. 7. Power losses over bus voltage

4, Telecom Rectifier and Front-End Server Power Supply

Practically every telecom rectifier, or server power supply have the following key functional
blocks, which are usually associated with any over 500 W AC/DC power supply:

o EMI filter

e Power factor corrector (PFC) with hold up capacitor

¢ Isolated post-PFC DC/DC converter

¢ Auxiliary bias or standby power supply

e Fan and its regulator
Regulations and specifications define the overall efficiency of AC/DC power supply. It is
the responsibility of designer, based on previous designs and future forecast, identify the
efficiency and power losses of each functional block to meet the total efficiency goals.

4.1 Power and Efficiency Distribution

For a power and efficiency distribution analysis between the key functional blocks of
AC/DC power supply the following approach can be used. Usually the EMI filter and PFC
are considered together because it is convenient from the test procedure as well. The output
of the PFC (typically 400 V) supplies the main isolated DC/DC converter and the standby
power supply. The typical standby power-supply output-power range Can be from 5 W up
to 30 W depending on application. It is much lower than the output power of main DC/DC
converter. But, the efficiency and power consumption of standby power supply can not be
neglected, because the regulations specify the efficiency down to 10% or even 5% of
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maximum output power. The fan regulator is usually supplied from the output of DC/DC
converter and thus, it is included into the efficiency of converter. Table 4 below is an
example of power and efficiency distribution analysis between the PFC, main DC/DC
converter and standby power supply. It is fulfilled for 12-V, 660-W output server power

supply.

Rated Output Power 10% Load 20% Load 50% Load 100% Load
Efficiency from Table 1 75% 85% 89% 85%
g’ﬁﬂnp fon Power 8OW 158 W 376 W 788 W
PEC Efficiency 95.3% 96.4% 97.6% 97.7%
PFC Output Power 85 W 152 W 367 W 770 W
Standby Power 6W 7W 10W 10W
Standby Power Efficiency 80% 82% 85% 85%
?ggjfn{p on Power 75W 85W 2w 12W
DC/DC Input Power 775 W 143.5W 355 W 758 W
DC/DC Output Power 66 W 132 W 330 W 660 W
DC/DC Efficiency Goal 85.2% 92.7% 93% 87.1%

Table 4. Power and efficiency analysis of 660-W server power supply

4.2 Power Factor Corrector

Efficiency of power factor corrector (PFC) depends significantly on input AC line range
(Cohen & Lu, 2008). Typically, for the more than 500-W PFC, the boost converter based
power stage remains the most popular option. The boost converter achieves its highest
efficiency at high input line, and the efficiency gradually degrades at lower input voltages.
The efficiency and power factor specified by ENERRGY STAR® test procedure for the single
output server power supplies has to be confirmed by measurements at 230 Vrms AC line
(http:/ /www.energystar.gov/ia/ partners/product_specs/program_reqs/computer_server
_prog_req.pdf ). However, if the design targets the 85 to 265 Vrms universal range, all
critical thermal and electrical parameters of PFC have to be verified in the whole operating
range. Usually, the output power capability rated at 230-Vrms input voltage, for the same
front-end AC/DC power supply is de-rated for the 115-Vrms AC line.

Currently the interleaved PFC and bridgeless PFC are two major directions where most of
the research and development is focused. The interleaved PFC is already established
solution in mass production supported by available in the market controllers from different
vendors (see in http:/ /focus.ti.com/docs/prod/folders/ print/ucc28070.html). Typical application
diagram of the two-phase interleaved, continuous current mode PFC using UCC28070 from
Texas Instruments is shown in Figure 8.
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Fig. 8. Two-phase interleaved PFC converter using UCC28070 controller

Advantages of interleaved PFC include:

e  Reduced input current ripple because of ripple cancellation effect caused by 180° phase
shifted operation;

e  Reduced EMI filter because of lower input current ripple;

e Lower RMS current through the output capacitor because of ripple cancellation effect.
This means less number of capacitors is needed, or increased reliability when the
output capacitance can not be reduced because of required hold up time;

e  Better, equalized temperature profile because the power dissipated components are
spread between phases. This also results in the higher overall efficiency.

The first bridgeless PFC circuit has been patented as far as in 1983 (Mitchell, 1983), but the
concept is still mostly at the research stage. The practical implementation has been limited
by the high voltage MOSFET and diode performance, EMI issues, difficulties of voltage and
current sensing. Latest achievements in components technology, especially availability of
CoolMOS™ transistors and Silicon Carbide diodes, renewed interest to the bridgeless PFC
(Hancock, 2008). The analytical and experimental comparison of few different bridgeless
PFC topologies is provided in (Huber et al., 2008). The analysis claims that the bridgeless
PFC with two boost circuits (Souza & Barbi, 1999) shown in Figure 9 has the efficiency
advantages and less EMI issues versus other bridgeless PFC topologies. In general,
publications claim up to 1% efficiency improvement when using the bridgeless PFC versus
standard approach.
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Fig. 9. Bridgeless PFC with two boost circuits (Souza & Barbi, 1999)
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4.3 Isolated DC/DC Converter for Front-End Power Supply

The isolated DC/DC converter topology selection is critical for total efficiency of front-end
power supply. Zero voltage switching (ZVS) enabling topologies are preferable in such
applications because of the relatively high input voltage usually, from 350 to 420-V range.
Attractive solutions include phase shifted full-bridge, asymmetrical half-bridge, LLC
resonant converter and variations of these topologies (Zhang et al., 2004; Miftakhutdinov et
al., 1999; Fu et al., 2007).

For the interleaved topology, the asymmetrical half-bridge converter suits best because of its
relative simplicity (Miftakhutdinov et al., 1999). One possible example of interleaving with
four phases is shown in Figure 10.

J_ D Jg D Jg D Jg DJ’J

T Lo L | e
DJ;:I FI_I—D DJ;:I FLI—D DJ;:I FLI—D DJ;:I FLI—D + Vo

Fig. 10. Four phases interleaved asymmetrical half-bridge.

The LLC resonant topology is recently gaining popularity as post-PFC isolated DC/DC

converter (Figure 11).
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Fig. 11. LLC resonant converter power stage

Its main advantage is ZVS for the primary side switches and zero current switching (ZCS)
for the secondary side synchronous rectifier MOSFETSs (Fu et al., 2007). Variable switching
frequency, special attention to light load operation and difficulties with interleaving limit
this topology to sub-kW range.

One implementation of classical phase shifted bridge topology using specialized analog
controller is shown in Figure 12. The efficiency improvement of this circuit is achieved by
using synchronous rectification, adaptive control algorithm providing ZVS condition over
wide operating range, accurate adaptive timing of control signals for primary and secondary
power FETs and light load management block providing the highest efficiency and power
savings at low output power conditions.
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Fig. 12. Phase shifted full-bridge converter with advanced analog controller

4.4 Control Algorithms for High Efficiency

Optimal control algorithm is critical not only to meet static and dynamic requirements of
telecom power system, but it also opens new opportunities to increase efficiency by
transitioning into optimal power saving modes depending on system conditions. When
selecting the controller, the flexibility, programmability and auto tuning capability of digital
controllers have to be weighted versus lower cost, simple and generally faster analog control
ICs. The list of most popular power saving control strategies is provided below.

¢ Interleaving of few phases for better current and temperature distribution at maximum
output power and gradual phase shedding when the load is reduced (Figure 10);

e Synchronous rectification using MOSFETs with the diode emulation technique at light
load to avoid current circulation. It could be beneficiary to switch off the drive circuit of
rectifier MOSFETs at very light load where the drive losses exceed the conduction
losses. Performance of synchronous rectifier significantly depends on accurate timing
between primary and secondary side switches (Figure 12);

e  Proper use of zero voltage (ZVS) and zero current (ZCS) switching technique to reduce
switching losses in power MOFETs. This requires optimal adaptive or predictable set of
delays between switching events depending on operation conditions (Figs. 10 - 12);
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e Optimal adjustment of intermediate bus voltage, drive voltage and other system
parameters to maintain highest efficiency at different operation conditions;

e Smooth transition between operation modes to maintain highest efficiency depending
on operating conditions, for example from continuous mode to discontinuous, from
fixed frequency to frequency foldback etc (Figure 12);

e Proper use of pulse skipping or burst mode at light load or no load to reduce the power
consumption (Figure 12)

This list shows benefits of wide use of digital controllers to address power saving technique
because of their programmability and flexibility. The digital controllers for power supplies
are available from few vendors at reduced cost that make these devices competitive with
analog controllers, even for relatively low power applications in sub-kW range (see in
http:/ /focus.ti.com/docs/prod/folders/print/tms320f28023.html ). Specifically designed
for these applications high end analog controllers also have their niche. Analog controller
ICs remain popular in mature, high volume applications where the operating conditions are
well known and established, and thus, cost is more critical than programmability and
flexibility (Figure 12).

4.5 Design Considerations and Component Selection

Optimal selection of power stage components provides foundation for high efficiency power
system design. Magnetics and power switches are major contributors into the total power
losses budget. In this chapter the main focus is on power MOSFETs and high voltage diodes
where the significant progress has been achieved lately. The new super junction technology
for high voltage MOSFETs significantly reduces Rdson, drain-source and gate-source
capacitances providing lower conduction losses and switching losses (Bjoerk et al., 2007).
Still accurate ZVS condition analysis over operating conditions remains critical to ensure the
highest efficiency. Because of significant non-linear behavior of drain-source capacitance,
the super junction MOSFETs, like CoolMOS™, require new analytical model to estimate
switching losses and determine ZVS conditions. The following Equation (6) is adequate for
energy calculation stored in the output capacitance of high-voltage regular MOSFETs
(Miftakhutdinov, 2008a)

3
Ecds = % -Coss -\ Vdsoss -Vds* (6)

Here, Ecds is the energy, Coss is the output capacitance at Vdsoss = 25V from datasheet, and
Vds is the voltage where the energy should be calculated. The new super junction MOSFETs
require different model because of significant non-linear behavior of drain-source
capacitance. The following approximated Equation (7) provides good practical results for
super junction FETs:

.. 2
Eeds = Coss (Vdsoss)’ -ln(VdS + SV) + Cinit - (Vds)
Kc Vv 2

)

where Kc = 2.2 and Cinit = 40 pF for SPATIN60FCD type MOSFET from Infineon.
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The plots in Figure 13 compare calculated energy using Equation (7) with the plot provided
in the datasheet.
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Fig. 13. Energy Ecds over Vds for SPATIN60FCD type MOSFET

The pairing of super junction MOSFETs with silicon carbide diodes in PFC applications
results in significant power losses reduction (Miesner et al., 2001). The use of silicon carbide
diodes practically eliminated the need for complicated snubbers in PFC boost power stage.
This is because these Schottky type diodes have very fast recovery time versus the p-n
junction silicon diodes. Regardless of the extra cost of such diode, the industry widely
accepts silicon carbide diodes for PFC applications because the overall efficiency gain could
be 3% or higher.

5. Intermediate Bus Converter

This section discusses major requirements to IBC converters, compares key parameters of
the available in the market products, considers preferable topologies and focuses on design
challengers that must be taken into account. An example of practical implementation based
on the IBC controller UCC28230 is also provided and supported by test results. Additional
analysis and design information related to IBC as part of IBA can be found in publications
(Barry, 2004; Miftakhutdinov & Sheng, 2007; Miftakhutdinov et al., 2008; Miftakhutdinov,
2008a; Miftakhutdinov, 2008b)

5.1 Major Requirements and Parameters of Modern IBCs

IBA includes an additional DC/DC conversion stage provided by IBC to supply
intermediate bus voltage. It is important for the IBC to be highly efficient with high power
density at the lowest possible cost. The first bus converters in the market were slightly
modified versions of fully regulated DC/DC modules. However, the IBC’s strict
requirements in a short time have made it a stand-alone, specialized product in module
manufacturer’ portfolios. A list of major IBC parameters follows:

e Efficiency: 96% to 97% typical

e Power density: >250 W/inch?

e Cost: $0.1 to $0.2 per watt
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popular vendors in the first half of 2008.

Input voltage range:
e 43to 53V for servers and storage

38 to 55 V for enterprise systems

36 to 60 V for narrow telecom range
36 to 75 V for wide telecom range
380 to 420 V for data center high-voltage systems

Power range: 150 to 600 W and higher
Mechanical form factor:

1/4 brick for > 240 W of output power
1/8 or even 1/16 brick for < 240 W output power
Most popular transfer ratios: 4:1, 5:1 and 6:1 for -48-V nominal input voltage

Switching frequency: relatively low at 100 to 200 kHz

Most popular power stage topologies: Full-bridge, half-bridge, and push-pull

Secondary-side rectification: Almost entirely uses synchronous MOSFETs, self- or
control-driven
Control approaches: Fully regulated, semi-regulated, or unregulated
Because of the growing popularity of IBA, the IBCs for different power levels and transfer
ratios are readily available from different vendors. Table 5 shows the major parameters of
currently available IBCs in the market. This data is based on review of products from the

Form .
Manu- Model Input, Fact. Pout, Tral}s. Output, Eff., DEI'ISltyS,
facturer A% . w Ratio A% % W/inch
Brick
65115
Tyco EUK240S9R0 36-60 | 18 | 240 | 51 e, | 955 272
11.4-12.6
Tyco QBKO033A0B 36-60 | 14 | 396 | 41 e 94.5 285
Ericsson | PKM 4402NG PI 38-55 | 14 | 587 | s 7{111}1:;0 96.4 403
Ericsson | PKM400B PI 3675 | 14 | 286 | 41 ! lr:g” 95.9 191
Delta Q48SBIR65ONRFA | 36-57 | 1/4 | 500 | 51 61'2;16 ; S| 964 312
Delta ES8SBOR625NRFA | 38-55 | 1/8 | 240 | 51 uzl'rlelg 9.5 258
89-13.75
Delta V48SBI2013NFRA | 38-55 | 1/16 | 150 | 41 | 952 347

Table 5. Major parameters of modern IBC converters

5.2 Control Approaches
Depending on the input voltage range and the requirements for output voltage tolerances,
the IBC can be regulated with the feedback loop taken from its output; semi-regulated with
the input voltage feed-forward circuit; or unregulated (Barry, 2004; Ericsson Inc., 2005).

The IBC with a closed feedback loop requires an additional isolation barrier for feedback
signal transfer. It is more expensive than semi-regulated because of more complex control
circuit and less efficient than unregulated IBC because it operates in a wide duty cycle
range. However, full regulation is justified for the hybrid power system where the IBCs
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output is the supply voltage for the most power consuming load. If the power sequencing is
needed, an additional switch can be added between the IBC output and the load as it is
shown in Figure 5 (Ericsson Inc., 2005).

The semi-regulated IBC with input feed-forward control is usually a lower cost solution
than the fully regulated converter, but it also has lower density and efficiency than the
unregulated converter. This is because the semi-regulated IBC is designed to operate over a
wide duty cycle range, even at steady state. The semi-regulated IBC is usually used in a
system with a relatively wide input voltage range.

The unregulated IBC provides the solution with the highest efficiency and power density
and the lowest cost because it operates at almost 100% duty cycle at steady state. There is no
additional communication through the isolation barrier except for the energy transfer
through the power transformer. The size of the transformer and output and input filters is
small because converter operates at maximum duty cycle. However, overstresses during
transient conditions like start up, current limiting, and shut down need to be addressed
during the design.

5.3 Major IBC Topologies

IBCs usually employ forward type full-bridge, half-bridge and push-pull topologies with
the synchronous MOSFET rectification technique to achieve highest efficiency. Figure 14
shows three such IBCs in their very simplified forms.
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Fig. 14. Popular power stage topologies for IBC

Using a self-driven synchronous MOSFET rectifier is a very popular choice, especially for
unregulated converters, but practical solutions might require additional control windings
and snubber circuits for improved efficiency and reliability. For the high power applications
and, especially for the fully regulated and semi-regulated converters, the control driven
MOSFET rectifiers can be preferable. The advantages of using control driven rectifiers are a
simplified power transformer and a gate drive voltage that is independent from input
voltage and load current variations. A detailed review, classification and comparison of
synchronous rectification techniques can be found in Reference (Miftakhutdinov, 2007).
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The double-ended topologies shown in Figure 14 are preferred for bus converter
applications because they can operate at almost 100% duty cycle applied to the output filter,
thus significantly reducing the size of the output inductor. Currently available IBCs usually
operate at about 100 kHz switching frequency. IBCs with 48-V (nominal) input voltage can
operate in the hard switching mode, but the zero voltage switching technique is preferred
for the IBCs with 400-V (nominal) input voltage. The full-bridge topology is preferred for a
250-W or higher output power. The half-bridge topology provides a low cost solution for the
output power range below 250 W. The bridge based topologies have primary MOSFETs
with a drain-to-source voltage rating equal to the input voltage, with some reliability
margin. These topologies are better choice for input voltages higher than 24 V. For a 24-V or
lower input, the push-pull topology is attractive because of simple drive circuit of primary
MOSFETs. However, the center tapped primary winding is a drawback for the planar
transformer in push-pull topology.

Table 6 provides a general comparison of IBC topologies. However, to select the right
topology during practical design, detailed calculations and a review of power system
specifications are needed for each specific case.

Topology Full-Bridge Half-Bridge Push-Pull
Primary MOSFETSs Vds = Vin Vds = Vin Vds >2Vin
Transformer Good utilization Issue with 5:1 transfer ratio Poor utilization
because planar transformer has
to be 2.5:1
Rectifier MOSFETs | Primary winding clamping | No primary winding clamping | No primary winding
to zero is possible ability clamping ability
Output inductor The Same
Cycle-by-cycle Only a problem if a DC Inherent issue Not a problem
current limit blocking capacitor is used

Table 6. Comparison of popular IBC topologies

5.4 Using a Resonant Converter as an Unregulated IBC

Recently, high frequency resonant topologies for IBC application have been suggested and
their high performance reported (Ren et al., 2005). In this research the resonant topology has
been successfully used for a 48-V input, 12-V, 500-W output IBC at switching frequency up
to 800 kHz and the 95.5% efficiency achieved. Nevertheless, the resonant IBC approach has
not yet become mainstream in the industry.

5.5 Unregulated IBC Design Challenges

The design of unregulated IBC with self-driven MOSFET rectification has its own challenges
and trade offs. The design goal is to achieve the highest efficiency and power density at the
lowest cost. The challenges include the following:

e High ripple current during transitional states

e Start up problems

¢ Optimal synchronous rectification

e Reverse energy flow and self-oscillation

e Parallel operation issues

¢ Flux balancing of power transformer
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A. Operation at Transitional States

At steady state, an unregulated converter operates at almost 100% duty cycle with very low
output inductor current ripple. However, during soft start or cycle-by-cycle current limiting,
the duty cycle varies from 0% to 100%, which can cause significant ripple increase in the
middle of this range. This ripple can overstress the power stage and limit the start up
capabilities of the IBC, especially when there is a large output capacitance. The output
inductor’s peak-to-peak ripple current, AIL, is defined for the whole duty cycle range with
Equation (8):

AL = Vinx Dx(1- D)

" 2x NtrxLox Fsw’

®)

where Fsw = 1/Tsw is the switching frequency, D = Ton/(0.5 x Tsw) is the duty cycle after
rectification, Ntr = Wpr/Wsec is the transformer’s turns ratio, Wpr is the primary winding
turns, Wsec is the secondary winding turns, Lo is the inductance of the output inductor, and
Vin is the voltage applied to the transformer’s primary winding. Note that duty cycle
calculations and related equations assume a D value between 0 and 1. The following
discussion and plots refer to duty cycle in percent, which is D x 100. The plots in Figure 15
show that the output inductor’s ripple current is very low in the vicinity of D = 0 and 100%,
but can reach 120 A at D = 50%.

140 T T
100 kHz
120 T

AN
/ 200 kHz \
/ \\
/ 500 kHz \
) %/ \&

0 10 20 30 40 50 60 70 80 90 100
Duty Cycle, D (%)
Fig. 15. Output inductor’s ripple current versus duty cycle for Vin =50 V, Ntr = 5, Lo = 0.1
pH, and 100, 200 and 500 kHz switching frequencies in accordance with Equation (8)
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Thus, the size and cost of power stage components, especially of the output inductor,
become significantly higher when this increased transitional ripple and peak current has
been taken into account.

One way to avoid the issue of high ripple current is to use a special frequency control circuit
that limits the output inductor’s ripple current during duty cycle transitions between 0%
and 100%. The desired change in switching frequency over the duty cycle range is



222 Trends in Telecommunications Technologies

Fsw=kxDx(1-D), )

where k is a constant based on circuit implementation. Substitution Equation (9) into
Equation (8) gives the inductor ripple current as

7= Vin . (10)
2x Ntrx Loxk

The result is that the switching frequency changes as the duty cycle changes to maintain the
inductor’s ripple current at a constant value. This idea has been implemented in Texas
Instruments UCC28230/1 controller

(http:/ /focus.ti.com/docs/prod/folders/ print/ ucc28230.html).

A measured plot of the switching frequency change versus the duty cycle is shown in Figure
16. In this case, the nominal switching frequency is set at about 100 kHz.
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Fig. 16. Measured switching frequency versus duty cycle with frequency control circuit

The frequency is maintained constant at steady state operation when the duty cycle is above
90 % or less than 10%. During start up or cycle-by-cycle current limiting, the duty cycle
varies significantly such that the inductor’s ripple current reaches a maximum value at 50 %
duty cycle. The frequency control circuit maintains the maximum frequency at about 420
kHz when the duty cycle is between 30 % and 70 %. The higher frequency significantly
reduces ripple current and allows the output inductor to be approximately 25% of the value
needed without the frequency control circuit. When the frequency control circuit is used,
inductor selection is based on a maximum frequency of 420 kHz at 50% duty cycle instead of
on 100 kHz as it would be without frequency control.

B. Start Up Problems
The ripple increase described in previous section also impacts IBC start up. The inductor’s
ripple current increase during start up may activate the over-current protection circuit,
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possibly causing the converter not to start at all. Increasing the over-current limit threshold
and adding more filtering are not recommended for correcting a start up problem. If a real
over-current or output short circuit occurs, these methods of correction will probably
overstress the converter. To meet reliability and current stress margin requirements for the
power stage components, a much larger output inductor must be selected or the switching
frequency must be increased to reduce the ripple (Figure 15).

To further illustrate the start up issue, the plots in Figure 17 of output voltage versus
average load current are presented based on the following analysis. During the cycle-by-
cycle current limiting, the inductor’s average output current, lout, and converter’s output
voltage, Vout, can be described by Equations (11) and (12):

NirxVinxD  VinxDx(1-D) 11)
Ax Imx Fsw 4x NtrxLox Fsw

Tout = Iolim—

where Iolim is the output current limit and Lm is the primary magnetizing inductance of the
power transformer. For any lout range the output voltage, Vout, can be determined as
follows:

_ (Vin— Iout x Rpr | Ntr)x D
Ntr

Vout — lout x Rsec- (12)

where Rpr is the equivalent series resistance of the power stage primary side, and Rsec is the
equivalent series resistance of the secondary side.
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Fig. 17. IBC start up capability at 75 A current limit threshold and 100-kHz nominal
switching frequency

The plots in Figure 17a show the output voltage versus the average load current at steady
state and during start up operation with cycle-by-cycle current limiting. These plots were
determined after substituting Equation (11) into Equation (12) with the following conditions:
Vin =48 V, Fsw =100 kHz, Ntr =5, Lo = 0.1 pH, Lm = 75 pH, Iolim = 75 A, Rpr=25 mQ and
Rsec=4 mQ.
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Also included in Figure 17a are the load curves for the resistive load of 0.45 Q, a constant
current load of 11.5 A, and a constant power load of 60 W. The constant-resistance and
constant-current load curves are touching the start up Vout versus Iout curve without
crossing it. With the constant-power mode replicating POL regulator behavior, it is assumed
that the POL regulator starts operating and draws current only after Vout exceeds the under
voltage lockout threshold (UVLO) set at 5 V. Until then, the POL regulator does not draw
any current. Thus, the load curves indicate the maximum start up load current of the
converter designed for 60-A nominal output with a current limit set at 75 A. Obviously, the
fold back type of behavior of Vout versus Iout limits the start up capability of this
unregulated IBC. The load curves cross the steady state Vout (upper) plot at 21 A for the
constant-resistance mode, at 11.5 A for the constant-current mode, and at 5 A for the
constant-power mode. The start up performance of the converter is reduced dramatically
because of the inductor’s large ripple current at 50% duty cycle. Without the frequency
control circuit suggested earlier, the only way to override this limitation is to either increase
the output inductance or increase the nominal switching frequency. Either way, power
losses and converter cost increase.

Figure 17b illustrates the advantage of a start-up frequency-control circuit. The conditions
are the same as for Figure 17a except that the converter operates at 420 kHz for most of the
start-up time and at 100 kHz when it reaches the steady-state condition. With the same 0.1-
pH output inductor, the start-up capability is significantly improved over that shown in
Figure 17a where Fsw(max) = 100 kHz.. The load curves cross the steady-state Vout curve at
75 A for constant-resistance mode, at 59.5 A for constant-current mode, and at 32 A for
constant-power mode.

This start-up analysis is based on the assumption that the IBC’s output capacitance is not
very large. Obviously, if the allowable start-up time is short and the output capacitor is
large, an additional current to charge the high capacitance must be taken into account. The
frequency-control circuit increases the average charge current available for start-up even
with a large output capacitor. The average charge current, Ich, for the output capacitor, Cout,
that satisfies the selected soft-start time, tss, can be determined by Equation (13):

Ich = Cout x ﬂ (13)
tss x Ntr

Figure 18 shows the IBC’s average output current required for charging different output
capacitances for the selected soft-start time. These curves do not account for the extra
current drawn by the load. The effects of different output capacitances can be estimated
with and without a frequency-control circuit by comparing the plots in Figs. 17 and 18. With
the frequency-control circuit, a charge current of at least 59.5-A is available per Figure 17b.
A 10-A portion of this current can be used to charge the 10,000-pF output capacitor within
10 ms per Figure 18. The remaining 49.5-A current is available to the load. Without the
frequency-control circuit, the available current per Figure 17a is only 11.5 A. This current is
barely sufficient to charge the 10,000-puF output capacitor within 10 ms. If the load draws
more than 1.5 A in addition to the capacitor’s charge current, the converter will not start
because the over-current protection circuit will be activated due to the large ripple current.
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3 Charge current over soft start time
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Fig. 18. IBC’s required charge current for different output capacitances at selected soft start
time

C. Optimal Synchronous Rectification Technique

For IBCs with a 12-V or lower output voltage, the synchronous-rectification technique is
mandatory to achieve the required efficiency. Compared to Schottky diodes, low-RDS(on)
rectifier MOSFETs can increase IBC efficiency by more than 5%. There are many
publications and patented solutions for how to drive the rectifier MOSFETs. Most designs
can be divided into self-driven, control-driven, and diode-emulator categories.

Classification of synchronous rectification and additional details can be found in Reference
(Miftakhutdinov, 2007). For the unregulated IBC, a self-driven rectification approach that
uses a secondary-side transformer winding (Figure 14) or an additional control winding is
quite popular because of its simplicity. The proper timing in either self-driven or control-
driven synchronous rectifiers is critical to reduce power losses. To avoid overshoot, it is
important that the conducting rectifier MOSFET on the secondary side turn off before the
primary-side MOSFET is turned on. This is achieved by proper OFF-time switching control
of primary-side MOSFETs for half-bridge (Figure 14b) and push-pull (Figure 14c)
topologies. For the full-bridge topology (Figure 14a), the OFF time is specified to be the time
between primary current switching of MOSFETs on one diagonal to MOSFETSs on the other
diagonal. The optimal OFF time, Toff(opt), depends on power-stage parameters and the
load current.

With light loads, the optimal OFF time is longer. This relationship is illustrated in the drain-
source and gate-source switching waveforms of the synchronous-rectifier MOSFETs shown
in Figure 19a for no load and in Figure 19b for nominal current conditions.
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Fig. 19. Secondary side MOSFET rectifier switching waveforms

Optimal switching of rectifier MOSFETS over a wide load-current range is possible when the
OFF time is allowed to increase to some degree at light loads but is kept as short as possible
with nominal loads. A special OFF-time control circuit can be designed to allow the desired
output-current threshold to be set such that the OFF time, Toff, starts increasing and reaches its
maximum at no-load condition (Figure 20). This increase can be implemented in a linear
manner as shown in Figure 20a, or as a step function with hysteresis as shown in Figure 20b.
The method can vary depending on the specific design and application. Texas Instruments’
specialized UCC28230/1 bus-converter controller implements a comparator based approach
as shown in Figure 20b. This controller has dedicated pins (OS and OST) to allow
programming of the nominal OFF time, Toff, and the output current threshold so the OFF time
steps up to the new Toff(inax) value at the desired current level. The gray area designated
“Tclamp” in Figure 20 represents the time when both rectifier MOSFETs are turned off. The
purpose of Tclamp is to prevent reverse energy flow, which is described in detail in the
following Section D.

Toft Torr wax at light load = 5 x Toff opt for
o «— Toff at no load = 5 x Toff opt for 20% Toff _~ 20% Off Time Control Threshold
Off Time Control Threshald : Td Hysteresis = lyyst X R1 x R2 / (R1+R2)
Off Time Control Threshold __4 Off Time Control Threshold