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Preface

The evolution of solid-state circuit technology has a long history within a relatively
short period of time. This technology has leaded to: the modern information society that
connects us and tools; a large market; and, many types of products and applications. The
solid-state circuit technology continuously evolves via breakthroughs and improvements
every year. This book is devoted to review and present novel approaches for some of the
main issues involved in this exciting and vigorous technology.

The book is composed of 22 chapters, written by authors coming from 30 different
institutions located in12 different countries throughout the Americas, Asia and Europe.
Thus, reflecting the wide international contribution to the book.

Low power consumption is becoming a paramount issue for modern integrated circuits,
motivated by the huge integration level of modern electronics. In addition, the need for
power-aware applications such as mobile electronics, RFIDs, implantable medical devices
and smart sensor network motivates the development of low power consumption hardware.
Circuit design techniques that aim for reduced power consumption are treated in the first
two chapters. Accurate device modeling is essential for IC design and the models are
constantly adapted to take into account smaller dimension effects. This subject is treated in
chapter 3, focusing on the saturation mechanisms. Thermal noise and process variations
affect the performance, yield and minimum bias voltage or power consumption of the
circuits. These issues are the subjects of chapters 6 to 8.

The new and future CMOS technologies with constantly decreasing dimensions require
new solutions to: reduce gate leakage; increase gate capacitance per area; reduce the sub-
threshold slope; and increase transconductance, among other issues. These solutions have
lead to new transistor structures, high-k dielectrics and metal gates. Critical technological
innovations covering these solutions are presented in chapters 7 to 9.

Interconnects represents another critical issue in IC technology. A large part of the total
die area is represented by interconnects having a large effect on the performance and
reliability of the circuits. Carbon nanotubes are considered a promising material for
interconnects. The modeling of interconnects as transmission lines and, in addition, the use
of inductive-coupling links between chips are considered. Chapters 11 to 15 cover such
important issues.

Microelectromechanical systems (MEMS) is a complementary field to integrated
circuits. MEMS use similar materials and the same technology platforms. Furthermore,
MEMS can be integrated in the same die of the electronic circuit for the case of smart sensors



\

and actuators or MEMS can be integrated in the same package, as in a system in package
approach. MEMS are essential for many existing applications. Moreover they are going
through progressive evolution leading to new devices and new applications for all kind of
automatization and sensor networks. Progress in materials, techniques, devices, interface
circuits and packaging for MEMS are presented in the final 7 chapters of the book.

The broad range of subject presented in the book offers a general overview of the main
issues in modern solid-state circuit technology. Furthermore, the book offers an in dept
analysis on specific subjects for specialists. We believe the book is of great scientific and
educational value for many readers.

I am profoundly indebted to the support provided by all of those involved in the work.
First and foremost I would like to acknowledge and thank the authors that worked hard and
generously agreed to share their results and knowledge. Second I would like to express my
gratitude to the Intech team, that invited me to edit the book and give me their full support
and a fruitful experience while working together to combine this book.

Editor

Jacobus W. Swart
Center of Technology for Information Renato Archer- CTI, Campinas, SP,
Brazil
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CMOS Voltage and Current Reference Circuits
consisting of Subthreshold MOSFETs

— Micropower Circuit Components for Power-aware LS| Applications —

Ken Ueno
Hokkaido University

Japan

1. Introduction

The development of ultra-low power LSIs is a promising area of research in
microelectronics. Such LSIs would be suitable for use in power-aware LSI applications such
as portable mobile devices, implantable medical devices, and smart sensor networks [1].
These devices have to operate with ultra-low power, i.e., a few microwatts or less, because
they will probably be placed under conditions where they have to get the necessary energy
from poor energy sources such as microbatteries or energy scavenging devices [2]. As a step
toward such LSIs, we first need to develop voltage and current reference circuits that can
operate with an ultra-low current, several tens of nanoamperes or less, i.e., sub-microwatt
operation. To achieve such low-power operation, the circuits have to be operated in the
subthreshold region, i.e., a region at which the gate-source voltage of MOSFETs is lower
than the threshold voltage [3; 4]. Voltage and current reference circuits are important
building blocks for analog, digital, and mixed-signal circuit systems in microelectronics,
because the performance of these circuits is determined mainly by their bias voltages and
currents. The circuits generate a constant reference voltage and current for various other
components such as operational amplifiers, comparators, AD/DA converters, oscillators,
and PLLs. For this purpose, bandgap reference circuits with CMOS-based vertical bipolar
transistors are conventionally used in CMOS LSIs [5; 6]. However, they need resistors with a
high resistance of several hundred megaohms to achieve low-current, subthreshold
operation. Such a high resistance needs a large area to be implemented, and this makes
conventional bandgap references unsuitable for use in ultra-low power LSIs. Therefore,
modified voltage and current reference circuits for lowpower LSIs have been reported (see
[7]-[12], [14]-[17]). However, these circuits have various problems. For example, their power
dissipations are still large, their output voltages and currents are sensitive to supply voltage
and temperature variations, and they have complex circuits with many MOSFETs; these
problems are inconvenient for practical use in ultra-low power LSIs. Moreover, the effect of
process variations on the reference signal has not been discussed in detail. To solve these
problems, I and my colleagues reported new voltage and current reference circuits [13; 18]
that can operate with sub-microwatt power dissipation and with low sensitivity to
temperature and supply voltage. Our circuits consist of subthreshold MOSFET circuits and
use no resistors.
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The following sections provide overviews of previous reported low-power reference circuits
and a detailed explanation of our circuits. Section 2 describes the subthreshold current of
MOSFETs and shows the temperature and process sensitivity of the current with a SPICE
simulation. Section 3 describes the principle of conventional voltage and current reference
circuits based on bandgap reference circuits. Sections 4 and 5 explain the operation principle
of the reported voltage and current reference circuits and show the characteristics of
prototype devices we made using 0.35-ym standard CMOS process technology. Finally,
concluding remarks are presented in Sect. 6.

2. Subthreshold region (or weak inversion region) of MOSFETs

When the gate-source voltage of a MOSFET is lower than the threshold voltage,
subthreshold current can be obtained. The subthreshold current through a MOSFET is an
increasing exponential function of the gate-source voltage, and the current value is on the
order of nanoamperes. Moreover, the subthreshold current is sensitive to temperature and
process variations. The temperature and process characteristics of the subthreshold current
are analyzed as follows.

Figure 1 shows the measured transfer curves of an nMOSFET in 0.35-um CMOS process at
different temperatures from -20 to 100°C. The drain-source voltage was set to 1 V. The
threshold voltage is about 0.5 V in this device. The subthreshold drain current Ips of a
MOSFET is an exponential function of the gate-source voltage Vs and the drain-source
voltage Vpsand is given by

Ves —V, Vv,
I,s =Kl exp GSTH} 1—exp(—D5] , )
DS 0 [ T]VT VT

Iy = uCox(n _1)VT2

10'4 T T T T T T T T T
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Fig. 1. Measured transfer curves of nMOSFET as a function of gate-source voltage Vs at
different temperatures.
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where K is the aspect ratio (=WW/L) of the transistor, y is the carrier mobility, Cox is the gate-
oxide capacitance, Vr(=kgT/q) is the thermal voltage, kg is the Boltzmann constant, T is the
absolute temperature, and g is the elementary charge, Vry is the threshold voltage of a
MOSFET, and # is the subthreshold slope factor [3], [19]. For Vps > 0.1 V, current Ips is
independent of Vpsand is given by

I, =KI, exp[VGS_VmJ. @
nvr

The temperature dependence of the threshold voltage Vry and the mobility y of MOSFET
can be given by

Vi = Vino — T, ®3)

w(T)= (T )(T / Ty)™ “)

where i(To) is the carrier mobility at room temperature To, m is the mobility temperature
exponent, Vo is the threshold voltage at 0 K, and « is the temperature coefficient of Vry
[20].

The temperature coefficient (T.C.) of the subthreshold current with fixed gate-source voltage
is given by

1 dlys
I, dT

TC.=

_ldu, 14V 1
wdT VAT exp((Ves ~ Vi) /1V7)

d
EQXP((VGS V) /nVy)

= 2_m+K_(VGS_VTH)/T
T nVr '

©)

Process variations can be classified into two categories: i.e., within-die (WID) (intra-die)
variation and die-to-die (D2D) (inter-die) variation [21]-[23]. The WID variation is caused by
mismatches between transistor parameters within a chip and affects the relative accuracy of
the parameters. In contrast, the D2D variation affects the absolute accuracy of transistor
parameters between chips.

The process dependence of the subthreshold current can be expressed by

Ay _ 1 (alps a1 o Avmj _Du AV ©
I ou OV uo nv;

DS I DS

The mobility variation Ay is generally smaller than the threshold voltage variation AVry, so
the current depends mainly on AVry.

Figure 2 shows the simulated subthreshold current with fixed gate-source voltages, obtained
with a SPICE simulation with a set of 0.35-um standard CMOS process. Current operating in
the strong inversion region is also plotted for comparison. Fixed gate-source voltages were
set to Vry-0.2 V (weak inversion), and Vy+0.2 V (strong inversion), respectively. Although
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Fig. 2. (A). Simulated drain currents as a function of temperature. Fixed gate biases were set
to Vrp-0.2 V (weak inversion), and Vry+0.2 V (strong inversion). (B). Drain currents as a
function of D2D threshold voltage variation AVrg, as obtained from Monte Carlo simulation
of 300 runs.

the current in the strong inversion region has a small temperature dependence (0.5%/°C),
the subthreshold current has a large temperature dependence (3% /°C), as shown in Fig. 2-
(A). Figure 2-(B) shows the simulated subthreshold current as a function of the threshold
voltage variation AVry, as obtained from Monte Carlo simulation of 300 runs, assuming
both die-to-die (D2D) variation (e.g., AVrh, Ay, ATox, AL, AW) and within die (WID)
variation (e.g., Ovyy, 0y, OTox 0L, Ow) in transistor parameters [21; 22; 23]. Each open circle and
square show Ips for a run. The subthreshold current depends strongly on the threshold
voltage variation (2.5%/mV) in comparison with the strong inversion current (0.8%/mV).
Therefore, the subthreshold current is strongly dependent on temperature and process
variations. In circuit designs, the process sensitivity of the subthreshold current has to be
reduced by using large-sized transistors [23] and various analog layout techniques [24]. On
the other hand, the exponential behavior and the high sensitivity to temperature of the
subthreshold current can be used to compensate for temperature variation of a constant
voltage, such as voltage reference circuits.

3. Voltage and current references based on bandgap reference circuits

Bandgap voltage reference circuits are widely used as voltage references. Figure 3 shows
conventional bandgap voltage reference circuits [5],[6]. The circuits generate reference
voltages independent of the process, supply voltage, and temperature, and consist of the
MOSFET circuits, substrate pnp bipolar transistors, and resistors. The operation principles
are as follows.
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Fig. 3. (A). Conventional bandgap voltage reference circuit [5]. (B) Sub-1-V output bandgap
voltage reference circuit [6] and current reference circuit [25].

3.1 Operation as voltage reference circuit
The collector current Ic of the bipolar transistor is given by

I. =KI; exp[“//g"‘] (7)

T

where K is the transistor size, Isis the saturation current, and Vggis the base-emitter voltage [5].
In the circuit in Fig. 3-(A), the operation current Ip is determined by the bipolar transistors
Q1 and Q. with different transistor sizes and the resistor Ry, and is given by

Ip — VBEl - VBEZ — VT ln(Kz / Kl)_ (8)
R, R,

The current Ip is proportional to absolute temperature (PTAT). The resistor R, and the
transistor Q3 accept the current through the current mirror circuit and produce the output
voltage, which is given by

Vier = Vigs + IpRy = Vigy + %VT In(K, / K;). ©)
1

Equation (9) shows that Vrrr can be expressed as a sum of the base-emitter voltage and
thermal voltage scaled by the resistor ratio. Because Ve has a negative T.C. and Vrhas a
positive T.C., output voltage Vrer with a zero T.C. can be obtained by adjusting the resistor
ratio. The reference voltage is based on the bandgap energy of silicon, which is about 1.25 V.
Banba et al. proposed a modified bandgap voltage reference circuit as shown in Fig. 3-(B).
The circuit generates sub-1-V reference voltage. The operation currents Iy and I are given by

I = VBEl _VBEZ — VT ln(Kz /Kl) I = VBEl . (10)
! R1 Rl ’ ? Rz

The resistor Rs accepts the current Irer(=I1+12) through a current mirror circuit and produces
output voltage, so the output voltage can be expressed as
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R R
Vier = Lnee R, = R74VBE1 + R74VT In(K, / K;). (11)

2 1

Therefore, adjusting the resistor ratio, the circuit generates sub-1-V reference voltage that is
independent of temperature.

3.2 Operation as current reference circuit

The circuit as shown in Fig. 3-(B) can be used as a current reference generator [25]. The
temperature dependence of resistors is given by R = Ro(1+ oT), where Ry is the resistance
value at absolute zero temperature, and « is the temperature coefficient of the resistor.
Because Vprand AVpr(=Vpe1 — Vae2) have a negative and a positive temperature dependence,
respectively, the temperature dependences can be expressed simply by Vpe=Vpro(1l — AT)
and AVpe=BT, where A and B are the T.C. of Vpr and AV3g, respectively, and Vpgo is the
baseemitter voltage at absolute zero temperature. Therefore, the reference current
Irer(=h+D) is given by

AVi Vi o BT Vi (1-AT)

R, R, R,(1+aT) Ry@1+eaT)

Ipgp =1 +1, =

_ 1 VBEUl _ —a
=~ (BT)(1-aT)+ ~E2L(1 - AT)(1 - aT)

01 02
1 VBEOl

o (BT)+ =21~ (A + a)T). 12)
01 02

The left and right terms in Eq. (12) have negative and positive temperature dependence,
respectively. Therefore, adjusting the appropriate resistor values, the circuit generates a
reference current that is independent of temperature.

These circuits generate stable reference voltages and currents. However, the power
dissipations of these circuits are too large (from 5 to 500 yW), so they need resistors with a
high resistance of several hundred megaohms to achieve low-current, sub-microwatt
operation. Such high resistance needs a large area to be implemented, and this makes
conventional bandgap references unsuitable for use in ultra-low-power LSIs.

4. Overview of low-power voltage reference circuits

To achieve ultra-low-power operation and small area, modified voltage reference circuits
without bipolar transistors have been reported (see [12]-[18]). These circuits consist of
CMOS circuits that operate in the strong inversion and the subthreshold regions of
MOSFET. The circuits generate a reference voltage that is independent of temperature and
supply voltage. The next sections provide an overview of the reported low-power voltage
reference circuits.

4.1 Voltage references based on AVg

Figure 4 shows voltage reference circuits based on the difference between the gate-source
voltages of (A) two nMOS transistors, and (B) nMOS and pMOS transistors as reported by
Song et al. [7] and Leung et al. [8], respectively. All MOSFETs operate in the strong inversion
region.
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Fig. 4. Voltage reference circuits based on difference between gate-source voltages of (A)
two nMOS transistors [7], and (B) nMOS and pMOS transistors [8].

The drain current Ips that operates in the strong inversion, saturation region can be
expressed as

Ins = %(VGS Vi) (13)

where K is the aspect ratio of the transistors, and (= jCox) is the current gain factor.
The circuit in Fig. 4-(A) consists of M and M, with different threshold voltage devices. The
reference voltage is given by

Vier = Ves1 = Veso

21 1 1
= (Viyor =&T) = (Viyyeo —6T) + 73 [Kl - KzJ

* Vo = Vinoo- (14)

A low bias current I is used so that the temperature dependence of £ can be ignored.
Therefore, the reference voltage based on the difference between the threshold voltages can
be obtained. However, the circuit requires a multiple-threshold voltage process, and, to
cancel the temperature dependence of the reference voltage, the process must be controlled
carefully so that the temperature coefficients x of the two threshold voltages have the same
value in each MOSFET.

Figure 4-(B) shows another voltage reference circuit based on the difference between the
gate-source voltages of nMOS and pMOS transistors using a standard CMOS process. The
reference voltage is given by

R
Vier = [1 + le Vosn = Vosp- (15)

2

Therefore, adjusting the resistor ratio and the transistor sizes, the temperature dependence
of the threshold voltages can be canceled, while the temperature dependence of the
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mobilities can be canceled only at room temperature. Consequently, the T.C. of the output
voltage will be degraded for a wide temperature range. As reported in [8], a measured T.C.
of 36.9 ppm/°C and a power dissipation of 30 yW were obtained. However, the power
dissipation is still too large for use with sub-microwatt operation. To reduce the power
dissipation, the circuit requires resistors with high resistance.

4.2 Voltage references operating in the strong inversion region of MOSFETs

Vita et al. proposed a voltage reference circuit consisting of transistors M3-Mjg operating in
the strong inversion region, and M; and M; operating in the subthreshold region as shown
in Fig. 5-(A) [9]. In this circuit, the gate-source voltages for the four MOSFETs (M; through
My) form a closed loop, so we find that Vgss + Visi = Vasa + Vs, ie.,

nVrIn(K, /K1)=\/215 /K4ﬁ_\/213 / K. (16)
Therefore, the bias current Iz can be expressed by
2
K K
Iy = f n*Vin*(K, /K1){\/73] . 17)
; N

Transistors Ms-Ms accept the current Iz and generate the output voltage. Most of the bias
current Iz must flow through My and Ms rather than through Ms and Mg to compensate for
the temperature dependence of the mobility y. Therefore, the output voltage can be given by

21,1 1 K 1
Vier = Viss + Vioss = Vs = Vi + I [m(l + KEJ _\/E]

=V, + 7V, In(K, / K, f\@/»[l[“\/?]_l]’ (18)

Ky

JK;

Fig. 5. Voltage reference circuit (A) operated in the strong inversion region [9], and (B) based
on peaking current mirror circuit [10].
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Because Vrpin Eq. (3) has a negative T.C. and Vrhas a positive T.C., output voltage Vrer
with a zero T.C. can be obtained by adjusting the size of the transistors.

As reported in [9], a measured T.C. of 12 ppm/°C and a power dissipation of 0.12 yW were
obtained. Although the operation current of the circuit is on the order of nanoamperes,
transistors M3-Ms operate in the strong inversion, saturation region. So, designs with careful
transistor sizing are required for operation in each of the regions in MOSFETs.

4.3 Voltage references operating in the subthreshold region of MOSFETs

Cheng et al. developed a voltage reference using a peaking current mirror circuit as shown
in Fig. 5-(B) [10]. All MOSFETs operate in the subthreshold region. The circuit forms a
closed loop, i.e., Vigs1 = Vigsa— IzRo, so the bias currents I can be expressed by

I,= Vass = Vesr _ 1V In(K, /Kz) (19)
R, R,

The output voltage is given by

Vier = Vis2 + IR,

R
=V +R7177VT In(K; / K,). (20
2

Because Vs and Vrhave a negative and a positive T.C., respectively, output voltage Vrer
with a zero T.C. can be obtained by adjusting the resistor ratio. As reported in [10], a
measured temperature coefficient of 62 ppm/°C and a power dissipation of 4.6 yW were
obtained.

Huang et al. proposed a voltage reference circuit based on subthreshold MOSFETs [11] as
shown in Fig. 6. The bias currents I; and I are given by

I = Viss = Veso _ 1Vr In(K, /Ks)/ I,= Vs _&11- 1)
R, R, R, K

Therefore, the output voltage can be expressed by

K K
V.. =|=1p +=1] IR
REF [K7 1 K2 Zj 3
K, R, K,, KK, )R,
=18y 4| S0 DS 158 ay (K, /K. 22
K, R, “® | K, KK, RZUT (K /K5) 2)

Because Vs has a negative T.C. and Vrhas a positive T.C., output voltage Vrer with a zero
T.C. can be obtained by adjusting the resistor ratio and the transistor sizes. As reported in
[11], a measured temperature coefficient of 271 ppm/°C and a power dissipation of 3.3 yW
were obtained. In the circuits as shown in Figs. 5-(B) and 6, however, the power dissipations
are still large. To achieve sub-microwatt operation, these circuits require resistors with a
high resistance of several hundred megaohms.
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Fig. 6. Voltage reference circuit operated in the subthreshold region [11].
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Fig. 7. Voltage reference circuit operated in the strong inversion and subthreshold regions
using high-Vry devices [12].

Vita et al. proposed a voltage reference circuit using two different threshold voltage devices
as shown in Fig. 7 [12]. Transistors M; and M; with high-Vry devices are operated in the
subthreshold region, and M»and M, are operated in the strong inversion region. From Vgs1 =
Vies2and Visz = Visy, ie.,

I 21
V., +qVin| i |=v 4 |22
TH, YT H(KJOJ TH K5
I, ) _ 21,
VTHHIGH + TIVT In [I%] = VTH @. (23)

Therefore, the output load current I can be expressed as
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772VT211’12(K3 /K,). (24)

I = K4ﬂ
’ 2(VK4 /Kz _1)2

Transistor Mipaccepts the current I, and the output voltage can be given by

21
Vier = Viy + szﬂ
JK. /K
=V + Ve In(K; / K,) L (25)

JK, /K, -1

Because Vry has a negative T.C. and Vrhas a positive T.C., output voltage Vrer with a zero
T.C. can be obtained by adjusting the size of the transistors.

As reported in [12], a measured T.C. of 10 ppm/°C and a power dissipation of 0.036 yW
were obtained. However, the circuit requires a high-Vry devices.

4.4 Voltage references consisting of subthreshold MOSFETs

Figure 8 shows our voltage reference circuit, which consists of a current source subcircuit
and a bias-voltage subcircuit [13]. The current source subcircuit is a modified f multiplier
self-biasing circuit that uses a MOS resistor Mg; instead of ordinary resistors. All the
MOSFETs except for Mr; operate in the subthreshold region. MOS resistor Mg; is operated in
a strong-inversion, deep-triode region. The circuit generates two voltages, one with a
negative T.C. and one with a positive T.C., and combines them to produce a constant
voltage with a zero T.C..

In the current source subcircuit, the current Ip is determined by two transistors M; and My,
and the MOS resistor Mr1. The current Ipis given by

R1
= K1 Cox (Vigr = Vi )Vr In(K, / K,). (26)

In the bias-voltage subcircuit, the gate-source voltages (Vgss through Vgs7) of the transistors
form a closed loop [26], and the currents in Myand Mg are 3Ip and 2Ip. Therefore, we find that
output voltage Vrerof the circuit is given by

VREF = VGS4 - VGSS + Vcse - Vcss + VGS7

=Vess +1Vr 1n{ 2KKs J
KK,
31 2K.K
=V +nV.In| —2 |+nV.In &5 27
™ TV (Kﬂgj nve [K5K7J (27)

where we assume that the mismatch between the threshold voltages of the transistors can be
ignored. Equation (27) shows that Vrercan be expressed as a sum of the gate-source voltage
Viss and thermal voltage Vr scaled by the transistor sizes. Because Vry in Eq. (3) has a
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Fig. 8. Schematic of our voltage reference circuit [13]. All MOSFETs are operated in
subthreshold region, except for MOS resistor Mr;, which is operated in strong-inversion,
triode region.

negative T.C. and Vr has a positive T.C., output voltage Vrer with a zero T.C. can be
obtained by adjusting the size of the transistors.
On the condition that Vrer— Vrno < «T and #Vr < «T, the T.C. of Vrercan be rewritten as

WVeer k) wmln[KJ , (28)
dT q ky(n-1) K, KK, K,

Therefore, a zero T.C. voltage can be obtained by setting the aspect ratios K; in accordance
with T.C.=0 (i.e., Eq. (28)=0). From Egs. (27) and (28), we find that

Vier = Vino- (29)

This shows that the circuit generates a voltage equal to the threshold voltage of MOSFETs at 0 K.
Using Egs. (26) and (29), we can express current Ipas

1

I, = K uCoxkTnV, ln(?} (30)

The current is determined only by the aspect ratios (Ki, Kz, and Kg1) and the temperature
coefficient (x) of the threshold voltage of MOSFETs, and it is independent of the threshold
voltage Vrp, so the current Ip is less dependent on process variations as shown in the next
section. The T.C. of the current can be given by

Ldl, ldu 1dT 1dV, _2-m

I, dT  wpdT TdT V., dT T

(31)

The value of m is about 1.5 in standard CMOS process technologies, so current Ip has a
positive T.C. and increases with temperature.
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Fig. 9. (A). Average output voltage as a function of D2D variation AVt of threshold voltage,
as obtained from Monte Carlo simulation of 300 runs. Output voltage shows a linear

dependence on threshold voltage (A V,,, /AVry~1). (B). Distribution of output voltage, as
obtained from Monte Carlo simulation.

4.4.1 Simulation and experimental results

We demonstrated the operation of our circuit with the aid of a SPICE simulation using a set
of 0.35-ym standard CMOS parameters and assuming a 1.5-V power supply. To study the
dependence of the output voltage on process variations, we performed Monte Carlo
simulations assuming both D2D variation (e.g., AVry, Ay, ATox, AL, AW) and WID variation
(€.8., Ovus Oy, OTox, 0L, Ow) in transistor parameters.

The results for 300 runs are depicted in Fig. 9. Figure 9-(A) shows the dispersion of Vrer
from the average value (Vg ) of Vrer from -20 to 80°C as a function of D2D threshold-
voltage variation AVry. Each open circle shows V,,,. for a run. As expected from Eq. (29),
Vrer varies significantly with each run in a range from 0.75 to 0.95 V; this reflects the
variation in transistor parameters for each run. The value of V., depends linearly on AVry
because the circuit produces the voltage equal to the 0-K threshold voltage of MOSFETs.
Figure 9-(B) shows the distribution of V. . The average of V,,, was 840 mV, and the
standard deviation was 60 mV. The coefficient of variation (0/u) was 7%, including D2D
and WID variations.

We fabricated a prototype chip, using a 0.35-ym, 2-poly, 4-metal standard CMOS process.
Figure 10-(A) shows measured output voltage Vrrras a function of temperature with supply
voltage Vpp as a parameter. Almost constant voltage was achieved. The average of the
output voltage was 745 mV. The temperature variation was 0.48 mV in a temperature range
from -20 to 80°C, so the temperature coefficient was 7 ppm/°C. The line regulation was 20
ppm/V in the supply range of 1.4 to 3 V.

Figure 10-(B) shows measured current Ip as a function of temperature with power supply
voltage as a parameter. The current Ip was about 36 nA at room temperature and reached the
maximum of 39 nA at 80°C. The power dissipation of the circuit with a 1.5-V power supply
was 0.32 yW at room temperature and varied from 0.28 to 0.35 yW at temperatures from -20
to 80°C. The temperature variation of the power dissipation was 0.2% /°C.
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Fig. 10. (A). Measured output voltage Vreras a function of temperature, with various supply
voltages. Temperature coefficient was 7 ppm/°C and the supply regulation was 20 ppm/ V.
(B). Measured current Ipas a function of temperature for different supply voltages.

Table I summarizes the characteristics of our circuit [13] in comparison with other low-
power CMOS voltage references reported in [8]-[12]. Our device is comparable to other
circuits in power dissipation, PSRR, and chip area, and it is superior to others in T.C. and
line sensitivity. Our circuit is therefore useful as a voltage reference for power-aware LSIs.

This work [13] JSSC ’03 [8] VLSI Symp. [9]
Process 0.35-um, CMOS 0.6-um, CMOS 0.35-um, CMOS
Temperature range -20-80°C 0-100°C 0-80°C
Vbp 14-3V 14-3V 15-43V
VREF 745 mV 309 mV 891 mV
Power 0.3 uW(@1.4V) 29 uyW(@3'V) 0.12 yW(@1.5V)
Room temp. Max. temp. Room temp.
T.C. 7 ppm/°C 36.9 ppm/°C 12 ppm/°C
Line regulation 20 ppm/V 800 ppm/V 4600 ppm/V
PSRR —45 dB(@100 Hz) | —47 dB(@100 Hz) | -59 dB(@100 Hz)
Chip area 0.055 mm? 0.055 mm? 0.015 mm?
Elec. Lett. 05 [10] TCAS-II [11] JSSC 07 [12]
Process 0.35-um, CMOS 0.18-um, CMOS 0.35-um, CMOS
Temperature range 0-70°C 20-120°C 0-80°C
Vbp 14-3V 0.85-25V 09-4V
VREF 579 mV 221 mV 670 mV
Power 4.6 yW(@2'v) 3.3 uW (@0.85V) | 0.036 yW (@0.9 V)
N.A. Average Room temp.
T.C. 62 ppm/°C 271 ppm/°C 10 ppm/°C
Line regulation 6700 ppm/V 9000 ppm/V 2700 ppm/V
PSRR -84 dB(@1 kHz) N.A. —47 dB(@100 Hz)
Chip area 0.126 mm? 0.24 mm? 0.045 mm?

Table 1. Comparison of reported low-power CMOS voltage reference circuits
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4.4.2 Discussion

Our circuit has several possible applications. The output voltage of our circuit can be used
as a monitor signal for the D2D process variation in MOSFET threshold voltage because the
output voltage is equal to the 0-K threshold voltage of MOSFETs in an LSI chip and is
linearly dependent on the Vry variation, as shown in Fig. 9-(A). This output voltage can be
used to compensate for the threshold voltage variation in LSI chips. For example, consider
the application to a reference current source. The process variation of the current I flowing
in the circuit as shown in Fig. 8 (see Eq. (30)) can be expressed as

Al _1 %A,u+ ol ACOX+%A1<
I, I,\ou = aCyy oK

_Au ACy Ak

32
uo Cox K 2

The current is independent of the threshold voltage variation. Although the current depends
on the variation of the mobility Apu/u, gate-oxide capacitance ACox/Cox, and the
temperature coefficient of the threshold voltage Ax/«, these variations are far smaller than
the threshold voltage variation.

This way, the circuit can be used as an elementary circuit block for on-chip D2D process
compensation systems, such as process- and temperature-compensated current references
[27].

5. Overview of low-power current reference circuits

Current references with nanoampere-order currents are required to ensure circuit operation
that is stable and highly precise, because power dissipation and performance of circuits are
determined mainly by their bias currents. Nanoampere-current references for ultra-low-
power LSIs have been reported in several papers [13]-[15]. The next sections provide an
overview of the reported nanoampere current reference circuits.

5.1 Current references based on weak and strong inversion regions of MOSFETs
Sansen et al. developed a current reference circuit without resistors as shown in Fig. 11 [14].
Transistors M>-Mi1 operate in the subthreshold region, and M; and M, operate in the strong
inversion region. The gate-source voltages of M1-Miz form a closed loop, so we find that

VGSl = VGS]2+VGS‘10_VG511+VGSS_ GS9+VGSG_VGS7+VGS4_VGS5+VGSZ_VGS3' (33)

Assuming that the body effects of M>-Mypare ignored, the output current Irgris given by

IREF - ﬂnzvlenz[lzo . K11K9K7K5K3 ][ KlKlz j (34)
2 K10K8K6K4K2 Klz - Kl

The T.C. of the reference current is given by

_ 1l _ldp 14V _2-m

- 2 (35)
Iggr AT pdT V7 4T T
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Fig. 11. Simplified schematic of current reference circuit without resistors [14]. Transistors
M>-My; are operated in the subthreshold region, and M; and M, are operated in the strong
inversion region.

In a standard CMOS process, the mobility temperature exponent m is 1.5. Therefore, the
output current has positive temperature dependence. As reported in [14], a measured
temperature coefficient of 375 ppm/°C and a power dissipation of 10 yW were obtained, but
the power dissipation is still large for use with sub-microwatt operation. Additionally,
although the bias current of transistors M>-Mj1 and Mi, Mix have the same value,
nanoampere-order current, each transistor operates in a different region of the MOSFET. So,
designs with careful transistor sizing and transistor matching are required.

5.2 Current references based on square root circuit

Lee et al. proposed a current reference circuit based on a square root circuit as shown in Fig.
12 [15]. Transistors Mi-My operate in the subthreshold region, and other transistors operate
in the strong inversion region. The gate-source voltages for the four MOSFETs (M; through
M,) form a closed loop, so we find that Vgs1 +Ves2 = Viess +Vigss. From the translinear

principle [26], we can obtain
K,K
IREF=1/K:IK;1 I - 1. (36)

Current [; is determined by the gate-source voltages of Ms, Ms, and My. We find that Vesy +
Viess= Vpp — Viss, so current I; can be given by

- ﬁ(VDD - 3VTH )2
L 2(1+2 K, /K, ) 57)

where K¢=K7is assumed.

The fmultiplier self-biasing circuit consisting of Mis-My9 and a resistor R generates current
I>. From Vigsis = Vigsis + IR, current I is given by

Iz=§(l_\/K1s /Kle)Z' (38)

From Egs. (36), (37), and (38), the output current can be rewritten as
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Fig. 12. Current reference circuit based on square root circuit [15]. Transistors Ms-Mi»
generate [;, and transistors Mi3-Myo generate Io.

(39)

REF

— K3K4 .1_\/K18 /K16 'VDD_3VTH
KK, 1+2 K, /K, R

Resistor R is an on-chip diffusion resistor, so the temperature dependence of the resistor is
given by R = Ro(1 + aT), where Ry is the resistance value at absolute zero temperature, and «
is the temperature coefficient of the resistor. The T.C. of the output current can be expressed by

i dIREF
Iner dT

=(1+aT)i[ 1 ]+ 1 d(Vyp —3Ve)
dT\1+aT) (V,,-3Vy,)  dT

TC.=

e %k
1+a V,, -3V,

(40)

As reported in [15], a measured T.C. of 230 ppm/°C was obtained. From Egs. (39) and (40),
however, the absolute value of the current and the T.C. depend strongly on the supply
voltage Vpp and the threshold voltage Vry.

5.3 Current references based on self-biasing technique without resistors

Figurel3-(A) shows a g multiplier self-biasing circuit [31]. The circuit has a simple
configuration and generates a PTAT current. However, the circuit requires large resistance
of the resistor to reduce the operation current. To solve this problem, Oguey et al. developed
a modified g multiplier self-biasing circuit that uses a MOS resistor, M3, instead of ordinary
resistors as shown in Fig. 13-(B) [16]. The gate-source voltage for MOS resistor Mj; is
generated by a diode-connected transistor M. Transistors M; and M, operate in the
subthreshold region. MOS resistor Mg operates in a strong-inversion, deep-triode region,
and the diode-connected transistor My operates in the strong-inversion, saturation region.
The drain currents Iz and Iy in M3 and M, are given by

Iy = K, B(Vis = Vi )Voss (41)
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Fig. 13. (A). f-multiplier self-biasing circuit [31]. (B). Current reference circuit based on self-
biasing circuit without resistors [16]. Transistors M; and M» operate in the subthreshold
region, M3 operates in the strong inversion, triode region, and M, is operated in the strong
inversion, saturation region.

I, = %(VGS - VTH)Z' 42)

The gate-source voltages of transistors M3 and My have the same value, so the output current
can be expressed by

21 2K2B
1 =K ﬂ REF V.= 3
REF 3. K4ﬂ DS K4

UZVTZIHZ(KZ /Ky)- (43)

The temperature coefficient of the reference current is given by

1 dlyy i 1dVE_2-m

T.C.= .
Iy dT  wdT V24T T

(44)
Therefore, the output current has positive temperature dependence. In other words, the T.C.
of the current will never be zero. As reported in [16], a measured temperature coefficient of
1100 ppm/°C was obtained. Note that the transistors M;-M», M3 and M, operate in different
regions of the MOSFET with the same current value, which is on the order of nanoamperes.
So, designs with careful transistor sizing and transistor matching using large-sized
transistors are required.

5.4 Current references consisting of subthreshold MOSFETs

Figure 14 shows the current reference circuit we proposed [18]. The circuit consists of a bias-
voltage subcircuit and a current-source subcircuit. The bias-voltage subcircuit is a modified
£ multiplier self-biasing circuit as reported in [16]. Bias voltage Vp for MOS resistorM; is
generated by a diode-connected transistor My. The current-source subcircuit accepts bias
voltage Vp and generates reference current Ioyr that is independent of temperature and
supply voltage. All MOSFETSs operate in the subthreshold region except for M3 and M.
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Bias-voltage subcircuit Current-source subcircuit
Fig. 14. Schematic of our current reference circuit [18]. All MOSFETs operate in the
subthreshold region except for Msand M.

The current Ip is determined by the gate-source voltages of M and M», and the drain-source
voltage of M3, so, we arrive at expression

VD53

I, =
B RM

3
= KyuCox (Vs = Vi )Vr In(K, / K)) (45)
for current Iz. Diode-connected transistor My operates in the strong inversion and saturation

regions. Its drain current Iz is given by

- KitlCor (Ve = Vi) (46)

i
B 2

Because current I of Mz is equal to Igof My (i.e., Eq. (45) = Eq. (46)), Vsis given by

2K
VB = VTH4 + K7377VT ln(Kz / Kl)' (47)

4

Output current Ioyr through transistor Mscan be given by
lour =Kil, p(VVV] (18)
vy

The source voltage Vpof transistor Ms operated in the subthreshold region can be given by
Vp = Visr = Vise

=nV In2K, / K;) = Vi 49)

where 3Vrpys is the difference between the threshold voltages of Ms and My with different
transistor sizes (including the body effect in the transistors). From Eqs. (47), (48), and (49),
we find that
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SV KK, (K, )
o = | 2o 8 50)
nve 6 1

where 8Vrr(= Vrry +Vrma —Vrre —Vrms) is the difference between the threshold voltages of
transistors My-My. The value of 8Vt depends on the transistor sizes [28],[29]. This way, we
can obtain a reference current with nanoampere-order.

The temperature coefficient (T.C.) of the output current Ioyris given by

1 dloyy
Ioyr dT

5V,
Tdy 1dv2 1 dex?( I;Hoj
N Vr
2
pdl Vi dT P{WT’“’J dT
nv;

TC.=

— 2_m_(é‘vmo/ﬂVT)
T

(1)

where 3Vrro(= Vrroz +V1Ho4 —V1HO6 —V1HO5) is the difference between the threshold voltages
at 0 K of transistors My-My. Therefore, the condition for a zero temperature coefficient can
be given by

2-m—(6Vryo / nVr) =0. (52)

Because the difference between the threshold voltages &V is insensitive to temperature,
adjusting & Vrro to an appropriate value will provide a zero T.C. at room temperature. Figure
15-(A) shows the calculated T.C. in Eq. (51) as a function of temperature with 8V as a
parameter. The mobility temperature exponent m was set to 1.5, and the subthreshold slope
factor 1 was set to 1.3 [19; 30]. The T.C.s in the circuits reported in [13; 14; 16] are also plotted
for comparison. The reported circuits [13; 14; 16] have a positive T.C. in a temperature range
from -20 to 80°C, and these T.C.s will never be zero. On the other hand, our circuit can
achieve a zero T.C. current at §Vr=17 mV and at room temperature.

In this way, we can obtain a zero T.C. current by setting an appropriate Vrro. The value of
dVrHo can be adjusted by the transistor sizes [28; 29].

Next, let us consider the effect of process variations on the output current. The process
variations of the output current Ioyrcan be expressed as

Aloyr _ 1 [aIOUT Ap+ Oloyr Aé‘VmJ
Iour  Tour\ O 06V
= AU, A0V (53)
H nv;

The mobility variation is generally smaller than the threshold voltage variation, so the
output current depends mainly on AdVrtr/%Vr, which is the variation of the threshold-
voltage difference between transistors in a chip. Therefore, reducing WID variation is
important in our device. The WID variation can be reduced by using large-sized transistors
[23] and various analog layout techniques [24].
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Fig. 15. (A). Calculated T.C.s of output currents as a function of temperature, with various

8VrHo; theoretical values obtained from Egs. (31), (35), (44), and (51). (B). Measured output
current Ioyras a function of temperature with various supply voltages. T.C. was 520
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5.4.1 Experimental results

We fabricated a prototype chip using a 0.35-ym, 2-poly, 4-metal standard CMOS process,
and we designed the circuit so as to produce a 100-nA output current.

Figure 15-(B) shows measured output current Ioyras a function of temperature with supply
voltage Vpp as a parameter. The power supply voltage was set in a range from 1.8 to 3 V.
The output current was about 96 nA and almost constant at temperatures in a range from 0
to 80°C. The temperature dependence and temperature coefficient were 50 pA/°C and 520
ppm/°C. An almost-constant reference current was obtained over a wide temperature
range. The line regulation was 0.2%/V in a supply range of 1.8 to 3 V.

Table II summarizes the characteristics of our device in comparison with other low-power
CMOS current references reported in [13]-[18]. Our device is superior to others in chip area.
In the circuits reported in [13]-[18], there are trade-offs between the power dissipations and
the T.C. of the reference currents. Our device achieved an acceptable trade-off. The power
dissipation of our device was 1 yW at a 1.8-V power supply, and the load regulation was
0.02%/V.

6. Conclusion and discussion

In this chapter, overviews of previous reported low-power reference circuits and details of
our circuits were provided. These circuits generate constant reference voltages and currents
that are independent of supply voltage and temperature. However, to achieve sub-
microwatt operation in circuits that consist of MOSFETs and resistors, they require resistors
with a high resistance of several hundred mega ohms. Such a high resistance needs a large
area to be implemented, and this is quite inconvenient for practical use in ultra-low power
LSIs. Therefore, reference circuits for sub-microwatt operation have to be implemented
without the use of resistors.
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This work [18] JSSC "09 [13] JSSC "88 [14]
Process 0.35-um, CMOS 0.35-um, CMOS 3-um, CMOS
Temperature range 0-80C -20-80°C 0-80°C
Vbp 18-3V 14-3V >35V
lour 96 nA 36 nA 774 nA
Power 1uW(@1.8V) 0.3 yW(@1.5V) 10 uyW(@5 V)
Room temp. Room temp. N.A.
T.C. 520 ppm/°C 2200 ppm/°C 375 ppm/°C
Line regulation 0.2%/V 0.002%/V 0.015%/V
Load regulation 0.02%/V N.A. 0.004%/V
Chip area 0.014 mm? 0.06 mm? 0.2 mm?
Elec. Lett. ‘96 [15] | JSSC 97 [16] TCAS-II 05 [17]
Process 2-um, CMOS 2-um, CMOS 1.5-um, CMOS
Temperature range 0-75C —40-80°C -20-70°C
Vbp 5V >12V >1.1V
Tout 285 nA 1-100nA 041 nA
Power N.A. 0.07 yW(@2.3V) | 0.002 uW(@1.1V)
N.A. Room temp. N.A.
T.C. 230 ppm/°C 1100 ppm/°C. 2500 ppm/°C
Line regulation N.A. 10%/V 6%/V
Load regulation N.A. N.A. N.A.
Chip area N.A. 0.06 mm? 0.046 mm?

Table 2. Comparison of reported low-power CMOS current reference circuits

In the voltage reference circuits, reference voltages based on the difference between the
threshold voltages (AVrn), the difference between the gate-source voltages (AVgs), and the
threshold voltage at 0 K (Vrmo) have been proposed. However, the reference circuits based
on AVry require a multiple-threshold voltage process, and the temperature dependence of
the reference circuits based on AVgs cannot be canceled for a wide temperature range.
Therefore, these are unsuitable for practical use in ultra-low power LSIs. The voltage
reference circuits based on Vryo are promising circuit configurations because of their simple
circuitries, sub-microwatt operation, and reference voltages that are insensitive to
temperature over a wide temperature range. In our prototype, the T.C. and line regulation
of the output voltage were 7 ppm/°C and 20 ppm/V and a power dissipation of 0.3 yW was
obtained. However, because the absolute value of the reference voltages changes with the
process variations of the threshold voltage, the circuit cannot be used as a reference voltage
in conventional circuit systems. Therefore, the circuits require calibration techniques such as
programmable MOS transistor arrays or adjustment of the bulk voltage of the MOSFET.
Because the temperature dependence of the reference voltages can be canceled, one-point
calibration techniques will enable us to compensate for process variations.

As other applications, because the output voltage shows a linear dependence on the
threshold voltage variation, the reference voltage can be utilized as a D2D process variation
signal for the techniques to compensate for the threshold voltage variation in an LSI chip.
Current reference circuits consisting of MOSFET circuits operating in the strong inversion
region and the subthreshold region have been proposed. Because each MOSFET in the
circuits operates in a different region with the same current value, which is on the order of
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nanoamperes, careful transistor sizing and reducing WID variation in the design are
important. The WID variation can be reduced by conventional circuit design techniques. In
our circuit, techniques such as using large-sized transistors and common centroid layout
were used to reduce the effect of the WID variation.

From the theoretical results in the reported current references, the reference currents have a
positive temperature dependence. Therefore, the circuits cannot be used as reference current
circuits in environments with temperature changes. To solve this problem, we developed a
temperature compensated current reference circuit with simple circuitry and a small area,
and fabricated a prototype chip that generates a 100-nA output current. The T.C. and line
regulation of the output current were 520 ppm/°C and 0.2%/V. A power dissipation of 1
#W was obtained.

These circuits will be useful as voltage and current reference circuits for subthreshold-
operated, power-aware LSI applications such as RFIDs, mobile devices, implantable medical
devices, and smart sensor networks.
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1. Introduction

Data-matching function plays an essential role in a number of information processing
systems, such as those for voice/image recognition, codebook-based data compression,
image coding, data search applications etc. In order to implement such functions effectively,
both proper data representation algorithms and powerful search engines are essential.
Concerning the former, robust image representation algorithms such as projected principle
edge distribution (PPED) (Shibata et al., 1999; Yagi & Shibata, 2003; Yamasaki & Shibata,
2007) etc. have been developed on the basis of the edge information extracted from original
images. Such an algorithm is robust against illumination, rotation, and scale variations, and
has been successfully applied to various image recognition problems. Concerning the latter,
because search operations are computationally very expensive and time-consuming, it
would be better if these operations are carried out by dedicated VLSI associative processors
rather than programs running on a general-purpose computer. In this regard, dedicated
highly parallel associative processor chips have been developed for the purpose of real-time
processing and low-power operation.

It has been demonstrated that associative processors can serve as the basis of humanlike
flexible computation, and many examples of flexible pattern perception have been
demonstrated that are based on analog and digital technologies as well as mixed signal
technologies. Digital approaches are accurate in computation, but often require large chip
real estate and often consume large power. Analog implementations are preferred in terms
of low-power consumption and high-integration density. In this regard, various distance-
calculating circuits, which are used to evaluate the similarity (or dissimilarity) between two
vectors, have been proposed. Euclidean distance circuits (Tuttle et al., 1993) utilizing
MOSFET square-law cells were employed in an 8-bit parallel analog vector quantization
(VQ) chip. Konda et al. (1996) and Cauwenberghs & Pedroni (1997) proposed neuron
MOSFET (vMOS)-based and charged-based Manhattan-distance evaluation cells,
respectively. A vMOS-based Euclidean distance calculator used in a recognition system for
handwritten digits was proposed (Vlassis et al., 2001). Kramer et al. (1997) also proposed an
analog Manhattan-distance-based content-addressable memory (CAM) using the analog
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non-volatile memory technology. On the other hand, bell-shaped characteristics have been
implemented in various analog associative processors (Ogawa & Shibata, 2001; Yamasaki &
Shibata, 2003; Hasler et al., 2002; Peng et al., 2005). In such processors, bell-shaped current-
voltage (I-V) characteristics, or resonance-type I-V characteristics, were utilized in building
matching cells. This is because such resonance characteristics can represent the correlation
between the input data and the template data in the sense that the output current becomes
maximum when the input voltage coincides with the peak voltage. The resonance
characteristics of single-electron transistors (SETs) were utilized to carry out associative
processing for color classification (Saitoh et al., 2004). Since resonance characteristics are the
typical nonlinear characteristics often observed in nano devices, such associative processors
would be one of the most promising system applications in the coming era of nano devices.
Although room-temperature SETs utilizing particular phenomena have been reported
(Mastumoto et al., 1996; Uchida et al., 2002; Saitoh et al., 2004), all demonstrations have been
reported at the device level or simple circuitry, rather than at realistic system levels.
Numerous new developments are now being explored so as to make nano devices
applicable to the next-generation integrated circuits. However, because these devices have a
higher probability of being defective than conventional CMOS devices, designing reliable
digital circuits with such devices is a major challenge. So far, CMOS-based associative
processors are still dominant in practical applications. One of the drawbacks in analog
implementation, however, is that the matching-cell behavior suffers from the problem of
device mismatch. For this reason, architectures that are robust against such problems are
desired.

In this chapter, a compact resonance-characteristics matching cell using only NMOS
transistors in order to emulate the resonance-type I-V characteristics of nano devices and to
build a small-area low-power associative processor will be described. In addition, a new
calibration scheme (Bui & Shibata, 2008a) that can compensate for matching errors due to
device mismatch is presented. System configuration of a single-core architecture and the
major circuitries utilized in the prototype chip design as well as measurement results are
presented in Section 2. In Section 3, a solution to how the system is hierarchically scaled up
to a vast scale integration is presented. For a vast scale integrated system, a large number of
template data can be implemented in multiple associative processors, making the
recognition system more intelligent. In this regard, a fully-parallel multi-core/multi-chip
scalable architecture of associative processors was developed (Bui & Shibata, 2008b; 2009).
Moreover, the problem associated with inter-chip communication delay which is critical in
the time-domain WTA operation was resolved by a newly-developed winner-code-decision
scheme (Bui & Shibata, 2008b; 2009).

2. Single-core architecture of analog associative processor

2.1 System architecture

Figure 1 shows the block diagram of the single-core associative processor developed in our
work (Bui & Shibata, 2008a). It consists of two main parts, the digital memory module and
the proposed analog matching-cell module. The memory module employing SRAM is
utilized to store template data that represent the past experience or knowledge. The
similarity evaluation between the input data and the template data is carried out in parallel
by vector-matching circuits in the matching-cell module. All data are represented as 64-
dimension PPED vectors compatible with vectors generated from the vector-generation chip
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described in the study (Yamasaki & Shibata, 2007). Each vector-matching circuit itself
consists of 64 vector-element matching cells (MCs) utilized to evaluate the similarity
between vector elements. The matching score between vector elements is given as output
current from the matching cell, which has bell-shaped I-V characteristics. Consequently, in
the conventional manner, the matching scores between the input vector and template
vectors are also currents obtained by taking the wired sum of element matching-cell output
currents. Current memories are utilized to memorize the peak currents of the bell-shape
characteristics and then to generate vector-matching scores by the calibration scheme
proposed in Section 2.2.4. Utilizing these vector-matching scores, the winner-take-all (WTA)
circuit (Ito et al., 2001) determines the maximum-likelihood template vector and identifies
its location, namely, the code of the vector. Serial digital-to-analog converters (SDACs) are
used to convert digital values to analog voltages prior to similarity evaluation processing.
Once the template data are downloaded from the digital memory module to the matching-
cell array via the digital-to-analog converters, the data are temporarily stored in all the
matching cells as analog voltages and utilized for a number of parallel pattern matching
operations that follow.

INPUT VECTOR

Digital-to-analog converter
Analog matching-cell module

Do e Matching-cellarray . .. . . . . K
Digital | T Mo -
Memory |a QLEE_ .....
on : ................
Chip [,
(SRAM) "
: o .
Template vectors W—J MC ....................
; o
One-element matChing cell / Current memory ” Current memory | | Current memory |
One-vector matching circuit VI o VI .
; Winner Take All

e T— i —

Location of maximum similarity

Fig. 1. Block diagram of single-core associative processor employing resonance-type current-
voltage characteristics.

In analog associative processor implementations, the storing of analog template data is
always a difficult issue. Analog nonvolatile memory technologies (Kramer et al., 1997; Yoon
et al., 2000; Yamasaki et al., 2001; Kobayashi et al., 2005) have been developed for such
purposes, but they are often very expensive to implement. In the proposed architecture, on
the other hand, digital memories such as SRAM, DRAM, and flash can be employed to build
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a system that is inexpensive compared with analog nonvolatile memory technologies. By
adding an analog matching-cell module to any existing memory system, an associative
processor can be easily constructed in the architecture proposed in this work.

2.2 Circuit Implementation

2.2.1 Matching cell

Figure 2 shows the schematic of one element-matching cell, which is used to determine the
similarity between each element of the input vector and the corresponding element of the
template vector. The cell is composed of only NMOS transistors. This is advantageous in
making the cell layout compact because extra areas for N-wells and PMOS transistors are
not necessary. In this regard, the present cell is superior to the CMOS cell described in ref.
(Yamasaki & Shibata, 2003) as well as the cell described in ref. (Konda et al., 1996).

SEL

VoY

G1, G2: Temporary
SWO | floatlng gates
Vit O

Tef

Fig. 2. Schematic of vector-element matching circuit (matching-cell circuit).

Phase 1: Storing Template Data Phase 2: Matching Input Data
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element |l out element of (V VT) ref-(V V1)
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Fig. 3. Operation of matching cell, matching operation, is conducted in two phases. (a) Phase
1, the writing phase; template data are stored in matching cells. (b) Phase 2, the evaluation
phase; similarities between template data and input data are evaluated.
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Figure 3 illustrates two phases of the operation of the matching cell. In the figure, two
NMOS switches (Ts and T in Fig. 2) connected to input terminals are omitted for simplicity
of explanation. In the first phase, as shown in Fig. 3(a), template vector elements are stored
temporarily inside matching cells. This phase is also called the writing phase, in which the
template element voltage (V1) and its complement (Vpp-VT1) are connected to two input
terminals of the matching cell. The floating gates are first connected to the reference voltage,
Viet, and then disconnected from that voltage to make them electrically floating. After this
phase, template vector elements are memorized as charges on the floating gates inside the
corresponding matching cells. Phase 1 is repeated until all the necessary template vectors
are downloaded from the memory module. In the second phase (also called the evaluation
phase) shown in Fig. 3(b), the input element voltage (Vx) and its complement (Vpp-Vx)
replace the positions of template elements. As a result, floating gate voltages of Vier + AV
and Vit - AV are created. In the figure, AV is the difference voltage between the input vector
element and the template vector element.

These two voltages create the bell-shaped I-V characteristics shown in Fig. 9. Indeed, since
the gate voltages of the two serially connected transistors T; and T4 are complementary
analog signals, Vs + AV and Vi - AV, respectively, they form bell-shaped I-V
characteristics. Because of the back-gate effect occurring in Ti, these characteristics are
slightly asymmetric. Similarly, the T>-T3 pair also creates asymmetric characteristics. By
cross-coupling four transistors, as shown in Fig. 2, the asymmetry is removed.

The result of the evaluation from each matching cell is given as an output current (lou). A
higher current indicates greater similarity. The peak height of the output current Ioy is also
programmable by varying the reference voltage Vi connected to the floating gates. The
higher Vi is, the higher the peak current becomes. These characteristics are described
clearly in Section 2.3 and Fig. 9. In addition, it should be noted that once all the necessary
template data are stored in the matching-cell array, only phase 2 is repeated for each new
input vector.

The matching score between the input vector and the template vector is obtained by taking
the wired sum of all I,u('s from 64 element-matching cells for one vector, as shown in Fig. 1
and eq. (1). In conventional approaches, a higher wired-sum current represents a greater
similarity between two vectors.

IQ0re =1 = Zlout @

2.2.2 Winner-take-all circuitry
The block diagram of the winner-take-all circuit (WTA) is shown in Fig. 4. The matching

scores from the vector-matching circuits are first converted to delay times by the current-to-
delay-time converter (Yamasaki & Shibata, 2003). This is accomplished by using
comparators that compare matching scores and a common ramp voltage signal. The shorter
delay time corresponds to the larger matching score. The time-domain WTA circuit (Ito et
al.,, 2001; Yamasaki & Shibata, 2003) utilizes an open-loop OR-tree architecture to sense the
first up-setting signal and generates the binary address representing the location of the
winner. In this manner, the maximum-likelihood template vector is identified.
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Fig. 4. Block diagram of the time-domain WTA, the flip-flop (FF) compares the timing
difference between two input signals and senses the winner. The winner signal is also
propagated to the next stage through the OR gate.
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Fig. 5. Simplified schematic of SDAC and its layout area on the chip.

2.2.3 Serial digital-to-analog converter

As shown in Fig. 1, two digital-to-analog converters (DACs) are required for each of the
vector elements since each matching cell requires two analog complementary signals; hence,
128 DAC:s are utilized in the system. Such an on-chip DAC needs to satisfy the requirement
of small layout area, low-power dissipation, and small number of interconnects for data
input. In this system, a serial digital-to-analog converter (SDAC) is utilized. The simplified
schematic of the SDAC is shown in Fig. 5. The key feature of such a SDAC is its simplicity. It
requires only two identical capacitors (C; and C;) and a few switches. Basically, the
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operation of the SDAC is based on charging and sharing charges between two capacitors.
The conversion is done sequentially; one clock cycle is required to convert one bit. Thus, N
clock cycles would be required for an N-bit word. The output voltage, Vou, is proportional
to the serial input data, as illustrated by eq. (2).

1 11
Vout =77 5 (boVret DAC) +b1Vret DAC |+ b2Vief DAC * -
2 212
b b b @
_ 0 1 N-1
Vout - Vref_DAC (27]\]"' ZN_1 ot 5 j

Because of its small size, the SDAC is a much better choice for the proposed architecture. Its
layout area compared with the layout area of a matching cell is also shown in Fig. 5.

2.2.4 Calibration circuitry

Process variations influence device parameters, and hence matching-circuit behaviors. The
matching result, therefore, may lead to errors. The new calibration scheme shown in Figs. 6
and 7 has been developed to mitigate the errors caused by device mismatch. According to
the International Technology Roadmap for Semiconductors (ITRS-2008), transistor

Output current (1A)

130p4- h\\% P e

ERROR, = 0.9uA
N

19644

12004

1104

ERROR, = 119.64-114.
=5.1u4

100pA]

-0.5V 0 AV=035V 0.5V

Fig. 6. Two distance-evaluating methods. Curves were generated by a 5-interation post-
layout Monte Carlo simulation of a matching cell having random changes of 10% in
transistors’ length and width. The simulation was carried out at Vpp=3.3 V and V;t=1.65 V.
Highest and lowest current curves were focused on. For the same distance between the
input vector element and the template vector element, AV = 0.35 V, for example, the
conventional distance-evaluating method and the proposed method are demonstrated.
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Fig. 7. Calibration scheme. (a) Calibration scheme operation. In phase 1, all peak output
currents are memorized in current memories. In phase 2, the similarities between the input
vector and the template vectors are evaluated. Only one current memory is required for one
vector-matching circuit. (b) Circuit diagram of the current memory and subtractor.

Ts

dimensions may vary above 10%. The small figure at the top left of Fig. 6 illustrates
matching-cell characteristics where the widths and the lengths of NMOS transistors of the
matching cell vary randomly up to 10% as a result of process variations. These
characteristics were obtained by a post-layout extracted circuit Monte Carlo simulation, and
we focus on the highest and the lowest current curves. For the same distance between the
input vector element and the template vector element, AV = 0.35 V, for example, two
distance-evaluating methods are shown in the remaining part of Fig. 6, which is an enlarged
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image of the small rectangle at the top left. In the proposed method, the similarity is
determined by the difference between the peak current and the output current at the
moment of data matching. In the previous conventional approaches (Delbruck, 1991; Hasler
et al., 2002; Yamasaki & Shibata, 2003; Ogawa & Shibata, 2001; Peng et al., 2005), the output
current itself was utilized as the matching result. ERROR; (0.9 pA) and ERROR; (5.1 pA) in
the figure refer to errors caused by the former method and the latter one, respectively. It is
clearly shown that the proposed differential current method offers a better result. In order
to implement this method, peak currents are stored in current memories in phase 1 (the
writing phase), namely, at the time of template data download to matching cells. In phase 2
(the evaluation phase), differences between currents are obtained. Only phase 2 is repeated
for each new input vector. This scheme is shown in Fig. 7(a), and the circuit diagram of the
current memory and subtractor is presented in Fig. 7(b). The matching scores between input
vector and template vectors are calculated by eq. (3).

® _ B[ ® LDk S m
I = Z|1peak(i) - Iout(i)| = leeak(i) - Zlout(i) (3)
i=1 i=1 i=1

SCORE

According to this scheme, the greater similarity corresponds to the lower current rather than
the higher one in the previous approaches.

2.3 Experimental results

2.3.1 Chip fabrication

The proof-of-concept chip was designed and fabricated using 0.35-um 2P3M CMOS
technology. The proposed matching-cell module includes 32 template vectors for the
purpose of demonstration. The mechanism is preserved even in the case of a larger number
of template vectors. The chip micrograph is shown in Fig. 8. The chip size is 4.9x4.9 mm?2,
and the features of the chip are summarized in Table 1.
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Fig. 8. Micrograph of the proof-of-concept chip fabricated using 0.35-pm CMOS process.
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2.3.2 Measurement results and discussion

The measured characteristics of the vector element matching cell with various values of the
reference voltage are illustrated in Fig. 9. Since the NMOS threshold voltage is around 0.6 V in
the 0.35-um CMOS technology in which the test chip was fabricated, it is shown that by
varying Vi from high to low values, the operation of the matching cell is altered from the
above-threshold regime to the subthreshold regime, respectively. When operating in the
subthreshold regime, the peak output current becomes as low as 80 nA at Vi of 0.4 V. The
results suggest an opportunity for building very low-power information processing systems.

Technology 2P3M 0.35-um CMOS Process

Power supply (V) 3.3 (maximum)

Die size (mm?) 49x4.9

Number of vectors 32 vectors, 64 dimensions

Frequency (MHz) 33.3

Power consumption (mW) 21 at V=055V, Vpp=3V, Clk = 33.3 MHz
Matching time (ps) 2.2 at33.3 MHz

Table 1. Specifications of the proof-of-concept single-core chip.
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Fig. 9. Measured characteristics of the matching cell with various values of the reference
voltage.

Figure 10 illustrates the experimental results for handwritten digit recognition utilizing the
proposed architecture, as a simple demonstration. The digits “0”-“9” were converted to
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PPED vectors so as to play the role of template vectors. The twenty-two other template
vectors were dummy vectors. Then, the PPED vector of the handwritten digit “9” was
employed as the input vector. The winner address shown in Fig. 10(a) corresponds to the
location of the digit “9”. This result verifies correct chip operation. Figures 10 (a) and 10 (b)

Writing templates and X i
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Fig. 10. Demonstration of the whole system operation. (a) Waveforms obtained with a logic
scope describe the chip operation at 1 MHz for the purpose of illustration. The operating
frequency is low because of the resolution limitation of the logic scope. (b) Waveforms
obtained using an oscilloscope verify the chip operation at the frequency of 33.3 MHz
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show the waveforms captured from a logic scope and an oscilloscope, respectively. Since 72
clock cycles, comprising 8 cycles for SDAC and 64 cycles for an off-chip digital- to-analog
converter utilized as the ramp-signal generator for the WTA circuit, are required to finish a
template-matching cycle, the search time in this experiment is 2.2 s at the frequency of 33.3
MHz and depends strongly on the speed of the ramp-up voltage signal employed in the
current-to-delay-time converter. The system was set up to operate at the supply voltage of
3.0 V and the reference voltage of 0.55 V. As a result, the average power dissipation of the
whole chip was about 21 mW.

Moreover, in Fig. 11, the average supply current of the whole chip, including the matching-
cell array, the SRAM module, SDACs, voltage buffers, current memories, the WTA circuit,
and I/O pads, measured with various Vif's is reported. The curves inherit the NMOS -V
characteristics owing to the NMOS-based matching-cell architecture. It can be observed that
low supply currents are obtained with values of V.t below the threshold voltage. These low
reference voltages enable matching cells to operate in the subthreshold regime, in which the
matching cell output currents drop exponentially with decreasing Vit As a result, the
matching-cell array consumes very low power. Since the measured currents are for both the
matching-cell array and the other parts, the supply currents in the subthreshold region
remain at certain values rather than very low ones. These currents are mainly for the other
parts whose power dissipations are reduced when lowering the supply voltage, and are
independent of V. Consequently, the supply currents are approximately constant values in
the subthreshold region, as shown in Fig. 11.
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Fig. 11. Relationship between V¢t and supply current.

The performance of the associative processor is summarized with some others from the
literature in Table 2. Because the time-domain WTA is utilized in this work because of its
simple architecture, the search time is quite long compared with those of digital
implementation (Nakata et al., 1999) and mixed signal implementation (Abedin et al., 2007).
In addition to the matching-cell array, the WTA plays an important role in the power-saving
scheme because the power consumption of the WTA increases significantly upon increasing
the number of template vectors. In the present chip, the optimization of the speed and
power dissipation of the WTA has not been considered. In order to make the proposed
architecture practical and much better than digital approaches, a low power WTA would be
considered in future studies. Furthermore, although analog flash implementation (Kramer et
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al., 1997) offers very low power consumption, such an implementation requires particular
mechanisms in the template-writing phase, making the flash implementation difficult to
control and hence, flexible programmability difficult to realize.

. . Estimated
Technol. Power c;orllnvs;;lmpnon 1:{[atch1ng power/MC
(mW) ime (us) )
. 21 0.01
This work Analog (32 vectors, 64 elements) 22
Tuttle, et al. Analo 50" ’ 0.012
1993 & (256 vectors, 16 elements)
Kramer, et al. Analog 195
1997 flash (4K vectors, 64 elements) 4.6 0.00074
Oike, et al. N 3207 at Voo=18V 2 0.157
2004a Digital 15.1 at Vpp=0.9V 812 0.0074
(64 vectors, 32 elements) ’ '
Nakada, et al. .. 290
1999 Digital (256 vectors, 16 elements) 11 0.071
Abedin, et al. Mixed 195
2007 signal (64 vectors, 16 elements) 016 0.19

Table 2. Performance comparison.
“Not including power for memory and D/ A converters.

3. Extension to a multi-core/multi-chip architecture of associative processors

3.1 Multi-core/Multi-chip configuration

In this session, a solution to how the system is hierarchically scaled up to a vast scale
integration is presented. For a vast scale integrated system, a large number of template data
can be implemented in multiple associative processors, thus making the recognition system
more intelligent. In this regard, a multi-core/multi-chip architecture of associative
processors has been developed (Bui & Shibata, 2008b; 2009).

In the literature, several multi-chip architectures based on all-digital technology have also
been introduced (Nakata et al., 1999; Oike et al., 2004b). Although these systems offer
accuracy, they occupy large chip real estate and usually have complicated structures. On the
contrary, analog-technology-based system employing time-domain winner-take-all (WTA)
is introduced in this study. The multi-core/multi-chip architecture inherits the architecture
developed for the fully parallel single-core associative processor described in the previsous
session. The problem associated with inter-chip communication delay which is critical in the
time-domain WTA operation has been resolved by a newly-developed winner-code-decision
scheme. In addition, switched-current technology has been utilized so as to further reduce
the power consumption.

The block diagram of a multi-core/multi-chip associative system is shown Fig. 12. In
general, the system includes many chips, and each chip itself has many cores. For the
purpose of demonstration, the poof-of-concept system in this study is composed of four
associative chips, namely, one master chip and three slave chips. Each chip consists of four
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32-vector cores. (Each vector has 64 elements of 8-bit numbers.) As a result, a 512-vector
associative system is constructed as a demonstration. The master chip and the slave chips
are designed in the same configuration. They play master/slave roles when they are
combined to form the whole system and operate in parallel. The master chip is
distinguished from other slave chips by activating an additional majority-code-decision
circuit described in the following section. Employing many cores on a single chip reduces
the time required for downloading the information of template vectors stored in SRAMs to
analog matching-cell arrays. In addition, four cores are activated separately, thus they can
do matching operations independently or as a whole large system.

The 32-vector single-core architecture was already described in the previous section. In each
core, template vectors are stored in on-chip digital memory, namely SRAM in the design.
Employing digital memories is an inexpensive solution instead of using high-cost analog
nonvolatile memory technologies. And compact serial digital-to-analog converters (SDACs)
are used to convert digital values to analog voltages prior to similarity evaluation
processing. The similarity evaluation between the input vector and template vectors is
carried out in parallel by vector-matching circuits, each of which consists of 64 bell-shaped
vector-element matching cells (MCs), a current memory, and a current subtractor as shown
in Fig. 13. Signals WR and RD in Fig. 13 correspond to WRITE control signal and READ
control signal, respectively. These signals permit to store matching results represented by
currents into the current memories and to read out the matching scores from the subtractors.
As mentioned in Section 2, current memory plays an important role in the device-mismatch
calibration scheme in which the similarity is determined by the difference between the peak
current and the output current at the moment of similarity evaluation. In the study,
switched-current technology is employed to control RD and WR signals in order to cut-off
currents flowing in the vector-matching circuits as well as the current memories except
moments of downloading template vectors to the matching-cell arrays and evaluating
similarities. As a result, the power dissipation is reduced further as compared with the
design in Section 2.
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Fig. 12. Block diagram of the multi-core/multi-chip architecture.



Low-Power Analog Associative Processors Employing
Resonance-Type Current-Voltage Characteristics 39

o

C
WR ! RD
T1

WL WL

T14

To Current-to-Delay-
Time Converter

----------- Subtractor ; =

i=1

64 64
7® = I(k)k N
15 lL/W R% T1g 5% Z peak (i) ; out(i

7

Current memory and subtractor

— One vector-element matching cell

One vector-matching circuit

Fig. 13. Schematic of a vector-matching circuit.
Multi-core/Multi-chip configuration

The global winner, namely the template vector having the minimum distance to the input
vector is searched for through a three-stage WTA circuit. Each WTA stage employing a
time-domain WTA (Ito et al., 2001) senses the first up-setting signal among inputs and
generates the binary address representing the location of the winner. The winner signal is
also passed to the next WTA stage. In this manner, WTA1 searches for the local winner
inside the 32-vector matching-cell array, WTA2 searches for the winner of one chip, and
WTAS3 searches for the global winner which is the winner when combining various chips
together. All three WTA stages and the majority-code-decision circuit described below are
layouted on each chip. The configuration is illustrated in Fig. 12.

However, when integrating several chips to form a larger system, signal propagation delays
occurring in long inter-chip interconnects may lead to errors in time-domain signals. This
will result in the decision error of the final WTA’s (WTA3’s). In order to deal with this
problem, a balanced architecture should be satisfied to equalize delay times of inter-
connection signals. However, even though with the balanced architecture, different
propagation delays may still occur. Because of this problem, a redundant circuit following
the final stage WTA, called the majority-code-decision circuit, has been developed. This
circuit is only activated on the master chip. The circuit makes the decision based on the
winner address codes generated by all WTA3’s. The block diagram of the circuit is shown in
Fig. 14. Basically, it consists of a binary counter, binary comparators, and a majority voting
circuit (MVC). In the proof-of-concept chip, they are a 2-bit counter, 2-bit comparators, and a
three-of-four MVC, respectively. As a result, the global result becomes more reliable than
the architecture without a majority-code-decision circuit. In the case of a 2-bit 4-input
majority-code-decision circuit like that in this study, the circuit can be constructed by
combining two three-of-four MVCs whose outputs form the 2-bit majority winner code; but
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it is not the general case. It means that such architecture is not correct for other cases whose
winner codes are larger than two bits. On the contrary, the method developed in this study
is general and suitable for any case. The counter counts up from zero when it is activated;
the winner-indicating-signal (ADDR_FND) indicates whether the majority winner code is
found. This signal goes high when output of the counter coincides with the majority winner
code.
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In addition, in order to further reduce the power dissipation, switched-current technology is
also utilized in the current-to-delay-time converters by the method illustrated in Fig. 15.
Winner signals obtained by WTA1’s are combined by an OR-gate; the output signal is
employed as a cut-off signal disconnecting both the common ramp voltage signal and score
currents from current-to-delay-time converters. In this manner, once the winner signal is
found by one of WTA1’s, all current-to-delay-time converters are deactivated, thus further
reducing the power consumption. This method can be applied to any large matching-cell
array by dividing the array into several smaller blocks.

3.2 Experimental results

3.2.1 Chip fabrication

Measurement results obtained from the previous single-core chip fabricated in a 0.35-um
double-poly triple-metal CMOS technology have been discussed in Section 2. As an
extended research, a proof-of-concept chip consisting of four cores was designed and
fabricated in a 0.18-um 5-metal CMOS technology. Figure 16 shows a micrograph of the test
chip, and layout of a matching cell is shown in Fig. 17. Each core including a memory
module and a matching-cell module occupies an area of 1760 pm x 570 pm. The size of
matching cell is 19.7 pm x 7 pm. It should be noted again that the CMOS inverter-based
matching cell presented in (Yamasaki & Shibata, 2003) is larger than the present cell due to
the N-well region required for implementing PMOS transistors. This is an advantage of pure
NMOS configuration. However, the present matching cell size is still large due to the large
area required for capacitor layout. The specifications of the proof-of-concept chip are
summarized in Table 3.

'SRAM Matching-Cell
Module

WTA3 &
Majority-Code-Decisi

. S - — 4

Fig. 16. Micrograph of the proof-of-concept chip fabricated using 0.18-um CMOS process.
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Matchln 0

Layout of Matchlng Cell

CAPACITOR CAPACITOR

Fig. 17. Micrograph of a matching-cell module and layout of a matching cell (MC).

Technology 1P5M 0.18-um CMOS
Power supply (V) 1.8
Core size (mm2) 1.76 x 0.57

Matching cell size (pm?) 19.7x7

8.16 at clock frequency = 16.7MHz
(Incl. 8 clocks for SDAC and 128 clocks for the ramp voltage)

1.17 mW/32-vector matching-cell module; 6.48 mW /chip
when operating in the subthreshold region with Vpp=1.8 V.

Search time (ps)

Power consumption (mW)

128 vectors/chip, 512 vectors/4-chip system.

Function . R
Nearest match identification.

Table 3. Specifications of the proof-of-concept chip.

3.2.2 Measurement results

Figure 18(a) shows the characteristics of matching-cell measured with some small reference
voltages. For the 0.18-um CMOS technology in which the prototype chip has been
fabricated, the threshold voltage of NMOS is around 0.45 V. As can be seen in the figure, in
the subthreshold regime, the peak current of the matching cell characteristics is reduced to
only several tens of nA. This is an important issue in power-saving schemes. The entire
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curve of peak output current with respect to the reference voltage shown in Fig. 18(b) has
the shape of NMOS transistor characteristics.

lout peak vs. Vref

33.3nA/DIV 0
. 2004
Vref=0.35V 1){ ‘\ 25 1 *
I | :
4 =
/ \ S5 r y
| N Y
/ S P
60n>1 S ¢
Vief=0.3V P <
«" 1;\‘74&&\ l .
Vref=0.25V . -’
Viel=02V M\M PR S S
0 02 0.4 0.6 0.8 1
0.2V 0 027 Vref (V)
AV
(a) (b)

Fig. 18. Measured matching cell characteristics.

In Fig. 19, the average current of the whole chip including four cores and chip-I/O buffers
and the current in a single 32-vector matching-cell module measured with various Vif's are
reported. As can be seen from the figure, the curves have the shape of the NMOS [-V
characteristics owing to the NMOS-based matching-cell architecture. In the subthreshold
region, the current of the entire chip and that of one matching-cell module are 3.6 mA and

0.65 mA, respectively. As a result, the power consumption per matching cell is reduced to as
small as 0.79 uW.
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Fig. 19. Measured current as a function of the reference voltage Vit

Figure 20 (a) shows measured signals CHIP_WFND and WTA3_WEFND generated by the
WTA2 and WTAS3 on the master chip, respectively. Waveforms at the output of the majority-
code-decision circuit measured by an oscilloscope are shown in Fig. 20(b). The signal
WTA3_WEFND generated by WTA3 is employed as the control signal enabling the operation
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of the counter in Fig. 14. When the winner is found by the WTA3 on the master chip, the
counter is activated, and begins to count up. When the counter output, ADDR[S-7],
coincides with the majority winner code, ADDR_FND signal goes high, indicating that the
majority code was found and available on address lines ADDR[8-7]. This signal also stops
the counter counting. In the demonstration, the majority winner code is 10, corresponding
to chip #2. Majority-making-decision principle plays an important role not only in this
design of a multi-chip architecture but also in miniscule-device-based designs where the
device parameter variability is an important issue.

Majority Winner Code Found

CHIP WEND ADDE_FND

ADDR[3]
WTA3_WRND
ADDR[7]
v WTA3 WFRND 2V
10ns 20ns
(a) &)

Fig. 20. Measured waveforms of the majority-code-decision circuit operating at a clock
frequency of 20 MHz.

Demonstration of the whole system operation is illustrated in Fig. 21. All vectors of the test
chip were assigned with given data. Required signals were connected to illustrate a system
consisting four chips. After all template vectors were temporarily memorized inside matching-
cell arrays, two input vectors were applied to the system input successively for matching. In
Fig. 21, which is the measurement result captured from a logic scope, address lines ADDR[4-0],
ADDR[6-5], and ADDR[8-7] represent winner address codes generated by WTA1, WTA2, and
the majority-code-decision circuit, respectively. Namely, they are the winner template vector
inside the winner core, the winner core inside the winner chip, and the winner chip of the
multi-chip configuration, respectively. As a result, the global winner address is the
combination of these three address codes. In this demonstration, the global winner addresses
captured on the system bus are “100000101,” representing the global winner is vector #5
(001012) of core #0 (002) in chip #2 (102) and “101010111,” representing the global winner is
vector #23 (101112) of core #2 (102) in chip #2 (10y), respectively. WI'A_EVAL signal enables the
operation of the three-stage WTA circuitry. When this signal goes high, it also enables an off-
chip ADC to generate the common ramp voltage used in current-to-delay-time converters.
GLOBAL_WEND signal indicates that the winner template vector has been found and its
address is available on the system bus. This signal also latches the global winner addresses on
the system bus. The experimental results verify the correct operation of the system.
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A searching cycle finishes in 136 clock cycles including eight clocks for on-chip D/A
conversion of an input vector and 128 clocks for off-chip ramp voltage generation. In
addition, employing many cores on a single chip reduces the time required for downloading
the information of template vectors to analog matching-cell arrays.

Applying input vectors

Downloading Template ;<_)—) Matching with +Matching with —Ready for the
Vectors to Matching-Cell ! input vector #0 input vector #1 next matching
Arrays < ;
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Fig. 21. Demonstration of the whole system operation by waveforms captured by a logic
scope.

4. Conclusion

In this chapter, a methodology for building a low-power high-capacity associative system
has been presented. Device mismatch problems as well as decision errors associated with
inter-chip communication delays have been resolved by introducing the calibration scheme
and the majority-code-decision circuit. Because of employing bell-shaped matching cell as
similarity / dissimilarity-evaluation element, this study, therefore, provides an intermediary
stage connecting CMOS designs and the coming era of nano devices. This is because such
resonance-type current-voltage characteristics are typical characteristics often observed in
nano-scale devices. The system also has the possibility of a large database capacity by
employing the multi-core/ multi-chip architecture. In principle, search time is independent
of the number of cores as well as the number of chips. The operation of the systems as well
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as the concept of design have been verified by measurement results of the proof-of-concept
chips designed in 0.35-um and 0.18-um CMOS processes.

The number of cores per chip as well as the number of chips in the system can be enlarged
to a larger capacity without changing the methodology, making the system more intelligent
by increasing the number of template vectors, i.e., giving a larger amount of knowledge in
making decisions. Moreover, another method to enlarge the system is to employ WTA3's as
extended WTA stages in a tree-like architecture. In principle, the system can be enlarged to
any extent, making such an approach promising in giga-scale integration of nano devices.

In addition, as for associative processors developed in this chapter, template data are
temporarily stored as voltages on capacitors. Due to design rules provided from the
foundry, most of the matching-cell area is occupied by capacitors. If we assume a high-k
MIM capacitance technology, such as the technology used in DRAM, to be available in the
technologies used in this chapter’s designs, the matching-cell array can be constructed in a
very small area. It can be concluded that the combination of the high-k MIM capacitance
technology with the architectures developed in this study would be a promising technology
for analog implementations of associative processors in future.
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1. Introduction

Metal-oxide-semiconductor (MOS) digital logic is based on the enhancement-mode MOS
transistors. During the past 40 years, the gate length of Si-based MOS transistors has been
scaled down from about 10 pm to below 0.1 pm (100 nm). Currently, MOS transistors
fabricated by 45 nm CMOS technology are readily available from various silicon foundries.
Moreover, Taiwan Semiconductor Manufacturing Company (TSMC) has successfully
developed 28 nm CMOS technology using the conventional silicon oxynitride as the gate
insulator with polysilicon gate (Wu et al., 2009). IBM has demonstrated the use of high-K
dielectric as the gate insulator with metal gate for their sub-22 nm CMOS technology (Choi
et al., 2009). SEMATECH has developed their 16 nm CMOS technology using high-K/metal
gate (Huang et al., 2009). Furthermore, several research groups have already reported on the
development of 10 nm planar bulk MOS transistors (Wakabayashi et al., 2004; Wakabayashi
et al., 2006; Kawaura et al., 2000). It has been reported using a hypothetical double-gate MOS
transistor that a direct source-drain (S/D) tunneling sets an ultimate scaling limit for
transistor with gate length below 10 nm (Jing & Lundstrom, 2002). Aggressive scaling brings
about significant improvement in the integration level of Si-based MOS logic circuits. In
addition, it also improves the switching speed because the drain current is increased when a
smaller gate length and a smaller effective gate dielectric thickness are used. According to
the conventional MOS transistor theory based on the constant electron mobility, the linear
drain current (i.e. drain current at low drain voltage) will increase with the reduction of the
gate length. Based on the classical concept of velocity saturation, the saturation drain
current (i.e. drain current at high drain voltage) will not increase when the gate length is
decreased. This theory is obviously contradictory to the experimental observation.
Experimentally, we observe that the linear drain current and the saturation drain current are
increased when the gate length is reduced. Hence, there is a need to investigate the drain
current saturation mechanism in the nanoscale MOS transistors. First and foremost, we need
to know the type of electrical conduction between the source and drain (S/D) regions for the
state-of-the-art MOS transistors (L > 32 nm). Fig. 1 shows the various types of electrical
conduction between the source and the drain of a n-channel MOS (NMOS) transistor (i)
thermionic emission, (ii) thermally assisted S/D tunneling and (iii) direct S/D tunneling
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(Kawaura & Baba, 2003). In the thermionic emission, carriers are thermally excited in the
source, and then they go over the potential barrier beneath the gate. In the thermally-
assisted S/D tunneling, carriers are thermally excited in the source, and then they tunnel
slightly beneath the top of the potential barrier. Both thermionic emission and thermally-
assisted S/D tunneling have strong temperature dependence. In contrast, the direct S/D
tunneling does not need any thermal excitation and thus it has a weak dependence on
temperature. Since the tunneling probability increases exponentially with decreasing
potential barrier width, a decrease in the gate length will significantly increase the direct
S/D tunneling and thus increase the subthreshold current (Kawaura & Baba, 2003).
Fortunately, the tunneling current will only exceed the thermal current and degrade the
subthreshold slope when the gate length is less than 5 nm (experimentally 4 nm and
theoretically 6 nm) (Kawaura et al., 2000). Therefore, we only need to be concerned with
thermionic emission between the source and the drain for the state-of-the-art MOS
transistors (L > 32 nm). This chapter will discuss the evolution of theory on drain current
saturation mechanism of MOS transistors from the early days to the present day. Section 2
will give an overview of the classical drain current equations that involve the concepts of
velocity saturation and pinchoff. Section 3 will address the ambiguity involving the
occurrence of velocity saturation and the presence of velocity overshoot in the nanoscale
transistors. Section 4 will discuss the newer drain current transport concepts such as ballistic
transport and quasi-ballistic transport. Section 5 will discuss the physics behind the
apparent velocity saturation observed during transistor scaling and how it differs from the
classical concept of velocity saturation within a transistor. Finally, Section 6 will discuss the
actual mechanism behind the drain current saturation in nanoscale transistors.

Thermionic emission

Thermal assisted S/D tunneling
,,,,,,,,, 7 \

— Direct S/D tunneling

E

c

Fig. 1. Various types of electrical conduction between the source and the drain of a NMOS
transistor (i) thermionic emission, (ii) thermally assisted S/D tunneling and (iii) direct S/D
tunneling. Note that Er refers to the Fermi level. E. refers to the conduction band edge.

2. Classical drain current equations for MOS transistors

For long-channel MOS transistors (L = 10 um), the drain current saturation is related to
pinchoff (Hofstein & Heiman, 1963). A qualitative discussion of MOS transistor operation is
useful, with the help of Fig.2. For NMOS transistor, a positive gate voltage (Vgs) will cause
inversion at the Si/SiO; interface. When the drain voltage (Vps) is small, the channel acts as
a resistor and the drain current (I4s) is proportional to Vps (see Fig.3). This is known as the
linear operation of the MOS transistor. The equation of the linear drain current is given by
(Sah, 1991, b),
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where s is the low-field mobility. W is gate width. Le is the effective channel length. Cox is
the gate oxide capacitance per unit area. Vy, is the threshold voltage.

By taking the partial derivative of equation (1) with respect to Vps, the expression for the
drain conductance (gq) is as follows,
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Note that gq decreases linearly with increasing Vps. At Vps= Vigs- Vi, g4 becomes zero and
thus Vps loses its influence on the number of electrons that can be injected by the source.
This is because the depletion layer at the drain prevents the drain electric field from pulling
out more electrons from source into the channel. Since Vs can decrease the potential barrier
of the source-to-channel pn junction, Iss can be increased by using a bigger Vgs. Pinchoff
point occurs when the electron density in the channel dropped to around zero. The current-
saturation drain voltage (Vpsat) is given by,

Vbsat = Vs — Vth,sat ©)

where Vi, satis the saturation threshold voltage.
The saturation drain current (Igs) is then given by (Sah,1991,b),
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However, the constancy of Igs at high Vps is not maintained in the short-channel MOS
transistors because the additional Vps beyond (Vs -Vin) will cause the pinchoff point to
move slightly towards the source in order to deplete more electrons. This slight reduction in
Legs can be considered negligible for the long channel transistors but it becomes significant
for the short channel transistors and thus results in a small gg when Vps > Vs - Vi

Vas> Vinin Vs> Vinsat Ves> Vinsat

Vos <<Vpsat Vs Vos =Vosat Vs Vps >>Vpeat

------- n* e /.
inch-off -, VAR RN
""""" Pinch-off 3~
. P | T
Depletlon Depletion | Depletion
p-well region p-well region p-well | region
—
(a) (b) (c) Leg

Fig. 2. NMOS transistor operating in (a) the linear mode, (b) the onset of saturation, and (c)
beyond saturation where the effective channel length (Leff) is reduced. Viniin and Vinsarare
the linear threshold voltage and the saturation threshold voltage , respectively. Qinyis the
inversion charge.
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Fig. 3. Experimental Iy versus Vps characteristics of the NMOS transistor with physical gate
oxide thickness of 300 A (a) L =10 pm, W =10 um, (b) L =3 pm, W =10 pm.

For short-channel MOS transistors (L < 1 um), (Taur et al., 1993) proposed that the drain
current saturation, which occurs at Vps smaller than the long-channel current-saturation
drain voltage (Vpsat = Vs - Vinsat), is caused by velocity saturation. From Fig.4, when the
lateral electric field (Ejateral) is small (i.e. Vps is low), the drift velocity (vait) is proportional to
Eiateral With gef as the proportionality constant. When Ejageral is further increased to the critical
electric field (Ecitical) that is around 104 V/cm, vqiie approaches a constant known as the
saturation velocity (vsa) (Thornber, 1980). Based on the time-of-flight measurement, at
temperature of 300 K, vs: for electrons in silicon is 107 cm/s while v, for holes in silicon is
6x106cm/s (Norris & Gibbons, 1967).

Slope = gt

| Eqien 104 Viem

critical

—

Drift velocity, vy

Lateral electric field, £,

Fig. 4. Schematic diagram of the drift velocity (verf) as a function of the lateral electric field
(Elateral)~ Note that Elateral ® VDS/ Lefs .

According to the velocity saturation model, the equation of the saturation I for the
nanoscale MOS transistor is given by (Taur & Ning, 1998, c),

Igs = 05t WCoyx (VGS - Vth,sat) ©)



The Evolution of Theory on Drain Current Saturation Mechanism
of MOSFETSs from the Early Days to the Present Day 53

In contrast with the theoretical predictions that vs, is independent of ¢ (Thornber, 1980),
the experimental data show that the carrier velocity in the nanoscale transistor and the low-
field mobility are actually related (Khakifirooz & Antoniadis, 2006). This can be better
understood as follows. The effects of strain on ¢ can be investigated qualitatively in a
simple way through Drude model, ys = g /m" where 7z is the momentum relaxation time,
m* is the effective conductivity mass, and g is the electron charge (Sun et al., 2007). For <110>
NMOS transistors that are fabricated on (100) Si substrate, there are four in-plane
conduction band valleys (1, 2, 3, 4) and two out-of-plane conduction band valleys (5, 6), as
shown in Fig. 5(a). The application of <110> uniaxial tensile stress will remove the
degeneracy of the conduction band valleys such that the out-of-plane valleys (5, 6) will have
a lower electron energy state that the in-plane valleys (1, 2, 3, 4). Since electrons will
preferentially occupy the lower electron energy state, there will be more electrons in valleys
(5, 6) compared to valleys (1, 2, 3, 4) and thus the effective in-plane mass becomes smaller.
Besides the strain-induced splitting of the conduction band valleys, the strain-induced
warping of the out-of-plane valleys (5, 6) in (100) silicon plane also plays a part in the
electron mobility enhancement. In the absence of mechanical stress, the energy surface of
the out-of-plane valleys (5, 6) is “ circle” shaped and the effective mass of valleys (5,6) is mr.
When <110> tensile stress is applied, the effective mass of valleys (5, 6) along the stress
direction (mr,//) is decreased but the effective mass of valleys (5, 6) that is perpendicular to
the stress direction (mr,,) is increased (Uchida et al., 2005). By taking into account the change
in the effective mass of the out-of-plane valleys (5, 6) and the strain-induced conduction
subband splitting , the low-field mobility enhancement of the bulk <110> NMOS transistors
under uniaxial <110> tensile stress can be modeled (Uchida et al., 2005).

0.10 v T —T
<110> uniaxial
tensile stress
[ omy, > my 1
my <My
¥ —0.056V ]
1 g -== 0.025eV
K GQ <110> tensile oqoll (100)Si  ——0.0teV
stress -0.10 -0.05 0.00 0.05 0.10

( a) ( b) k/(2n/a,)

Fig. 5. Effects of <110> uniaxial tensile stress on the conduction band valleys of (100) silicon
plane (a) Four in-plane valleys (1, 2, 3, 4) and two out-of-plane valleys (5,6), (b) Energy
contours of the out-of-plane valleys (5, 6) , which is modified from (Uchida et al., 2005). Note
that ao is the unstrained silicon lattice constant. k,, ky and k, are the wave vectors along x
direction, y direction and z direction , respectively. mrt,, is the effective mass of valleys (5,6)
along the stress direction ,and mr,, is the effective mass of valleys (5,6) in the direction that is
perpendicular to the stress direction. mris the effective mass of valleys (5,6) in the absence of
mechanical stress.
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For <110> p-channel MOS (PMOS) transistors that are fabricated on (100) Si substrate, the
lowest energy valence band edge has four in-plane wings (I1, 12, I3, I4) and eight out-of-
plane wings (01, O2, O3, O4). Fig.6, which is modified from (Wang et al., 2006), shows the
effects of mechanical stress on the iso-energy contours of the valence band edge. In the
absence of mechanical stress, the innermost contours are “star” shaped. When uniaxial
compressive stress is applied along <110> channel direction, the innermost contours become
oval shaped. In addition, the spacing between the contours increases for I1 and I3 wings
while decreases for 12 and 14 wings. This indicates the hole energy lowering of I1 and 13
wings, and the hole energy rise of 12 and 14 wings. Since holes will preferentially occupy the
lower hole energy state, there will be a carrier repopulation from I2 and I4 wings to I1 and I3
wings. As the channel length is along the direction of 12 and 14 wings, the hole mobility of
<110> PMOS transistor will be improved. On the other hand, the application of uniaxial
tensile stress along <110> channel direction leads to the opposite conclusion. The carriers
are redistributed from I1 and I3 wings to 12 and 14 wings, leading to a hole mobility
degradation in <110> PMOS transistor.

70'18 Z RN
.15-0.10-0.05 0.00 O. -0.15-0.10-0.05 0.00 0.05 0.10 0.15
(a) kx (2rc/a0) (b) kx (27:/&10}

-0.15
-0.

(C) Kk (2n/ag)

Fig. 6. Iso-energy contours separated by 25 meV in (100) silicon substrate for valence band
edge, modified from (Wang et al., 2006). (a) No mechanical stress, (b) Uniaxial compressive
stress along <110> direction, (c) Uniaxial tensile stress along <110> direction. Note that a9 is
the unstrained silicon lattice constant. kx and ky are the wavevectors along x direction and y
direction, respectively. The arrow indicates the direction of the mechanical stress.
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In addition to the simulation results of the strain-induced variation to the conduction band
edge and the valence band edge, the change in the effective carrier mass by mechanical
stress can also be studied by piezoresistance measurements. Device-level piezoresistance
measurements in the channel plane can be readily done. From Table I, which is modified
from (Chiang et al., 2007), the piezoresistance coefficient along the channel direction (1) is
negative for NMOS transistor and is positive for PMOS transistor. This indicates that
uniaxial tensile stress will decrease the effective carrier mass along the channel direction
(my) for NMOS transistor but will increase m, for PMOS transistor. In the other words,
<110> tensile stress will increase the electron mobility of <110> NMOS transistor while
<110> compressive stress will increase the hole mobility of <110> PMOS transistor. Since the
on-state current (Ion) enhancement is observed in the nanoscale transistors with the
implementation of various strain engineering techniques (Yang et al., 2004; C-H. Chen et al.,
2004; Yang et al., 2008; Wang et al. , 2007), the carrier velocity in the nanoscale transistor
must be related to the low-field mobility, and thus equation (5) needs to be modified so as to
account for the strain-induced I,, enhancement.

Table I Device-level piezoresistance coefficients in the longitudinal direction (), the
tranverse direction (7r), and the out-of-plane (7u.) direction for <110> channel MOS
transistors that are fabricated on (100) Si substrate (Chiang et al., 2007). The units are in 10-11
m2/N. Note that “longitudinal” means parallel to the direction of channel length in the
channel plane, “transverse” means perpendicular to the direction of channel length in the
channel plane, and “out-of-plane” means in the direction of the normal to the channel plane.

NMOS transistor PMOS transistor
m, -49 +90
7T -16 -46
Tout +87 -44

However, for short channel transistors, the experimental Vps. is smaller than that predicted
by equation (3) (Taur et al., 1993). Using the concept of velocity saturation, (Suzuki & Usuki,
2004) proposed an equation for Vps: that can account for the disparity between the
experimental Vps and the Vpsa that is predicted by equation (3).

Vos —Vin
VDsat = E‘//Sat v ) (6)
05+ (0254 Hetf\VGs th,sat
vsatLeﬂr

Since velocity overshoot occurs in the nanoscale transistor (Kim et al., 2008; Ruch, 1972),
equation (6) needs to be modified. In the physics-based model for MOS transistors
developed by (Hauser, 2005), v, is treated as a fitting parameter that can be increased to
2.06x107 cm/s so as to fit the experimental Igs versus Vps characteristics of the nanoscale
NMOS transistor (L = 90 nm). Although this approach is conceptually wrong, it serves as an
easy way to avoid detailed discussion in velocity overshoot and quasi-ballistic transport.
Hence, the resulting equation is as follows,
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Vs -V,
VDsat — GS th,sat (7)
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where g and vs, are functions of Leg. To avoid confusion, we introduce another parameter
called the effective saturation velocity (vsat_err). According to (Lau et al., 2008, b), Usat_est is
taken to be the average value of the carrier velocity (verf) when Vs is close to the power
supply voltage (Vpp). When uniaxial tensile stress is applied, both st and vsa_ers of NMOS
transistor will be increased. By replacing vsai(Lesr) in equation (7) by Usat_est (tleft, Lets),

Ve =V,
GS th,sat = = (8)
0.5+\/O.25+ Hef (Left ) GS ~ Vth,sat
Usat_eff (HefirLefs) Lot

VDsat =

For long channel MOS transistors, the large Leg will make the third term in the denominator
of equation (8) negligible and thus Vpsa = (Vas - Vinsar). For the short channel MOS
transistors, the third term in the denominator of equation (8) must be considered and thus
Vbsat is expected to be smaller than (Vs - Vinsar) . According to conventional MOS transistor
theory (Taur & Ning, 1998, a), Vpsa is given by (Vs = Vinsat)/m where the body effect
coefficient (m) is typically between 1.1 and 1.4.

3. Does velocity saturation occur in the nanoscale MOS transistor?

For NMOS transistor, the electrons are accelerated by the lateral electric field (Eiatera) and
thus the drift velocity (varir) increases. For (100) Si substrate, the optical phonon energy is
bigger than 60 meV (Sah, 1991, a). When the kinetic energy of the electron exceeds 60 meV,
the optical phonons are generated. However, the generation rate of optical phonon is very
large and thus only a few electrons can have energy higher than 60 meV. An equilibrium is
reached when the rate of energy gain from Ejaeral is equal to the rate of energy loss to
phonon scattering. This corresponds to the maximum vg4yi: that occurs at Ejateral around 104
V/cem. The maximum o4y is known as the velocity saturation (vs.). Based on the Monte
Carlo simulation by (Ruch, 1972), the distance over which vg4:if; will overshoot the electron
Usat is less than 100 nm but this transient in velocity will only last for 0.8 ps before reaching
its equilibrium value of 107 cm/s. According to (Mizuno, 2000), the amount of channel
doping concentration (Na) will determine if velocity overshoot can be observed in bulk
MOS transistors. For NMOS transistor with L = 80 nm, velocity overshoot can occur if N, <
107 cm=3. For NMOS transistor with L = 30 nm, velocity overshoot can occur even if Ne, =~
1018 cm3. This can be attributed to the effective channel length (Lct), which is a function of
both the mask gate length (L) and N In fact, (Kim et al,, 2008) has reported that the
experimental findings of electron velocity overshoot in 36 nm bulk Si-based NMOS
transistor at room temperature. Furthermore, the Monte Carlo simulation performed by
(Miyata et al., 1993) show that electron velocity overshoot actually increases when the
tensile stress is increased. This can account for the strain-induced I, enhancement in the
nanoscale NMOS transistors (Yang et al., 2004; C-H. Chen et al., 2004; Yang et al., 2008).
Hence, it is more likely that velocity overshoot occur in the nanoscale transistor rather than
velocity saturation.
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Here, we will like to point out another misconception about the occurrence of velocity
saturation in the nanoscale MOS transistors. Based on the classical concept of velocity
saturation, the saturation Iys of the short channel MOS transistor has a linear relationship
with Vs (see equation 5), and thus the saturation Iys versus Vps characteristics is expected to
have constant spacing for equal Vs step (Sze & Ng, 2007). On the other hand, the saturation
Igs of the long channel MOS transistor is controlled by pinchoff (Hofstein & Heiman, 1963).
Based on the constant mobility assumption, equation 4 predicts that the saturation I4s of long
channel MOS transistor has a quadratic relationship with Vgs and thus the saturation Igs
versus Vps characteristics is expected to have increasing spacing for equal Vs step (Sze &
Ng, 2007). However, constant spacing for equal Vgs step is often observed in the
experimental Igs versus Vps characteristics of the long channel MOS transistor, as shown in
Fig.3. This can be understood from the validity of the constant mobility assumption.
Experimental data have shown that mobility is actually a function of Vgs (Takagi et al.,
1994). From Fig.7, s first increases with increasing Vgs owing to Coulombic scattering and
then decreases owing to phonon scattering and surface roughness scattering. To further
investigate, we measured the Igs versus Vps characteristics and the Igs versus Vgs
characteristics of a long-channel NMOS transistor. Considering equal Vs step, we observed
an increasing spacing for 1 V< Vgs < 3 V but constant spacing for 3 V < Vgs < 5V in the
saturation Iys versus Vps characteristics of the NMOS transistor (see Fig.8). Since the
transconductance (¢m) is a measure of the low-field mobility (ues) (Schroder, 1998), the gm
versus Vs characteristics is expected to have the same features as the mobility versus Vgs
characteristics. From Fig. 8(a), the drain current saturation of the NMOS transistor occurs at
Vpsaround 3 V. With reference to Fig. 8(b), when Vps =3 Vand 0V < Vs <3V, g increases
monotonically with increasing Vgs owing to Coulombic scattering. When Vgs is further
increased to beyond 3 V, surface roughness scattering will start to dominate and then g, will
decrease with increasing Vcs. Hence, for 1 V < Vs < 3 V, the saturation I versus Vps
characteristics has increasing spacing for equal Vs step. For 3 V < Vgs <5V, the saturation
Igs versus Vps characteristics has constant spacing for equal Vgs step. Since velocity
saturation does not occur in long channel transistor, the constant spacing observed in the
saturation I4s versus Vps characteristics at high Vs cannot be used as an indicator of the
onset of velocity saturation.

Phonon
scattering

Coulombic
scattering

Surface
roughness
scattering

Low-field mobility, ¢

Gate-to-source voltage, Vg

Fig. 7. Effects of the scattering mechanisms on the . versus Vs characteristics of MOS
transistor.
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NMOS transistor (L = 10 pm, W =10 um, physical gate oxide thickness of 300 A) for equal

Vs step.

Here, it is interesting to note that it is common for the saturation I3 versus Vps
characteristics of the zinc oxide thin-film transistors to have increasing spacing for equal Vs
step (Cheong et al., 2009; Yaglioglu et al., 2005). The mobility of these materials ( ~ 10 to 20
cm?/V.s) is only one tenth of the mobility of silicon (~ 100 to 300 cm?2/Vs). In Fig.9, which is
modified from (Cheong et al., 2009), the drain current saturation occurs at Vps around 15 V.
The increasing spacing observed in the saturation Iqs versus Vps characteristics of the thin-

140

120

100

80

60

40

20

Drain current, [, (WA)

0

(a) Drainvoltage , V4 (V)

- Increasing
spacing

0 5

Vg =25V

10 15 20

N WA o0 N

Transconductance, g, (mV)

0

5
(b) Gate voltage , V.4 (V)

15 20

Fig. 9. Zinc oxide thin-film transistors with L = 20 um and W= 40 um (a) Increasing spacing
observed in the experimental Iys versus Vpscharacteristics of, (b) Monotonically increasing
gm. Modified from (Cheong et al., 2009).
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film transistor is related to the monotonically increasing gm with increasing Vgs. Next, we
will study the dependency of the saturation Iqs of the thin film transistor on Vgs. From Fig.
10, if Igs and Vs have linear dependency, Vi, sat extracted by linear interpolation is around
17.5 V. If Iss and Vgs have quadratic dependency, Vi sa extracted by extrapolating the linear
portion of the 405 versus Vgs plot is around 10 V. As seen in the Ij versus Vps
characteristics of the thin-film transistor (see Fig.9), the transistor is in cutoff mode when Vs
<10 V. Hence, it is more appropriate to say that Igs of thin-film transistor and Vgs have
quadratic dependency rather than linear dependency.

Y1) [ — O e
<
— = .
< . . . o Quadratic
=150} Linear relationship ] = relationship
%) ~T 10} ]
L Vpg=15.5V o Vpg = 15.5V
€ ®
@ 100 =
= 3
- o
o < 5} ]
c £
o 50 ©
5 ©
©
= et
0 o O
0 5 10 15 20 25 30 () 0 5 10 15 20 25 30

(a) Gate voltage , V5 (V) (b) Gate voltage , Vg (V)

Fig. 10. Relationship between I4s and Vs of the zinc oxide thin-film transistors (L =20 um

and W =40 pum) (a) Linear dependency (b) Quadratic dependency. Modified from (Cheong
et al., 2009).

4. Newer theories on the saturation drain current equations of the nanoscale
MOS transistor

According to (Natori, 2008), the type of carrier transport in the MOS transistor depends on
the relative dimension between the gate length (L) and the mean free path (1), as illustrated
in Fig. 11. Qualitatively, 1 is the average distance covered by the channel carrier between the
successive collisions. When L is much bigger than 4, the channel carriers will experience
diffusive transport. When L is comparable to 4, the carriers undergo only a small number of
scattering events from the source to the drain and thus the carriers will experience quasi-
ballistic transport. Ballistic transport will only occur when L < A. The experimentally
extracted A is in the range of 10 nm for the nanoscale transistor (M-]. Chen et al., 2004; Barral
et al., 2009). Hence, the state-of-the-art MOS transistor (L > 32 nm) is more likely to
experience quasi-ballistic transport rather than ballistic transport. This section will discuss
the main concepts of ballistic transport and then proceed to discuss about the existing quasi-
ballistic theories. The emphasis of this section is to introduce a simplified equation for the
saturation drain current of the nanoscale MOS transistor that is able to address quasi-
ballistic transport while having electrical parameters that are obtainable from the standard
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device measurements. Here, we will introduce two equations that can satisfy the above
criteria (i) Based on the concept of the effective saturation velocity (vsatef) , which is a
function of tefr and temperature (Lau et al. , 2008, b) and (ii) Based on the virtual source
model (Khakifirooz et al., 2009).

Gate length, L

Source Drain
g Casel: L>> 4
\? Diffusive transport
i
\:\
Case2: L~A
O~ Quasi-Ballistic transport
—_—
_— Case3: L<A
- Ballistic transport

Fig. 11. Types of carrier transport in MOS transistors, which is modified from Fig. 1 in
(Natori, 2008). Note that A is the mean free path of the carrier.

4.1 Ballistic transport
In vacuum, electrons will move under the influence of electric field according to Newton’s
second law of motion,

F=m.za=—qE )

where F, me, a, g and E are the resultant force acting on the electron, the electron mass, the
acceleration of the electron, the electronic charge , and the electric field ,respectively. Under
such a situation, if the applied electric field is constant in both magnitude and direction, the
electrons will accelerate in the direction opposite to that of the electric field. This type of
transport is known as the ballistic transport. In the other words, if there is no obstacle to
scatter the electrons, the electrons will experience ballistic transport (Heiblum & Eastman,
1987). Furthermore, (Bloch, 1928) postulated that the wave-particle duality of electron
allows it to move without scattering in the densely packed atoms of a crystalline solid if (i)
the crystal lattice is perfect and (ii) there is no lattice vibration. However, doping impurities
such as boron, arsenic and phosphorus are added to the silicon crystal so as to tune the
electrical parameters such as the threshold voltage and the off-state current (l,¢). These
dopants will disrupt the periodic arrangement of the crystal lattice and thus results in
collisions with the impurity ions and the crystalline defects. Moreover, the atoms in crystals
are always in constant motion according to the Particle Theory of Matter. These thermal
vibrations cause waves of compression and expansion to move through the crystal and thus
scatter the electrons (Heiblum & Eastman, 1987). Therefore, achieving ballistic transport in
Si-based MOS transistors is only an ideal situation (Natori, 2008).
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4.2 Quasi-ballistic transport

Having established that thermionic emission from the source to the channel is still relevant
in the state-of-the-art MOS transistor (L > 32 nm) in Section 1, we will proceed to discuss the
main concepts behind quasi-ballistic transport. (Lundstrom, 1997) derived an equation that
relates the saturation Ig4s of the nanoscale transistor to zsf as follows,

Co, W
Iys = 1 = 1 (VGS - Vth,sat) (10)
- + -
OT  lege £(07)

where the random thermal velocity of the carriers (vr) does not depend Vgs. The only
variable in the vt equation is the temperature (T).

vy =vp(T)=/(2kgT) / (7 my) (11)

where the transverse electron mass of silicon (i) is equal to 0.19 my where the free electron
mass (myp) is equal to 9.11 x 1031 kg (Singh, 1993). Using equation (11), vt is approximately
equal to 1.2 x 107 cm/s at temperature of 25 °C. kg is the Boltzmann constant. T is the
absolute temperature. £(0*) is defined as the average electric field within the length £ where
a kgT/q potential drop occurs, as shown in Fig.12 in (Lundstrom & Ren, 2002). Despite the
lack of equation for £(0*) (Lundstrom, 1997; Lundstrom & Ren, 2002), Lundstrom has made
an important contribution to relate the low-field mobility (ze) to Ion of the deep submicron
MOS transistors, and thus his theory is able to account for the strain-induced enhancement
in Ion (Yang et al., 2004; C-H. Chen et al., 2004; Yang et al. 2008; Wang et al., 2007).

According to (Lundstrom, 1997), if a carrier backscatters beyond ¢, it is likely to exit from the
drain and is unlikely to return back to the source (see Fig. 12). For NMOS transistor, € is the
distance between the top of the conduction band edge and the point along the channel
where channel potential drops by ksT/q.

(=]
=

electron /
L Channel

Source

Drain

Fig. 12. Definition of the critical length () for NMOS transistor. £ is defined to be the distance
between the top of the conduction band edge and the point along the channel where channel
potential drops by ksT/g. Beyond {, the carriers are unlikely to return to the source.
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By inspection of equations (10) and (11), a loop-hole can be found in Lundstrom’s 1997
theory. If equations (10) and (11) are correct, MOS transistors will function very poorly
when the temperature is lowered from room temperature to very low temperature such as
liquid helium temperature. However, there are numerous reports that MOS transistors and
CMOS integrated circuits can function quite well at the liquid helium temperature (Chou et
al., 1985; Ghibaudo & Balestra, 1997; Yoshikawa et al., 2005). Hence, there is a need to
modify Lundstrom’s 1997 theory. Indeed, (Lundstrom & Ren, 2002) made an attempt to
incorporate Natori's 1994 theory into their theory. However, the resulting theory is very
much not similar to equation (10) and has not been compared with real device performance.
Based on equation (24) in (Natori, 1994), the saturation drain current of the nanoscale MOS
transistor is as follows,

81V Con (Vs Vinsat) |
3m, \/C]H'MV

Iqs = (12a)
where 71 is the reduced Planck’s constant. M, is the product of the lowest valley degeneracy
and the reciprocal of the fraction of the carrier population in the lowest energy level. For a
NMOS transistor that is fabricated on (100) Si substrate, the fraction of the carrier
population at the strong inversion is around 0.8 at 77 K but it decreases to around 0.4 at 300
K (Stern, 1972). In the other words, M, is a function of temperature (T).

Rearranging equation (12a) results in,

C, W
lgg= | ——— (Vs — Vinsat) (12b)

Vinj(Vas, T)
where the injection velocity (vinj) is given by (Natori, 1994 ),

87,/Coy (VGS'Vth,sat) (12c)

SV 1)

inj(Vas, T) =

With reference to Fig.8 in (Natori, 1994 ), viyj increases with increasing temperature (T) and
increasing Vgs. If Natori’s theory is true, viyj can be very high even though the temperature
is very low. We propose that this feature of Natori's 1994 theory can be used to cover the
shortcomings of Lundstrom’s 1997 theory. However, there are some aspects of Natori's 1994
theory that contradict the experimental data. From Fig. 8 in (Natori, 1994), his theory, which
disregards the channel scattering, predicted that the saturation Igs of the nanoscale NMOS
transistor will increase when temperature increases. However, this is contradictory to the
experimental data. Fig. 13 shows that the experimental I3s of a NMOS transistor (L= 60 nm)
actually decreases when temperature increases. This can be explained by the increase in
channel scattering when temperature increases (Takagi et al., 1994; Kondo & Tanimoto,
2001; Mazzoni et al., 1999). Moreover, equation (12b) cannot account for the strain-induced
enhancement in o, (Yang et al, 2004; C-H. Chen et al, 2004; Yang et al., 2008; Wang et al.,
2007). Hence, without the help of Lundstrom’s 1997 theory, Natori's 1994 theory is
contradictory to the experimental data.
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In addition, Natori's 1994 theory predicts that the saturation Igs of the nanoscale MOS
transistors will follow a (Vgs - Vinsat)?/2 relationship. Fig. 14a shows the saturation Ig2/3
versus Vs characteristics of a NMOS transistor (L = 60 nm). The threshold voltage extracted
by the linear extrapolation is smaller than the threshold voltage of conduction. This shows
that the saturation Igs of the nanoscale MOS transistors does not follow a (Vs - Vinsat )3/2
relationship. Fig. 14b shows the saturation Igs versus Vgs characteristics of the same NMOS
transistor. In this case, the extracted threshold voltage is close to the threshold voltage of
conduction. Hence, the saturation I4s of nanoscale transistors is more likely to follow a (Vs -
Vinsat ) relationship.

600 . . . .
— -25°C

500f -- 25°C
—125°C

Temperature T /%
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200F

100

Drain current, I, (WA/um)
W
3

%% 086 o8 1o T2
Gate voltage , Viig (V)

Fig. 13. Effects of temperature on the saturation Iy versus Vs characteristics of a NMOS
transistor (L = 60 nm, W =5 um).
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Fig. 14. As opposed to Natori’'s 1994 theory, the saturation I4s of the short channel NMOS
transistor does not follow a (Vs - Vinsat )3/2 relationship.
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4.3 New equation that unifies Natori’s 1994 theory and Lundstrom’s 1997 theory
We propose a simplified equation that can unify both Natori’s 1994 theory and Lundstrom’s
1997 theory, as follows (Lau et al., 2008, b),

CoxW

Igs = 1 x 1 (VGS - Vth,sat) (13)
+
v1(Vos, T)  v1(Vgs, T)
where
v1( Ves, T)=vinj( Vos, T) (14)
0y ( Vs, T)= teii ( Vs, T) 5(0+) (15)

(Lundstrom, 1997) proposed that v; is equal to vt that is only dependent on T, as shown in
equation (11). On the other hand, our theory proposed that v; is a function of both Vs and
T, and v; can be higher than vt given by equation (11). (Natori, 1994) proposed that v is
equal to iy, which is a function of both Vs and T. Recently, (Natori et al., 2003; Natori et
al., 2005) simulated the vy characteristics using the multi-subband model (MSM). In weak
inversion, viyj is almost independent of Vs and is approximately equal to 1.2 x 107 cm/s,
which is equal to vr. In strong inversion, vinj will increase due to carrier degeneration but is
confined within a narrow range from 1.2 x 107 cm/s to 1.6 x 107 cm/s.

Here, we would like to highlight that both Lundstrom’s 1997 theory and Natori’s 1994
theory did not consider the series resistance (Rsq). Although the conduction band edge (E.)
profile in the n-channel will be the same with or without Ry (Martinie et al., 2008), the E.
within S/D regions will be different when the effects of Rqqis considered. If the effects of Req
are disregarded, E. within S/D regions will appear as a horizontal line, as illustrated in Fig.
12. However, the presence of Rsq will cause a potential drop in the S/D regions, resulting in
a built-in electric field within the S/D regions (see Fig. 15). This electric field in the source
region will accelerate the electrons. Since scattering decreases when temperature decreases
(Takagi et al., 1994; Kondo & Tanimoto, 2001; Mazzoni et al., 1999), one would expect that
there will be minimal scattering in the source when the temperature is very low. Hence, the
presence of Ryq will allow the electrons to attain higher energy prior to thermionic emission
into the channel. According to (M-]. Chen et al., 2004), the source series resistance (R;) is
about 75 Q-pm. If the drain current (I4s) is about 800 nA/um, the voltage drop due to R; is
about 800 pA/pm x 75 Q-um = 60 mV. (Note that the thermal voltage, kpT/y is
approximately 26 meV at room temperature.) We proposed that the electrons are “heated”
up by the 60 meV energy due to Rsq and thus their velocities can be significantly larger than
1.2 x 107 cm/s (as predicted by equation 12c). Moreover, this extra energy is expected to
increase with increasing Vs because higher Vs implies a bigger Igs. With this extra energy
from electron heating in the Rsq region, the carriers can overcome the potential barrier at the
liquid nitrogen temperature despite not being able to gain energy from the surrounding.
The significance of v, term is that it establishes a link between Io, and gef. This provides a
better compatibility between theory and I,, enhancement in the nanoscale transistors by
various stress engineering techniques (Yang et al., 2004; C-H. Chen et al., 2004; Yang et al.,
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2008; Wang et al., 2007). However, there is no v, term in Natori's 1994 theory, as shown in
equation (12b). Nevertheless, v, is covered by Lundstrom’s 1997 theory, as shown in
equation (10). Hence, we incorporate v, in Lundstrom’s 1997 theory into equation (13).

Thermionic
emission

f\

electron

=

Channel Drain

Fig. 15. The effects of S/D series resistance on the conduction band edge of a NMOS
transistor in the saturation operation.

Source

Another loop-hole in Lundstrom’s 1997 theory is that there is no equation for &(0+). From
Fig.9 in (M-]. Chen et al., 2004), the slope of the near-source channel conduction band
increases when Vs increases. In the other words, the electric field near the top of potential
barrier, £(0*) increases with increasing Vcs. Hence, we deduce that £(0+) is a function of both
Vs and Vps such that e(0*, Vs, Vbs = Vpp) is approximately equal to £(0*, Vgs, Vbs = Vpsar).
Note that Vpp is the power supply voltage. This is consistent with Fig. 5 in (Fuchs et al.,
2005). Therefore, we propose that ¢(0*) can be expressed as follows,

8(0+) _ alVDsat (16a)
Legs

where the correction factor (1) is smaller than 1. Based on the conventional MOS transistor
theory (Taur & Ning, 1998, a), Vpsa is given by (Vas - Vinsar)/m where 1.1 < m < 1.4.
Furthermore, (Suzuki & Usuki, 2004) proposed a drain current model that shows that Vpsais
smaller than (Vgs - Visa) for the short-channel MOS transistors. This shows that the
relationship of Vpsat = (Vos - Vinsar)/m is still reasonably correct for very short MOS
transistors. Therefore, £(0+) can also be expressed by,.

@ (Vas —Vinsat)

£(0") = ;
eff

(16b)
where the correction factor (a») is smaller than 1. The value of &> can be estimated from the
effective carrier velocity (verf) versus Vgs characteristics and the e versus Vgs
characteristics. Using the saturated transconductance method suggested by (Lochtefeld et
al., 2002), vegs was extracted as a function of Vs as shown in Fig.16 (a). For the contact etch
stop layer (CESL) with a tensile stress of 1.2 GPa, Vsat_efr of the NMOS transistor (L = 60 nm)
was 7.3 x 106 cm/s. Using the constant current method with reference current, Ir
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=0.1pA(W/L) , the extracted Vi, sa was about 0.3 V. Next, Lefr, which is extracted using the
method proposed by (Guo et al., 1994), was about 0.030 pm. Substituting Les = 3 x 106 cm,
Ves =12V, Vinsae = 0.3 V into equation (16b),

g(0+) =3x 105(12 (in units of V/cm) (16c)

Re-arranging vat eff = tefi £(0%),

£(O+) — Ysat_eff
Heff

(16d)

Next, tef is extracted as a function of Vs using a method described by (Schroder, 1998).
From Fig. 16(b), when Vs is 1.2 V, s was about 85 cm?V-1s-1 at. Substituting Vst et = 7.3
x106 cm/s and pers = 85 cm?V-1s-1 into equation (16d),

£(O+) _ Usat_eff _ 7.3x10°

Het 85

According to (Lee et al., 2009), &(0*)of a PMOS transistor (L = 50 nm) is between 8 x10¢ V/cm

and 3 x105> V/cm for various gate overdrives. By solving equations (16c) and (16e), a is

around 0.29. Note that , is 0.5 for the conventional MOS transistor theory (Taur & Ning,
1998, a).
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(a) Gate voltage , Vi (V) (b) Gate voltage , V¢ (V)

Fig. 16. Effects of uniaxial tensile stress on (a) the ves versus Vs characteristics, (b) the g
versus Vs characteristics of a NMOS transistor (L = 60 nm, W = 0.12 um). Note vg,¢ eff is the
average value of veg when Vs is close to Vpp. The uniaxial tensile stress is induced by the
contact etch stop layer (CESL). The film stress of the two CESL split are 0.7 GPa tensile stress
and 1.2 GPa tensile stress.

Equation (13) is then modified by defining a new parameter called the effective carrier
velocity (veg). The resulting equation is as follows (Yang et al., 2007; Lau et al., 2008, a; Lau et
al., 2008, b),



The Evolution of Theory on Drain Current Saturation Mechanism
of MOSFETSs from the Early Days to the Present Day 67

Iqs = Vet (Uesf - Vs, T)WC oy (VGS - Vth,sat ) 17)

where ver is a function of e, Vos and T at a constant Vps (see Fig.16a and Fig.17).
Furthermore, vegis also related to v1 and v», as follows,

4

1 1

Vet (Hefi Vs, T) =( + ] (18)
e 01 (Ves, T) 0o (ttefi Vs T)

When temperature decreases, vinj decreases (Natori, 1994). Since v; is related to viyj (see
equation 14), vy is expected to decrease with decreasing temperature. On the other hand,
mobilities due to Coulombic scattering, phonon scattering and surface roughness scattering
will increase with decreasing temperature (Takagi et al., 1994; Kondo & Tanimoto, 2001;
Mazzoni et al., 1999). As v; is related to e (see equation 15), we expect v; to increase when
temperature decreases. Fig. 17 shows that the experimental vt increases when temperature
decreases, and hence v, dominates over ;.
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Fig. 17. The effect of temperature on vsat_cff . Note that v, eff corresponds to the average
value of vess when Vs is close to Vpp (L = 60 nm, W=5 pm, Vps= Vpp =12 V).

Another evidence to illustrate the importance of v, over v; is through their behavior with
Vgs. Fig.18 shows the behavior of v1, v2, vegr With Vigs. Since vy is related to vinj, v11s expected
to increase when Vs increases (Natori, 1994). On the other hand, v; is related to s, as
shown in equation (15). Hence, the v, versus Vs characteristics will tend to follow that of
the e versus Vs characteristics (see Fig. 7). When Vs is low, 03 is expected to increase with
increasing Vs owing to the screening of the Coulombic scattering centres. When Vs is high,
an increase in Vgs will decrease e owing to the surface roughness scattering. From
equation (15), vy is the product of s and &0+). From equation (16b), £0*) is expected to
increase with increasing Vgs. Hence, v; is expected to approach a constant at high Vigs owing
to the opposing effects of s.f and &(0*).
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Velocity components

Gate voltage , Vg
Fig. 18. A schematic diagram showing the relationship of v1, v2 and vess with Ves.

Since Ve approaches a constant when Vs close to Vpp (see Fig. 16a and Fig. 17), it is more
appropriate to replace ve in equation (17) can be replaced by vs._efr, resulting in (Yang et al.,
2007; Lau et al., 2008,a; Lau et al., 2008,b),

I ds = Usat_eff (:ueff ’ T)Wcox,inv (VGS - Vth,saLIV) (19)

where v eff is the average value of ve when Vs is close to Vpp. In Fig. 16(a), Usat et
increases when tensile stress increases, and thus leads to I,, enhancement in the short
channel NMOS transistor. This shows that equation (19) is able to account for the strain-
induced I,n enhancement by various strain engineering techniques (Yang et al., 2004; C-H.
Chen et al., 2004; Yang et al. 2008; Wang et al., 2007). As shown in Fig.17, vsa_ff increases
when temperature decreases, resulting in a better I,, performance at very low temperature.
This shows that equation (19) is able to explain the I,, enhancement at liquid helium
temperature (Chou et al, 1985; Ghibaudo & Balestra, 1997; Yoshikawa et al., 2005).
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Fig. 19. Extraction of Vit v from the saturation Igs versus Vs characteristics of a NMOS
transistor (L = 60 nm, W= 2 um, Vps=1.2V).
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Moreover, Vit in equation (17) needs to be replaced by Vinsa1v. As illustrated in Fig. 19,
Vinsat v can be extracted from the saturation I4s versus Vs characteristics. First, a best-fit
line is performed on the saturation Igs versus Vgs characteristics whenVgs is close to Vpp.
For our transistors, veg approaches a constant when 1V < Vgs <1.2 V. Vi v can be found
by the interception between the best-fit line and the Vgs axis. In this example, Vi sat v Was
0.603 V. For comparison, we extracted Vi st using the Constant Current (CC) method with
the reference drain current (Irf) defined as 0.1pA(W/L). The extracted Vi was 0.351 V,
which is much smaller than Vi sa_1v. Moreover, we also observed that Vi s 1v is also bigger
than the linear threshold voltage (Vi in). In Fig. 20(a), Vinin extracted using CC method was
0.484 V. In Fig. 20(b), Vin1in extracted using maximum gm method was 0.557 V. We believe
that Vinsat1v is bigger than Vi lin and Vi sae because it accounts for the additional Vs that is
required to produce electrons to screen the Coulombic scattering centres, as shown in Fig.
21. On the other hand, Viiin and Vinst indicate the onset of inversion. Furthermore,
polysilicon depletion and quantum mechanical effects will make the gate oxide appears
thicker, and thus C,x in equation (17) has to be replaced by Cox,inv , which is the gate oxide
capacitance per unit area at inversion.

4.4 Virtual source model for nanoscale transistors in saturation mode

(Khakifirooz et al., 2009) proposed a semi-empirical model for the saturation drain current
of the nanoscale transistor. This model is based on the location of the “virtual source”,
which is the top of the conduction band profile for NMOS transistor, as shown in Fig. 22.
Based on the “charge-sheet approximation”, the saturation Igs of the nanoscale transistor can
be described by the product of the local charge density and the carrier velocity, as follows
(Khakifirooz & Antoniadis, 2008).

Ids = WQixovxo (20)
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Fig. 20. Extraction of Vi 1in of a NMOS transistor in the linear operation (L = 60 nm, W= 2
pum, Vps = 0.05 V) (a) Using constant current method with Iref= 0.1 pA W/L , Vin1in = 0.484 V,
(b) Using maximum gm method (Vi iin = 0.582 - Vps/2 = 0.557 V).
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Fig. 21. Vi sat1vincludes a component to overcome the Coulombic scattering by “screening”.

The virtual source charge density (Qxio) is given by (Khakifirooz et al., 2009),

Vs — IR -V,
Qxio = Cox kBiTln 1+ exp[ S e j (21)

where Rs is the source series resistance. The body-effect coefficient (1) can be expressed as
(Taur & Ning, 1998,b),

1. £065i9Ncn / (4vp)

C

(22)
ox

where ¢ is the permittivity of free space. s is the dielectric constant of silicon. N, is the
channel doping concentration. ys is the difference between the Fermi level in the channel
region and the intrinsic Fermi level.

The virtual source velocity (vx) is the average velocity of the channel carriers at the potential
barrier near the source.

v
Uy = 23
07 1-CRW(1+25)v @)

where § is the drain-induced-barrier lowering (DIBL) with units of V/V. The carrier velocity
can be extracted as follows,

Las /W
Cox (VGS - Vth,sat )
According to (Khakifirooz et al., 2009), the above model has a reasonably good fit to the

experimental I4s versus Vs characteristics and the experimental I4s versus Vps characteristics
of nanoscale Si-based MOS transistors fabricated using poly-SiON gate stack as well as high-

U=

(24)
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K metal gate stack. The extracted vy, for NMOS transistor (L = 35 nm) is around 1.4x107
cm/s. Since vsyt for electrons in silicon is 107 cm/s (Norris & Gibbons, 1967), this shows that
velocity saturation does not occur in the nanoscale Si-based MOS transistor.

Ves> Vinsat

1 i
RS_N\N\_ N RD
Qix0
- Vxo
Source /
EC
Drain

Fig. 22. Illustration of the virtual source point (xo) in a NMOS transistor. The carrier charge
density (Qixo) and the virtual velocity (vx) are defined at the top of the conduction band
profile along the channel direction. Rs is the source series resistance. Rp is the drain series
resistance.

5. Apparent velocity saturation in the nanoscale MOS transistor

Fig. 23 shows the maximum e versus L characteristics and the vs. e versus L
characteristics of a bulk NMOS transistor. i is extracted from the linear I4s versus Vs
characteristics (Schroder, 1998). v is extracted using the saturation transconductance
method (Lochtefeld et al., 2002). Rqq correction to veg has to be done as described by (Chou &
Antoniadis, 1987) . Rsq is extracted using a modified version of the method according to
(Chern et al., 1980). Note that vsa cff is the average value of ves when Vs is close to Vpp. By
taking the maximum g to be independent of the gate length, vsa eff = constant x Leg -1,
based on equation (16b) and equation (16d). However, the experimental vsat cff = constant x
Legs -# where f is less than 1 despite the uncertainty in Rsq measurements (see Fig. 24). This
indicates that the carrier velocity tends to saturate when L decreases (see Fig. 23b).

Since the relationship between the carrier velocity and the low-field mobility is well-
established (Khakifirooz & Antoniadis, 2006), we can have a better understanding of the
apparent velocity saturation in the nanoscale MOS transistors by looking at the mobility. A
strong reduction of mobility is typically observed in the silicon-based MOS transistors when
the gate length is scaled (Romanjek et al., 2004; Cros et al., 2006; Cassé et al., 2009; Huet et
al., 2008; Fischetti & Laux, 2001). The reason of this degradation is still not clearly
understood. It is first attributed to the halo implants as its contribution to the channel
doping concentration increases with decreasing gate length (Romanjek et al, 2004).
However, this mobility degradation is also observed in the undoped double gate MOS
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transistors (Cros et al., 2006) and the undoped fully-depleted silicon-on-insulator (FD-SOI)
MOS transistors (Cassé et al., 2009). This indicates that the halo implant is not the dominant
factor involved in the degradation. Another limiting transport mechanism expected to be
non-negligible in the short-channel MOS transistor is the presence of crystalline defects
induced by S/D extension implants (Cros et al., 2006). Furthermore, Monte Carlo studies
shows that ballistic transport has significant impact on the mobility degradation (Huet et al.,
2008). Another explanation is that the increase in the long-range Coulombic scattering
interactions between the high-density electron gases in the S/D regions and the channel
electrons for very short channel MOS transistors (Fischetti & Laux, 2001). In an attempt to
clarify the mobility degradation mechanism, (Cassé et al., 2009) used the differential
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magnetoresistance technique for mobility extraction to eliminate the effects of series
resistance (Rsg) and the ballisticity introduced by L-independent resistance. However, strong
mobility degradation is still observed in the undoped FD-SOI MOS transistors (L < 100 nm)
at 20 K and thus the mobility degradation is likely to be caused by (i) the long-range
Coulombic scattering interactions between the electron gases in the S/D regions and the
channel electrons, (ii) the charged defects at the S/D regions, and (iii) the neutral defects at
the S/D regions (Cassé et al., 2009). The apparent saturation of carrier velocity when L
decreases can be understood as follows. As discussed in section 4.3, the effects of v,
dominates over the effects of v; such as veg = v2. From equation (15), v; is the product of s
and ¢(0*). From equation (16b), ¢(0*) increases when Lt decreases. In short, when L
decreases, tefr decreases but (0*) increases. Hence, veg is expected to approach a constant
when L decreases. Since s _eif is the average value of ves when Vs is close to Vpp, Usat_eff is
expected to approach a constant when L decreases. This is probably why (Hauser, 2005) is
able to use the velocity saturation model (see equation 5) to fit the experimental I4s versus
Vps characteristics of the nanoscale NMOS transistor (L = 90 nm). Note that Hauser used vsat
as a fitting parameter. In his physics-based model, vsy is taken to be 2.06x107 cm/s rather
than 1 x 107 cm/s (saturation velocity of electrons in silicon at room temperature). Therefore,
the physics behind the apparent saturation of the carrier velocity is different from that of
velocity saturation (the rate of energy gain from the lateral electric field is equal to the rate
of energy loss to the surroundings by phonon scattering).

6. Drain current saturation mechanism of the nanoscale MOS transistors

As mentioned in section 2, the two well-known mechanisms for drain current saturation in
MOS transistors are pinch off and velocity saturation. However, we have shown that
velocity saturation is unlikely to occur in the nanoscale MOS transistors. In addition, (Kim et
al., 2008) reported that the experimental observation of velocity overshoot in the nanoscale
bulk NMOS transistor (L = 36 nm) at room temperature. In section 5, we have unveiled that
the apparent velocity saturation that occurs during scaling is caused by (i) the long-range
Coulombic scattering interactions between the electron gases in the S/D regions and the
channel electrons, (ii) the charged defects at the S/D regions and (iii) the neutral defects at
the S/D regions (Cassé et al. 2009). Since velocity saturation involves the tradeoff between
the rate of energy gain from lateral electric field and the rate of energy loss to the
surroundings by phonon scattering, we believe that velocity saturation does not occur in the
nanoscale transistors. Hence, it is possible that the drain current saturation mechanism in
nanoscale MOS transistor is caused by pinch off rather than velocity saturation. In fact,
several groups of researchers have developed compact models for the pinch-off region of
the nanoscale MOS transistors (Navarro et al., 2005; Weidemann et al., 2007). For Vpp =1V,
the pinch-off point is less than 10 nm from the drain side (Navarro et al., 2005). This shows
that the pinch-off point will always remain within the channel even though this point tends
to shift towards the source side with increasing Vps.

Our previous work gives the experimental evidence that the drain current saturation in the
nanoscale NMOS transistor is caused by pinchoff (Lau et al., 2009). By simply changing the
polarity of the drain bias (Vp), it is possible to create a situation whereby pinchoff is unlikely
to occur. As shown in Fig. 25, the normal biasing involves the application of a positive Vp to
the drain terminal of a NMOS transistor. On the other hand, the unusual biasing involves
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the application of a negative Vp to the drain terminal of a NMOS transistor. The most
obvious implication of such biasing is the direction of the electron flow. For the normal
biasing condition, the electrons are injected from source terminal to drain terminal. For the
unusual biasing condition, the electrons are injected from drain terminal to source terminal.
In the other words, the effective source terminal for the unusual biasing is actually the drain
terminal. To avoid confusion, we define Vis™ as the potential difference between the gate
terminal and the terminal that injects electrons into the channel. Vps™ is the potential
difference between the source terminal and drain terminal. From equation (8), the condition
for pinchoff to occur is as follows,

s VGS _Vth,sat (25)

where m is between 1.1 and 1.4 (Taur & Ning, 1998,a). For our NMOS transistors, Vpp is 1.2
V. Under the normal biasing, Vgs"is 1.2 V and Vps®is 1.2 V (see Fig. 25a). Under the unusual
biasing, Vgs™is 2.4 V and Vps'is 1.2 V (see Fig. 25b). Hence, normal biasing will be able to
satisfy the condition for pinchoff and thus pinchoff can occur. However, the condition for
pinchoff cannot be satisfied under the unusual biasing because Vgs* is much bigger than
Vps*. From Fig.26, the nanoscale NMOS transistor (L = 45 nm) used in our study does not
suffer from punchthrough. Note that negative Vp will forward bias the p-well-to-n*drain
junction. To minimize the amount of forward biased p-n junction current in NMOS
transistor under the unusual biasing, we limited the Vp to be -0.4 V (see Fig. 27). As shown

Normal biasing Unusual biasing
A A
r N\ r N\
1.2V 1.2V
vG5_12v G G, Ves' =24V

ov;sJ:T'"LD_mv ovﬂj:\mv
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Electron IIIEmE)> <@ Eleciron

flow flow
(a) (b)

Fig. 25. Biasing conditions of the NMOS transistor (a) Under the normal biasing, a positive
Vb of 1.2 Vis applied to the drain terminal. The p-well-to-n* drain junction is reversed
biased. (b) Under the unusual biasing condition, a negative Vp of -1.2 V is applied to the
drain terminal. The p-well-to-n* drain junction is forward biased.
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Fig. 27. Selection of the unusual Vp biasing condition for NMOS transistor.

in Fig. 28, the application of Vp= -0.4 V to the NMOS transistor will shift the Iys versus
Vas characteristics towards the left. If drain current saturation mechanism is caused by
velocity saturation, we will expect drain current saturation to occur in both normal Vp
biasing and unusual Vp biasing. If drain current saturation mechanism is caused by
pinchoff, we will expect drain current saturation to occur in the normal Vp biasing but not in
the unusual Vp biasing. Fig. 29 shows that there is no obvious current saturation in the
experimental Igs versus Vps characteristics of the NMOS transistor under the unusual
biasing (negative Vp).
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1. Introduction

Because of the high cut-off frequency (fr) in hundreds of gigahertz resulting from the
aggressive reduction of physical size and the enhancement of carrier mobility, metal-oxide-
semiconductor field effect transistors (MOSFETs) become widely used in radio-frequency
(RF) and high-speed integrated circuits (ICs). However, when working at high frequencies
and high speed, thermal noise becomes a critical issue preventing these circuits from their
anticipated performance. This chapter presents how thermal noise is characterized, how it is
modeled, and what is its trend in future CMOS technology.

2. Noise characterization

Because the thermal noise is overwhelmed by the 1/f noise in devices at low frequencies, it
is usually evaluated at high frequencies, at least above the 1/f corner frequency. Different
from the low-frequency noise characterization, which can be directly conducted using a
spectrum analyzer, thermal noise characteristics has to be evaluated by its noise factor (or
noise figure in dB) and/or its four noise parameters, namely minimum noise factor (Fyix) or
minimum noise figure in dB, (NF.ix), equivalent noise resistance (R,), and optimized source
admittance (Yot = Gopt + j Bopr). We describe how noise factors and noise parameters are
measured in 2.1, how to remove the parasitic effects of probe pads and metal
interconnections in a device-under-test (DUT) in 2.2, and how to extract the noise sources of
interest in 2.3.

2.1 Noise measurement

Noise parameters are commonly used parameters in the microwave noise characterization
of a linear noisy two-port network. One of its applications is to calibrate a noise
measurement system (Chen et al., 2007), and another example is to remove the parasitic
effects of metal interconnections in a DUT (Chen & Deen, 2001). They are also used to
extract the noise sources of interest in devices (Chen & Deen, 2001; Chen & Deen, 2000;
Asgaran et al., 2007), which assist in device noise modeling (Chen & Deen, 2002; Asgaran,
Deen & Chen, 2004; Deen et al., 2006). In this section, we present the setup of a noise
measurement system and different algorithms to improve the measurement accuracy.

The conventional set of noise parameters are based on Rothe and Dahlkes” work (Rothe &
Dahlke, 1956). In this work, a noisy two-port network is represented by voltage or current
sources connected to the noiseless network. Haus et al. expanded this concept and
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developed the four well-known noise parameters - minimum noise factor Fy,, equivalent
noise resistance R,, optimal source conductance Gy (i.e., the real pat of Yy,), and optimal
source susceptance By (i.e., the imaginary part of Y, (Haus et al, 1960). This
representation allows easy calculation of noise figures for a noisy two-port network. The
intuitive, impedance-based representation of the noisy two-port network also demonstrates
the dependence of noise factors on the source admittances attached to the input of the
network. Since the introduction of this two-port noise representation, many measurement
and extraction methods have been introduced (Lane, 1969; Mitama & Katoh, 1979; Vasilescu,
Alquie & Krim, 1988; O’Callaghan & Mondal, 1991).

Noise Figure
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Fig. 1. System configuration for microwave noise measurements (Chen et al., 2007).

For a commonly-used a noise measurement system (see Fig. 1), it consists of a noise source,
a vector network analyzer, a noise figure analyzer (NFA), microwave impedance tuners, a
low-noise amplifier (LNA), and other peripheral components (e.g., PC). This system can be
furthered simplified using a PNA-X (with noise option) from Agilent to replace both VNA
and NFA (Simpson, 2009). The noise source is to generate two noise outputs with different
equivalent noise temperatures, namely hot (T;) and cold (T¢) temperatures during the noise
measurements. The source tuner is to provide different source admittances for the receiver,
and the load tuner is to match the output of the DUT for a maximum power transfer. The
LNA is to boost the weak noise signal to increase the accuracy of the measured noise power.
It also helps to reduce the noise factor of the receiver to increase the noise factor accuracy of
the DUT, especially when Friis’s equation (Friis, 1944) is applied to remove receiver’s noise
contribution. However, the gain of the LNA has to be carefully selected in order not to
saturate the receiver in the NFA.

For noise parameter measurements, in general, they can be divided into two different
categories. The first category involves the forward and reverse noise measurements based
on the concept of noise wave. It was first introduced by Penfield in 1962 (Penfield, 1962).
Instead of representing the internal noise of the two-port network by voltage or current
sources, Penfield’s method uses noise waves. Such wave-based representation allows the
use of the scattering parameters, which are widely used in the microwave frequency range.
Unlike the conventional noise parameters, wave-based noise parameters represent the
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intrinsic noise behavior of a noisy two-port network. They do not necessarily depend on the
reflection coefficient seen by the input of the two-port. Since a noisy two-port can also be
represented by other combinations of voltage or current sources, Hillbrand and Russer
provided a more general treatment using waves to replace these sources (Hillbrand &
Russer, 1976). Using the wave-based noise analysis technique, Meys developed a
measurement method to characterize a linear two-port’s noise properties (Meys, 1978). With
Meys’ formulation of the wave-based noise parameters, Valk et al. developed a method to
de-embed the two-port noise parameters from a cascaded two-port network (Valk et al,,
1988). Using different noise-wave definitions, Hecken developed a different set of noise
parameters for noisy multi-ports (Hecken, 1981). Wedge developed a set of two-port noise
parameters by modeling the intrinsic noise as noise waves leaving each port (Wedge &
Rutledge, 1992; Wedge & Rutledge, 1991). From a practical point of view, the purpose of a
set of noise parameters should help designers decide how to terminate a noisy two-port for
optimal noise or power performance. Engen and Wait presented a set of noise parameters
with physical meanings for the ease of this application (Engen, 1970; Wait & Engen, 1991).
Based Wedge’s noise parameters and using a similar approach to Engen’s work, Randa
presented a method in which the available noise temperature for the input port of the device
can be also obtained (Randa & Walker, 2007; Randa, 2002). A reverse measurement is still
necessary, but this more generalized approach removes the assumption that the reverse
available power gain of the two-port is negligible (Chen, Wang & Bakr, 2008). The major
issue stopping the wave-based approach from the on-wafer noise measurements in practice
is the requirement of the reverse measurements.

In the second category, however, only the forward measurements are conducted to obtain
the noise powers (or noise factors) at different source admittances/impedances. Under this
catagory, there are two approaches to obtain these crucial noise parameters. In the first
approach, four (or more) noise factors are obtained first using the Y-factor method (Agilent
Application Note 57-1). The four noise parameters are then calculated by solving the
linearized noise factor equations with algorithms or methods to take care of the
experimental errors in the noise factors and the source admittances (IRE Subcommittee 7.9
on Noise, 1963; Lange, 1967; Lane, 1969; Gupta, 1970; Caruso & Sannino, 1978; Mitama &
Katoh, 1979; Sannino, 1979; Pospieszalski, 1986; Vasilescu, Alquie & Krim, 1988; Davidson et
al., 1989; O’Callaghan & Mondal, 1991; Archer & Batchelor, 1992; Boudiaf & Laporte, 1993;
Tiemeijer et al.,, 2005; Wiatr & Walker, 2005). The second approach, on the other hand,
directly solves the noise parameters using the power equation (Adamian & Uhlir, 1973; Tutt,
1994). This method leads to the so-called “cold-only” method in which the noise power in
the hot state is only measured during the system calibration, but not in the measurement of
the DUT (Adamian & Uhlir, 1973; Tutt, 1994, Meierer & Tsironis, 1995; Kantanen et al.,
2003). Recently, two methods to improve the measurement accuracy by taking care of the
impedance difference between the hot and cold states are presented by Kantanen (Kantanen
et al., 2003) for Y-factor based approach and by Chen (Chen et al., 2007) for power equation
based approach, respectively.

2.2 Noise parameter de-embedding

Because the physical size of devices is small, probe pads and interconnections are usually
designed to access devices when performing noise measurements. With the continuous
downscaling of the device dimensions, the impact of the surrounding parasitics on the
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device characteristics has steadily gained importance in the a.c. and noise measurements of
a DUT, which includes a transistor, probe pads, and metal interconnections between the
probe pads and the transistor. Since the probe pads and interconnections introduce
additional parasitics including resistances, inductances, and capacitances, de-embedding
procedures for both measured scattering and noise parameters must be performed prior to
analyzing the performance of an intrinsic transistor to isolate the intrinsic performance from
that due to extrinsic parasitic effects for on-wafer measurements.

In 1987, van Wijnen et al. presented a method to remove the capacitive parasitics of probe
pads from the on-wafer s-parameter measurements by measuring an additional “OPEN"
dummy structure (van Wijnen, Claessen & Wolsheimer, 1987). In 1991, Koolen et al.
improved the de-embedding procedure with the consideration of the influence of the
interconnections by measuring another “SHORT” dummy structure (Koolen, Geelen &
Versleijen, 1991). Lee et al., in 1994, modified the “SHORT" structure and the de-embedding
method presented by Koolen et al. so as to extract the parasitic inductances of the
interconnections (Lee, Ryum & Kang, 1994). In 2000, Kolding presented a procedure to
predict the series losses and coupling parasitics (Kolding, 2000). In these de-embedding
methods, in general, a parallel-series configuration which assumes that the impedance of
interconnections is in series with the transistor, and the admittance of probe pads is in
parallel with the interconnections and the transistor is used to model the DUT.

In the parallel-series configurations, it is assumed that the capacitive effect of
interconnections is negligible, and the inductive and resistive effects are dominant at the
frequencies of interest. However, this might not be true for the designs with long
interconnections or at operating frequencies at several tens of GHz, where the distributive
effects of the interconnections become important. Therefore, the interconnections cannot be
modeled as an inductor in series with a resistor, and the DUT has to be modeled as probe
pads, interconnections, and the transistor connected in a cascade configuration. The de-
embedding procedure presented by Biber in 1998 (Biber et al., 1998) is based on cascade
configurations, but it still neglects the capacitive effect of the interconnections. In addition, it
requires specific equivalent circuit models for both probe pads and the interconnections. In
2002, Chen and Deen presented a general de-embedding procedure based on the cascade
configurations without the requirement of any equivalent circuit models for probe pads and
interconnections (Chen & Deen, 2001). Cho et al. improved Chen and Deens’ method by
presenting a scalable noise de-embedding technique for the characterization of devices in
various sizes without designing their corresponding dummy structures (Cho et al., 2005).
This can save a lot of wafer space in designing microwave test structures.

2.3 Noise source extraction

Behavior of physical noise sources in MOSFETs, namely channel thermal noise, induced
gate noise, and their correlation, is needed when we develop any physics-based compact
noise model. Obtaining the spectral densities of these noise sources of interest as a function
of frequency, bias condition, and device geometry directly from the intrinsic noise and s-
parameters is the key step in the noise modeling. The extracted noise spectral densities of
these desired noise sources can provide important insights on the noise characteristics of
devices and serve as a useful guide for noise modeling. There are several methods for the
noise source extraction (Chen & Deen, 2000; Knoblinger, Klein & Baumann, 2000; Chen et
al., 2001; Knoblinger, 2001). Both methods by Chen (Chen & Deen, 2000) and Knoblinger
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(Knoblinger, Klein & Baumann, 2000) published in year 2000 only extract the channel noise.
In 2001, both of them presented new methods to extract channel noise, induced gate noise,
and their correlation (Chen et al., 2001; Knoblinger, 2001). Fig. 2 shows the extracted channel
noise, induced gate noise, correlation noise, and cross-correlation coefficient as a function of
frequencies for devices with different channel lengths (Chen et al., 2001). It is observed that
the channel noise is about frequency independent, the induced gate noise and the
correlation term are proportional to f2 and f, respectively, where fis the operating frequency
(solid lines in the figures). In addition, when the channel length decreases, both induced
gate noise and its correlation with the channel thermal noise also decrease because of the
reduction of the gate-to-source capacitance.
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Fig. 2. Extracted channel noise, induced gate noise, correlation noise, and cross-correlation
coefficient as a function of frequencies for devices with different channel lengths (Chen et
al., 2001).

According to Chen and Deens’ analytical equation (Chen & Deen, 2000), it is shown that
among these noise parameters - NFy,, Ry, and Iy, only the equivalent noise resistance Ry
extrapolated at low frequencies provides a direct insight for the channel noise. Therefore,
any proposed channel noise model should compare the calculated and measured R, versus
frequency characteristics. It is not sufficient to verify the channel noise model by just
comparing the NF,;, only, which is affected by the induced gate noise as well. Fig. 3 shows
the measured (symbols) and calculated (lines) NF,;, and r, (R, normalized to 50Q) versus
frequency characteristics for an n-type MOSFET with L = 0.97 pm and W =10 x 6 pm (ten 6
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pm fingers connected in parallel) biased at Vps = 1.0 V and Vgs = 1.2 V using different
combination of these noise sources. It is shown that the induced gate noise has strong
impact on the NF,;,, especially for long channel devices, but little influence on 7,. In
addition, it seems that the correlation noise has little impact on NF,u, and ;.
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Fig. 3. Impacts of noise sources on NF i, and r, (R, normalized to 50Q).

Another example to illustrate this idea is shown in Fig. 4. The solid lines are obtained using
the extracted channel noise, induced gate noise and their correlation, and the dashed lines
are obtained by replacing the extracted channel thermal noise with the thermal noise models
commonly used by analog IC designers (i.e., 8kTgs/3 and 8kTg,/3). It is shown that

although the conventional channel noise models agree well with the measured NF,,,, they
predict lower .

g B 25
idzzngngB P 1 data V=10V [F097um
"o V=12V W=10x6pm
_ 4l a 20¢
2 measured data A
%2 i =8Tg 3 X[ i=8Tg,/3 S
R T RRRRRERNY
o L=097um V=10V 2= 8KTg /3 el
g W=10x6um V=12V
0 1 L 1 1 1 1 10 L 1 1 1 1 L
0 1 2 3 4 5 6 0 1 2 3 4 5 6
Frequency (GHz) Frequency (GHz)

Fig. 4. Verification of channel thermal noise based on NF,;;, and , (R, normalized to 50Q).

3. Noise modeling

Physics-based noise models for channel thermal noise, induced gate noise, and their
correlation are important when examining experimental results. It also provides circuit
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designers some guidelines in designing low-power, low-noise ICs. This section presents
thermal noise modeling in 3.1 and how they can be implemented into commercial circuit
simulators in 3.2.

3.1 Thermal noise modeling

Due to the enhancement in CMOS technology, new noise phenomena emerge. This section
discusses the impacts of channel length modulation effects, hot carrier effects, and velocity
saturation effects down to 65 nm technology node.

Starting from van der Ziel, Jordan, and Jordans” pioneering work back to 1962 and 1965 (van
der Ziel, 1962; Jordan & Jordan, 1965), the modeling of the channel thermal noise in field-
effect transistors has been continuous since then. In 1967, Klaassen and Prins derived an
equation to calculate the power spectral density of the channel thermal noise as (Klaassen &
Prins, 1967)

4kT .1, 4kT Ve
S =D [ 8V ()= [ g(vyav 1)
off pleg ™7

where k is Boltzmann’s constant, T is the lattice temperature, L.yis the effective channel length,
g(V(x)) is the channel conductance at the position x, and Ip is the d.c. drain current. Here Vi
and Vg are the effective source and drain voltages, respectively. In order to treat a MOSFET
as a resister-like element, van der Ziel presented a simpler equation as (van der Ziel, 1970)

S, =4kTg,y @

where g4, is the output conductance at Vps = 0, and the value of yis 1 and 2/3 in the triode
and saturation regions, respectively. The parameter y in (2) is widely used later in the
literature to demonstrate the enhanced channel noise in short-channel transistors. Another
frequently used equation for the channel thermal noise proposed by Tsividis was given by
(Tsividis, 1987)

4kT

Sif] = LT:uej}’ |Qinv | (3)
off

where 45 is the effective mobility and Qj. is the total inversion layer charge. These models,
(1) to (3) are considered as the conventional models which worked well for long-channel
transistors. In 1986, Adibi reported that the y value of a 0.7 um transistor is higher than 2/3
when working in the saturation region (Abidi, 1986). Different theories were then proposed
to discover the origin of the enhanced channel thermal noise.

e  Chen and Deens’ model

Before Chen and Deen proposed their model in 2002 (Chen & Deen, 2002), all of the theories
(Triantis, Birbas & Kondis, 1996; Klein, 1999; Scholten et al., 1999; Jin, Chan & Lau, 2000;
Park & Park, 2000; Knoblinger, Klein & Tiebout, 2001) attributed the enhanced channel
thermal noise to the hot carrier effect, following the similar arguments for the excess noise in
field-effect transistors (Klassen, 1970; Baechtold, 1971; Takagi & Matsumoto, 1977; Jindal,
1986). Chen and Deen, however, considered the channel length modulation (CLM) effect
and proposed the spectral density of the channel noise as (Chen & Deen, 2002)
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where E; is the critical electrical field, Qi is the total inversion charge in the gradual
channel region, and L. is the electrical channel length of the device (Leec = Loy — AL, where
AL is the channel length of the velocity saturated region). The second term in (4) is used to
account for the carrier heating effect. However, in the experimental verification (see Fig. 5),
very good agreements with measured data are achieved without including the hot carrier
effect (i.e., 3 = 0) (Chen & Deen, 2002). Based on this observation, it was argued that no
carrier heating is needed to model the channel thermal noise, and that the lattice
temperature should be used for the temperature T in (4). In addition, the noise generated
from the velocity saturated region in the channel, measured at the drain terminal, is
assumed to be negligible.
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Fig. 5. Extracted (symbols) and calculated (lines) spectral densities of the channel thermal
noise of n-type MOSFETs in a 0.18 pm COMS technology (Chen & Deen, 2002).

e  Paasschens, Scholten & van Langeveldes” model

As indicated by Paasschens et al. (Paasschens, Scholten & van Langevelde, 2005), the
limitation in (1) is that it cannot be applied to those devices whose channel conductance is a
function of both position and voltage, i.e., g = g(x, V) like LDMOS. In this case, Paasschens et
al. separated the position and voltage dependence for the channel conductance as

3(x,V) = % . )

Then, the channel thermal noise can be obtained by
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Fig. 6 shows the normalized channel thermal noise for a ring-MOSFET biased at Vps = Vgs -
Vtu =1 V. Both conventional Klaassen-Prins equation in (1) (i.e., ¢ = g(V)) and thermal noise
equation for resisters (i.e., g = g(x)) predict wrong results in the case of ring-MOSFETs.
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Fig. 6. Normalized channel thermal noise for a ring-MOSFET based on the classical
Klaassen-Prins equation (dashed), the thermal noise equation for resistors (dotted), and the
modified Klaassen-Prins equation (solid) (Paasschens, Scholten & van Langevelde, 2005).

For the velocity saturation effect due to the lateral electrical field, Paasschens et al. proposed
a modified Klaassen-Prins equation as (Paasschens, Scholten & van Langevelde, 2005)

. ? gdx
| IOL (8,/8)"gdx _ CLI LR (7)
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with g, and g. defined in Paasschens et al.’s paper. Here p is the parameter to include the
velocity saturation effect. Fig. 7 shows the calculated channel thermal noise with and
without the velocity saturation effect. We can see that the velocity saturation effect reduces
the channel thermal noise appeared at the drain terminal of the transistor.
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Fig. 7. Calculated channel thermal noise with and without the velocity saturation effect
(Paasschens, Scholten & van Langevelde, 2005).



92 Solid State Circuits Technologies

¢ Roy and Enzs’ model

The carrier heating and mobility degradation are the two major concerns after Chen and
Deens’ model. Roy and Enz proposed a model for the channel noise as (Roy & Enz, 2005)
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T, and T; are the carrier and the lattice temperatures, respectively, E is the lateral electrical
field in the gradual channel region, Wy is the effective channel width, 4 is the mobility
without the velocity degradation result from E. Roy and Enz reported in their paper that the
carrier heating and mobility reduction have an opposite effect on the power spectral density
of the channel thermal noise. The mobility reduction decreases it, whereas the carrier
heating enhances it. They believed that as Chen and Deens’ model does not consider the
carrier heating, the effect of mobility reduction gets largely compensated. They also believed
that this is why Scholten et al. (Scholten et al., 2003) were able to match the experimental
result without considering carrier heating. Jeon et al. also reported that the hot-carrier effect
should be taken into account when modeling their 0.13 um transistors (Jeon et al., 2007). On
the contrary, Schenk et al. used device simulators to calculate the hot-electron effect for 0.25
um transistors and concluded that the hot-electron effect on the channel thermal noise is not
important under the normal operation conditions (Schenk et al., 2003). Fig. 8 shows the
calculated y value as a function of gate bias for models proposed by Chen (Chen & Deen,
2002), Han (Han, Shin & Lee, 2004), and Roy (Roy & Enz, 2005), respectively.
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Fig. 8. Simulated y values versus normalized vy bias for different models (Roy & Enz, 2005).
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For the range of y values, Fig. 9 shows the measured y values from different technologies
published in the literature (Dronavalli & Jindal, 2006). In general, the majority of the
published y values vary between 2/3 and 3 for channel length down to 120 nm.
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Fig. 9. Measured yvalues for different technologies reported in the literature (Dronavalli &
Jindal, 2006).

For the state-of-the-art 65 nm CMOS technology, Fig. 10 shows the measured (symbols) and
simulated (lines) y values for transistors fabricated by United Microelectronics Corporation
(UMC) with W = 32x4 um, and L = 60 nm, 80 nm, 120 nm, and 180 nm, respectively biased
at Vps = 1.2 V (Chen et al., 2008). We can see that the y value could be as high as 4 for the 65
nm CMOS technology now.
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Fig. 10. Measured (symbols) and simulated (lines) y values versus Vgs characteristics for
transistors with W = 32x4 um, and L = 60 nm, 80 nm, 120 nm, and 180 nm, respectively
biased at Vps = 1.2 V (Chen et al., 2008).
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3.2 Thermal noise implementation

Any physics-based noise model has to be implemented into the circuit simulators before
they can be used by IC designers. This is usually done through the software vendor or
model developers, which might take long time to accomplish. Assuming that the noise
spectral densities of channel thermal noise and induced gate noise are obtained from either
theoretical calculation based on any noise model mentioned in previous sections or
experimental results, Chen et al. provided a simple method to implement the enhanced
channel noise and the induced gate noise for RF IC applications using a subcircuit approach
(Chen, Li & Cheng, 2004). This approach is general and can work with any compact model
(e.g., BSIM, MOS 11 or EKV model) and circuit simulator (e.g., SpectreRF or ELDO). Fig. 11
shows an equivalent circuit to demonstrate the implementation method. Because most of the
circuit simulators cannot handle correlated noise sources, the correlation noise is not
implemented at this point.

e  Enhanced channel thermal noise

The enhanced channel thermal noise iz shown in Fig. 11 is implemented using a Current
Controlled Current Source (CCCS), and its value is determined by the noise current
generated by the reference resistance Rj as shown in Fig. 12(a). Its resistance value is
determined by (Chen, Li & Cheng, 2004)

R, =2 (10)
de o o
ld - ldcmn

where k is Boltzmann’s constant, T is the absolute temperature, and i, , is the channel
thermal noise generated by the compact model.

¢ Induced gate noise

The induced gate noise can be naturally generated by using the segmentation method as
presented in Scholten’s paper (Scholten et al., 2003). However, the disadvantage of this
approach is that it increases the number of transistors and therefore the simulation
complexity, especially for the distortion analysis. In Chen’s paper, the induced gate noise i,
shown in Fig. 11 is implemented by using another Current Controlled Current Source
(CCCS), whose power spectral density is generated by the noise reference circuit shown in
Fig. 12(b) with Cjus and R;,g selected by (Chen, Li & Cheng, 2004)

Cind = 100 . Pmdiﬁnﬂ\’ (11)
8kTr
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where fiq, is the maximum frequency up to which the simulation will be valid, and Pjug
represents the coefficient in the induced gate noise vs. frequency characteristics, i.e.,

(13)
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D

Fig. 11. Noise equivalent circuit of a MOSFET including parasitic resistance (Rp, R, and Rs),
substrate network (Dp, Ds, Rps, Rsg, and Rpsg), enhanced channel noise (i), and induced
gate noise (i) for RF IC applications (Chen, Li & Cheng, 2004).
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Fig. 12. Noise reference circuits to generate the noise currents for (a) the enhanced channel
noise ig.and (b) the induced gate noise i, shown in Fig. 11 (Chen, Li & Cheng, 2004).

4. Future work

As presented in the paper, all of the recent channel noise models focus on the noise from the
gradual channel region, and how to characterize the noise contribution from the velocity
saturation region in the nanometer MOSFETs is an area for future research. On the other
hand, the design of integrated circuits with low power consumption is the trend for future
circuit designs. In some cases, transistors might work in the moderate or weak inversion
region. Therefore, the channel noise models for transistors working in these regions will
become important for low-power applications. Finally, the scaling issues and the
temperature characteristics of the active noise sources in the transistor are other research
areas for future studies.
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1. Introduction

With relentless scaling of CMOS technology, circuit timing uncertainty due to temporal
degradation and static process variations poses a dramatic challenge to IC design
(International Technology Roadmap for Semiconductors, 2008; Reddy et al., 2002; Nassif, 2001;
Lin et al., 1998). The deterioration of circuit performance over time, i.e., aging, is usually
caused by several physical mechanisms such as channel-hot-carrier (CHC), negative-bias-
temperature-instability =~ (NBTI), and time-dependent-dielectric-breakdown (TDDB)
(Schroder & Babcock, 2003; Alam & Mahapatra, 2005; Wang et al., 2007; Vattikonda et al.,
2006; Ogawa et al., 2003). Among these effects, NBTI is the leading mechanism that is
responsible for the majority part of circuit aging (Kimizuka et al., 1999; Wang et al., 2007). In
(Wang et al., 2007), the authors show that for 65nm technology, CHC degradation is much
smaller than NBTI degradation, almost one order lower in the degradation magnitude.
NBTI primarily increases the threshold voltage (Vi) of PMOS devices. Such parameters shift
significantly affects circuit lifetime and performance (e.g., power, speed and failure rate),
and in the worst case, may even result in a complete parametric failure of a system (Borkar,
2006; Alam & Mahapatra, 2005; Wang et al., 2007; Vattikonda et al., 2006; Bhardwaj et al.,
2006; Kumar et al., 2006; Paul et al., 2006). To cope with this threat and guarantee circuit
lifetime, it is critical to include NBTI into circuit analysis and adaptively develop design
techniques to effectively mitigate its negative impact on performance.

For a VLSI design, an accurate prediction of circuit performance degradation under NBTI
remains as a tremendous challenge. As shown in (Wang et al., 2007), NBTI has a strong
dependence on dynamic operation conditions, such as supply voltage (V4), temperature (T)
and input signal probability (o). Usually these parameters are not spatially or temporally
uniform, but vary significantly from gate to gate and from time to time. Similar to the burn-
in process, we may use high voltage and high temperature to guardband the worst case
condition. However, the search for the worst case o is computationally inhibitive due to the
extremely large space of signal probabilities for each input node. A practical method is
proposed to predict the upper bound of each gate under all possible input as (Agarwal et
al., 2008).
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Besides these uncertainties, static process variation poses another challenge that leads to the
variance of circuit aging. Fig. 1 illustrates an example that shows the statistical measurement
of switching frequency and the leakage (IDDQ) of ring oscillators (ROs) before the reliability
test. In this 656nm technology, more than 3X and 25% variability are observed in circuit
leakage and the speed, respectively. These variabilities are attributed to statistical
distributions of device parameters that are caused by the manufacturing process (Nassif,
2001). Examples include dopant concentration, channel length (L), oxide thickness (t.), etc.
Their impact on device and circuit performance is usually investigated through a reduced set
of device parameters - Vy, is the most important one among them, as the interface between
process and electrical studies. In (Liu et al., 2007), we have identified that the leading variation
sources are L, Vi and carrier mobility (x). By including the extracted variations of these three
sources in the nominal model file, we are able to accurately predict the change of IV
characteristics in all regions. Other variations, such as that in f,, are included into these
variations (e.g., Vi is a function of t,) and indirectly affect device performance.
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Fig. 1. Measured RO leakage and frequency variations before the stress.

Since NBTI effect has an exponential dependence of Vy (Wang et al, 2007; Alam &
Mahapatra, 2005; Wang et al., 2007), circuit aging strongly interacts with process variations,
significantly shifting both the mean and the variance of the circuit performance. By focusing
on this primary variation source - Vy, we are therefore able to gain key insights and project
the first-order trend. Other secondary process sources are neglected in this work. With the
availability of more detailed data in the future, we will incorporate more sources. Fig. 2
shows the measured speed degradation from the same set of ROs as those in Fig. 1. Circuit
performance and its variability not only depend on static process variations, but also change
over the period of dynamic operation because of the effect of circuit aging (Schroder &
Babcock, 2003; Wang et al., 2007). Therefore, accurate prediction of circuit performance
distribution during its life time should consider the impact of static variations, primary
reliability mechanisms, and more importantly, their interactions. This prediction is essential
for designers to safely guardband the circuit for a sufficient life time. Otherwise, we have to
either use an overly pessimistic bound, or resort to expensive stress tests in order to collect
enough statistical information.



Statistical Prediction of Circuit Aging under Process Variations 103

1+
V,, = 1.3V, T =105°C Iw
o'oo. oe® ooﬁéégé@

r“oos
o
0.1"Oo80 OO

088088 V,, =11V, T=30°C

o 65nm mesurement
(©)

PR | o ) aal PR
1 10 100 1000 10000

Frequency Degradation (a.u.)

Time (second)

Fig. 2. Measured frequency degradation of a 11-stage ring oscillator under different stress
conditions (four selected samples each condition).

A few works have been published in the literature to estimate the statistical variations in

temporal NBTI degradation (Rauch, 2002; 2007; Rosa et al., 2006; Kang et al., 2007). Their

assumption is the number of broken bonds in the channel is a Poisson random variable, and

correspondingly Vi, follows the Poisson distribution. With technology scaling, additional Vi

variations, such as random dopant fluctuation and short channel effects, need to be

considered. The measurement data show that the distribution of Vy, variations follows the

Gaussian distribution (Liu et al, 2007). In addition, the correlations between process

variation and NBTI are ignored in previous work. In this work, we begin with the

assumption that process variation induced Vi change is Gaussian random variable. We
leverage compact models of transistor degradation and circuit performance to achieve
accurate and efficient reliability prediction. Dynamic NBTI effect is incorporated into the
analytical framework to account for the aging of circuit speed and the leakage (Schroder &

Babcock, 2003; Wang et al., 2007). Based on our initial observation with the available data,

the specific contributions and conclusions of this work include:

e A statistical predictive methodology of circuit aging is proposed. In this analytical
approach, only five model parameters need to be extracted from fresh data (i.e., before
the stress). With the initial information of the transistor and circuit topology, these
models provide accurate prediction of circuit performance degradation and the
variability.

¢ The degradation rate of circuit speed and its standard deviation follows a power law of
1/6. While the mean of circuit timing goes up with the stress time, the variance actually
declines due to the interaction between NBTI effect and process variations. The
degradation rate of both values is independent on the amount and the type of
variations in the circuit.

e The mean and the standard deviation of logarithmic IDDQ reduce with the stress time
as #1/¢, with the variance more sensitive to global variations.

e A hierarchical statistical aging analysis methodology is proposed to efficiently predict
circuit aging under both process variations and operation uncertainties.
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The outline of the paper is as follows: In Section 2, the statistical modeling for both transistor
and circuit performance degradation is described, and the proposed models are
comprehensively verified with silicon data from industrial 65nm technology, as well as
SPICE simulation results. Section 3 presents a hierarchical statistical aging analysis
methodology for circuit performance prediction. Finally Section 4 concludes this work.

2. Statistical modeling of circuit aging

NBTI is the dominant effect of circuit aging in advanced CMOS technology (Schroder &
Babcock, 2003; Kimizuka et al., 1999). We propose a hierarchical solution to bridge the
underlying device physics with efficient circuit analysis. Based on the reaction-diffusion
mechanism, we developed the model of Vth shift under NBTI effect. In the presence of
process variations and aging, using Gradual Change Approximation (GCA), this model is
further expanded as a linear function of Vth shift to efficiently predict the performance
degradation.

To characterize the change of circuit performance under the stress, the Alpha-power law based
delay model and the leakage model are calibrated for a given gate. Under the condition that
the amount of NBTI-induced Vy, shift is much smaller than the nominal value of Vy, both
models are simplified to extract the dependence of circuit performance to Vy, change.

Finally, the gate-level models are integrated into various circuit paths to analytically predict
the aging of path timing and the leakage. Both the mean value and the variance of these
important metrics are derived as a function of static performance variability, the nominal
sensitivity of circuit performance, and other operation conditions, such as supply voltage
and temperature.

2.1 Gradual change approximation

NBTI manifests itself in a gradual increase in the magnitude of PMOS threshold voltage,
resulting in the degradation of circuit performance over time. A set of publications have
shown that NBTI is only pronounced in a long term, i.e., the performance degradation of
transistors and circuits is a gradual aging process (Kumar et al., 2006; Wang et al., 2007).
AVy in different devices due to variation and NBTI is still a relative small portion compared
to the nominal Vy, value. Thus, when we derive the statistical degradation model, the first
order Taylor expansion (i.e., linear expression) is applicable to transistor and circuit metrics,
such as Equations (1) and (2), as well as gate delay and leakage analysis. This is the Gradual
Change Approximation (GCA), which can be applied to simplify the following model
derivations.

n 2 3

= X X x
A M e A TR for all x 1)
P— Zoo P yn
(14x) P (n> x for all |x| < 1, and all complex p )

2.2 Transistor degradation model
NBTI occurs when a negative gate bias is applied to the PMOS devices and it has two
phases: stress and recovery (Alam & Mahapatra, 2005; Wang et al., 2007). In stress phase, the
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holes in the channel weaken the Si-H bonds, which results in the generation of the positive
interface charges and hydrogen species. During recovery phase, the interface traps are
annealed by the hydrogen species and thus, Vi, degradation (AVy._.p4i) is partially recovered.
Two main theories are proposed to interpret NBTI degradation: Reaction-Diffusion (RD)
(Alam & Mahapatra, 2005; Alam et al., 2007; Krishnan et al., 2005) and hole Trapping/
Detrapping (T/DT) (Shen et al., 2006; Parthasarathy et al., 2006; Huard et al., 2006). R-D
model naturally explains the long-term power law time exponent of NBTI (n ~1/6) (Alam et
al.,, 2007; Wang et al., 2007; Bhardwaj et al., 2006). However, the experimental data obtained
by using on-the-fly (OTF) measurement (Parthasarathy et al., 2006; Rangan et al., 2003), or
ultra-fast (UF) measurement (Reisinger et al., 2006) show that the power law dependence
with a time exponent of n > 1/6. R-D model cannot explain well the fast transient in the
beginning of recovery of NBTIL Thus, we introduce an experimental term to capture the
behavior of the fast response in recovery (Bhardwaj et al., 2006; Wang et al., 2007), and the
long-term AV, is given by,

2n
AViy_upti = (\/ K2 T -as/ (1— }/2;1)) 3)

281 te+ /G C-(1—as) - T

h —i 4

where Bt YRR o (4)
Gtox\3 2E

K, = (?";) K2Cox (Vs — Vth)\/Eexp(E—;x) )

where Ty, o, and n are clock period, input signal probability, and time exponential constant
(1/6), respectively. K, &1, & and Ej are fitting parameters. K, describes the dependence of the
bias voltage, T, f, and other technology parameters associated with NBTI degradation
(Bhardwaj et al., 2006; Wang et al., 2007). For more details about the meaning and value of
the parameters, please refer to (Bhardwaj et al., 2006; Wang et al., 2007). The dependence of
NBTI effect on Vy (which is a parameter lumping many process details) is still under the
debate. For instance, reference (Alam & Mahapatra, 2005) has discussed several possibilities.
A general observation is that NBTI is strongly affected by the electric field. Under the stress
condition, this field is proportional to (Vs - V})/ to, which leads to our model. By so far, this
model matches data from 180nm down to 45nm, making it a generic model to describe NBTI
effect in technology scaling. We are further collecting data from multi-Vy, technology at the
same technology node, with the target to verify it with more process details. Fig. 3 verifies
this model with one set of experimental data under different stress conditions. Besides this
long term prediction model, both static and real time dynamic models are also available in
(Bhardwaj et al., 2006; Wang et al., 2007). The models well capture NBTI recovery effect
(Agarwal et al., 2008).

This model assumes nominal degradation without considering the statistical process
variations. If there are global and local process variations, Vy, in Equation (5) should be
expressed as:

Vin=Vino + AViy—g + AV (6)

where Vo is the nominal threshold voltage, AV, and AVy. represent the change of
threshold voltage due to global and local variations, respectively. Equation (6) shows that
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Fig. 3. Threshold voltage degradation under different stress conditions.

positive variation results in Vj increase, which correspondingly leads to smaller Vy
degradation (according to Equations (3) and (5)), while negative variation results in larger
Vi degradation. Fig. 4 shows Vy, degradation over time for three different transistors. Due to
process variations, Device 1 starts with a larger Vy, and Device 3 starts with a smaller V.
Substitute their fresh Vi, to Equations (3) - (5), AVy, for these three devices is shown as Fig. 4.
At the beginning, the difference in Vy degradation between Device 1 and Device 3 is 20.97%.
With the increase of stress time, the difference becomes smaller and smaller. After 10°s
stress, it decreases to 15.57%. Such a compensation between process variations and aging is
well captured by our model.
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Fig. 4. Threshold voltage degradation over time for different devices

Since the degradation rate of different circuit paths is pronouncedly different due to
different switching activities and circuit topologies (Wang et al., 2007), in (Agarwal et al.,
2008), we introduce a Maximum Dynamic Stress (MDS) simulation technique with o
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approaching to 1, which gives a simple and realistic estimation of the upper limit of gate
delay degradation under dynamic NBTI. By using GCA and MDS described in (Agarwal et
al., 2008), the long term prediction model is further simplified as a variation dependent
model, i.e.,

AV npii = A(l - SU(AVL;,_g UL AVlh_Z))l’n @)

where the value of A depends on both technology parameters and operating conditions; S, is
the nominal sensitivity of NBTI degradation to Vy shift. In this work, A = 2.5 x 103V /s/¢
and S, = 7V-L Fig. 5 validates this simplified model (Equation (7)) with the long term
predictive model (Equations (3) - (5)) under different process variations. Within +30mV, it
provides accurate prediction of Vy, degradation.
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Fig. 5. Verification of process variation dependent NBTI model.

Besides Vy, change, carrier mobility also degrades with increasing stress time (Wang et al.,
2007). According to the universal effective mobility model, the dominant components of
carrier scattering are phonon scattering, surface roughness scattering, and coulomb
scattering. Aging effects induced interface charges result in stronger column scattering,
which affects the carrier mobility mostly in low Vs region. Because of this reason, mobility
degradation is more important for analog circuit aging, but not for digital circuits. This
behavior has been confirmed by the 65nm data (Wang et al., 2007). Thus, in this work, since
the analysis is focused on digital circuit in which the devices operate at saturation region,
the mobility degradation is ignored.

2.3 Gate delay degradation model
A widely used gate delay (T4) model is based on the Alpha-power law that was proposed in
(Sakurai & Newton, 1990),

Tai = (CiiVaa) / (Bi(Vag — Vini)®) )

where Cj; is the effective load capacitance of the gate; £ is a parameter depending on gate
size. Under both process variations and NBTI effect, Vi, of PMOS is given by
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Veni = Vino + AVii ©)
AVy,; = AVt‘hifg + AV + AVigi— i (10)

Substituting Vi, into Equation (8) and using the GCA of 1/(1- x),~ 1+ p * x (for x< 1), we
obtain:

C,V, C,V, aAVyy,;
Tdi: 1iVdd ~ 1iVdd (1+ thi )) (11)

Bi(Vaa — Vino — AVii)* ~ Bi(Vaa — Vino)* (Viaa = Vino

We define Taoi = (CiiVaa)/ (Bi(Vaa - Vino)®), which is the gate delay without process variations
and NBTI degradation (AVy,; = 0), and Si = o/ (Vai - Vi), which is the nominal sensitivity of
gate delay to PMOS Vy, shift. These two parameters rely on the process technology and the
circuit structure. They can be conveniently extracted from SPICE simulation at the nominal
condition. Thus, Equation (11) becomes:

Ty = Tagi (14 StiAViyi) (12)
Substitute Equations (7) and (10) into (12),
Tai = Tao (14 S4i (A" + (1 — ASypt™)AVii_g + (1 — ASpt")AViy,;_;)) (13)

Since 65nm measurement data show that the distribution of Vy, variation is Gaussian
distribution (Nassif, 2001; Liu et al., 2007), in this work, we assume AVy; and AV, are
Gaussian random variables. Their mean (g and ) are 0 and their standard deviations (o
and o) depend on the manufacturing process (Borkar et al., 2003). Since gate delay is
linearly proportional to the threshold voltage change, the probability distribution function
(PDF) of gate delay also follows the normal distribution N ~ ( dei,(T%ﬁ )

At t = 0, AVyupi = 0. Assuming global and local variations are uncorrelated random
variables (Boning & Nassif, 2001), i1, (0) and (7]2-5” (0) are given by:

KTy (0) = Thois 0Ty (0) = TdOiSti \/ Ué = (712 (14)
At t >0, from Equation (13), we get
pr, (t) = ur, (0) (1 + ASyt"), o, (t) =or, (0)(1 - ASyt") (15)

Given the initial conditions of the process and timing information for the transistor and the
gate, Equation (15) predicts the mean and standard deviation with increasing time. From
these equations, we have four observations:

1. The mean of gate delay increases with the stress time, while the variance decreases.
Since a lower-Vy, transistor has a faster degradation rate and thus, larger Vy, increase,
this phenomenon compensates static process variations and reduces the variance
during the stress period.

2. As the stress time increases, the aging of both mean and standard deviation follows the
same power law of /¢,

3. The degradation rate of gate delay and its variance are independent of the amount and
the type of variations.
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4. The degradation rate is determined by the sensitivities to Vy, shift. Process variations
only affect the fresh variability, but not the degradation rate.

2.4 Circuit performance degradation model

2.4.1 Path timing

The PDF of a path comprising n gates corresponds to the linear combination of the n PDFs of
gate delays. The mean and the variance of the path delay (T;) are given by

n non
Hr, = ZVTW ‘772",, = ZZUTm‘ “Pij 0Ty (16)
i ij

where p; is the correlation coefficient between two gates. For the simplicity of the
demonstration, we assume the inter-gate correlation is the same for all the gates, i.e., p;j= p,
while this methodology is general enough for all statistical conditions. Thus, the variance of
path delay is derived as

n n n
‘7]211 = Z Ty P 0Ty + E(l —p) (772".11' 17)
i ] i

In the case of local variations, p= 0, i.e., the variations between two gates are uncorrelated.
The case of p= 1 describes global variations, i.e., the variations between two gates are
correlated. With both local and global variations, U%d is given by the linear combination of
the variance of the local and global variations. Fig. 6 shows the delay distribution of ROs
due to circuit aging. The distribution of gate delay becomes increasingly narrower under the
stress as indicated by Equation (15).
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The proposed predictive methodology is generated for a path consisting of various types of
gates. Fig. 7 shows such a circuit example. By stressing the path for different years, Fig. 8
compares the model prediction with SPICE simulation results of gate delay. Under different
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types and amount of variations, the model provides accurate prediction of the mean and
standard deviation.

Fig. 7. Circuit example for path timing analysis.
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Fig. 8. The temporal increase of the mean and standard deviation of circuit speed (path is
shown in Fig. 7).

2.4.2 Leakage
IDDQ of a circuit is defined as the total amount of leakage current at the standby. It has an
exponential dependence on Vy;:

Ll _ Vi, L _ (Vingi +8Vini)
IDDQ=) Ii-e ™ =) Ioi-e ™ (18)
i i

where Ip; = B;(m — 1)(1 — e~ V4/?T), m is the body effect coefficient and vr is the thermal
voltage (kT/q). Substitute Equation (10) into (18), we get

n _ Vinoi AVini—g +AVini—1+AVini _nbti
IDDQ = ZIOie ) mop
i
n _ AVihi g tAVii 1 +AVininbti
=) IDDQi(0)e mar (19)
i

IDDQIi(0) is the gate leakage at t = 0, i.e., AViig = AViii = AV = 0. Taking the natural
logarithms on both sides of Equation (19), we have

(20)

AVini— g +BVini—1 +BVini—nbti )

Ln(IDDQ) = Ln (iIDDQi(O)[ or
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Under global variations, using Equation (7), Equation (20) becomes the following

Ln(IDDQ) = — A+ _T’:j;tn)AVth"’g 4 Ln(iIDDQi(o)) @1)

The mean and standard deviation of circuit leakage are
“rn(ipDQ) (t) = Hin(ipDQ) (0) — A - "/ (moT) (22)

0rn(ipDQ)(t) = (1 — ASot")/ (mor) - 0 (23)
where y1,,1ppg) (0) = Ln (¥} IDDQi(0))
Under local variations, Equation (20) is approximated as

A (1-ASut")AVyyi

n
Ln(IDDQ) ~ Ln (e‘ o g~ (w7 IDDQi(o))
i

= AP, =abl Vg | Ln(imDQi(o)) (24)

mor (mor) -y

where 7 has the value between 0 and 1, depending on the circuit structure. The mean and
standard deviation of circuit leakage are

Hia(ipDQ) () = Mrn(ipD) (0) — A - "/ (moT) (25)

01n(ipDQ) (t) = (1 — ASot") / (mor) - (01/7) (26)

Akin to path timing, logarithmic IDDQ has the same time dependence under either global or
local variation. Their impact is only different by a factor of 7, which is derived from the
circuit structure. Fig. 9 shows that the logarithmic mean and the standard deviation
degradation of leakage current follow the power law of #/¢. The mean is relatively
independent of the type of variations, while standard deviation is more sensitive to the
global variation.

3. Statistical aging analysis

The analysis above generates the statistics of each gate under the aging effect. In reality, the
distributions of logic gates in a circuit are correlated depending on their statistical properties.
To obtain the information of path timing degradation, we can incorporate statistical timing
analysis techniques to handle the correlation. In this section, we propose a hierarchical method
to extract related model parameters and prepare the framework for the integration.

3.1 Statistical static timing analysis flow

Fig. 10 shows the statistical circuit performance analysis flow which is used to predict the
circuit performance. This flow incorporates conventional static timing analysis with the
statistical properties of the circuit and the process technology. The primary components
include:
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1.

Model parameter extraction. Given technology and operating condition information, A
and S, are extracted. Given standard cell performance library, Ts;, IDDQ; and S; are
extracted. For more details about parameter extraction, please refer to (Wang et al.,
2007) and Section 3.2.1.
Substituting all the parameters into Equations (13), (21) and (24), we obtain the aged
standard cell performance library. The cell timing and leakage are functions of
transistor global and local Vy, variations and stress time.
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3. Generating two statistical distribution of transistor fresh Vy, variations, one is for global
variation and the other is for local variation. Their means are 0, and standard deviations
are determined by the manufacturing process.

4. Given circuit netlist, random assign Vy, variations from the generated distribution to
each transistor. With specified Vy, variations, the cell timing and leakage of the aged
standard cell library are only function of stress time.

5. Given stress time, using circuit performance analyzer with the aged standard cell
library, we get the circuit performance degradation. For example, we want to do timing
analysis for given circuit. Since the aged library provides each cell timing information,
the path timing is obtained by adding up all the individual cell timings in the path. We
can do leakage analysis in the same way.

6. For circuit performance distribution prediction, given initial Vy, variation distribution,
Equations (16), (17), (22), (23), (25), (26) directly give the mean and standard derivation
of circuit performance distribution.

3.2 Model prediction and silicon validation

3.2.1 Model parameter extraction

In order to accurately predict the circuit performance degradation, there are five parameters
need to be characterized at t = 0, including: A, S., Si, Tsiand IDDQi.

A: Parameter of long term Vy, degradation under nominal conditions. Its value is extracted
from Equations (3) - (5), with the dependence of temperatures, V4, and switching activity.
S,: the sensitivity of NBTI-induced transistor degradation to the nominal value of V.

S: the sensitivity of gate delay to PMOS Vy, shift.

T,0i: nominal gate delay, without Vy, variation and aging.

IDDQi: nominal gate leakage, without Vy, variation and aging.

Note these parameters are all extracted from the nominal condition, but not affected by
process variations. Variations only change the distribution of T; and IDDQ, which can be
obtained from the statistics at t = 0 (i.e., before the stress). During the stress, the interaction
between variability and reliability follows the prediction of our new models. These
statistical reliability models improve the predictability in the design stage, avoiding
expensive reliability test at the circuit level.

3.2.2 Test chip and measurement

To validate the statistical models for the circuit performance, an inverter ring oscillator was
designed as the prototype circuit (Reddy et al., 2002). Fig. 11 shows the simplified schematic
of the ring oscillator. The channel length of the transistors in the ring oscillator is drawn at
the minimum design rule. There is a NAND gate that allows the RO oscillation
enable/disable (OE pin). When the oscillation is disabled, i.e., OE = 0V, IDDQ is measured
through VR&inG.

When the oscillation is enabled, i.e., OE = V4, the RO oscillates at full speed (several GHz)
and Ring Oscillator Frequency (Fosc) is measured periodically without any interruptions.
Similar as the on-the-fly measurement at the device level, this dynamic stress measurement
is nonstop. In this work, the ROs are stressed under various supply voltage and temperature
conditions. The temperature was the same for both stress and measurement and no
electrical stress was applied until the temperature was at the proper value.
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Fig. 11. Simplified schematic of inverter ring oscillator circuit. Oscillation is disabled by
grounding the Oscillation Enable (OE) pin.

3.2.3 Model validation with silicon data

The proposed statistical model is verified by 65nm technology available silicon data under a
few operating conditions. Fig. 12 shows the delay degradation of ROs. The dots present the
mean changes; the error bars are scaled delay distribution of the sample circuits; and the
lines are the model predictions. While the mean value increases as '/, as a signature of the
dominance of NBTI effect in circuit aging, the distribution declines with stress time. Fig. 13
evaluates the change of both the active current (IDDA), and the leakage current (IDDQ).
Since IDDA ~CV/ f, for given switching frequency, IDDA is easily extracted. Our predictive
models only require the sensitivities of transistor and circuit aging, as well as the statistics
before the stress. Then the degradation of circuit performance is fully predicted toward the
end of the life time.

3.3 Simulation setup of circuit benchmarks
The statistical aging analysis has been implemented in C to predict the circuit performance
degradation of ISCAS85, 89 and ITC99 benchmark circuits (, n.d.; ITC99 Benchmark, n.d.). We
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Fig. 12. Delay degradation of ROs under various stress conditions (four selected samples
each condition).
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obtain an aging aware library by running SPICE simulation using PTM 65nm technology
(Zhao & Cao, 2006). This library consists of 5 different cells: INVERTER, 2 input NAND, 3
input NAND, 2 input NOR, 3 input NOR. The benchmark circuits in the BLIF format are
synthesized by SIS (E. M. Sentovich, K. ]J. Singh, L. Lavagno, C. Moon, R. Murgai, A.
Saldanha, H. Savoj, P. R. Stephan, and R. K. Brayton & Sangiovanni-Vincentelli, 1992) using
this standard library. Random local and global variations are generated from a Gaussian
distribution with mean 0 and standard deviation which is determined by the manufacturing
process. The delay of each gate is calculated at time = 0 (with the variations) and after 10
years (with variations and NBTI degradation) using the aging aware library. Timing
analysis is then performed, and the path delay for each path is calculated as the sum of the
individual gate delays. After the run, the path with the maximum delay is identified as the
critical path in the design.

3.4 Results and discussions

Figures 14 and 15 show the path delay distribution under both NBTI effect and process
variation with time increasing. From these two figures, it can be seen that the mean of the path
delay increases, while the standard deviation of the path delay decreases. Both of them follows
the power law dependence of /6. As shown in the figure, at ¢ = 0, the delay difference
between maximum and minimum is 10.18%, while after 10 years stress, it reduces to 5.29%.
The Path delay degradation caused by NBTI effect for 10 years stress is 14.06%, which is more
than the delay difference caused by process variations at ¢ = 0. Thus, for the circuit designers, it
is critical to consider both NBTI effect and process variation at the early design stage.

Table 1 further shows the simulation results for different benchmark circuits at Time = 0 and
Time = 10 years. For a given circuit, Path represents the number of the total path in the
circuit. Tgoand Ty are the critical path delay of the circuit without process variations at Time
=0 and Time = 10 years, respectively. The Max, Mean and Min columns correspond to the
maximum, mean and minimum of the sets of the critical path delay under different
simulation iteration. A is the delay difference between maximum and minimum. A is the
NBTI-induce path delay degradation. m indicates the margin need to be add during the
circuit design stage.
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Fig. 14. Path delay mean change under both NBTI effect and process variations.
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Fig. 15. Path delay standard deviation change under both NBTT effect and process

variations.

Based on the simulation results of Table 1, we have three observations.

1. For most circuits, NBTI-induced delay degradation is comparable or larger than the
process variations-induced delay difference. For example, circuit K2, after 10 years
stress, NBTI-induced delay degradation is 15.65%, while the delay difference caused by
process variation at Time = 0 is 13.22%. Thus, for circuit designers, it is necessary to add
a guardband for NBTI in addition to guardband for process variations.

2. The impact of process variations on circuit delay strongly depends on the circuit structure.
For instance, at Time = 0, process variation-induced delay difference for circuit Frg?2 is
33.09%, while it is 4.97% for circuit Apex6. This effect is seen at Time = 10 years also.

3. The mean of the circuit delay increases with time, while the standard deviation
decreases. Both of them follow the NBTI power law of #/¢ and are independent of
process variations (Fig. 14 and Fig. 15).
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Table 1. Simulation results for ISCAS and ITC99 circuit benchmark
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By integrating the gate-based dynamic stress bound and process variation prediction model
into circuit timing analysis, we verify that our hierarchical method provide a safe and tight
bound of circuit timing degradation. Fig. 16 is the netlist of benchmark circuit C17. Fig. 17
shows the delay distribution of circuit C17 under various input vectors and process
variations. As shown in the figure, the proposed method provides a safe and tight bound in
the estimation of the circuit timing degradation, which helps to improve design
predictability and avoid pessimistic guardbanding under NBTT effect.
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Fig. 17. Delay distribution of circuit C17 with various input vectors and process variations.

3.5 Impact of statistical variations on SRAM

The six transistor SRAM (6T SRAM) design is highly sensitive to process variations,
especially local random variations. The mismatch between neighboring transistors reduces
the cell Static Noise Margin (SNM) (Krishnan et al., 2006; Lin et al., 2006; Rosa et al., 2006).
The impact of statistical variations on SRAM SNM is mainly divided into Read, Write, and
Hold stability. Under the NBTI effect, a weaker PMOS transistor increases Read failures, but
improves the Write operation (Krishnan et al., 2006; Lin et al., 2006). Fig. 18 shows the PDF
of 6T SRAM Read noise margin during the aging. In the SRAM cell, only one side of PMOS



Statistical Prediction of Circuit Aging under Process Variations 119

is stressed (i.e., with the gate biased at the ground), and the PMOS in the other side remains
in the recovery. The mismatch in the stress mode reduces Read noise margin on one side,
with no impact on the other side. As shown in Fig. 18, the mean value of Read noise margin
decreases with longer aging time. Since Read SNM is determined only by the stressed
PMOS side, NBTI induced SNM degradation is not cancelled out between stressed PMOS
side and unstressed PMOS side. Therefore, the tail of Read SNM is determined by the
stressed PMOS side. This behavior is different from the aging effect in a logic path, where
random variability in each stage is averaged in the path timing. Further studies on statistical
aging modeling are needed to predict the nonlinear behavior in SRAM.
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Fig. 18. The probability density function of SRAM read noise margin during aging.

4. Conclusions

In this work, a statistical methodology is developed to predict circuit performance
degradation under both NBTI effect and process variations. These analytical solutions reveal
that the degradation rate and its standard deviation are independent on the type and the
amount of process variations. In order to predict the mean and the variance of circuit aging,
only the characteristics of transistor degradation and circuit performance sensitivity to aged
parameters are required. The aging of circuit speed and IDDQ shows a power law
dependence on the stress time, as an evidence of the dominance of NBTI effect. The
proposed method is implemented into SPICE simulation and timing analysis tools. With
verification with 65nm silicon data, it supports statistical aging analysis in standard design
flow, improving design predictability and helping avoid pessimistic guardbanding under
the increasingly severe aging effect. We are collecting a larger volume of statistical data to
further verify these conclusions.
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1. Introduction

Increased leakage current and device variability are posing major challenges to CMOS
circuit designs in deeply scaled technologies. Static Random Accessed Memory (SRAM) has
been and continues to be the largest component in embedded digital systems or Systems-on-
Chip (SoCs). It is expected to occupy over 90% of the area of SoC by 2013 (Nakagome et al.,
2003). As a result, SRAM is more vulnerable to those challenges. To effectively reduce
SRAM leakage and/or active power, supply voltage (Vpp) is often scaled down during
standby operation (e.g. (Qin et al., 2004; Flautner et al., 2002; Bhavnagarwala et al., 2004;
Wang et al., 2007)) and/or active operation (e.g. (Morita et al., 2006; Joshi et al., 2007)). For
ultra-low-energy applications, SRAMs operating with Vpp near/below the threshold voltage
(V1) are also proposed (e.g. (Calhoun & Chandrakasan, 2007; Verma & Chandrakasan,
2008)). However, all SRAM functions, including read stability, write ability, access
performance, and hold stability, are less reliable at lower voltage, which leads to the
reduction of yield. The minimum supply voltage (Vmin) is limited by the lowest acceptable
yield and determines the maximum achievable power reduction. Applying an
underestimated Vmin will cause intolerable failures and decrease SRAM yield. On the other
hand, applying an overestimated Vmin will waste power and energy. However, finding the
optimum Vmin becomes difficult in the presence of global and local variations.

In this chapter, we particularly explore SRAM Vmin during standby mode, i.e. data retention
voltage (DRV). We first analyze the impacts of local/random and global/systematic variations
on DRV, and then present new statistical and adaptive design methods to address those
impacts. The goal of this chapter is to develop effective methods for achieving the best leakage
power savings while maintaining the desired yield under variations.

2. Variation impact on data retention voltage

2.1 Data Retention Voltage (DRV)

Fig. 1 shows the structure of the conventional 6T SRAM cell. The cell consists of two cross-
coupled inverters ((PL,NL) & (PR,NR)) and the pass-gate transistor XL/XR on each side. Q
and QB are the internal nodes storing the data. During standby mode, the WL signal
remains low. BL/BLB signals are often precharged to either high or low. Although floating
bitline is also proposed to further reduce BL leakage current (Wang et al., 2007), we assume
that the BLs remain high in this chapter. Fig. 1 also illustrates the paths of the major leakage
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Fig. 1. 6T SRAM cell and the path of the major leakage currents.

current components during standby mode for nanometer technologies. They are sub-
threshold leakage current (Lsub), gate leakage current (Ig), gate induced drain leakage (Icmv),
and junction leakage current (I)). Isup is the drain-to-source current when the transistor
operates in weak inversion. It decreases exponentially with the reduction of the drain-to-
source voltage (Vps) due to the drain induced barrier lowering (DIBL) effect (Ferre &
Figueras, 2005). I is the direct tunneling current through the gate oxide to the channel as
well as to the overlap region between gate and source/drain extension. Since it grows
exponentially with the scaling of the gate oxide thickness, I; becomes the dominant leakage
source for CMOS technologies beyond 45nm. Recent new high-k metal gate device option
provides large reduction in gate leakage (Mistry et al., 2007). In addition, a lower Vpp
exponentially reduces I;. IgpL is caused by the high electric field under the gate-to-drain
overlap region, and Ijis caused by the reverse-biased pn junction (Roy et al., 2003). Both IgpL
and [jalso decrease dramatically with Vpp. Therefore, Vpp scaling can effectively reduce the
total cell leakage current, I total. Fig. 2 shows that Ijx tota can be reduced by more than 10x for
a cell in 45nm. Due to the direct effect of Vpp, the cell leakage power, which is equal to
Iik total - VDD, can be further reduced with a lower Vpp.
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Fig. 2. The normalized cell leakage current versus Vpp.
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Fig. 3. The voltage of the storage nodes against Vpp for (a) a balanced cell and (b) a
imbalanced cell (© 2007 IEEE).

However, the drawback of a scaled Vpp is the degradation of the cell stability. Fig. 3 shows
that excessive Vpp scaling results in the loss of the stored data (‘0” in this example). Fig. 3(a)
particularly shows the balanced case when there is no mismatch between the transistors on
the left side (PL/NL/XL in Fig. 1) and those on the right side (PR/NR/XR in Fig. 1). Q and
QB converge to a metastable point as a result of the degraded gain. Fig. 3(b) shows the other
case when the cell is imbalanced by some mismatch in Vr. In this case, Q and QB flip to the
more stable state ("1’ here). The data retention voltage (DRV) defines the minimum Vpp
below which the SRAM cell can not preserve its data (Qin et al, 2004). So DRV is the
fundamental limiter of the lower Vpp operation and prohibits additional power savings. We
define DRV0 and DRV1 as the minimum Vpp for preserving ‘0" and ‘1" respectively. For the
balanced case as in Fig. 3(a), DRV0=DRV1; for the imbalanced case, one increases while the
other decreases (e.g. DRV0>>DRV1 for the example in Fig. 3(b)). To ensure the cell can
safely hold both ‘0" and ‘1", the actual DRV is the maximum value of DRV0 and DRV1. Fig. 3
thereby implies that DRV increases when any mismatch occurs.

Unfortunately, device variability increases with technology scaling. In order to predict the
maximum achievable power savings from lowering Vpp, we must evaluate the impact of
device variability on DRV. All the variations can be categorized into two groups:
global/systematic variation and local/random variation. Global variations influence all the
transistors on the chip. On the other hand, local variations have a different effect on
individual transistors, and thus cause mismatch between adjacent devices. Next, we will
examine the impact of these variations on DRV.

2.2 Impact of local/random variation

Variations occur in a variety of physical parameters, mainly including the threshold voltage
(V1), the gate oxide thickness (Tox), the channel effect length (L.s), and the channel effect
width (W,s). Among these parameters, DRV is most sensitive to Vr (Qin et al., 2004). In
addition, the variation of L, can cause Vr variation due to the short channel effect.
Therefore, we mainly consider the impact of Vr variation on DRV. Random doping
fluctuation (RDF) is the dominant source of local Vt variation, and it deteriorates with
continuous device scaling. The RDF induced random Vr variation can be modeled as a
normal distribution with its standard deviation (ov;) inversely proportional to the square
root of the channel area as below (Asenov et al., 2003).
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SRAM cells commonly use transistors with smaller geometry for higher density. Thus they
are naturally more susceptible to random variations due to a larger value of oy;.

Given the statistics of parametric variations, we can use Monte Carlo (MC) simulation to
investigate the impact of variations on the figure of merit. Fig. 4 is the histogram of the cell
DRV values with a 5000-point MC simulation in a commercial 90nm CMOS process. The
DRV exhibits a non-Gaussian distribution with a longer tail on the right side. The tail value
of the distribution is the lowest supply voltage that can be applied to the whole SRAM array
without losing any data. We call it the standby Vmin for an SRAM. Vmin determines the
maximum achievable power reduction for the entire SRAM array. Therefore, the estimation
of the tail value becomes crucial. Modern SRAMs often contain millions of cells, thus the tail
event only occurs once out of millions of cell simulations. For such a rare event, the Monte
Carlo method requires at least millions of runs, thereby becoming prohibitively expensive.
To speed up the estimation of these rare events, various methods arise and fall into the
following two major categories.
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Fig. 4. The histogram of DRV from Monte Carlo simulation with 5000 samples (© 2007 IEEE).

e Non-Monte-Carlo (non-MC) methods
The first non-MC method is to develop a comprehensive analytical model. Although
Qin et al. (2004) proposed a theoretical model to approximate the DRV of a single cell,
they did not address the statistical characteristics of DRV. The question of how
variations impact the long tail of the DRV distribution is not answered. The second and
more generic non-MC method is the boundary searching approach, which intends to
find the boundaries in the parameter space that correspond to success/failure of the
circuit without using MC sampling (Gu & Roychowdhury, 2008). The authors
demonstrated its efficiency for estimating SRAM read access yield when considering
only two major design parameters. However, the real access yield is also determined by
other design parameters that have a minor impact on read access. When all the
parameters are searched, this method becomes quite expensive.

o Improved Monte-Carlo (MC) methods
The huge expense of MC for rare event estimation is mainly due to the inefficiency of
the rare event sampling. Importance sampling (Kanj et al., 2006) and the Statistical
Blockade (SB) tool (Singhee & Rutenbar, 2007) are two interesting techniques to hasten
the generation of the rare events. However, their efficiency highly relies on the
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goodness of the sampling distribution and the tail filter respectively. Extrapolation is an
alternative way to avoid a full MC simulation. We can run a relatively small number of
samples and fit them into a known distribution. After that, we can quickly acquire the
estimates in the extreme tail region by simply calculating with the fitting distribution.
Although it is much simpler, its accuracy is dependent on how good the fitting
distribution is. For non-Gaussian variables like DRV, it is hard to find a proper known
distribution that can well fit the skewed tail region. Fitting a normal and log-normal
distribution either underestimates or overestimates the tail values, respectively. The SB
tool proposes to use the generalized Pareto distribution (GPD) to particularly fit the tail
samples. Its accuracy is dependent on the number of tail samples, which also requires
fast Monte Carlo methods like the tail filter in the SB tool to accelerate its generation.
In this chapter, we propose a new fast method to predict the tail of the DRV distribution. We
use the extrapolation method so that only a small number of Monte Carlo samples is
required. High accuracy is achieved by using a dedicated statistical model for DRV (Wang,
Singhee et al., 2007). We will describe the details of this method in section 3.

2.3 Impact of global/systematic variation

Global variations include manufacturing related process variations, voltage supply
fluctuations, and temperature changes (i.e. PVT variations). We assume the temperature
range is [0°C, 105°C] and the voltage fluctuation range is [-25mV, 25mV]. Fig. 5 shows the
DRV histogram of a 5-Kb SRAM array at three PVT cases: typical, best-case, and worst-case.
The typical case is at the TT (typical-N and typical-P) process corner, 25°C, and zero voltage
fluctuation; the best case for the technology we use is at the SS (Slow-N and slow-P) process
corner, 0°C, and 25mV voltage fluctuation; the worst case happens at the FS (Fast-N and
slow-P) process corner, 105°C, and -25mV voltage fluctuation. Under one PVT scenario,
local variations spread the DRV of the cells, and the tail of the distribution (marked with
circle) determines the standby Vmin for this global condition. In contrast, global variations
predominantly move the entire DRV distribution around, so the tail point, i.e. the standby
Vmin, also shifts with global effects. For this 90nm process, the worst-case Vmin (Vminy.) is
about 100mV and 140mV higher than the typical case Vmin (Vminyp) and the best-case
Vmin (Vminy.) respectively. For more advanced processes, the variability of global effects
might increase and result in a larger difference between Vminy. and Vminy,/Vming. To
ensure data safety under all the conditions, we must address this Vmin variability.

The most straight forward method is the worst case approach, which uses a standby Vpp
based on the worst case at design time and even adds some guard-band for more
robustness. For instance, authors of the drowsy cache set the standby Vpp 50% higher than
the threshold voltage despite the fact that the actual DRV can be much smaller (Kim et al.,
2004). A processor with a drowsy mode is also implemented by collapsing the supply
voltage well above that required to upset the logic states during standby mode (Clark et al.,
2004). Although this open-loop worst-case approach is very robust, it can potentially waste
substantial power because of two reasons. First, the worst PVT scenario only occurs in
extreme conditions like extremely high temperature, which is very rare for most of the
applications. Second, the difference of the Vmin values between the worst case and the non-
worst cases can be quite large, and it even becomes larger as CMOS technology
continuously scales. We can expect that the conservative worst-case approach would
sacrifice more power savings for future CMOS technologies.

In order to gain optimum power reduction for non-worst-case conditions, we propose a
closed-loop standby Vpp scaling system with online replica cells as monitors for tracking
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PVT variations (Wang & Calhoun, 2008). Section 4 will present the details of this new
approach.
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Fig. 5. DRV distribution of a 5Kb SRAM array with global PVT variations and local
variations. Three PVT cases (typical, best-case, and worst-case) are shown (© 2008 IEEE)

3. Fast and accurate estimation of standby Vmin

In this section, we propose a fast method to predict standby Vmin, i.e. the tail of the DRV
distribution in the presence of random variations. Let us define Pc¢(v) as the probability that
the cell fails when Vpp=v during standby. We can compute P.(v) in two ways. First, in terms
of DRV, since DRV is the minimum Vpp below which a cell cannot preserve its data we can
compute P(v) as

Pc¢(v) =P(DRV >v) =1 — Fpry(0v) )

where Fpry is the cumulative density function (cdf) of DRV. We can also compute P(v) in
terms of static noise margin (SNM), which is the conventional metric for cell stability. A cell
fails at voltage v when its SNM is less than the lowest acceptable noise margin s (e.g. s=0 in a
noiseless system), so we can also compute P¢(v) as

P¢(v) = P(SNM,, < s) = Fsnm, (8) ®)

where SNM, is the cell’'s SNM at Vpp=v and Fsnw, is the cdf of SNM,. As we observed in Fig.
4, DRV has a non-Gaussian distribution with a heavy tail on the right side, which makes it
hard to directly fit the DRV data into a known distribution. Nevertheless, because of the
equivalence of (2) and (3), we can obtain Fpry through the simple transformation of Fsnw, by

Fpry(v) =1 — Fsnm, (5) )

As we will show in the next section, it is much easier to obtain Fsny,. Thus we can derive the
cdf of DRV from SNM and finally derive the inverse cdf or the quantile function of DRV.

3.1 Statistics of hold static noise margin
The most popular metric for SRAM noise margin is the butterfly curve based SNM, which is
the maximum amount of dc voltage noise that a cell can tolerate (Seevinck et al., 1987) and is
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equivalent to the largest square that can be embedded with the two butterfly curves as
shown in Fig. 6. Particularly, the largest square inside the upper-left lobe is defined as
SNMH, the SNM for holding ‘0’; and the largest square inside the lower-right lobe is defined
as SNML, the SNM for holding ‘1’. The true SNM is the minimum of SNMH and SNML. Fig.
6 further shows how SNMH and SNML change with Vpp scaling. In the case that the cell is
balanced as in Fig. 6(a), both SNMH and SNML decrease to 0 when Vpp=65mV. This implies
that DRV=DRV0=DRV1=65mV. On the other hand, if the cell is imbalanced by variation as
the example in Fig. 6(b), SNMH first drops to 0 while SNML still maintains a positive
amount of value when Vpp=130mV. Therefore, for this example, DRV=DRV0=130mV. In
fact, Fig. 6 uses the same examples as Fig. 3. The same DRV results are obtained by directly
simulating the collapse of the internal states as in Fig. 3 and by simulating the decrease of
SNM with Vppscaling as in Fig. 6. This verifies that we can use SNM to explore DRV.
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Fig. 6. Butterfly curve based SNM changes with Vpp scaling when the cell is (a) balanced and
(b) imbalanced by some mismatch (© 2007 IEEE)

The next question we should answer is how local random variations impact SNMH or
SNML. Fig. 7 plots the 50,000-point MC simulation results of SNMH and SNML when
Vpp=300mV. We fit a normal distribution to the data of both SNMH and SNML. The normal
distribution closely matches the body of both data. The deviation in the tail points is mainly
caused by the error of Monte Carlo simulation, which decreases as we use more Monte
Carlo samples. Therefore, it is accurate to approximate the true SNMH and SNML with an
identical normal distribution.

Since DRV is the Vpp point when SNM is equal to the lowest noise margin (e.g. 0 here), a
more important question is how those SNM distributions change with Vpp scaling. We
further examine the SNMH or SNML distribution at different Vpp points. We find that
SNMH and SNML remain normally distributed. Moreover, as shown in Fig. 8, the mean (i)
is approximately linear with Vpp while the standard deviation (o) keeps almost constant. If
we know that the estimation of the mean and the standard deviation at an initial voltage, vo,
are po and op, we can quickly obtain the new mean and standard deviation values at any
arbitrary Vpp point, v, with

u=uo+k(v—1); oc=0p (5)

where k is the sensitivity of ;1 to Vpp and can be extracted by fitting the mean data in Fig. 8 to
the linear curve.
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Fig. 7. 50,000-point Monte Carlo results of SNMH and SNML at Vpp=300mV and a normal
distribution is fitted to both data.
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Fig. 8. Estimated mean and standard deviation of SNMH from MC simulations versus Vpp.

3.2 DRV and yield model

So far we are able to predict the distribution of SNMH or SNML at any Vpp point with (5).
The real SNM is the minimum of SNMH and SNML. If we assume SNMH and SNML are
independent random variables, according to order statistics, the cumulative density function
of the real SNM can be calculated as follows.

Fsnm, (s) =P(SNM,, < s)
= P(min(SNMH,,SNML,) < s)
=P(SNMH, < s) + P(SNML, < s) — P(SNMH, < s,SNML, < s) ©)
wo+k(v—10v9)—s
V209 '

1
= erfc(x) — Zerfcz(x), where x =
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Here erfc() is the complementary error function. (6) actually estimates the cell failure
probability during standby as expressed in (3). Thus we can quickly estimate the yield of an
SRAM array with a given capacity when the standby Vppis equal to v.

Another important estimation is the minimum standby Vpp for a given yield or cell failure
probability constraint. In other words, we want to estimate the DRV quantile. To derive
DRV quantile function, we first obtain the cdf model of the DRV by substituting (6) into (4):

Ho+k(v—1v9) —s
O

Then we obtain the quantile function, i.e. the inverse cdf of DRV, as:

1
Fprv(v) =1 —erfe(x) + Zerfcz(x), where x =

o= Esip) = % (x/iao cerfc™1(2—2/p) — po + s) + g, (8)

where erfc() is the inverse function of erfc() and p is the probability that DRV<uv.

Both (7) and (8) only require 4 parameters: vo, po, oo, and k. First, we pick m (e.g. m<6)
typical Vpp points, say vy, ... , v Then we run nyc Monte Carlo samples of SNMH at v; and
fit a normal distribution N(u;c?) to the data. Since we estimate the mean and standard
deviation of the distribution body instead of the distribution tail, a small scale of Monte
Carlo (e.g. nmc=1,000~5,000) is sufficient. After obtaining y;, we extract k by fitting a linear
curve to the (v, y;) data. Finally we pick one Vpp point as the initial point vy, and then po and
op are chosen accordingly. Therefore, the total number of Monte Carlo samples used in our
method is equal to mxnyc, which is 6x5,000 in our test case. To further reduce the run time,
we can use a simpler way to approximate k. Instead of running MC simulations on multiple
Vpp points, we can run a nominal dc simulation of SNM with the sweep of Vpp. However,
this simplification might cause a slightly larger error.

3.3 Experiment results

We use a 6T cell in a commercial 90nm process to test our DRV model. Without loss of

generality, we choose the lowest acceptable noise margin s=0 in the test. Since SRAMs

usually contain at least 1,000 cells, we are interested in the DRV quantiles Fyg,(p) that have
the probability p >0.999. For the same probability p, the quantile of a theoretical standard
normal variable M ~ N(0,1) is m= ®7}(p), where @' is the inverse of standard normal cdf.

We thereby plot the estimated DRV quantile versus the normal quantile (m) that has the

equivalent probability p 20.999. Fig. 9 plots the estimates of the DRV quantiles equivalent to

me [3,8] from several methods.

1. Analytical model: The DRV quantiles estimated from (8) with p = ®(m) are plotted with
the solid curve. We select vp=100mV. o and op are obtained by fitting a normal
distribution to the 5,000-point MC result for SNMH at vy. The parameter k, the
sensitivity of the mean of SNMH to Vpp, is obtained from linear fitting the curve in Fig. 8.

2. Standard Monte Carlo or fast Monte Carlo with the Recursive Statistical Blockade: The DRV
quantiles estimated from a 1-million-point Monte Carlo simulation of DRV are plotted
with the circles. With 1-million raw MC samples, the maximum DRV quantile we can
estimate with a high confidence is equivalent to the normal quantile m~4. For m>4, we
use the fast Monte Carlo method with the recursive statistical blockade tool (Singhee et
al., 2008) to reduce run time.
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Fig. 9. The DRV quantiles estimated from different methods against the theoretical standard
normal quantiles; our new model (8) and the GPD model from the Statistical Blockade tool
(Singhee & Rutenbar, 2007) (lines coincident on the plot) closely track Monte Carlo
simulation and match farther out in the tail (© 2007 IEEE).

3. GPD model from the Statistical Blockade (SB): The 1,000 tail points from the last recursion
stage of the recursive statistical blockade run are used to fit a generalized Pareto
distribution (GPD) (Singhee & Rutenbar, 2007). The results estimated from the GPD
model are plotted as the dashed curve.

4. Normal model: A normal distribution is fit to the DRV data from a 5,000-point MC
simulation. The DRV quantiles estimated from the fitting normal distribution are
plotted as the dash-dotted curve.

5. Lognormal model: A lognormal distribution is fit to the same set of the 5,000 MC points
for DRV. The DRV quantiles estimated from the fitting lognormal distribution are
plotted as the dotted curve.

Fig. 9 shows that both the results from our model and from the GPD model closely match

the MC results up to m=6. In addition, our model matches well with the GPD model at the

tail region of m>6, where the tail event has the probability smaller than 9.86e-10.

Extrapolation with either normal or lognormal distribution is inaccurate, especially for the

points farther out in the tail. The normal model underestimates DRV while the lognormal

model overestimates it.

With the comparable accuracy, our method offers a significant speedup over the standard

Monte Carlo method because it only requires a small number (e.g. 5,000) of MC simulations

for SNMH at a couple of Vpp points (totally <30,000) to predict any extreme DRV tail values.

However, if the probability of the tail event is p;, the standard MC method requires at least

1/p: samples to obtain one estimate of the quantile. For example, when p;=9.86e-10 (i.e.

m=6), we must run at least 1-billion simulations. Thus, our method provides a speedup of at

least 30,000% over standard MC. The recursive statistical blockade requires about 41,700

simulations (Singhee et al., 2008), so our method offers a slight speedup of 1.4x over it. For

m>6, standard MC would need thousands of billions of simulations. In this case, the
speedup over MC is extremely large.
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4. Canary based closed-loop standby Vpp scaling

In this section, we deal with the impact of global variations on DRV and present a closed
loop Vpp scaling system for aggressive leakage power reduction while protecting data by
maintaining Vpp above the DRV of the worst SRAM cell (Wang & Calhoun, 2007).

4.1 Principle

Fig. 10(a) shows the basic architecture of the system. An on-chip or off-chip voltage
regulator supplies Vpp to the SRAM cells and to the canary replicas. Multiple canary
categories are designed to fail across a range of voltages above the average DRV of the
SRAM cells as illustrated in Fig. 10(b). The most important feature of the canary cell is its
ability to duplicate the impact of global changes on SRAM stability. With this ability, when
the failure voltage of the SRAM cell increases or decreases by some amount due to certain
global effect, the failure voltage of each canary category will also change by the same
amount. In other words, the DRV of each canary category can maintain a predefined
proximity to the DRV of the SRAM cells despite changes in global conditions. Note that, just
as SRAM cells, the canary cells are also sensitive to local variations. We employ redundancy
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Fig. 10. (a) Architecture and (b) mechanism of the closed loop Vpp scaling system (© 2008
IEEE).
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and a voting strategy to sharpen the distribution of canary cells within the same category.
The failures of the canary categories are monitored by online failure detectors. SRAM data
safety is ensured by a programmable failure threshold, which defines the critical failure
status of the canary categories and determines the proximity of the standby Vpp to the tail of
the SRAM DRV distribution. When entering the standby mode, the controller starts
lowering Vpp until the canary failures meet the failure threshold. Once the global stimuli
occur, the canary failures will exceed or drop below the failure threshold, which triggers the
controller to raise or lower Vpp accordingly.

Besides the improvement of power reduction under variations, this system also allows a
trade-off between power savings and data reliability by altering the failure threshold. When
the application needs a higher data reliability, a failure threshold that allows less canary sets
to fail should be chosen. On the other hand, when the data reliability constraint is lowered
or some data errors can be tolerated by redundancy or error correction techniques, we can
change the failure threshold to allow more canary sets to fail so that Vpp can be reduced for
more power savings.

4.2 Major components

4.2.1 Canary cell

The canary cell is the most important component in our system. It must replicate the impact
of global variations on SRAM cell stability. Moreover, it must fail before the SRAM cells to
prevent the loss of data in SRAM. The canary DRV distribution is not a good indicator of the
SRAM cell DRV distribution because there are too few canary cells. Therefore, we must use
a design that makes it more sensitive to Vpp than it would be simply due to the impact of
local variation.

We propose the circuit in Fig. 11(a) and (b) as canary cells for holding ‘1" and ‘0,
respectively. Each canary cell contains the same 6T transistors (M1~M6) as any SRAM cell,
an additional pmos pass transistor (M7) for enhancing the ability of writing a ‘1" at lower
voltage, and a pmos header transistor (M8) for tuning the virtual supply of the cell. The
input signal, W, and its inversion, WB, act as the bit lines and word line. During reset mode,
W rises, and the pass transistors M5~7 are turned on; ‘1’/’0’ is written into the canary cell
‘1’/°0’. During standby mode, W switches to low and turns off M5~7. In addition, the
bitlines are holding the opposite states with the internal nodes, which creates the worst
leakage current through M5~7 and contributes to a higher DRV for the canary cell. The
header M8 plays the key role for tuning canary DRV. By tuning the input signal VCTRL at
its gate, the virtual supply of the canary cell, VVpp, becomes smaller than Vpp, which results
in a higher Vpp to flip the storage nodes, i.e. a higher DRV for the canary cell. Fig. 12 shows
the simulated canary DRV values against the VCTRL values. For comparison, the histogram
of the SRAM cell DRV from a 5000-point Monte Carlo simulation is also plotted. Two
interesting observations make this tuning knob more appealing. First, there is a nice
linearity between canary DRV and VCTRL. Thereby we can create multiple canary
categories by simply using regularly increased VCTRL signals, which are easy to implement
(e.g. in our test chip, we use a resistor ladder to generate a series of VCTRL signals). Second,
the canary DRV can be potentially moved to any point in a wide range. Thus we can always
find at least one canary category with its DRV higher than the tail value of SRAM DRV
distribution, which could be quite large for big SRAM arrays in scaled technologies.

Now let us further examine the canary cell’s capability for tracking PVT variations, which is
essential to protecting data in this approach. We use a 1-Kb SRAM and 8 canary sets (#0~#7)
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Fig. 11. Schematic of canary cell (a) for holding a “1” and (b) holding a ‘0" (© 2008 IEEE).
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Fig. 12. Simulated nominal canary cell DRV versus VCTRL relative to a 5 Kb SRAM DRV
distribution (© 2008 IEEE).

as an example. We first obtain the worst DRV value, i.e. Vmin, of the 1-Kb SRAM with
Monte Carlo simulations at normal condition (i.e. at TT process corner & 25°C). Then at the
same normal condition, we configure the canary cells by tuning their VCTRL values so that
DRV¢7 >DRV¢g > ... > DRV >Vmin>DRVcp. Here, DRV, is the DRV of the canary set #i.
In order to protect SRAM data, the canary set #1 can be chosen as the first set that should
never fail. After configuration, the canary VCTRL values are fixed. Then we change either
the temperature or the process corner and rerun the simulations to obtain the new SRAM
Vmin and DRV, values, which are shown in Fig. 13(a) and (b). The SRAM Vmin is plotted
as the curve with circles. DRV, is plotted as the curve with triangles. For all the
temperature and process changes, the DRV of each canary set moves almost by the same
amount as the SRAM Vmin. This indicates that the canaries can successfully track global
effects. The only exception here is the SF (Slow-N Fast-P) corner because the technology we
use is a strong-N process. At the SF corner, the impact of global variation on the tail of
SRAM DRYV is overwhelmed by the impact of large local variations. However, the canary
DRV is still affected by global variation, so DRV 1 becomes smaller than Vmin at SF corner.
To fix this, we can either reconfigure DRV so that DRV, >Vmin at this corner or reset the
failure threshold to choose the canary set #2 as the first one that does not allow to fail.
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Fig. 13. Simulated DRYV of the canary sets (lines with triangles and the upper ones have higher
VCTRL) and the worst DRV of a 1 Kb SRAM (the line with circles) change consistently with (a)
temperature and (b) process corner for the 90 nm technology (© 2008 IEEE).

4.2.2 Failure detector and canary bank

In our system, the failure of the canary cell is detected online. To enable a quick sensing, the
failure detector directly monitors the storage nodes Q and QB of the canary cell. As shown
in Fig. 3(a), Q and QB of an SRAM cell might converge if the cell is balanced. However, we
set the two bitlines of the canary cell with the complementary values of W and WB (see Fig.
11). This asymmetry makes Q and QB mainly flip when the current Vpp is below the cell’s
DRV. Thus we propose to use a differential sense amplifier shown in Fig. 14 as the failure
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Canary Bank
VCTRL7 £
| Canary Row #7 i
VCTRL6 /| Canary Bit V
= Canary Row #6 fs g &
= ; / [VCTRL=™  Canary
,,,,,,,,,,,,,,,,,,,, ; / W—> s
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W—l CBO | CBo | cBO El SR ED
EN s L
bitfai ey
Canary Row

Fig. 14. Canary bank and VCTRL generator.
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detector. It shares Vpp with the canary cell, and its input differential pair MN1 and MN2
directly connect to Q and QB. One canary cell and its own failure detector compose a canary
bit.

The canary sets are deployed as rows in a bank structure as illustrated in Fig. 14. Each
canary set occupies one row of the bank. To reduce the variance of the canary DRV, we
employ redundancy and majority voting circuits. Thus one canary set (row) consists of n
copies of canary bit ‘1" and n copies of canary bit ‘0". Although a larger n can decrease the
variance, the area and complexity overhead would dramatically increase. By trading off
between the efficiency of variance reduction and the overhead cost, we choose n=3. The
failure signals from the three replicas of canary bit “1’/’0" go into the majority-3 gate to
generate the voted failure signal. The whole canary set fails when either the majority of the
canary bit ‘1" or the majority of the canary bit ‘0’ fails.

Fig. 14 also shows the VCTRL generator, which is a resistor ladder with a reference voltage
VREF and a series of identical resistors. Each canary set (row) is connected to one VCTRL
signal from the VCTRL generator.

4.2.3 Feedback controller

VDD
Voltage
Regulator - SRAM
lowerVDD; raiseVDD EN,, ATy
> W
T VREF Canary Bank
VCTRL7 P
H— Canary Row #1 7
VCTRL6 f
VCTRL ] Canary Row #6 5
Generator H
VCTRLO
= Canary Row #0 fo
cellReset ]
VCTRLrst
Controller _failureStatus=[fof;...fef7]
Fail B
Comparator .
j«— failureThreshold
Canary feedback circuits (e.g. 00001111)

Fig. 15. The feedback controller connects other components in the feedback system.

The feedback controller plays an important role in our system. As shown in Fig. 15, it ties all
the other blocks together to form a complete feedback loop. The controller receives the final
failure signal ‘Fail’ from the comparator, which asserts ‘Fail’ when the failure status of the
canary sets (fof:...fsf7) exceeds the predefined failure threshold. The controller then sends out
different control signals to different blocks. The ‘lowerVDD’ and ‘raiseVDD’ are sent to the
voltage regulator to lower or raise Vpp by one step (e.g. 10mV). The ‘W’ signal is sent to the
canary bank for rewriting all the canary cells. The “VCTRLrst’ signal is sent to the VCTRL
generator for occasionally resetting all the VCTRL signals to 0.
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Fig. 16. The timing diagram of the controller (© 2008 IEEE).

Fig. 15 also illustrates the major state transitions in the controller. There are four states: idle,
cellHold, cellFlip and cellReset. Fig. 16 gives the timing diagram that shows how the states
transfer. Suppose the failure threshold is set to 00001111, which implies that the canary set
#3 is the first set not allowed to fail. We configure its VCTRL=0.3V. For simplicity, we do
not consider redundancy here. After we assert the enable signal “EN’, the failure detector of
each canary set evaluates its own Q and QB. When Vpp=0.37V, Q and QB of the canary set
#4-7 flip, but those of the canary set #0-3 maintain their original values. Thus the
failureStatus is 00001111, which is no larger than the failure threshold. Therefore, ‘Fail’
maintains zero, which causes the controller change from the idle state to the cellHold state,
and the signal ‘lowerVDD’ rises up to inform the voltage regulator to decrease Vpp by
10mV. Once Vpp is lowered to 0.36V, Q and QB of the canary set #3 flip to the opposite
value, resulting in failureStatus=00011111, which is larger than the failure threshold. Thus
‘Fail’ rises up and the cellFlip state becomes valid. This state asserts ‘raiseVDD’. As a result,
the regulator increases Vpp by one step and Vpp returns to the previous value 0.37V, which
is actually the DRV of the canary cell #3. After that, ‘EN’ goes low to disable the failure
detection, and the controller enters the cellReset state, which asserts the “W’ signal to write
the original values into Q and QB for next check.

Since SRAM Vmin can be near or even smaller than the threshold voltage Vr, all the circuits
including the failure detector, the comparator, and the controller are designed to function in
the sub-threshold region, where Vpp<Vt(Wang et al., 2006).

4.3 Model for canary cell tuning

We have observed in Fig. 12 that the canary DRV changes approximately linearly with
VCTRL. By analyzing the current through the pmos header (M8 in Fig. 11(a)), we can derive
the theoretical model for this linear dependency. We denote DRV as the canary DRV. It is
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equal to the Vpp value when the actual supply voltage of the canary cell, VVpp, reaches the
cell’s true DRV, DRV}, i.e. the cell DRV without the header. Let us denote I,ui; as the leakage
current for holding the cell data when VVpp=DRV,. We assume that the header M8 operates
in the sub-threshold region. Since the sub-threshold leakage current is the dominant source
of the leakage current, we can compute I, as

DRV¢ — VCTRL — Vrg + #73(DRV — DRV, —DRV DRV
Ly = Io- exp c 1,8 +118(DRVc t)}‘[l_exp< gt t)}(g)

ngVy, Vin

where Vrg is the threshold voltage of M8, s is its DIBL coefficient, ng is its sub-threshold
swing factor, Vy, is the thermal voltage, and Iy is its off current. For a given canary cell, we
assume that the DRV remains the same no matter what VCTRL is. This is reasonable
because M1-M7 are not changed. Therefore, Imin also remains constant. We further ignore the
rolling-off term when DRVc— DRV;> 4V, (V3=26mV at 300K). Then we can solve DRV cas

VCTRL V; - DRV V,
€ +b, where b= 18+ 18 t 118 Vith
1+ 7ng 14178 1 + 718

DRV = In( "”")~ (10)
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Fig. 17. Estimated canary DRV from (10) versus VCTRL is compared with the simulated
result (© 2008 IEEE).

This proves the linear relationship between the canary DRV and VCTRL and implies that
the slope can be approximated as 1/(1+17s). To verify this model, we first obtain DRV; and
Lin from simulation without the header. Then we compute the canary DRV values against
VCTRL with (10) and compare them with the simulated results. Fig. 17 shows that our first-
order linear model provides an excellent approximation for all the VCTRL values across a
wide range. A slightly larger error occurs only when VCTRL<50mV. In this region, the
canary DRV (DRV() is very close to DRV, so the rolling-off term cannot be ignored, in
which case numerically solving (9) can give a more accurate estimation.

In section 3.2, we proposed the model to predict SRAM DRV quantile and yield in the
presence of random variations. Now by combining (8) and (10), we can estimate the VCTRL
value y that is needed for a canary cell in order to satisfy a given SRAM cell yield as:
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1+7s
k

where p=P(DRVs <DRVc(y)), the probability that the SRAM DRV (DRVs) is less than
DRVc(y), i.e. the canary DRV when VCTRL is equal to y. All the other parameters are the
same as in (8) and (10). Fig. 18 plots the estimated VCTRL values from (11) with the solid
curve. In this figure, the point at the coordinates of (x,y) means P(DRVs <DRV(y)) is equal
to ®(x), where @ is the cdf of a theoretical standard normal variable. For instance, if one
application requires 90% yield for a fault-free 100-Kb SRAM, the required failure probability
is ~1e-7, which is equivalent to the probability when x=5.2. From Fig. 18, we quickly know that
all the canary cells with VCTRL<120mV should never fail in order to meet this yield. This
gives us the guidance to choose the proper VCTRL value for each canary set. Fig. 18 gives an
example of the canary configurations. We configure the canary set #2 with VCTRL=120mV.
Then we assign 5 points in the region VCTRL>120mV to the canary set #3~7 and assign 2
points in the region VCTRL<120mV to the canary set #0~1. The failure threshold is set to
00011111 so that only the upper 5 canary sets are allowed to fail. This configuration ensures
that SRAM can always achieve 90% yield under any PVT variations. If the application changes
and needs a different reliability, we can reset the failure threshold or even reconfigure all of
the canary sets (by remapping VCTRL values) for better results.

(V200 -erfe™ (2= 2/F) — o +5| + (00— b) - (1+ 7). (11)
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Fig. 18. Estimated VCTRL value y to satisfy that P(DRVs <DRV¢(y)) = ®(x), where x is a
standard normal quantile. To achieve 90% yield for a fault-free 100Kb SRAM (i.e. x = 5.2),
only the canary sets with VCTRL>120mV are allowed to fail (© 2008 IEEE).

4.4 Test chip implementation & measurement

We implement all of the circuits in Fig. 10(a) except the Vpp regulator in a 90nm CMOS bulk
test chip. In addition to a 16x8Kb SRAM, the test chip contains the canary circuits and test
circuits. The area overhead of the canary circuits is about 0.6%. Fig. 19 shows the die photo
of the chip. Fig. 20(a) shows the measured average DRV of canary cells versus VCTRL at
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Fig. 19. The die photo of the 90nm test chip (© 2007 IEEE).
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Fig. 20. The measured canary DRV against VCTRL at (a) room temperature and (b) different
temperatures (© 2008 IEEE).
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room temperature. The tuning of VCTRL allows us to provide the desired continuum of
failure voltages for the canary cell. It also verifies a good linear relationship between the
canary DRV and VCTRL. Fig. 20(b) further shows the measured canary DRV against VCTRL
at different temperatures, which verifies that our canary cell can successfully track
temperature changes. Fig. 21 plots the normalized measured leakage power of the SRAM
array with Vpp scaling. Under normal environmental conditions, the measured worst DRV
of one 8Kb SRAM array is 0.35V. We estimate that the worst standby Vmin for all the PVT
variations plus certain guardband is equal to 0.7V. With the worst case approach, we always
set the standby Vpp to 0.7V. In contrast, by using our canary-based feedback approach, we
can adjust Vpp to near the true Vmin value (i.e. 0.35V) at the normal condition. Thereby the
canary approach offers ~5x power reduction compared with the conservative worst-case
approach and ~11x reduction compared with using the nominal Vpp, 1V.

5. Conclusion

Variation has become one of the biggest challenges for circuit design in scaled CMOS
technologies. In this chapter, we first investigate the impact of both local and global
variations on SRAM data retention voltage (DRV) and then present a method to deal with
each type of variation. Local random variations spread the cell DRV across the same array,
and the tail of the distribution is the minimum standby Vpp (Vmin) that can be applied on
the whole SRAM. We propose a fast and accurate method to predict the tail DRV. Our
method offers the comparable accuracy with the standard Monte Carlo (MC) method and
shows an excellent agreement with another fast method, the Statistical Blockade (SB) tool,
for the tails up to 8c. It offers the speedup of > 10*x over MC and 1.4x over SB. Global PVT
variation results in the shift of Vmin values. The worst-case design approach over-protects
non-worst-case scenarios. To enable optimum power savings for any PVT scenario, we
propose a closed-loop Vpp scaling approach. It uses online canary replica cells and monitors
to track global variations, and a feedback circuit to adjust Vpp to approach the true Vmin. As
device variability continues growing with CMOS technology scaling, SRAM supply voltage
scaling requires efficient statistical analysis methods and smart adaptive approaches to
maximize power reduction while maintaining correct functionality and acceptable noise
immunity.
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1. Introduction

For a variety of applications from mobile to high-performance computing, the power
consumption of very-large-scale-integrated (VLSI) circuits is a serious issue. The scaling rule
has been a paradigm for miniaturizing complementary metal-oxide-semiconductor (CMOS)
field-effect-transistors (FETs) in VLSI circuits for a long period. In the ideal scaling rule, the
supply voltage Vaq should decrease in proportion to the miniaturization of the transistor.
This Vg4 reduction has roughly been successful so far. In extremely scaled transistors such as
those in the 45-nm logic node and beyond, however, it is very difficult to further decrease
Vaq. Unless Vaq is reduced with the scaling rule, the power consumption of the LSI will
increase significantly due to an increase in both operational and standby-leakage power
(Sakurai, 2004; Chen, 2006). The primary cause of this difficulty is widely recognized as the
increase in threshold voltage (V) variation of CMOSFETs, because Vaq should be set higher
considering the margin to the increased Vy, variation (Takeuchi et al., 1997).

Variation of transistor characteristics, primarily Vy, variation, is increasing substantially in
sub-100-nm technologies. This makes the V44 reduction, required by the scaling rule,
difficult, and significantly increases the power consumption of an LSI chip. Here, power
consumption P of an inverter, which is the representative LSI unit circuit, is defined as

P = CVqad2f + leakVaa 1)

where C, f, and [ are load capacitance, operation frequency, and leakage current,
respectively. The first and second terms on the right-hand side represent operational and
standby power, respectively. As the scaling proceeds, C and Icak decrease due to the size
reduction of transistors, and f increases. Since the miniaturization enables the number of
circuits crammed onto a single chip to increase exponentially, it is extremely important to
lower Vg4 to maintain power consumption of an LSI chip (Moore, 1979). In the ITRS 2008
roadmap, the rate of V44 reduction below 1V is forecasted to be extremely small.

The origin of Vi, variation is not only due to lithographic variations and layer thicknesses,
but also due to line edge roughness (LER) and random dopant fluctuation (RDF) (Asenov et
al., 2003; Mizuno et al., 1994). In particular, it has been pointed out that the Vi, variation
caused by the number and special distribution of impurities in the channel of transistors
(RDF) becomes serious with the scaling. The magnitude of the Vy, variation is described by
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standard deviation oV, since the distribution of Vi, usually shows a normal distribution.
The Vy variation becomes small with the wider area of the gate because the impurity
distribution should be random. This relationship is well known (Pelgrom et al., 1989) and is
defined as

oVin=Avi / (LgWg)1/2 )

where Lg and W are the length and width of a gate, and the gradient Ay is called the
Pelgrom coefficient. Moreover, in conventional bulk CMOSFETs, the following relationship
exists

Avt o tox (Nclmnnel)l/ 4 (3)

where fox and Naime are the thickness of a gate oxide and a channel impurity density.
Because Nunner has increased to suppress the short channel effect (SCE), Ay: has increased
with scaling. Thus, it is understood that the present Vi, variation problem is inevitably
caused by the conventional bulk CMOSFETSs" miniaturization.

To solve these problems, it is necessary to first decrease the Vi, variation due to size
variations by suppressing SCE, and secondly to decrease RDF by lowering the impurity
densities of the channel. FinFETs, which have strong immunity from SCE without increasing
the impurity density of the channel, are reported to have low Vy, variation (Thean et al.,
2006). On the other hand, to continue to both improve the speed and reduce the power from
the system-LSI designer’s viewpoint, it is necessary to set Vi, and Vgq to the best value in
every circuit block or set of transistors in LSI circuits. The multiple Vi, design, such as that
with two or three kinds of Vi, setting, is already indispensable. Additionally, a technique
that controls Vqq adaptively according to the state of operation has also been applied (Nakai
et al., 2005). A technique to apply substrate bias Vi1, to control Vi, flexibly is used in some
applications, also (Miyazaki et al., 2000). This Vi, control technique is a strong tool that can
minimize the performance deviation due to temperature fluctuation as well as the variation
of each chip. However, in present scaled bulk CMOSFETs, it is difficult to apply Vi, because
of the increase in the junction leakage current between the source/drain and the substrate.
To solve the power consumption and Vy, variation issues, we have proposed a fully
depleted silicon-on-insulator (FD-SOI) CMOSFET with an ultrathin buried oxide (BOX),
named “silicon on thin BOX (SOTB)”. In this chapter, we will describe the features, process
and characteristics of the SOTB CMOSFET. Its wide-range back-gate controllability, which
enables the optimization of both performance and power after fabrication, will also be
described. In addition, to solve some intrinsic problems with SOI technology such as poor
electrostatic discharge (ESD) susceptibility and low breakdown voltage, an SOTB/bulk
hybrid technology for system-on-chip (SoC) applications will be presented. In the later part
of this chapter, we will show the variability reduction and back-gate bias control in the
SOTB scheme and demonstrate its impact on the power reduction of VLSI circuits.

2. SOTB CMOSFET

2.1 Features of SOTB CMOSFET

To solve the Vy, variation problem due to RDF and satisfy the demand from circuit
designers, we have proposed the SOTB CMOSFET (Tsuchiya et al., 2004; Ishigaki et al., 2008;
Morita et al.,, 2008). Figure 1 shows a schematic cross-section of the SOTB structure.
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Ultrathin SOI and BOX layers make the transistor highly immune from SCE, and its intrinsic
channel without halo implant suppresses the Vy, variation due to RDF. The thin BOX and
impurity doping in the substrate just beneath the thin BOX enables a multiple Vi, design.
This thin BOX and the doped region also enable the wide-range back-gate controllability
which realizes optimization of both performance and power after fabrication.

SOTB MOSFET  Integrated bulk MOSFET

Elevated

Back-gate Source/Drain Metal gate

contact

Deep-well Substrate

7 T
Impurity doping \ Ultrathin BOX (10 nm)

Intrinsic channel
(SOI)

Fig. 1. Schematic cross-sectional view of hybrid SOTB/bulk CMOSFETs.

Some intrinsic problems with (FD-) SOI technology such as poor electrostatic discharge
(ESD) susceptibility and low breakdown voltage are well known (Yoshimi et al., 1990). Such
adverse effects can be easily avoided by combining bulk technology on the same wafer. The
previous approach to integrating SOI and bulk technologies required the use of selective
epitaxial growth to compensate for the height difference (Yang et al, 2003), which
significantly increases process complexity. In this SOTB structure, bulk CMOSFETs for high-
voltage 1/O operation, ESD protection, and analog circuits can be easily integrated by
removing the thin SOI/BOX layers. This simplified SOTB/bulk hybrid technology is
preferable for SoC applications because no design change for the conventional peripheral
circuits is required.

Regarding the isolation between transistors and back-gate contacts, this SOTB technology
uses a conventional shallow-trench isolation (STI) process similar to the bulk technology.
The slight change is that the trench is formed by dry etching three layers: the SOI, BOX, and
substrate, as shown in Fig. 1. Consequently, the isolation between devices on the SOI and
back-gate contacts is ensured by STI. The well region, acting as a back gate and ground
plane, was formed beneath the BOX layer and connected to the region of the back-gate
contact through the area underneath the STI. The back-gates for NMOS and PMOS are also
isolated by STI. This back-gate contact structure in SOTB technology can be fabricated with
the same mask layout as the conventional bulk CMOSFET. A triple-well structure is also
adopted to prevent leakage for back-gate biasing.

2.2 Device design and fabrication

For low-standby power (LSTP) applications, a single mid-gap metal gate with an intrinsic
channel is easily introduced in the fabrication process and is suitable for the desired Vi,
(Fenouillet-Beranger et al., 2008). However, unless the gate-induced drain leakage (GIDL)
current is suppressed to less than the subthreshold leakage, off-current I cannot be
reduced at the desired V. GIDL increases when gate bias Vg becomes negative (for NMOS,
vice versa for PMOS). This is because of band-to-band tunneling in and around the drain
junction below the gate edges. This leakage current is a source-to-drain current in SOI
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structures because of the BOX layer, unlike the bulk transistor in which the GIDL current
flows to the substrate. In the SOTB structures, the intrinsic channel is also effective to
suppress GIDL because of low electric fields around the drain junction below the gate edges.
Note that in an SOTB device, it is unnecessary to consider either the junction depth (because
it is controlled only by SOI thickness) or the channel-impurity profile (because the SOTB
device has an intrinsic channel with no halo implant). Therefore, the control of GIDL in an
SOTB is simple. Only the gate overlap length Loy, which is defined as the length of the
overlapped region between gate and source/drain extensions, needs to be controlled.

Figure 2 plots the calculated GIDL with various L,y values by using the ATLAS simulation
(http:/ /www .silvaco.com). The parameters used in this calculation are as follows: Ly, SOI
thickness, BOX thickness, and gate oxide thickness are 65, 15, 10, and 2 nm at Vaa =12V,
respectively. The inset shows the potential distribution with Loy of 10 nm when V; is -0.5 V
and Vgq is 1.2 V. It is shown that the potential on the drain edge is steep due to the bias
difference between the gate and drain. When Loy is 10 nm, It (at Vg = 0 V) increases because
of the subthreshold leakage and the GIDL since the large overlap enhances both the SCE
and the GIDL. By decreasing Loy to less than a few nm, GIDL can be reduced sufficiently. At
the same time, however, on-state current I,, also decreases. Therefore, this indicates that Loy
should be carefully optimized for a target specification.

Drain current I; (A/pm)
Y
S
3

08 04 0 04 08 1.2

1012,

Gate voltage V, (V)

Fig. 2. Simulated NMOS I4 -V characteristics as a function of gate overlap length L,y at
Vaa = 1.2 V. The inset shows the potential distribution in SOTB structure at Vy=-0.5 V.

Figure 3 shows a process flow and a cross-sectional transmission electron microscope (TEM)
image of an SOI/bulk hybrid structure. After the STI formation, the SOI layers (tsor ~ 12 nm)
on both the well contact and bulk active regions were removed by dry etching using a BOX
layer (fpox ~ 10 nm) as a stopper, followed by the removal of the BOX layer. Due to the small
step height of 22 nm (fsor + fpox), gate patterning can easily be performed on both the SOI
and bulk regions simultaneously. This process enables the SOTB/bulk hybrid structure to
be fabricated without requiring epitaxial growth to compensate for the height difference.
The SOI region is on the left side of the TEM image, and the integrated bulk region is on the
right. Smooth gate patterning without voids on both the SOI and bulk regions was
confirmed. These integrated hybrid bulk CMOSFETs with a 7.5-nm-thick gate dielectric
were fabricated on the exposed surface of the silicon support wafer by removing SOI/BOX
layers. The quality of the surface after the BOX removal is a concern in this process. Carrier
mobilities as high as a universal curve and gate oxide interface trap density (Di;) as low as
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10 eV-lcm2 were confirmed with no sacrificial oxidation of the surface, indicating that little
damage was caused by dry etching during the SOI-layer removal (Ishigaki et al., 2008). A
sufficiently long time-dependent dielectric breakdown (TDDB) lifetime is ensured at V; =
3.3V, as shown in Fig. 4.

p STI formation

SOl rathm BOX
*-STI
Sub. SOI bulk
P Photo resist patterning et
. oly-Si ;
p SOI etching gate d
Resist :
% SOI saslanmnns
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BOX

(10 nm)

p BOX removal
bulk region  FRTTT ]

== B

P Poly-Si deposition

Fig. 3. Process flow of hybrid SOI/bulk fabrication and a cross-sectional TEM image of poly-
Si gate on hybrid SOI/bulk regions.
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Fig. 4. TDDB lifetime of integrated bulk NMOS for I/O operation.

Figure 5 shows the following process steps as well as a cross-sectional TEM image of a
fabricated 50-nm-gate-length SOTB MOSFET. In the dual oxidation process, SION gate
dielectrics were formed at an equivalent oxide thickness (EOT) of 1.9 nm for SOTB core
CMOSFETs, and 7.5 nm for bulk I/O CMOSFETs. To precisely control Loy, an additional SiN
offset spacer was formed after the first SiO, spacer formation and before the source/drain
extension implantation. After forming a sidewall, an elevated source/drain structure was
formed by selective epitaxial growth to obtain low external resistance. To prevent recesses in
the SOI, the conditions for gate- and sidewall- etching and precleaning before epitaxy were
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carefully optimized, resulting in a low external resistance, as shown in Fig. 6. In low-power
FD-SOIs with intrinsic channels, no dual metal technology between NMOS and PMOS
gates, such as nickel silicide phase control (Veloso et al., 2006), is required when using nickel
silicide as a gate electrode material. The gate poly-Si and the source/drain epitaxial Si were
set to their optimal heights before gate-cap removal and fully silicided simultaneously in a
single step without using chemical mechanical polishing (CMP). The metal inserted poly-
silicon stack (MIPS) metal-gate structure is also applicable for SOTB CMOSFETs.

Gate formation
Offset SiO, spacer & additional
SiN spacer formation
SDE implantation
Sidewall formation el
Selective epitaxial growth S/D
S/D and counter implantation
Activation annealing i
NiSi fully silicide formation |

Fig. 5. Process steps and cross-sectional TEM image of 50-nm-gate-length SOTB MOSFET.
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Fig. 6. Relationship between on-current I, and external resistance Rq.

3. Characteristics of SOTB CMOSFET

The typical subthreshold characteristics of the 50-nm-gate-length SOTB CMOSFETs at Vaq =
1.2 V are plotted in Fig. 7. The desired symmetrical characteristics were successfully
obtained with a single Ni FUSI gate. The off-state drain currents were less than 20 pA/um
due to the reduction of GIDL with properly controlled Lo,. At the same time, comparable
on-currents were obtained with the conventional bulk CMOSFETSs. The I could be further
reduced to 1 pA/pum by reducing Lo, (Ishigaki et al., 2009). These Ion/ Lo values are in good
agreement with the data based on bulk or FD-SOI technology for LSTP applications
(Kimizuka et al., 2005). These SOTB CMOSFETs also suppressed the SCE even with the
intrinsic channel because of the thin SOI and BOX layers. Figure 8 demonstrates that the
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SOTB CMOSEFET is free from the self-heating effect thanks to the thin BOX. That is, negative
drain conductance (decreasing Iq with increasing V4) was not observed.
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Fig. 7. Typical l4-V, characteristics of 50-nm-gate-length SOTB CMOSFET.
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Fig. 8. I4-Vq4 characteristics of 50-nm-gate-length SOTB CMOSFET. No self-heating is evident
due to the thin BOX.

In the SOTB scheme, time-to-time or area-to-area (including die-to-die or wafer-to-wafer)
device characteristics can be widely controlled using the back-gate bias Vip. In particular,
forward back-gate bias can be effectively used because there is no substrate leakage. Note
that a forward bias higher than 0.6 V can never be applied in conventional bulk CMOSFETs
owing to the significant increase in p-n junction leakage current from source to substrate.
The dependences of Vi, and the subthreshold slope (SS) of a 50-nm-gate-length SOTB
CMOSFET on Vi, at Vag = 1.2 V are shown in Fig. 9. By applying a reverse Vi, Vi, increased
to above 0.6 V, and the SS decreased to less than 80 mV/decade. In contrast, by applying a
forward back-gate bias of 1.2 V, Vi, can be lowered by more than 0.3 V while keeping the SS
small. In such a high forward bias, there is no increase in the substrate leakage currents.

As for conventional bulk structures, reverse biasing can be used to reduce the standby
leakage after fabrication. However, this is less effective because both Vy, variation and GIDL
increases (Yasuda et al., 2007). In the SOTB scheme, GIDL is sufficiently suppressed by the
intrinsic channel and the controlled Loy, and forward Vi, is also effective in adjusting the Vi,
variation. The die-to-die compensation for the Vi, of each chip is demonstrated in Fig. 10.
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Fig. 9. Dependences of Vi, and SS for a 50-nm-gate-length SOTB CMOSFET as a function of
back-gate bias Vip at Vga=1.2'V.

Each circle represents a 50-nm-gate-length NMOS of a chip. The open circles indicate the Vi,
distribution without Vy, control, and the closed circles indicate the distribution with Vyp
control, that is, when the Vi1, was adjusted for each transistor to approach the target V. The
Vb values range from -1.2 to 1.2 V, in 0.2-V increments. Without Vi, control, the range of Vi,
distributions is about 0.1 V due to size (gate length or layer thicknesses such as SOI)
variations or channel dose fluctuations. The standard deviation ¢V, with Vi, control was
suppressed to 1/4 (case A) even with such a wide Vi, step. In addition, the typical Vi, can
be set arbitrarily within a range of 0.18 V (cases B and C), which is larger than the 0.1 V of
the original Vg, distribution, while keeping the variation suppressed. It is assumed, for
instance, that setting the optimum Vi), according to the speed and the power of the chip will
improve the yield.
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Fig. 10. Vi, shift and variation reduction of Poly-Si gate SOTB NMOS using back-gate bias
Vb (Vibp: -1.2 < Vi, < 1.2V, increments = 0.2 V).

4. Reduction of power consumption

The nominal Vi, cumulative probability plot (not shown) of SOTB CMOSFETs indicates that
the distribution is random and SCE is suppressed even down to 50 nm (Morita et al., 2008).
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The Pelgrom plot is shown in Fig. 11. The slope of the plot, the Pelgrom coefficient Ay, is 1.8
and 1.5 mVpm for NMOS and PMOS, respectively. These values are about half those of
conventional bulk CMOSFETs of the same technology generation due to the intrinsic
channel without halo implant. Impurities below the BOX layer have a small impact on the
variability. The local component of variation is also plotted. To extract the local variation of
Vi, the difference between the forward and the reverse measurement by exchanging the
source and drain was used (Tanaka et al.,, 2000). It has already been confirmed that this
method simply represents the local variation of adjusting pair transistors (Sugii et al., 2008).
These results suggest the SOTB CMOSFET is robust in terms of variability.
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Fig. 11. Pelgrom plot of SOTB CMOSFETs for both global and local components.

Because static random access memory (SRAM) has been integrated in recent VLSI circuits
with large capacities occupying large areas, reducing the power consumption of SRAMs is
becoming increasingly important. Moreover, since the SRAM circuit is most sensitive to the
local Vi, variation, it is assumed that achieving low Vg4q is most difficult with SRAM. Figure
12 plots the characteristics of 6T-SOTB SRAM cells 0.99 pm? in size. The static noise margins
(SNM) of 0.357 V at Vgqg = 1.2 V and 0.142 V at V4q = 0.6 V indicate a much more stable
operation in comparison with conventional bulk ones. The fail bit count (FBC) analysis
indicated that the SOTB-SRAM can operate as low as 0.6 V, whereas the bulk SRAM with
the same cell size operates at 1.1 V (Tsuchiya et al., 2009).
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Fig. 12. Measured butterfly curves of 50-nm-gate-length SOTB SRAM cell.
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The variability of SOTB CMOSFETs has a significant impact on standby power
consumption. The total standby leakage of a conventional 6T-SRAM cell is roughly
expressed as

Istandby = 3Bloft + 2Igate (4)

where I is the gate leakage when the gate node of a transistor is high. We calculated the
standby leakage of an SRAM between SOTB and bulk devices, taking variability into
account. When Vi, decreases from a typical value (ideally at the minimum I4 point
determined both by subthreshold and GIDL currents), I increases on the subthreshold
slope of 80 mV/decade. On the other hand, I also increases with larger Vi, because of the
GIDL with a slope of 400 mV/decade. The summation of off-currents taking Vi, distribution
into account is expressed as

Zlote = [ P (AVin) X Logt (AVin) ©)

where P is a probability of Vy, in the distribution, and AVy, is the deviation from the typical
Vin. The 6V, of SOTB and bulk devices is 27 and 54 mV, respectively. Igae is calculated as a
constant without taking variability into account because its value is much smaller for LSTP
applications, where [, is 2 x 103 A/cm2. The integrated standby leakage of 1-Mbit SRAM is
shown in Fig. 13. One typical Ios of SOTB devices is calculated as 10 pA/pm compared with
bulk devices. The other typical Ios value of SOTB devices is 1 pA/pum. When the typical Lo¢ =
10 pA/pm, the standby leakage of the SOTB device is 44% that of the bulk ones. This result
indicates that reducing oV, by half also reduces the standby leakage by half. Moreover,
when the typical I of an SOTB device = 1 pA/um, the standby leakage can be further
reduced to 6%. In the case of I, =1 pA/um, which indicates a lower on-state current, the
driving performance can be boosted by using back-gate biasing in the SOTB technology.
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Fig. 13. Estimated standby leakage of 1-Mbit SRAM taking Vi, variability into account.

5. Conclusion

Recently, the scalability of CMOSFETSs has become a topic of utmost importance. In SOTB
technology, scalability can be pursued by reducing the SOI and BOX thicknesses. The
minimum SOI thickness is considered to be 6 nm, after which the influence of the quantum
effect or mobility degradation appears (Uchida et al., 2001). Given this value and
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considering the thickness variation, the minimum gate length of the SOTB CMOSFET is
expected to be about 20 nm while maintaining a small Vy, variation (Sugii et al., 2009). In
addition, the applicability of back-gate biasing is important. Even if the uniformity of
transistors is not maintained, the characteristic variation can be eased by correcting Vp.

In this chapter, it was shown that both operating voltage and standby power can be
substantially reduced due to the low variability of the SOTB CMOSFET. This indicates that
the power consumption of VLSI circuits can be drastically reduced. Moreover, when
combined with Vi, control, it is possible to obtain the optimum power efficiency by flexibly
changing V44 and Vi, to the operation situation. It is hoped that these flexible voltage
controls will be applied to VLSI circuits in the future to meet the increasingly complex
application demands.
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1. Introduction

1.1 Motivation for implementing high dielectric constant gate dielectric for advanced
CMOS scaling

Semiconductor devices need to have good performance, with a low cost and low power
dissipation. For decades, research and development of semiconductor processing
technology and device integration have focused on enhancing performance and reducing
costs using SiO; as the gate dielectric and doped polysilicon as the gate electrode. The most
effective way to enhance performance and reduce costs is to scale the device gate length and
gate oxide. Scaling the gate length results in fabricating more devices per wafer (ie.,
increase the device density) and thus reduce the cost per chip, while scaling the gate oxide
enhances the drive current and reduces the short channel effects due to gate length scaling.
However, as the gate oxide becomes thinner, the power to operate transistors increases
because of greater gate oxide leakage current. To resolve this high gate oxide leakage
problem, the mechanism of the carriers tunneling through the gate dielectric must be better
understood. In an ideal metal-insulator-semiconductor (MIS) device, the current conduction
in the insulator should be zero. In a real MIS device, however, current can flow through the
insulating film by various conduction mechanisms. The two primary conduction
mechanisms for electron tunneling through high quality gate dielectric are discussed below.

1.1.1 Direct tunneling
In a metal-insulator-semiconductor (MIS) stack, when the oxide voltage (Vo) is smaller than
the metal-insulator barrier height, the electron tunnels directly from the metal electrode into
other semiconductor electrode through the insulator. This is known as the direct tunneling
process. The equation for direct tunneling current density (current normalized by device
area) is proportional to

Jor=Aexp (-mY2V,V2T,)=Bexp (-mY2V,V2K) )
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where m is the effective mass of the electron, V; is the barrier height, T, is the physical
thickness of the gate oxide SiO,, K is the dielectric constant of the insulator, and A and B are
pre-exponential factors. From this equation, one can observe that the T, or K is the
dominating factor in controlling the direct tunnel current density. The tunneling current
density increases dramatically as the SiO, becomes thinner. In general, the gate leakage
increases 100 times for every 0.5 nm that the SiO; is thinned. The gate leakage density is as
high as the 10 E* Amp/cm? range for SiO; as thin as 1.1 nm. The high gate leakage increases
standby power consumption according to the following equation:

Pstanosy = (Isubth + IcioL + Ig).Vaa (2)

Where: Isupin: subthreshold leakage current

IcpL: gate-induced drain leakage current

L;: gate leakage

V4a: supply voltage
On the other hand, Eq. [1] shows that increasing the dielectric constant of an insulator
dramatically reduces the direct tunneling current. This is because the gate oxide physical
thickness (Tox) and the dielectric constant K of an insulator are correlated by the equivalent
oxide thickness (EOT) defined as

EOT = (KSiOZ/Kinsulator)Tinsulator (3)

where Ksioz and Kinsulator are the dielectric constant of SiO, and the insulator, respectively,
and Tinsulator is the physical thickness of the insulator. Based on this definition, an insulator
material with a five times greater dielectric constant than SiO, would require a five times
greater physical thickness than SiO; to keep the same EOT as SiO,. Therefore the tunneling
current for a device using this insulator would be orders of magnitude lower than that using
SiO; because the tunneling leakage current decays exponentially as the insulator becomes
thicker.

1.1.2 Fowler nordheim tunneling

When the oxide voltage (Vo) is greater than the metal/insulator barrier height, the electron
tunnels from the metal electrode into the insulator conduction band first and then travels
toward the other semiconductor electrode. This is known as the Fowler-Nordheim (FN)
tunneling process. The equation for FN tunneling current density is proportional to

Jin=Cexp (-m Y2 V,32T,) =D exp (- m /2 V},32K) )

where C and D are pre-exponential factors. From this equation, one can observe that the

barrier height is the dominating factor in controlling the FN tunnel current density.

Table 1 compares the exponent (the product of m, V;, and K) shown in the equations of

direct tunneling (low field) and FN tunneling (high field) for insulator materials with

different V; and K values. The results show the following;:

1. Although oxynitride processed by incorporating nitrogen into SiO, was developed to
increase the dielectric constant, the reduction of leakage current density is not enough
to be used for highly scaled devices such as for the 45 nm technology node. Even for
pure nitride (Si3O4) shown in the table, the exponent shown in the direct tunneling
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equation is only about two times greater than that for SiO, while the exponent shown in

the FN tunneling equation is similar to that of SiO,.

2. On the other hand, it is clear that an insulator with a K value of 25 reduces the exponent
significantly in the direct tunneling Eq. [1] and more than two times in the FN tunneling

Eq. [2].
Material Vi (Volts) K Low Field High Field
Si0, 3.0 3.9 -6.75 -20.3
SizN, 2.0 7.8 -11.0 -22.1
Tay06, HfO,, ZrO, 15 25 -30.6 -45.9
Table 1.

1.2 Motivation for implementing metal gates for advanced CMOS scaling

1.2.1 SiO,/Polysilicon stack
Figure 1 shows a schematic of a MOSFET in which the gate oxide is SiO; and the gate
electrode is doped polysilicon. Figure 2 shows the equivalent circuit of an MOS capacitor.
The total MOS capacitance Cg can be expressed as

Cg-l =Coul+ Cs1+ Cp—l

©)

where Cy is the oxide capacitance, C; is the silicon capacitance, and C, is the polysilicon gate
electrode depletion capacitance.

Fig. 1.

Fig. 2.
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When the MOSFET is operated in inversion mode, the doped polysilicon gate energy band
bending and charge distribution form a thin space-charge region. This results in a finite,
bias-dependant value of C, and causes polysilicon depletion. The C, will reduce the value of
the Cox for an applied gate voltage (V,), which, in term, will degrade the MOSFET
performance. Although the C, can be reduced by increasing the dopant concentration in the
polysilicon gate electrode, a high dopant concentration would result in dopant penetrating
the gate oxide and induce a threshold voltage (Vi) instability problem. On the other hand,
using a metal gate as the gate electrode could eliminate the polysilicon gate depletion
problem without V. instability concern because there is no need for dopant to be
incorporated into the gate electrode. Another advantage of a metal gate is that the resistance
of the metal gate electrode is less than a polysilicon gate.

1.2.2 High dielectric constant insulator compatibility with gate electrode

The compatibility of polysilicon gate electrodes with high dielectric constant (high-k)
insulators raises some concern. Most metal oxides with a high dielectric constant used as a
gate insulator react with polysilicon and degrade the gate dielectric. Furthermore, this
interaction makes it difficult to control the MOSFET threshold voltage. On the other hand, a
metal gate is more compatible with high-k metal oxides.

2. Materials screening of high dielectric constant insulators and metal gates

2.1 High-k gate dielectric screening

2.1.1 Issues of high-k gate dielectric

Some fundamental issues with implementing a high-k gate dielectric in MOSFETs are as
follows:

e  Thermodynamic stability of high-k on silicon

Trade-off between the dielectric constant (K) and band gap (Eg)

Film microstructure: crystalline vs. amorphous

O: and dopant diffusion through the grain boundary

Impact of the amorphous interfacial layer (IL) on the overall dielectric constant of the
film, EOT scalability, interfacial roughness, and MOSFET mobility

Possible mobility degradation and high fixed charge caused by a high-k insulator
Compatibility with the gate electrode

Thermodynamic stability of high-k on silicon

An analysis of the Gibbs free energies governing the following chemical reactions for
metal-Si-oxygen ternary systems is important in predicting stability.

To avoid instability with Si to form SiO,,

L e e

Si + Mox 2 M + SiO,

To avoid silicide formation,

Si + Mox 2 Mg; +Si0,

b. Trade-off between the Dielectric Constant (K) and Band Gap (Eg)
From the direct tunneling Eq. [1], it is desirable to find an insulator with a high
dielectric constant and high barrier to ensure low gate leakage current density. Since the
barrier height values for most high-k metal oxides are not reported, the closest and
most readily available indicator for the band offset is the band gap values. Figure 3
shows the plot of band gap versus dielectric constant for various metal oxides.
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Fig. 3. The trade-off between dielectric constant and band gap limits the choice of metal
oxides.

C.

Film Microstructure: Crystalline versus Amorphous

For polycrystalline metal oxide, the triple point may generate defects/voids, which will
cause a device yield issue. In addition, oxygen, dopant, and impurities diffuse swiftly in
the polycrystalline structure primarily through the grain boundary and degrade the
electrical properties of the gate stack. Another potential concern is controlling the grain
size among small devices and wafers. Amorphous metal oxides can reduce O, and
dopant diffusion and lower defectivity; however, they usually have a lower dielectric
constant than those metal oxides with a polycrystalline structure.

Oxygen Diffusion through the Grain Boundary of Metal Oxide

There is a distinct processing difference between the metal oxides and conventional
thermal oxide SiO,. Metal oxides are deposited on the silicon substrate instead of
thermally grown like SiO,. The intrinsic quality of the deposited film is inferior to
thermally grown film. A post-deposition anneal under dilute oxygen ambient is
necessary for high performance devices. Most metal oxides with a high dielectric
constant, however, form a crystalline structure after a relatively high temperature
anneal. Therefore the oxygen contained in the ambient of the post-metal oxide
deposition anneal diffuses through the grain boundaries of the metal oxides and reacts
with silicon substrate, which forms a SiO; interfacial layer (IL).

Impact of the Amorphous Interfacial Layer (IL) on the Overall Dielectric Constant of the
Insulator, EOT Scalability, Interfacial Roughness, and MOSFET Mobility

The SiO»-like interfacial layer reduces the overall dielectric constant of the bi-layer gate
dielectric (high-k on top of a SiO; IL). The IL is about 1 nm thick, which would make
scaling the EOT to less than 1 nm difficult. The interface between the IL and silicon
substrate is rougher than the interface between conventional thermally grown SiO, and
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silicon, which may degrade channel carrier mobility and generate interface state
defects. Figure 4 shows a transmission electron microscopy (TEM) image of the metal
oxide MOS structure and the key concerns about the gate stack.

Fig. 4.

Possible Mobility Degradation and High Fixed Charge Caused by the High-k Insulator
Soft phonons in the metal oxide bonding structure contribute to the high dielectric
constant property of metal oxides. Soft phonons are generated by high atomic number
atoms resonating in their bonding structures. These phonons make a lattice contribution
to the overall polarizability and therefore the high dielectric constant. There is a concern
that the mobility of the channel carriers may be degraded by interactions with these soft
phonons.
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2.1.2 High-k Gate Dielectric Candidates

Metal Oxide

After eliminating the metal oxides that are thermodynamically reactive with silicon

substrates or that have a relatively low dielectric constant or small band gap, the

remaining candidates fall under group IVB, IIIA, and IIIB of the periodic table.

i. Metal Oxides Used for Memory Capacitors [1, 2, 3, 4]
Candidates such as TiO, and Ta;Os have the advantage of having a relatively high
dielectric constant and a history of processing in the industry. However, the
following concerns make them unattractive for logic devices:

a.

Small band gap

Instability with silicon substrates

High density of oxygen vacancies

Require an oxygen anneal to improve film quality, which results in oxidation
of bottom leading to an undesirable increase in EOT
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ii.

ii.

¢ Unstable microstructure

Group IIIA and IIIB Metal Oxides: A,O3 and La>Os [5, 6, 7]

Both ALLO; and LayO; are thermodynamically stable with silicon substrates. In
addition, Al,Os is amorphous at 1000°C and has a relatively high band gap (8.7 eV
~ SiO;’s value). However, it has a relatively low dielectric constant; high oxygen, B,
and P diffusion; and easily absorbs HyO. La;O3 has a relatively high dielectric
constant (K ~ 27), but the band gap is small (4.3 eV) and it very easily absorbs
moisture from the ambient.

Group IVB Metal Oxides: HfO, and ZrO, [8-18]

These metal oxides have reasonably high dielectric constants and band gaps (see
Figure 3). Both ZrO, and HfO, devices have demonstrated a many orders of
magnitude reduction in gate leakage with an EOT around 1.0 nm and well-behaved
transistors. However, they have high O, and dopant diffusivity due to their
crystalline microstructure. ZrO, has a relatively stronger interaction with
polysilicon gates than HfO,. Figure 6 shows the interfacial layer thickness beneath
ZrO; increases as the post-deposition anneal temperature increases from 550 to
650°C.

layer

550 CPDA 650 CPDA

Fig. 6. [13]

Figure 7 shows the x-ray photoelectron spectroscopy (XPS) spectra of the interface
between ZrO; and the polysilicon gate. The polysilicon gate was deposited in situ
on ZrO,. XPS reveals that ZrO, decomposes into a Zr metal compound when the
gate stack is annealed in nitrogen at 950°C under ultra-high vacuum leading to a
high gate leakage current. It also shows the formation of interfacial SiO; between
ZrO; and the polysilicon gate during polysilicon deposition. These results suggest a
strong interaction between ZrO, and SiH; during polysilicon deposition at 550 to
620°C.

On the other hand, HfO, metal oxide is thermodynamically more stable with
silicon than ZrO,. Figure 8 shows the XPS spectra of the interface between HfO,
and the polysilicon gate. Unlike the ZrO; film, the HfO; film remains stable after
polysilicon deposition and a post-anneal in nitrogen up to 950°C.
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b. Metal Silicates (M-Si-O) [19-22]
Adding silicon to metal oxide can maintain the amorphous phase up to a medium
temperature such as 800°C depending on the silicon concentration. These metal silicates
are thermodynamically stable with the silicon substrate. Figure 9 shows the TEM cross-
sections of a gate stack composed of ZrSi,Oy silicate deposited on a silicon substrate
with an aluminum metal electrode. No interfacial layer forms between the zirconium
silicate and the silicon substrate after annealing at 800°C for 30 minutes in nitrogen
ambient. The interface is atomically sharp, and the film remains amorphous after the
anneal. However, there is a possible phase separation with a high temperature anneal

and the dielectric constants are lower than metal oxide candidates such as ZrO, and
HfO,.
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2.1.3 High-k dielectric deposition techniques
An important factor in determining the final choice of high-k dielectric is the deposition

process, which must be compatible with current CMOS processing, cost, and throughput. In

general, there are four major deposition techniques:

e  Metal organic chemical vapor deposition (MOCVD) is commonly used, but the C, H,
and OH impurities contained in the film are a major concern.

e  Physical vapor deposition (PVD) is good for evaluating new materials. However, the
purity of the target and plasma-induced damage are common concerns.

e  Molecular beam epitaxy (MBE) is good for interfacial control, but the throughput is
rather low.

e Atomic layer deposition (ALD) has high uniformity control and good conformality.
However, throughput is low and the process is sensitive to surface preparation.
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Potential contamination with Cl, C, H, and OH impurities is also a concern. Figure 10
shows a typical ALD process to fabricate metal oxide [23, 24].
In summary, same high-k materials fabricated by different deposition tools, processes, and
precursors result in different properties. The final choice of the deposition technique needs
to balance cost, throughput, tool reliability, film properties, and device performance and
reliability.

2.1.4 High-k gate dielectric device integration issues [17]

a. Device Size Dependence of Gate Current Density
Figure 11 shows that the gate current density of the ZrO,/polysilicon gate stack has a
strong dependence on device size. At 2V, the leakage current density for the 14 pm
NMOS (PMOS) device is 9X (7X) that of a 1.4 um device. Figure 12 shows the TEM cross-
section of the PMOS capacitor with a longer gate length. It is clear that some reactions
have occurred at the polysilicon/ZrO; interface. The TEM cross-section (Figure 13) shows
a nodule extending above and below the polysilicon/ZrO; interface. The penetration into
ZrO; creates a conduction path that results in a high gate leakage current. The longer gate
length results in a higher probability that conduction paths will be formed.

PMOS NMOS

Fig. 11.

' PMOS Capacitor.

Zr-Silicide Nodules

Fig. 12.
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Fig. 13.

b. Lateral Oxidation Model [17]

Figure 14 shows that no nodule is observed at the edge of the devices. A detailed XTEM
analysis found the first nodules located ~ 2-3 pm from the edge of the polysilicon gate.
This observation suggests that devices with 4-6 pm or smaller gate lengths are nodule-
free. It is proposed that active oxygen diffuses through the metal oxide and grows an
oxide (SiO2) at the polysilicon interface (Figure 15). The oxide prevents nodule
formation during a high temperature anneal such as a source/drain anneal. Oxidation
at the center of large devices is insufficient to prevent the formation of nodules, which
cause high leakage current.

PMOS Capacitor.
' Ipm from Edge g8

Fig. 14.

(0) somrreeronezand™ =Y Metal Oxide

Fig. 15.
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2.1.5 High-k dielectric summary

Select high-k metal oxides with thin EOTs have demonstrated an orders of magnitude lower
gate leakage than SiO.. However, it is still a challenge to achieve an EOT thinner than 1.0 nm
after transistor fabrication. Degradation in device mobility is observed when using a high-k
dielectric. This is more problematic for low EOT applications. Since compatibility with
polysilicon gate electrodes is a major concern for some potential metal oxides and metal gate
has several advantages, a high-k/metal gate stack is the choice for advanced devices.

2.2 Metal gate electrode materials screening

2.2.1 Materials constraints

A key issue for metal gate materials research is controlling the work function of metal gate
electrodes after CMOS processing. There are two choices of metal gate implementation. The
first type is a single metal electrode with a work function near the mid-gap (~ 4.6 eV) using
additional processing or incorporating additional materials to control the work function of
CMOS devices. The second type is a dual metal gate electrode with one metal having a work
function (4.1 eV) near the conduction band of the silicon substrate (Ec) for NMOS and the
other one having work function (~5.2 eV) near the valence band of the silicon substrate (Ev)
for PMOS (Figure 16). The metal electrode materials should have thermal, chemical, and
mechanical stability with the high-k gate dielectric and surrounding material during CMOS
processing. It is desirable to have a metal gate with a low sheet resistance that is compatible
with CMOS process integration, either a conventional “gate first” or replacement “gate last”
approach. Metallic elements, compounds (nitrides, silicides, carbides, borides, etc.), and
solid solutions are possible candidates.

NMOS PMOS
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—____YacuumLevel _ ______ Vacuum Level
T 7T _¥ 1 _{ T
qOp=4.1 eV q=4.1 eV qx=4.1 eV

¥ qq)B! Sy q®m=5.2 eV atBs | .

A Ec AF--~-—Fc
Eg=1,1 )| S— Eg=1_1 eV |_EE for N-well s
1 i

v | Exp for_P-well_ . v

Ey
Silicon v Silicon

Si0y Si0,
N+ Poly-Si Insulator  P-Si P+ Poly-Si  Insulator N-Si

Fig. 16.

Work functions can be obtained from MOSCAPs of various oxide thicknesses using the
following equation:

Vi = dus + Qr/ Cox (6)

An intersect in the Y-axis of the Vg, versus EOT plot is the work function (Figure 17). Table 2
shows the work function values for some potential metal gate electrode candidates.
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2.2.2 Metal electrode material deposition method and film properties

Metal deposition processing parameters and post-deposition processing affect the metal film
properties such as resistivity, microstructure (grain size and orientation), stress, and
adhesion. Deposition processes such as CVD and PVD are common methods. In general,
CVD films provide better conformality and negligible damage compared to PVD films, but
the process may incorporate contaminants. Atomic layer deposition (ALD) shows excellent
conformality, but throughput is low. Figures 18 and 19 show the impact of the metal gate
deposition process on device performance and gate leakage current, respectively. The device
with a SiO,/PVD TiN metal gate stack results in lower mobility than CVD TiN or
polysilicon gated devices. The devices with a SiO,/PVD TiN gate stack result in a 100X
higher gate leakage current than devices fabricated with CVD and ALD.
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2.2.3 Metal gate device integration issues

The dual metal gate approach that needs different metal gate materials for NMOS and

PMOS, respectively, increases process complexity dramatically. Contamination (mostly

from CVD) and plasma damage (mostly from PVD) affect gate device parameters such as Qy,

D, Vi stability, and gate oxide integrity. Another concern with metal gates is poor oxidation

resistance. The etchability of metal materials, especially selectivity to metal oxides, is a key

area for process development.

a. Conventional “Gate First” CMOS Integration
Conventional gate first integration involves the ability to etch the gate material. For
example, Figure 20 shows a nitride/W/TiN gate electrode stack on top of gate oxide.
The gate electrode materials must be protected from oxidation or attack by wet
chemicals. The gate electrode materials must also be stable with their surrounding
materials during high temperature steps. These requirements may limit the choices of
materials for metal gate materials along with alternative high-k dielectrics.

Tin¥W Resist

\ Oxide and/or
Gate \ f"ﬂi trides

51 sgubstract

Fig. 20. [28, 29]

b. Replacement “Gate Last” CMOS Integration

This integration eliminates many constraints posed by conventional “gate first”
integration such as process-induced damage, the requirement to etch new materials,
thermal/chemical stability concerns, stress-induced diffusion issues. After completing
conventional MOSFET fabrication with replacement polysilicon, gate oxide is deposited
and using chemical-mechanical polishing (CMP) technique to flatten the top surface
(Figure 20a). A wet etch or dry etch process is used to etch off the polysilicon gate
(Figure 20b) followed by a new metal gate electrode material and a new gate dielectric
deposition (Figure 20c). Another CMP process or a second patterning of the gate is used
to form the final structure.
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c.  Summary
A single metal gate with a mid-gap work function may not be able to achieve a low
MOSFET threshold voltage and boost performance; however, it has potential for fully
depleted silicon-on-insulator (FDSOI) applications. Dual metals with work functions
similar to n* polysilicon and p* polysilicon pose significant integration challenges.
Thermodynamic and mechanical stability is an important issue in the choice of metal
gate materials. Both the gate first and gate last integration have advantages and
disadvantages. The final choice of integration scheme will be decided by performance,
yield, and cost.

3. Device characteristics using High-k/Metal Gate (HKMG) stack

3.1 Impact of defects in the HKMG stack on device performance and reliability

As mentioned in section 2.1.1.d, the deposited high-k gate dielectric contains a high defect
density in the bulk even after a post-deposition anneal (PDA). The quality of the interface
between the silicon substrate and interfacial layer (IL) is not as good as the interface
between silicon and conventional thermally grown gate oxide SiO,. A TEM cross-section of
the HKMG gate stack, shown in Figure 21, highlights the different regions of the gate stack.
The defects in the bulk of the high-k gate dielectric and at the interface between the silicon
substrate and IL have a significant impact on device performance and reliability, such as
threshold voltage stability. As discussed in Section 2.1.2.a.iii, the best candidate for a high-k
dielectric is Hf-based metal oxide. Therefore the following discussion is based on
HfO,/metal gate stacks.
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3.1.1 Si/IL interface improvement — stressed relaxed pre-oxide [31]

Depositing high-k on top of thick, high quality, thermally grown SiO», taking the advantage
of its better interface quality, is not desirable because we need a thin gate dielectric to
increase transistor speed. To solve this problem, a stress relieved pre-oxide (SRPO) process
has been developed to improve the interfacial properties between the high-k dielectric and
silicon substrate while maintaining the required thinness to meet the speed enhancement
requirement for integrated circuits. The experiment discussed here is as follows. The SRPO
is formed by growing a relatively thick thermal oxide with a high temperature anneal
(higher than the SiO; glass flow temperature of ~ 980°C) for stress relief followed by etching
the thermal oxide back to 10 A using a diluted 700:1 hydrofluoric acid: H,O solution. The
HfO; is then deposited by ALD. After the high-k dielectric undergoes a PDA, a TaSiN metal
gate is deposited. A commercial CMOS process technology with a source/drain anneal at
1000°C was used to fabricate metal gate/high-k stack nMOSFETSs on bulk silicon [32]. Fig. 22
compares the threshold voltage (Vi) shift under constant voltage stress for the control split
using the standard process (an RCA clean followed by ALD HfO, with a TaSiN metal gate)
and the new SRPO process with a TaSiN/HfO; gate stack for short channel devices (W/L =
10 pm/0.15 pm). The SRPO with a TaSiN/HfO; stack results in a 3X smaller V; shift than the
standard process. These results suggest that devices with the standard process suffer
process-induced gate edge damage during transistor fabrication, which increases the V. shift
due to greater trap generation. The process-induced gate edge damage is reduced
significantly when using SRPO due to the high quality interfacial layer under the HfO,,
which suppresses interface trap and border trap generation during constant voltage stress.
To assess process-induced gate edge damage, the charge pumping current was measured on
short channel devices using a pulse string with a fixed base level and varying pulse heights
[33] under drain or source bias to detect local charge at the gate edge. The results show less
interface and border state trap density for HfO,/SRPO devices than for HfO,/RCA devices.
The stressed charge pumping results clearly show that the SRPO pre-treatment is much
more robust than the RCA pre-treatment under process-induced local charge generation
near gate edges. Fig. 23 shows that the normalized transconductance (Gn) of TaSiN-gated
short channel devices with SRPO is higher than the standard pre-treatment due to better
interface properties with the SRPO process. The fundamental difference between a chemical
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oxide formed after an RCA clean and SRPO is as follows. The quality of the chemical oxide
is poor and has a lower density than thermally grown SiO,. It is susceptible to process-
induced gate damage. On the other hand, for thermally grown SiO,, a mechanical stress
builds up as the SiO, becomes thicker during oxidation caused by the molar volume
mismatch between Si and SiO; and their different expansion coefficients. The stress
degrades the Si-O bonding configuration near the interface between SiO, and the silicon
substrate. The quality of the sub-oxide layer underneath the bulk SiO; is poor. It is therefore
important to relieve the stress build-up during oxidation to have a high quality sub-oxide.
Annealing the oxide at a temperature higher than the SiO, glass flow temperature (~980°C)
allows the SiO; to “flow” and the bonding configuration near the interface to be rearranged,
improving the sub-oxide quality. The SRPO process grows a relatively thick thermal oxide
during a high temperature (~ 980°C) anneal, resulting in a high quality sub-oxide followed
by an etch back to 10 A using a diluted HF solution. The 10 A SiO; serving as a pre-oxide
before high-k deposition thus becomes a high quality film. Excellent cross-wafer inversion
Tox uniformity is demonstrated using the SRPO pretreatment for an array of twenty-eight 10
pm x 10 pm (W/L) devices as shown in Fig. 24.
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3.1.2 Si/IL interface improvement — deuterium incorporation [34]

The other approach to improve interface robustness is to incorporate deuterium into the
interface between the silicon substrate and IL because the Si-D bonds are much harder to
break than Si-H bonds. One effective way to incorporate deuterium is to use D>O instead of
H>0 as the oxidant precursors during ALD [34]. Introducing deuterium in situ during ALD
is an effective way to passivate the Si dangling bonds because it does not require the pre-
existing hydrogen to be replaced. Hydrogen can be introduced easily from the processes
after high-k gate dielectric deposition. Fig. 25 compares the threshold shift for nMOSFETs
under positive bias stressing at 25°C and 125°C. A significant reduction in V. shift is
observed for D,O-processed HfO, devices. The presence of deuterium at the interface is
supported by the low energy secondary ion mass spectroscopy (SIMS) analysis (Fig. 26),
which reveals a spike of deuterium at the 7E17 at/cm3 level. To improve the depth
resolution of SIMS, we used 100 A D,O-processed HfO; to prepare the test wafers. The SIMS
analysis of another sample prepared by using 100 A H,O-processed HfO, shows no
deuterium at the bottom interface.
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3.1.3 Fluorine passivation coupled with SRPO [35]

In addition to the defects at the interface, defects contained in the bulk HfO, will degrade
device reliability and performance. Incorporating fluorine into the bulk HfO; and interfaces
can passivate the defects, thus improving the device robustness and speed. Combining
SRPO interface engineering and defect passivation with fluorine in a high-k/TaxC, stack
showed excellent V; stability [35]. The positive bias temperature instability (PBTI) time to
failure (TTF)-lifetime extraction using stress voltages in the direct tunneling regime is shown
in Fig. 27. Fluorinated devices exceed the V; TTF lifetime target (<30 mV Vt shift in 10 years
at 105°C for V4q = 1 V) with a sufficient margin and reveal about a four orders of magnitude
longer PBTI lifetime than the control that does not incorporate fluorine. SIMS analysis
results confirmed the incorporation of fluorine at the interfaces and bulk high-k [35], which
is expected to reduce the defect density and thus reduce charge trapping. It has been shown
that oxygen vacancies are the major defects in the bulk HfO, [36]. Table 3 shows the results
of atomistic calculations of the formation energies of fluorine-passivated oxygen vacancies
in the bulk of the Hf-based high-k using density functional theory (DFT) [37, 38] as
implemented in the local orbital SIESTA code [39]. The results show that the fluorine
passivation of threefold (V3) or fourfold (V4) oxygen vacancies is energetically favorable
and can therefore lead to less trapping. Fig. 28 shows the structure used to calculate a
fluorine atom at a V3 site. The structure of the fluorine-passivated V4 defect (not shown) is
similar. To electrically support the bulk trap density reduction from fluorine incorporation,
stress-induced leakage current (SILC) was measured. Fig. 29 compares the SILC of
fluorinated devices with the control. Fluorine incorporated in the bulk reduces the SILC
significantly. The results are consistent with bulk defect passivation by incorporating
fluorine. Finally, Fig. 30 shows the gate leakage for the fluorinated high-k/Ta.Cy stack
devices is over 4 orders of magnitude lower than that of silicon oxynitride. The CETinv is
the sum of EOT and the quantum mechanical effect in the silicon substrate, which is around
0.4 nm.
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Reaction Ener(fgl)cam F Coordination # F Charge
Hf-V3-Hf + F(interstitial) —
Hf-F-Hf -7.66 3 7.18
Hf-V4-Hf + F(interstitial) -
Hf-F-HIf -7.66 3-4 7.18
Table 3.
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3.2 Threshold voltage turning

3.2.1 Effective work function of metal gates

In an nMOSFET device, threshold voltage (Vi) is the voltage at which electrons in the
inversion layer formed at the substrate Si/dielectric interface are sufficient to produce a
conducting path between the MOSFET source and drain (S5/D). In CMOS applications, the
effective work function (EWF) of metal gate electrodes is an important parameter as it
determines the flatband voltage (Vi) and, subsequently, the Vi of MOSFETs. If no charge is
present in the oxide or at the Si/dielectric interface, the Vg, equals the work function
difference between the gate metal and the semiconductor substrate as shown in Eq. [7]. The
work function values shown in Table 2 are based on this simple method. However, the work
function of the metal, and thus the V, obtained after the CMOS processing, is likely different
from that obtained from Eq. [7]. The work function obtained after the CMOS processing is
called the EWF, which determines the final V; of CMOS.

A precise measurement of the metal gate EWF is crucial to identifying the optimal electrode
material. However, EWF measurements of metal electrodes on high-k dielectrics have
shown a dependence on the particular dielectric material and are further complicated by
Fermi-level pinning at the high-k/metal interface [40]. Insufficient understanding of metal-
electrode systems and their interactions with underlying dielectrics has contributed to
inconsistent EWF values. It has further been reported that factors such as specific processing
and associated thermal budgets affect the final EWF of high-k/metal electrode systems [41]
due to composition variations and the temperature-driven crystalline phase production of
metal (metal oxides, metal nitrides, and metal oxynitrides) electrodes.

The EWF of metal electrodes on high-k material may be extracted more precisely from MOS
capacitors fabricated by depositing and patterning the high-k dielectric and metal gate
capacitor structures on a “terraced” oxide layer consisting of incrementally thicker layers of
thermally grown SiO; [42]. The multiple oxide thicknesses (1.0, 1.5, 2.5, 3.5 nm) on a single
wafer are achieved by growing a relatively thick oxide and selectively etching regions with
diluted hydrofluoric acid. Complete details of this etch process and evaluated work function
results have been described previously [42]. Fig. 31 illustrates the bottom SiO, terrace step
thickness measurements recorded by spectroscopic ellipsometry (SE) in a diameter scan
across the wafer. The wafer image insert in Fig 30 illustrates the concentric thickness bands.
To evaluate metal gate work functions on high-k films, a fixed amount of high-k (~ 2.0 nm)
is deposited on the terraced oxide followed by ALD of a 10 nm TiN (or other metal) gate
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electrode. The EWFs for terraced oxide stacks were extracted using Eq. [7b] [42], which is a
simplified form of the general model given by R. Jha [43] (Eq. [7a]) to enable linear
extraction of the Vg-EOT relationship:
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Fig. 31. Illustration of etched oxide thickness as a function of position across the diameter of
a 200 mm wafer. [42]
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With the terraced oxide structure, a constant fixed interface charge between the Si substrate
and dielectric (Qy) is maintained across the varying oxide thicknesses, minimizing wafer-to-
wafer variation associated with multiple wafer extraction methods. Qf can be calculated
from the slope of the Vg,-EOT relationship. The SiO; bulk charge term in Ref. [43] can be
neglected to simplify the extraction since this bulk charge contribution is far less than that of
Qs [44]. The extracted y-axis ordinate intercept value contains the contribution of the metal
WEF as well as the high-k/SiO; interface charge (Q;) and high-k bulk charge density (pv)
terms (tn: high-k physical thickness, tox: SiO> physical thicknesses, t: total physical thickness
of high-k/SiO, stack; EOTy: high-k EOT; EOT: EOT of high-k/SiO;, stack, en: high-k
dielectric constant, e,x: SiO> dielectric constant). The contributions of charges in the high-k
on Vg, are controlled and can be minimized (~ +50 mV) by using a fixed and thinned high-k
film (2-3 nm), thus enabling accurate extraction of the EWF. The resultant terraced oxide
capacitors exhibit excellent linear Vg,-EOT fits with minimal effects from variations in fixed
charge at the Si/SiO; interface.

3.2.2 Dielectric capping for work function tuning

Although TaSiN (nMOS), TiN (pMOS), and Ru (pMOS) on HfO;, have been demonstrated in
CMOS integration [45, 46], the use of dual metal gates must address the significant
complexity of optimizing two different metal etch processes. A single metal gate approach
for CMOS integration provides several advantages over the dual metal electrode process,
specifically a more straightforward integration and less demanding gate etching process
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optimization and control. A single metal gate, however, requires tuning the EWF value to
obtain the proper n- and p-type threshold voltage. These tuning efforts have given rise to an
extensive study of the impact of capping layer, a thin metal oxide incorporated between the
Hf-based high-k dielectrics and metal gates, whereby a single metal gate CMOS process can
be implemented with either single or dual cap layer approaches [47]-[52].

Thin cap layers (£ 1 nm) such as Dy>O3 and Al:O3; deposited on the high-k gate dielectric
followed by thermal annealing drives the metal atoms of the cap layer into the high-k layer
(and bottom SiOy interface layer). Appropriate control of cap layer doping (depth of
diffusion) has tuned the EWF of metal electrodes by dipole formation at the interface
between the high-k and bottom interfacial SiOx layer. The EWF of metal electrodes can be
shifted toward the valence and conduction bands of Si using AlO, and LaO, capping layers,
respectively [52]-[55]. Performance data suggests that AlO, capping is also effective after
high temperature processing, indicating that Al atoms need to diffuse to the interface
between the HfO; and the interfacial SiO» layer to shift the EWF [56]. Modulating LaOx
within the HfO, has been shown to contribute to this EWF shift as a result of La
concentration at the SiOy/HfO; interface. The relative concentration trends with the amount
of EWF shift [57]. Coincident Hf and La EELS element profiles and SIMS profiles in Fig. 32
and Fig. 33, respectively, verify that La migrates from a La;O; cap layer into un-annealed
HfO, [58]. These observations can make the dipole moment formed at the internal interface a
more feasible explanation for EWF tuning.
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Fig. 32. EELS scan showing intermixing of HfSiO and LaOs.

Analysis of the energy band diagram of the multilayer dielectric stack suggests that the EWF
of the gate stack can be modified by the dipole at the interface between two dielectric layers,
typical of the high-k gate stack (i.e., the Si/SiOx/HfO,/electrode, where a SiO»-like IL is
formed). As indicated above, such a dipole layer can be formed by introducing metal ions
into the IL near its interface with the high-k film. The electronegativity of the metallic
elements with respect to Hf atoms presents a plausible case for a model explaining EWF
tuning [59]. Fig. 34 illustrates the effect of a band offset change between the high-k and
interfacial oxide induced by incorporating metal ions into the interfacial layer. A metallic
element can be incorporated in the IL by diffusion during thermal processing, specifically
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with a high temperature (~ 1000°C) S/D dopant activation anneal. Based on their
electronegativity relative to Hf, metallic elements can generate either “positive” (i.e., Al (Ti)-
O-Hf) or “negative” dipoles resulting in a higher or lower EWF, respectively. Furthermore,
ab initio calculations show that the Al-O-Hf dipole results from substituting Al for Si in SiO»
near its interface with HfO,, thereby significantly reducing the SiO./high-k valence band
offset and thus effectively increasing the EWF [60].
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Fig. 33. SIMS profile confirms intermixing of LaxO3; with the HfSiO layer.
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Fig. 34. Band diagram illustrating the EWF change of the metal gate depending on the type
of dipole.

In nFETs, La is found to be the most effective dopant based on its overall effect on V;, EOT
scaling, mobility, and reliability [50, 53, 54]. An AlO3 cap has been widely used for pFETs,
but it increased the EOT [52] (since it has a relatively lower dielectric constant value) as well
as raises reliability concerns due to Al diffusing into the interfacial oxide layer [52]. In
addition, the Vg—-EOT roll-off phenomenon (see next section) was observed in Al;Os-capped
gate stacks, making it even more difficult to achieve a proper Vg, (Vi) for pMOS.

3.2.3 V,-EOT Roll-Off
When gate stack film systems consisting of a metal electrode, high-k dielectric, and SiO, IL
were used in devices of practical interest with scaled EOTs, their Vg, values at thin gate
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stacks were found to be significantly less than those obtained in test structures with thicker
gate stacks. This is most remarkable in gate stacks with high EWFs [61], as seen in Fig. 35
showing a grand plot of Vg, vs. EOT in pMOSCAPs with various metal gates fabricated on
terraced oxide structures. The Vy, roll-off starts at a certain minimal thickness of the SiO, IL
and increases as the SiO, becomes thinner. One can clearly see a gradual reduction of Vg, as
the gate stack EOT scales below a certain value. It is more prominent in gate stacks annealed
at higher temperatures and/or for a longer anneal time. This Vg,-EOT roll-off phenomenon
is a thermally activated process that suggests an intrinsic relation to the EWF values of the
gate stack and/or the change in electrical integrity of the physically scaled bottom interface
layer.
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Fig. 35. Dependence of Vg, on EOT in high-k terraced oxide capacitors with metal electrodes
of different WF values.
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Fig. 36. Advantages of fluorine incorporation for Vg-EOT roll-off reduction

The likely root cause of the Vg-EOT roll-off problem in HKMG devices is the oxygen
vacancies in the high-k stack, which trigger the generation of defects at the bottom of the
SiO,/Si interface. Therefore processes that can minimize the oxygen vacancy density in the
high-k bulk and/or enhance the robustness of the SiO,/Si interface are critical to reducing
the Vg-EOT roll-off in advanced HKMG devices. From the point of view of interface quality,
stress in the transitional region of the SiO; interfacial layer enhances the diffusion of oxygen
up from the interface, which makes the V; roll-off problem more severe. Therefore a stress-
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relieved SiO,/Si interface is desirable to minimize V; roll-off. The SRPO process, deuterium
incorporation, and the combination of SRPO with defect passivation with fluorine (see
section 3.1.3) are effective approaches to minimize the Vg,-EOT roll-off problem. Indeed, F+
implanted in the gate stack with 1 nm SiO, under 2 nm HfSiOx followed by a 1000°C/10 sec.
anneal [62] significantly reduces the roll-off (Fig. 36).

4. Conclusion

The high-k/metal gate stack has been used for high performance and low power
semiconductor products replacing the SiO,/polysilicon stack, which has been used for
decades. The motivation for this replacement as well as materials screening for the high-
k/metal gate stack have been discussed. Two major advantages of implementing HKMG
stacks are that they contribute to reducing the gate leakage current and scaling the EOT of
advanced CMOS. Progress in high-k/metal gate device threshold voltage tuning, including
an evaluation of capping layers, has also been presented. While nMOS V; is acceptable for
various applications of Si CMOS devices, achieving a targeted pMOS V. is still challenging
due to Vg,-EOT roll-off issues. Approaches to minimize the pMOS Vg,-EOT roll-off problem
have been outlined. Clearly, CMOS scaling will continue to provide opportunities for
exciting research in high-k/metal gate modules in the future.
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1. Introduction

Metal gate electrode together with high dielectric constant or high-« insulator is considered

as one of the critical technology enablers to scale the CMOS devices into sub-45nm region

(ITRS, 2007; Mistry et al., 2007), due to the following concerns on the conventional poly-Si

electrode and Si oxynitride dielectrics stack:

1. Poly-depletion effect to add an equivalent oxide thickness or EOT up to ~0.5 nm to the
gate stack, which is a significant portion for the overall targeted EOT requirement of
~1 nm;

2. Excess gate leakage when the EOT of the gate stack is reduced to sub-1Inm;
3. High resistance for the poly electrode.
Additional benefit of using metal gate / high-k dielectrics is on the improvement of the
device variability as no poly-Si doping is needed. Integration of metal gate /high-x
dielectrics using a conventional gate-first route (i.e. the gate stack undergoes a source/drain
activation annealing) is attractive as compared to a gate-last route, as the gate first approach
is more compatible with the conventional poly-Si/SiON flow, and hence low-cost
fabrication is feasible. In addition, in the gate-first flow, the gate stack can afford a high
thermal budget process, which is required for embedded application (e.g. DRAM). In this
chapter, Lanthanum Oxide, (LaO,, with k ~20 and an E; ~ 5.5eV) dielectric capping
incorporation into the Hf-based host high-« dielectrics is firstly demonstrated as a practical
solution to achieve low threshold-voltage or Vr metal-gated uni-channel nMOSFETs
fabricated using a gate-first flow (Kubicek et al., 2007; Narayanan et al., 2006). Further, a
comprehensive study is presented on the integration of LaOy capping layer for sub-32nm
metal gated CMOS devices with Hf-based high-K dielectrics in a gate first manner. Two
different integration routes, i.e. Dual Metal Dual Dielectric flow or DMDD (hard-masks to
pattern selectively nMOS and pMOS) and Single Metal Dual Dielectric flow or SMDD (soft-
mask processes), are presented and compared. The device reliability study is also provided.
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2. Experimental

Hf-based high-k dielectrics, e.g. 1.8nm HfSiO, with 60% of Hf by metal-oxide chemical
vapor deposition, or 1.5nm HfO; by atomic layer deposition, were used as host dielectrics.
An interfacial layer of ~Inm thermal SiO, was formed before high-«k dielectrics deposition.
LaOx capping layer with various thickness was deposited via atomic layer deposition, and
incorporated immediately below and above Hf-based high-k layer. A 10nm TaC electrode
by physical vapor deposition or TaCNO electrode by metal-oxide chemical vapor deposition
with a 100nm Poly-Si cap layer was then deposited as metal gate. Considering the ultra-
shallow junction requirement, source/drain was activated with various thermal budgets: i.e.
via Low (1150°C), Medium (1250°C), and High (1350°C) Laser Power anneals (LLP, MLP
and HLP), or spike anneals (1035°C). CMOS transistors were fabricated via either DMDD or
SMDD approach. Note that AlO; by atomic layer deposition was used as the dielectrics
capping incorporated in Hf-based host dielectrics in pFETSs to tune the Vr.

3. Results and discussion

3.1 NFETs V1 dependence on LaOy capping layer thickness, post-annealing condition,
and location

—~ 210

» Onm
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S 0.5nm
> 195

= 190
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o 185
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S 175
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0.0 0.2 0.4 06 08
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Fig. 1. Relation between nMOS peak mobility and Vr for different La;O; cap thicknesses on
HfSiON with Ta,C metal gate electrode.

In Fig.1, it is seen the nFETs Vr (Lg = 1pm) is effectively reduced up to 600mV when
increasing the La,O3 cap thicknesses. However there is a penalty of considerable mobility
degradation for the case of using Inm think La,Os cap. Thus 0.5nm thickness is considered
as the optimum LayOs cap thickness for the device integration described in the following
part of this paper.
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Fig. 2. TaoC metal gated NFETs Vr dependence on various thermal budgets applied for

source/drain activation when positioning LaOx capping layer above or immediate below
HfSiO host dielectrics.

In Fig. 2, the impact of laser annealing conditions (low, medium and high laser power) on
Vr of nFETs with LaO capping layer positioning above or immediately below HfSiO is
shown and compared to the spike- rapid thermal annealed reference. When LaOj is on top
of HfSIO, it is seen that only when applying high laser power, Vr lowering is comparable to
the reference sample. On the other hand, device Vr can be effectively reduced regardless the
thermal budget applied when positioning LaOx immediately below HfSiO. It is naturally
concluded that the La at the interface between HfSiO and SiOy interfacial layer plays a
critical role to modulate the nFETs Vr: In case of LaOx is on top of HfSiO, when applying
high thermal budget (i.e. the high power laser annealing or the spike annealing in this
work), La can be driven to diffuse to reach the interface between HfSiO and interfacial layer,
effectively driving down the V. It is worth mentioning that the gate leakage vs. EOT would
not be degraded with the adding of LaOy capping layer into the HfSiO host dielectrics, as
shown in Fig. 3, partially due to the excellent k and Eg value of La;Os. Further from Fig. 3, it
is noted that TaxC gated devices exhibit better EOT scalability than the TaCNO case, and the
reason shall be discussed in part 3.3 of the paper.

LLP
MLP
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Fig. 3. Jc vs. EOT for Ta,C/ TaCNO gated devices with LaO capping incorporated HfSiO
dielectrics.
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3.2 Integration LaOx capping layer into CMOS devices

CMOS transistors were fabricated using both DMDD and SMDD approaches. Fig.4 outlines
the schematic DMDD integration flow. The first gate stack (Ta;C/ LaO cap/ HfSiO) is
deposited (Fig.4a) and selectively removed from the complementary side using a Si hard
mask (Fig.4b). The second gate (TaCNO/ AlO cap/ HfSiO) is formed again using a Si hard
mask (Fig.4c). Next, the poly-Si is deposited (Fig.4d) and gate patterning is done by
immersion lithography and dry etch (Fig.4e). The remainder of the flow follows
conventional CMOS processing. Cross-sectional high resolution transmission electron
microscopy of n- & p- MOSFETs fabricated using DMDD approach with gate lengths of
45nm are shown in Fig.5 along with a detailed view of the gate stack interfaces after gate
etch. The n- & p- MOSFETs boundaries on an inverter circuit can be seen as inset of Fig.6
(after silicidation). Symmetric low Vt values of +0.25V can be obtained for both n- and p-
MOSFETs (Fig.6).

In Fig. 7(a), both short-channel n- and p- FETs (Lg; = 55nm) fabricated using DMDD
approach exhibit well-behaved I4-V; characteristics. As shown in Fig. 7(b), the unstrained
Ipsat of 1035/500 pA/pm for n- / p- MOSFETs at Iopr=100nA /pm and an operating voltage or
| Vbp | =1.1V are demonstrated on a single wafer.
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Fig.7. (a): 1a-Vg of both n- & p- MOSFETSs with a Ly ~55nm; (b) Ion-lorr curves of both n- &

pMOS fabricated using DMDD.

Next, we explain the SMDD process flow. As schematically shown in Fig.8, SMDD involves
a simple resist-based selective high-«k dielectric capping removal process (in this work: La;Os
or AOs over both HfSiO and SiO»). Several key process modules development in this
SMDD route is discussed in this section. 1) For the sake of a simple patterning strategy, a
wet developable Bottom-Anti-Reflection-Coating or BARC layer is developed to be
patterned directly on the dielectric capping and to be selectively removed from the
complementary areas (La;O; from pMOS and Al;O; from nMOS). This wet BARC layer
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Fig. 8. Single Metal Dual Dielectrics or SMDD CMOS integration scheme

Fig. 9. N-P MOSFETs boundary after etching and resist removal using the wet bottom-anti-
reflection-coating or BARC based process (developed for SMDD).

could guarantee an excellent adhesion towards the dielectrics layer, which can not be
achieved via 248nm photo-resist only. Fig.9 illustrates the superior adhesion and sharp
patterning achieved with wet BARC. 2) The high-k wet capping removal required for the
proposed process flow must be resist-compatible, highly selective (>100) to the underlying
layer (SiO; or HfSiON). As summarized in Table 1, diluted HCl is the chemistry of choice for
La;O;, and TMAH for ALOs. 3) Once the high-«k capping has been selectively removed, the
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photo resist must be stripped without damaging the exposed materials. The resist strip
(NMP- based) and post-cleans (APM- based) process details are provided in Table 1. It's
worthy noting that during SMDD process, both selective high-k removal and resist strip
processes have been characterized physically and electrically indicating no major impact on
V1, EOT, gate leakage, mobility and gate dielectric integrity.

Resist | Cap removal Resist strip Post-clean
L3203 Wet Dilute HCI Wet organic APM at 65C
BARCH+ strip
248 (NMP/AEE)
nm
AlLLO 248 During litho Wet organic APM at RT
273 nm development strip (with some
step {(NMP/AEE) sacrificial
(1 min ~3.5 % AlO,
TMAH) removal)
(ER 2.4
nm/min)

Table 1. Processes used to selectively remove the cap layers (La;O; or Al,O3) to high-k
dielectrics and subsequent strips.

In Table-2, a comparison is made between SMDD and DMDD. The key advantage of SMDD
is that the number of process step can be significantly reduced by 40%, which means much
lower manufacturing cost. It also allows relatively easier and simpler gate etch profile
control since the same metal is used for both n- and p-MOS areas. On the other hand, the Vr
tuning flexibility is scarified for SMDD process, as only dielectrics capping layer can be
utilized for such a purpose. In contrast, in DMDD process, the combination of dielectrics
capping layer and metal gate itself allows a wider Vt tuning capability. In addition, for for
SMDD approach, attention needs to be paid to avoid the potential impact of capping layer
removal process to the gate dielectrics integrity.

DM DD SMDD

# of extra process 15 9

steps compared to

conventional

SiO,/Sicase

# of extra mask 2 2

steps

Gate etch aspects Different metals Only one metal
etched at the same etched

time

Vi tuning cap layer and Cap layer only

flexibility metal

Gate dielectric Gate dielectric not Gate dielectric

integrity toughed be only exposed to
removal processes wet chemistries

Table 2. A comparison between DMDD and SMDD.



Metal Gate Electrode and High-« Dielectrics for Sub-32nm Bulk CMOS Technology:
Integrating Lanthanum Oxide Capping Layer for Low Threshold-Voltage Devices Application 197

3.3 Positive Bias Temperature Instability (PBTI) study of n- MOSFETs with LaOy
capping layer

The PBTI of nFETs using LaOx capping layer is measured at 110°C by using sense-and-
measure technique. Vr relaxation with a 100s recovery time after each stress cycle is also
measured for dielectric trapping/de-trapping investigation. The measurement set-up is
depicted in Fig. 10.

Sense-and-measure With 100s recovery time
V.=V V.=V.=0 Y§=v3tress’ VD=VS=0

Stress & G "Stress? "D 'S stress 1s 2s, 4s

s ZSH 4s “ 8Suvurrnn. H

100s

Sense Recoveryl | —

~0.4s " V=V, V,=50mV, sto “V&@V5, Vp=50mV, Vs=q

Time (s) Time (s)

Fig. 10. PBTI measurement set-up: sense-and-measure method and the Vr relax with 100s
recovery time after each stress cycle
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Fig. 11. Stress-field dependent polarity-change PBTI Vr shift is observed in the Ta>C gated n-
MOSFETs when incorporating LaOy capping layer, regardless the position (i.e. either on top
or immediately below HfSiO). Both laser and spike annealing were applied to the device
under study.
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Fig. 11 plots the PBTI induced Vr shifts vs. stress times for the Ta;C gated n- MOSFETs. A
stress-field dependent two polarities Vr shift is observed, regardless the LaOx capping layer
position (i.e. either on top or immediately below HfSiO). This phenomenon was also
reported in the Dysprosium silicate gate stack (Yu et al., 2008), and can be explained by the
competition between electron de-trapping (dominate at low-stress field) and electron
trapping /defect generation (dominate at high-stress field).

The Vr relaxation on these devices with various source/drain activation processes (i.e. spike
or laser annealing) during PBTI recovery periods (100s) is also examined, as shown in Fig.
12. It is observed that the LLP annealed device exhibits a different relaxation behavior as
compared to MLP/HLP case, when positioning LaO,- cap either on top or below HfSiO: Vt
follows HfSiO,-like (i.e. no La) recovery behavior initially and then changes to the La
silicate-like gradually as the stress time increases. It is believed that the relaxation behaviors
can be explained by the electron de-trap from bulk traps, which are generated by LaO/
HfSiO (or SiO) intermixing during PBTI stress, and trap back during the recovery period.
Insufficient intermixing is expected for the devices under low power anneal, which not only
reduces Vr relaxation amplitude (less trap generation) but also makes relaxation of both Hf-
host dielectrics and La-silicate seen simultaneously.
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Fig. 12. Vr relaxation vs. time during PBTI stress for the Ta>C gated n- MOSFETs when
incorporating LaOy capping layer either on top or immediately below HfSiO. Vg -Vsgress =
1.25V in this case.
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In the case of TaCNO gated n- MOSFETs (Fig.13), normal PBTI and pure HfSiO-like Vr
relaxation (see Fig.12) are observed. Further, cross-sectional TEM images together with
electron-energy loss spectroscopy or EELS study (Fig. 14) suggest the LaO /HfSiOx
intermixing, and also interactions between dielectrics and electrodes (Ta,C or TaCNO).
Interestingly, both image contrast and EELS analysis identifies an oxygen-less region
(~1Inm) at the bottom of TaCNO electrode. Likely there, the oxygen is incorporated from
TaCNO into dielectrics during the intermixing process, and this also links to the worse EOT
scalability of TaCNO than Ta,C (see Fig.3 also). Considering these, we thus believe the
trapping / de-trapping defects generated from dielectric intermixing are probably related to
the oxygen vacancies incorporation (Shen et al., 2004): TaCNO can provide oxygen,
suppressing bulk trapping generation in La / Dy based silicates. It is more evident when
placing cap layers above high « layer. Schematic diagrams illustrating these phenomena are
provided in Fig. 15.
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Fig. 13. Normal PBTI VT vs. stress and Vr relaxation curves vs. time for TaCNO gated n-
FETs. Positive Vr and HfSiO-like relaxation behaviors (Fig. 12) are observed.
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Fig. 14. (a) Cross sectional TEM shows LaO / HfSiO intermixing after annealing, with both
Ta,C and TaCNO electrodes. A less-oxygen layer (or Ta rich) at the bottom of TaCNO
electrode is observed from (b) image contrast, and (c) electron-energy loss spectroscopy.
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Fig. 15. Schematic diagrams (after thermal anneals) illustrate the negatively charged traps
(®) and electron de-trapping (o) during the PBTI stress. Oxygen incorporation from TaCNO
can result in less trap generation in the gate stack.

4. Conclusion

A comprehensive study is presented on the integration of LaOx capping layer for sub-45nm
metal gated CMOS devices with Hf-based high-«k dielectrics in a gate first manner. Two
different integration routes, i.e. DMDD and SMDD flow, are reported and compared. The
device PBTI study is also provided.
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1. Introduction

Silicon has been extensively studied for decades due to its successful applications in
semiconducting devices such as metal-oxide-semiconductor field-effect-transistors
(MOSFETs). With the demand for high performance devices and packing density, scaling of
Si based MOSFETs was drastically driven into nano-scale regime. However, quantum
tunneling starts play an important role in degrading the device performance of a
conventional Si MOSFET, such as drain-induced barrier-lowering (DIBL) in nano-scale
regime. Furthermore, silicon based devices will face its own physical limitation in near
future (ITRS, 2007) due to this. Therefore, in order to overcome the challenges of scaling
limitation, search for other potential channel materials, such as high carrier mobility
material and structure modification have been the heart of research. Among the various
proposed materials and device structures, gate-all-around (GGA) Si nanowire (NW) field-
effect-transistors (FETs) stand out because their perfect surrounding gates enhance the
ability of gate control to suppress the problem of DIBL and fully compatible with Si based
technology integration. With the successful fabrication of Si nanowires in the different
laboratories (Singh, N. et. al., 2006), nanowires (NWs) have been extensively studied as they
are promising for building blocks as nanowire MOSFETSs (Cui, Y. et. al., 2003; Pecchia, A. et.
al., 2007; Kumar, M. Jagadesh et. al., 2008; Wei, Lu & Lieber, C.M., 2006; Wei, Lu. et. al., 2008),
nanophotonic systems (Greytak, A.B. et. al., 2005; Agarwal, R. & Lieber, C.M, (2006); Tian, B.
et. al., 2007; McAlpine, M.C. et. al., 2004) and as biochemical sensors (Patolsky, F. & Lieber,
C. M,, 2005; Hahm, ]. & Lieber, C. M., 2004; Cui, Y. et. al., 2001; Gengchiau, L. et. al., 2007).
Recent advanced development reveals that physical properties of nanowires could be
modified depending on the NW growth direction and diameter. This suggests that material
structure such as channel orientations play an important role in device performance
optimization. Coupled with the fact that besides silicon, other semiconductor materials such
as germanium (Ge) demonstrates promising results (Wang, J. et. al., 2005; Rahman, A. et. al.,
2005), a new chapter of study on alternate high mobility channels in nano world has been
opened.
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Previous theoretical study on this topic using the effective mass model has been carried out
(Wang J. et. al., 2004) with the lack of detailed information portraying the electronic
structures in the nano-scale regime. Recently, tight-binding (TB) method has been used
(Neophytou, N. et. al., 2008; Rahman, A. et. al., 2003) as an alternative procedures to evaluate
device performance. However, the former focuses their analysis and simulations on
cylindrical cross-section nanowires (Wang, J., et. al., 2004) and the latter discussed on ultra-
thin body dual gate (UTB DG) MOSFET (Rahman, A. et. al., 2003). Although TB and non-
equilibrium Green’s Functions (NEGF) has been developed and implemented to study
nanowire MOSFETs (Luisier, M., et. al.,, 2008) as it provides better transport results
compared to top-of-barrier approach, it is time-consuming especially in simulating large
nanowire size and long channel. As the objective of this work is to investigate the effects of
nanowire orientations to the ultimate performance of nanowire, it is suffice to apply top-of-
barrier approach in our work to do the comparison. Therefore, in this work, we explore and
compare the ultimate performance of a set of cylindrical nanowire devices with different
semiconductor materials (Si and Ge) and channel orientations using TB model and top-of-
barrier model (Neophytou, N. et. al., 2008) approaches. TB approach is employed to
investigate the electronic properties of NWs in terms of E-k dispersion in order to accurately
capture the orientation as well as quantum effects in a nano-scale system. Based on the
calculated E-k dispersion, we engaged a semi-classical top-of-barrier MOSFET model to
evaluate the ballistic I-V characteristics of NW FETs by self-consistently solving Poisson
equation in order to evaluate the ultimate performance of these semiconductor NW FETs
with various channel orientations. The schematic of the device structure is shown in Fig. 1.
The simulation is conducted in two parts: a) simulate I-V characteristics of circular nanowire
(CW) with diameter of 3nm for Si and Ge with different orientations to study the effects of
materials and orientations on the device performance and b) extend this simulations to
explore performance of CW with different diameters. In this work, we explore four different
diameters: 3nm, 5nm, 8nm and 10nm.

Vy

VSO—< source< GAA ( Drain @—Ovd

Fig. 1. A schematic of the simulated cylindrical nanowire FETs. The diameter of the circular
cross-section (D) varies from 3nm, 5nm, 8nm and 10nm. The oxide thicknesses (tox) for this
simulation are set at 1.6nm and 0.5nm for comparison.

2. Methodology

To investigate the ultimate performance of NW MOSFETs based on structural effects, we
follow a two-step approach. Firstly, we assume a NW with certain size and orientation, and
then, a sp3dSs” tight-binding model is implemented to investigate the electronic properties of
NWs in terms of E-k dispersion relations. Next, we use the simulated dispersion relations
obtained from TB model to calculate the ballistic current-voltage (I-V) characteristics of both
p-channel and n-channel NW MOSFETs using a semi-classical “top-of-the-barrier” MOSFET
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model. The results shown in (Neophytou, N. et. al., 2008) with and without including self-
consistency of bandstructure do not differ significantly to render the results invalid.
Therefore, in this work, we do not calculate self-consistency of bandstructure.

A. Electronic Bandstructure Calculations:

To obtain the bandstructure of the Si NWs of different orientations, we assume an unrelaxed
nanowire atomic geometry and construct the Hamiltonian of the NW unit cell using the
orthogonal-basis sp3d5s™ tight-binding method developed for bulk electronic structure.
(Boykin, T.B. et. al., 2004) In this approach, we model each atom using 10 orbitals per atom
in total. The different energy parameters in this TB model were obtained by fitting a genetic
algorithm to reproduce the bandgap and the electron/hole effective masses in different
valleys. The simulated NW is assumed to be infinitely long, and the nanowire surface is
passivated by hydrogen atoms, which in this case is treated numerically using a hydrogen
termination model of the sp3 hybridized interface atoms. This technique is reported to be
successfully removing all the interface states from the bandgap. (Lee, S. et; al., 2004) This
model has shown good agreement with the measured bandgap vs. diameter of silicon
nanowires despite the exclusion of relaxation or strain effects. Once the transport direction is
specified, the size ts; of the NW and unit cell can be defined, cf. Fig. 1. The Hamiltonian of
atoms within the unit cell and atoms within neighboring unit cells are obtained as Hj, where
[ is the unit cell index with [=0 for the center unit cell and I# 0 for the I-th nearest-
neighboring cell. In this model, we only consider the nearest neighbors i.e., I=1 and -1. Then,
the Hamiltonian in 1D k-space is calculated by taking the Fourier transform:

Hy = Hexp[-jk,(z - 2)] 1)

where k,,=m /L is the wavevector within the 1st Brillouin zone, m is the real number between
0 and 1, and L is the periodicity of the 1D lattice, z/=IL, referring to the unit cell position. Due
to the orthogonality of the TB basis sets, a simple eigenvalue problem, H, ¥ =E, ¥, can be

solved for each k,, within the first Brillouin zone. The electronic structures of the nanowires
such as bandgap, bandstructure, etc., can be provided and used for the transport
calculations. The conduction and valance bands for Si and Ge are shown in Fig. 2(a) to 2(d).
From Fig. 2, it can be seen that valley splitting occurs and the degeneracy is lifted, giving
rise to two subbands. Figs. 3a and 3b show the valley splitting as a function of nanowire
diameters for n-type Si and Ge and p-type Si and Ge for [110] orientation, respectively. Fig.
3a shows that valley splitting is more evident when the diameter falls beyond 5nm. In
general, valley splitting for Ge is always larger than Si, as shown in Fig. 3a due to Ge having
lighter mass. However, a great distinction in valley splitting can be observed when the NW
diameter is smaller than 5nm for Si and 8nm for Ge, respectively.

B. Transport Calculation:

Next, we use a semi-classical top-of-the-barrier MOSFET model (Rahman, A. et. al., 2003) to
simulate the ballistic I-V characteristics. In this model, a simplified 3-dimensional self-
consistent electrostatic model with ballistic treatment of carrier transport is used. In
addition, quantum capacitance effects are included into this approach. Three-dimensional
electrostatics is described by a simple capacitance model (Rahman, A. et. al., 2003). The
capacitors represent the electrostatic coupling of the gate (Cg), drain (Cp), and source
terminals (Cs) to the top of the potential barrier at the source end of the channel. These
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Fig. 2. Conduction and valence band bandstructure for (a) 3nm Si with [110] orientation and
(b) 3nm Ge with [110] orientation.
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Fig. 3. (a) and (b) show the valley splitting as a function of nanowire diameters for n-type
and p-type respectively. It can be observed that valley splitting is a strong function of
quantum confinement. In terms of semiconducting material, valley splitting is more evident
in Ge compare to Si. This is due to Ge having lighter mass compared to Si. The solid line,
dashed line, and dotted line represnt NW’s orientation along [100], [110], and [111],
respectively.
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capacitors control the subthreshold swing, S, of the transistors and the drain-induced barrier
lowering (DIBL) according to the following equations:

Ce _ 2.3k, T / q (2a)
Cs S
& = w « DIBL (2b)
Cs S
Cy =Co+Cp+C4 (2¢)

Then, the Poisson’s equation is solved using a simplified capacitance model. The Poisson’s
potential (Up) is equal to y,.(N-N,), where 1, =g/c, is the single electron charging energy,
Npand N are the number of mobile carriers at the top of the barrier at equilibrium and under
applied bias, respectively, while C, is the total capacitance. The carrier density N, can be
directly computed from E-k relations determined earlier by applying the below equation,

N= j—[fE E +U,)+ f(E-E.+qV, +U,)] ®)

where f(E) is the Fermi function and Eg is the chemical potential in the source region.
Iteration between N and Uy is repeated until the self-consistency converges. The NW
MOSFET current is then evaluated using the semi-classical transport equation in the ballistic
limit, which is given by:

1=20 [ aELf(E-E,) - F(E-E, +qV,) @

3. Simulation results and discussions

Firstly, using top-of-barrier model, the I-V characteristics of Si and Ge for different
orientations of CW NW transistors with the effective gate oxide thickness (EOT) of 1.6nm
and 0.5nm are investigated. The off-state currents of all cases are set to be 0.2xA / um-(2D)

in our simulation. Solid lines represent [100] orientation while dash lines represent [110]
orientation and dotted lines represent [111] orientation. Red lines represent p-type and blue
lines represent n-type devices. Fig. 4(a) and 4(b), respectively, show the Ids-Vds curves for
3nm Si and Ge at Vgs=0.6V for EOT of 1.6nm while Fig. 4(c) and 4(d), respectively, show the
Ton/Ioff ratio as a function of nanowire diameter for Si and Ge with EOT of 1.6nm. For N-
type NW FETs, as shown in Fig. 4(a) and (b), Si and Ge of [110] orientation give the highest
on-currents, which is about 45% and 146%, respectively, compared to the current along [100]
orientation. Comparing best orientation with the highest ON-state currents for different
materials, Ge [110] outperforms Si [110] by 1.18 times due to Ge [110] having lighter
effective mass compared to Si [110]. Similarly for p-type NW FETs, Si of [110] orientation
and Ge of [111] orientation give the highest ON-state currents, with Ge [111] outperforms Si
[110] by 1.78 times. Moreover, for Si NW FETs, n-type device has similar performance as p-
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type device. This is due to lifting of degeneracy of the dispersion as an effect of quantum
confinement. This resulted in a decrease in effective mass (Neophytou, N. et. al., 2008). From
Fig. 4(c) and 4(d), n-type Si and Ge NW FETs with [110] orientation has the highest Ion/Ioff
ratio while for p-type NW FETs, Si and Ge with [111] orientation has highest Ion/Ioff ratio.
Furthermore, it is also observed that Ion/loff decreases as nanowire diameter increases
because small nanowire has better gate control due to larger capacitance.
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Fig. 4. (a) and (b) shows the I-V characteristics for 3nm n-type and p-type Si and Ge,
respectively while (c) and (d) respectively show the Ion/Ioff ratio for n-type and p-type
devices, respectively. In general for n-type devices, Si and Ge with [110] orientation give
highest on-current while p-type devices, [110] Si and [111] Ge give highest on-current. This
is due to these orientations having lightest effective mass.

Next, the current density of n-type and p-type Si and Ge for different orientations with EOT
of 1.6nm and 0.5nm were investigated, as shown in Fig. 5. As expected, the current density
for EOT of 0.5nm is higher, about doubled comparing to Si and Ge with EOT of 1.6nm for all
orientations due to better gate control as a result of larger gate capacitance. In terms of
semiconducting materials, Ge always outperforms Si regardless of nanowire diameters for
p-type NW FETs (Fig. 5b and Fig. 5d). However, for n-type NW FETs (Fig. 5a and Fig. 5c),
the current density for Si does not differ much from Ge. This phenomenon could be
explained by the effective mass of Si and Ge. From calculation of hole effective mass, it
could be deduced that the effective mass of Ge is far apart compared to Si while for the
electron effective mass, the differences of Si and Ge is not significantly far apart.
Furthermore, two important points could be obtained for both Si and Ge electronic
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bandstructures: a) It is shown, from calculation, that [110] orientation has the lightest
electron effective mass compared with the other two orientations and b) Ge has lighter mass
compared to Si in terms of semiconducting material, regardless of NW diameter. As a result,
Ge with [110] orientation outperforms Si with [110] orientation, giving rise to better
performance, in terms of the higher ON-state current.
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Fig. 5. (a) and (b) shows the current density as a function of nanowire size for n-type and p-
type Si and Ge with EOT=1.6nm while (c) and (d) shows the current density as a function of
nanowire size for n-type and p-type Si and Ge with EOT=0.5nm. In general, the current
density with EOT of 0.5nm is twice larger than that of 1.6nm due to better gate control.

In addition, we explore the capacitance effect on the device as the device current tightly
depends on the capacitance, gate capacitance in particular. The Cy/C ratio as a function of
nanowire diameter for n-type and p-type Si and Ge NW GAA FETs with oxide thickness of
1.6nm and 0.5nm are shown in Fig. 6(a), (b), (c), and (d), respectively. It can be observed that
the capacitance value degraded from the gate oxide capacitance for both Si and Ge
regardless of oxide thickness. Detailed calculation with capacitance value given by
— COXCS

¢ C,+C,
from oxide capacitance by 31.6% while [100] orientation encounters degradation of 15.4%
and [111] Si and [111] Ge both encounter degradation of 7.14% and 25%, respectively. All
these translate to an effective increase in gate oxide thickness, which in general reduces the
gate control to the device. However, in all cases, we found C¢<C,: and as gate oxide

shows that [110] orientation for Si and Ge encounter greatest degradation
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thickness, tox decreases, the difference increases. It suggests that Cox is not much larger than
Cs and dominating Cg, under the approximation of a conventional Si planar MOSFET.
As shown in Fig. 6, in general, we could see that as the diameter of cylindrical NW is large,

dQ

given tox is thick, C,~C, , where C,=— . It indicates thatC, > C, which is in
81V, =0.05v

agreement with the classical approximation. However, as the diameter decreases, we found

that in all cases, C, /C,, ratio is less than 1, indicating that the approximation C, > C,, does

not hold. For example, using C,, ~0.6448nF /m and C, obtained from simple calculation
for 8nm cylindrical NW with tox=1.6nm, C,/C, for n-type Si and Ge with [110]
orientations is 0.8375 and 0.7444, respectively, and C, /C,. for p-type [110] Si and [111] Ge is
0.8685 and 0.8995, respectively. Similarly, for 3nm cylindrical NW with tox=1.6nm, C,/C,,

for n-type Si and Ge with [110] orientations is 0.6993 and 0.7467, respectively, and for p-type
[110] Si and [111] Ge, C, /Cux for both cases is about 0.76. For comparison, we did a

calculation for 3nm cylindrical NW with tox of 0.5nm and the C,/C,, ratio falls to below 0.7

for n-type [110] Si and Ge as well as for p-type [110] Si. This is due to the larger gate
capacitance caused by the thinner gate oxide.
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Fig. 6. Cg/Cox as a function of nanowire diameter for n-type and p-type Si and Ge with
oxide thickness of 1.6nm (6a and 6b) and oxide thickness of 0.5nm (6c and 6d). The

capacitance value is degraded from the gate oxide capacitance for both Si and Ge regardless
of oxide thickness.
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On the other extreme region, when the oxide thickness is reduced further due to shrinking

of devices, C, «C,,, and C ~C,. At this point, the current does not depend on the effective

mass of the material, and channel orientations. As a result, all the I-V curves of all cases with

different materials and different orientations will overlap (Liang, G.C., et. al., 2007).

To further explore device performance from a different perspective, the transconductance
— alds

m

, of FETs is investigated. For an ideal nanowire FET at low bias, the

& 1y, =0.05V

transconductance is given by ¢ - v, » where C_ is the gate capacitance per unit

Wp,,C,
L
length. In this simulation, we have chosen gate length, L to be 16nm. This value is obtained
from IRTS 2007 PIDS table, to be consistent with the production year in which off-current
for dual gate is chosen. Fig. 7(a) and 7(b) show the transconductance of n-type Si and Ge and
p-type Si and Ge NW FETs for EOT of 1.6nm at low drain to source bias of 0.05V for n-type
and -0.05V for p-type, respectively, as a function of different diameters. Similarly, Fig. 7(c)
and 7(d) show the transconductance of n-type Si and Ge and p-type Si and Ge NW FETs for
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Fig. 7. (a) and (b) show the transconductance for Si and Ge with EOT of 1.6nm while (c) and
(d) show the transconductance for Si and Ge with EOT of 0.5nm. In general, for n-type
devices, [110] orientation has highest transconductance regardless of channel material and
diameter size while for p-type devices, [110] Si and [111] Ge give highest transconductance.
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EOT of 0.5nm at drain to source bias of 0.05V for n-type and -0.05V for p-type, respectively,
as a function of NW’s diameter. In general, the transconductance decreases as the diameter
decrease due to lower ON-currents of the smaller diameter NWs. As the difference in gate
voltage is a constant of 0.05V, the transconductance, ¢ is proportional to on-current.

For n-type devices, Si and Ge of [110] orientation, in general, have the highest
transconductance compared to the other two orientations regardless of nanowire area, as
shown in Fig. 7(a). The transconductance of Ge [110] is about 1.15 times the value of Si [110]
at 3nm and slowly widens to 1.5 times at 10nm. For p-type devices, in general, Si and Ge
with [111] orientation have larger transconductance. Fig. 7(c) and 7(d) show the
transconductance for EOT of 0.5nm for n-type Si and Ge and p-type Si and Ge. As expected,
the transconductance for EOT of 0.5nm in general is more than twice the value with that of
EOT of 1.6nm. This is in agreement with the trend of on-current simulation results for drain
voltage of £0.05V. For amplifiers, we require the gain to be large so as to amplify the output
by a few magnitudes. Transconductance is a measurement of gain of amplifier. As such, if
NW FETs were to be used as amplifiers, large transconductance is required. From the above
observation, Ge is the best candidate for both n-type and p-type NW FETs.

4. Conclusion

In this work, we present the device performance of Si and Ge and channel orientations in
NW FETs and extend the discussion for different NW diameters. We show that in terms of
channel orientation, for n-type devices, Si [110] and Ge [110] give the highest on-current
compared to other orientations while in terms of channel material, Ge outperforms Si by
between 1.17 to 1.42 times due to the lighter effective mass. Moreover, it is also observed
that valley splitting is a strong function of quantum confinement, and it is more significant
for NW diameter smaller than 5nm. We also explore the effect of different oxide thickness
on the performance of devices as the oxide thickness determines the device capacitance. In
investigating the effects of gate capacitance on devices of different NW sizes, we conclude
that gate capacitance degrades as the device shrinks into sub-nanometer regime. Therefore,
conventional approximation to calculate transport property does not apply. As we examine
the gate oxide capacitance further, we found that it has not reached the other extreme where
C, <« C,, as at this extreme, the on-current for same material will overlap as the on-current
only depends on effective mass. This phenomenon is not observed in the Ids-Vds curves
even at EOT of 0.5nm. For transconductance, n-type Si and Ge of [110] orientation gives best
performance while in terms of semiconducting material, both Si and Ge does not differ
much. For p-type devices, Ge NW FETs show the better transconductance than Si NW FETs.

5. Acknowledgements

This work was supported by A*STAR 082-101-0023 and computational support by the
Ministry of Education of Singapore under Grant Nos. R-263-000-416-112 and R-263-000-416-133.

6. References

Agarwal, R. & Lieber, C.M. (2006). Semiconductor nanowires: optics and optoelectronics.
Applied Physics a-Materials Science & Processing, Vol. 85, No. 3 (November 2006), 209-
215, 0947-8396



Computational Study of the Effects of Channel Materials & Channel Orientations
and Dimensional Effects on the Performance of Nanowire FETs 213

Boykin, T.B., Klimeck, G. and Oyafuso F.(2004). Valence band effective-mass expressions in
the sp(3)d(5)s(*) empirical tight-binding model applied to a Si and Ge
parametrization, Physical Review B, Vol. 69, No. 11 (March 2004), 1152011-11520110,
1098-0121

Cui, Y.; Wei, Q.; Park, H.; Lieber, C.M. (2001). Nanowire nanosensors for highly sensitive
and selective detection of biological and chemical species, Science, Vol. 293, No.
5533 (August 2001), 1289-1292, 0036-8075

Cui, Y.; Zhaohui Zhong; Deli Wang; Wang, W.U.; Lieber, C.M. (2003). High performance
silicon nanowire field effect transistors, Nano Letters, Vol. 3, No. 2 (February 2003),
149-52, 1530-6984

Greytak, A.B.; Barrelet, C.J.; Yat Li; Lieber, C.M. (2005). Semiconductor nanowire laser and
nanowire waveguide electro-optic modulators, Applied Physics Letters, Vol. 87, No.
15 (October 2005), 151103-1-3, 0003-6951

Hahm, J. & Lieber, C. M. (2004). Direct ultrasensitive electrical detection of DNA and DNA
sequence variations using nanowire nanosensors, Nano Letters, Vol. 4, No. 1
(January 2004), 51-4, 1530-6984

International Roadmap for Semiconductors. 2005; Available from: http:/ /public.itrs.net/.

Kumar, M. Jagadesh; Reed, Mark A.; Amaratunga, Gehan A. J.; Cohen, Guy M.; Janes, David
B.; Lieber, Charles M.; Meyyappan, M.; Wernersson, Lars-Erik; Wang, Kang L.;
Chau, Robert S.; Kamins, Theodore I.; Lundstrom, Mark; Yu, Bin; Zhou,
Chongwu.(2008). Guest Editorial Special Issue on Nanowire Transistors: Modeling,
Device Design, and Technology, IEEE Transactions on Nanotechnology, Vol. 7, No. 6
(November 2008), 643-650, 1536-125X

Lee, S.; Oyafuso, F.; Allmen, P.; Klimeck, G. Boundary conditions for the electronic structure
of finite-extent embedded semiconductor nanostructures, Physical Review B, Vol.
69, No. 4 (January 2004), 0453161-0453168.

Liang, GC,; Xiang, J.; Kharche, N.; Klimeck, G.; Lieber, C. M.; Lundstrom, M. (2007).
Performance analysis of a Ge/Si core/shell nanowire field-effect transistor, Nano
Letters, Vol. 7, No. 3 (March 2007), 642-646, 1530-6984

Liang, GC.,; Kienle, D.; Patil, SK.R.; Wang, J.; Ghosh, A.W.; Khare, S.V. (2007). Impact of
structure relaxation on the ultimate performance of a small diameter, n-type <110>
Si-Nanowire MOSFET, IEEE Transactions on Nanotechnology, Vol. 6, No. 2 (March
2007), 225-229, 1536-125X

Luisier, M.(2008). Full-band quantum transport in nanowire transistors, Journal of
Computational Electronics, Vol. 7, No. 3 (September 2008), 309-314, 1572-8137

McAlpine, M.C,; Friedman, R.S;; Jin S.; Lin, K,; Wang, W.U.; Lieber, C.M. (2003). High-
performance nanowire electronics and photonics on glass and plastic substrates,
Nano Letters, Vol. 3, No. 11 (November 2003), 1531-5, 0065-7727

Neophytou, N; Paul, A.; Lundstrom, M.; Klimeck, G. (2008). Bandstructure effects in silicon
nanowire electron transport, IEEE Transactions on Electron Devices, Vol, 55, No. 6
(June 2008), 1286-1297, 0018-9383

Patolsky, F. & Lieber, C. M. (2005). Nanowire Nanosensors, Materials Today, Vol.8 No. 4
(March 2005) 20-28, 1369-7021

Paul, A.; Mehrotra, S.; Klimeck, G.; Luisier, M. (2009). On the validity of the top of the
barrier quantum transport model for ballistic nanowire MOSFETs, 2009 13th
International Workshop on Computational Electronics (IWCE 2009), 1-4, 0-85261-704-6



214 Solid State Circuits Technologies

Pecchia, A.; Salamandra, L.; Latessa, L.; Aradi, B.; Frauenheim, T.; Di Carlo, A. (2007).
Atomistic modeling of gate-all-around Si-nanowire field-effect transistors, IEEE
Transactions on Electron Devices, Vol., 54, No., 12 (December 2007), 3159-3167, 0018-
9383

Rahman, A.; Klimeck, G. & Lundstrom, M. (2005). Novel channel materials for ballistic
nanoscale MOSFETs-bandstructure effects, IEEE International Electron Devices
Meeting, 601-604, 0163-1918, Washington DC, December 2005, Electron Devices
Society, California

Rahman, A.; Jing Guo; Datta, S.; Lundstrom, M. (2003). Theory of ballistic nanotransistors,
IEEE Transactions on Electron Devices, Vol. 50, No. 9 (September 2003), 1853-1864,
0018-9383

Singh, N.; Agarwal, A.; Bera, LK,; Liow, T.Y.; Yang, R; Rustagi, S.C.; Tung, C.H.; Kumar, R.;
Lo, G.Q.; Balasubramanian, N.; Kwong, D.-L. (2006). High-performance fully
depleted silicon-nanowire (diameter <= 5 nm) gate-all-around CMOS devices, IEEE
Electron Device Letters, Vol. 27, No. 5 (May 2006), 383-386, 0741-3106.

Tian, B.; Zheng, X.; Kempa, T.J.; Fang, Yi; Yu, N,; Yu, G.; Huang, J.; Lieber, C.M. (2007).
Coaxial silicon nanowires as solar cells and nanoelectronic power sources, Nature,
Vol. 449, No. 7164 (October 2007), 885-889, 0028-0836

Wang, J.; Polizzi, E.; Lundstrom, M. (2004). A three-dimensional quantum simulation of
silicon nanowire transistors with the effective-mass approximation, Journal of
Applied Physics, Vol. 96, No. 4 (August 2003), 2192-2203, 0021-8979

Wang J.; Klimeck, G.; Lundstrom, M. and Rahman, A. (2005). Bandstructure and orientation
effects in ballistic Si and Ge nanowire FETs, IEEE International Electron Deuvices
Meeting, 530-533, 0163-1918, Washington DC, December 2005, Electron Devices
Society, California

Wei, L. & Lieber, C.M. (2006). Semiconductor Nanowires, Journal of Physics D: Applied
Physics, Vol. 39, No. 21 (November 2006), R387-R406, 1361-6463

Wei, L.; Ping Xie; Lieber, C.M. (2008). Nanowire Transistor Performance Limits and
Applications, IEEE Transactions on Electron Devices, Vol. 55, No. 11 (November
2008), 2859-2876, 0018-9383



11

Integration of Carbon Nanotubes
in Microelectronics

Stanislav A. Moshkalev?, Carla Verissimo!, Rogério V. Gelamo!,
Leonardo R. C. Fonseca?, Ettore Baldini-Neto? and Jacobus W. Swart3
IState University of Campinas-UNICAMP, Campinas, SP,

2Center of Advanced Research W. von Braun, Campinas, SP,

3Center for Information Technology Renato Archer— CTI, Campinas, SP,

Brazil

1. Introduction

Carbon nanotubes (CNTs) has received much attention since their discovery in 1991 due to
unique combination of interesting electrical, mechanical, thermal and other properties, and
numerous potential applications (Meyyappan, 2005, Sharma, 2008). Single-wall carbon
nanotubes (SWCNTs) can be metallic or semiconducting, while multi-wall nanotubes
(MWCNTs) are basically metallic. Semiconducting SWCNTSs can be used in nanotubes based
field effect transistors (FET-CNT), while metallic SWCNTs and MWCNTs can be employed
for electrical and thermal interconnections, in sensors and other micro- and nanodevices.
However, the integration of nanotubes into microelectronic circuitry is a very challenging
task which requires development of reliable and compatible technologies for controlled
synthesis, accurate positioning and contacting of nanotubes and their arrays in new devices.
Many difficult issues associated with these technologies have to be addressed. In particular,
mechanisms of nucleation and growth of high quality nanotubes still are not well
understood. Mechanisms of electrical and thermal conductivity in individual nanotubes and
ropes, the role of defects, formation of contacts with metals have to be investigated
thoroughly.

2. Electrical properties of carbon nanotubes

SWCNT can be viewed as a single graphite (or graphene) sheet rolled into a cylinder of a
nanometer size diameter, and MWCNT as a coaxial array of several single-wall nanotubes
separated by approximately 0.34 nm. In graphene layers, sp? hybridyzation results in
formation of three strong in-plane ¢ bonds between carbon atoms and one n bond, the latter
corresponding to loosely bound n electrons of high mobility that are responsible for a very
high conductivity along the graphene plane.

As SWCNTs are essentially one-dimensional structures, at the absence of defects they are
characterized by a ballistic transport of electrons (without scattering) at moderate current
densities for nanotube lengths up to a few micrometers (Graham et al, 2004). This is in
striking contrast to metal (copper) wires where the mean free pass (MFP), determined by the
mean grain size, is in the range of a few tens of nanometers.
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Another advantage of nanotubes is that small diameter copper vias are subject to failure due
to electromigration at high current densities (>106 A/cm?) while CNTs of the same diameter
can sustain current densities as high as 10° A/cm? (Graham et al, 2004). This makes CNTs
very attractive for electrical interconnect applications (especially, vias) instead of currently
used copper.

The resistance of a SWCNT (or a shell in a MWCNT) has three components (Tan et al, 2007;
Matsuda et al, 2007): (i) a contact resistance associated with one-dimensional systems, given
by a quantum resistance Go! = h/2e2 = 12.9 kQ corresponding to one conducting state (a
factor of two is added due to two possible spin states), (ii) an intrinscic resistance due to
scattering which is length dependent, and (iii) an additional contact resistance associated
with imperfect contacts between a metal electrode and CNTs. Metals that form carbides
(e.g., Ti) are believed to be an optimal electrode material as it is expected that carbides
ensure better electrical coupling with nanotubes (Tan et al, 2007).

It is very challenging to evaluate precisely the contribution of contact resistances due to
evident experimental difficulties. Comparison between different experiments is also not
straightforward because of wide variation of conditions and particular geometries used for
studies (for example, side- and end- contacts, presence of surfactants and other
contaminants, metal grain sizes and degree of metal annealing after its deposition over
nanotubes, etc.). SWCNTs can be metallic or semiconducting, depending on chirality. The
energy gap for semiconducting nanotubes is given aproximately by Eg(eV) = 1/d(nm),
reducing rapidly with the graphene shell diameter d. Usually, the number of metallic
SWCNTs in as-grown samples is close to 1/3, the rest are semiconducting. In contrast,
MWCNTs of larger diameters are basically metallic and thus are especially appropriate for
interconnects.

The number of conducting states per graphene shell depends on its chirality, it can be 0 or 2
for small diameter semiconducting and metallic SWCNTs, respectively, and it increases
linearly with the shell diameter for larger nanotubes (Naeemi and Meindl, 2007). MFP also
was shown to increase with MWCNT diameter. The theoretical limit for resistance of high-
quality MWCNTs (diameter of 15 nm, 10 walls) in a ballistic regime can be lower than 0.1
kQ (for lengths smaller than MFP), compared with the resistance of about 1 kQ for a 150 nm
long, 10 nm diameter copper damascene wire (Graham et al, 2004). The model of MWCNTs
as electrical conductors developed by Naeemi and Meindl, 2007, predicts that they can
outperform copper wires for lengths exceeding 5-10 um, depending on diameter. Bundles of
SWCNTs were shown to have potentially superior performance at smaller leghths (<1 um),
however for this, dense nanotube packing is essencial which is a very difficult practical task.
Recently, it has been reported by Jun et al, 2007, that the AC conductance of high quality
PECVD (plasma enhanced chemical vapor deposition) grown MWCNTs decreases
gradually with increasing frequency (frequencies up to 50 GHz were studied), indicating
that nanotubes can be used not only for DC but also in a microwave range.

3. Synthesis of carbon nanotubes

It is important to emphasize that properties and quality of carbon nanotubes depend
strongly on the fabrication method. There are two main groups of CNTs synthesis methods:
(i) high-temperature processes like arc discharge and laser evaporation where the process
temperature can reach T = 2000-4000 °C, and (ii) chemical vapor deposition (CVD) processes
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performed at much lower temperatures: in the range of 500-1000 °C for thermal CVD and
even lower for plasma-enhanced CVD. In high-temperature processes, higher quality
nanotubes can be obtained, however the process output is a CNT containing soot which
needs to be further processed (dispersed, purified and in some cases functionalized) before
applications. The low-temperature CVD methods can be compatible with microelectronic
technologies and therefore attract most attention. Note that activation by plasmas in PE-
CVD processes can promote formation of higher quality nanotubes at lower temperatures,
and thus PE-CVD is a promissing technology for microelectronics applications. Electric
fields built-up in the plasma, can also be used to provide directional nanotube growth.
Studies of nucleation mechanisms (Moshkalev & Verissimo, 2007) and search for new
methods of synthesis, compatible with microelectronics technologies, must continue to
provide better control on the properties, location, growth direction and quality of nanotubes.

4. Measurements of CNT resistances

Experimental measurements of individual nanotube resistances can be performed using 2-
or 4-points methods. To deposit nanotubes over pre-fabricated metal electrodes, an AC
dielectrophoresis (DEP) method (Krupke et al, 2007; Vaz et al, 2008) can be applied, see Fig.
la. As contact resistances obtained after DEP are frequently very high, further improvement
of CNT-electrode contacts using metal (e.g., Ni or Pd) deposition by electroless methods,
usually followed by annealing, is required (Vaz et al, 2008; Liebau et al, 2003). For 4-points
measurements, additional electrodes can be made using platinum (Pt) deposition induced
by focused ion or electron beams, see example in Fig. 1b.

‘5 A }%»b
Fig. 1. (a) Individual MWCNT deposited by AC dielectrophoresis over Pd electrodes and
then cover by Ni electroless process. (b) For 4-points measurements, 2 intermediate Pt
electrodes are fabricated by electron beam induced deposition.

For MWCNTs grown by CVD (15 nm diameter), typical resistances of ~40 kQ/um were
measured, while resistances of electroless deposited Ni contacts were estimated to be ~10
kQ per contact (Liebau et al, 2003). In another work, for PE-CVD grown MWCNTs (25 nm
diameter, 5um long) considerably lower resistances (< 10 kQ/um) were measured using a 2-
point method and Nb electrodes deposited by evaporation (contact resistances were not
estimated) (Jun et al, 2007). In our studies (Moshkalev et al, 2008), similar values were
obtained for low-bias contact resistances using CVD grown MWCNTs (30 nm mean
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diameter): ~20 kQ per Pd or Ni electroless contacts. It should be noted that distinctly
different values of MWCNT resistances were obtained for relatively short MWCNTSs
(nanotube lengths < 1 pm) using 2 and 4 points methods: ~30 kQ/pm and 100 kQ/pm,
respectively. This was attributed to different contact geometries: in the former, all-around
contacts were formed during electroless metal deposition over nanotubes, while in the
latter, nanotubes were only side-contacted thus the contribution of internal shells to the
measured conductance was considerably smaller. This finding emphasizes the importance
of careful evaluation of the measurement conditions, particularly in terms of
nanotube/metal contacting.
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Fig. 2. Left: Two-points resistance vs. nanotube length (the contact resistance subtracted),
solid line - fitting to the model, dashed line - linear approximation. Right: Four-points
resistance vs. nanotube length, solid line - fitting to the model, dashed line - linear
approximation.

More detailed studies of the MWCNT resistance as function of nanotube length (Moshkalev

et al, 2008) have shown a non-linear behavior for tubes longer than 1-2 pm, in both 2 and 4

points measurements (Fig. 2). This is likely due to increasing conduction to internal walls as

tube length grows. The data can be interpreted using the model of a nanotube as a resistive

transmission line consisting of two parallel linear conductors (Bourlon et al, 2004). From the

model, one can evaluate the resistance of an external shell py, of internal shell p> (only two

outermost shells are considered in the model) and the intershell conductance g. For

MWCNTs produced by arc discharge method, characteristic values p1 ~ 10 kQ/pm, p> ~ 0.1

x p1 and g = (10 kQ)-1/ pm were obtained by fitting using the model (Bourlon et al, 2004).

In our study for CVD grown MWCNTs, the following data were obtained, using 2 and 4

points configurations:

i.  2-points, Pd all-around contacted nanotubes (Fig. 2, left): p; ~ 37 kQ/um, p, ~ 4
kQ/pm, g ~ (100 kQ)-1/ um;

ii. 4-points, side-contacted nanotubes (Fig. 2, right): p1 ~ 100 kQ/pm, p> ~22 kQ/um, g ~
(100 k€)-1/ pum.

As discussed above, the difference in measured resistances can be explaned by different

contact geometries.

The data presented show that resistances of MWCNTs produced by different methods are

still far from theoretical limits and thus are not yet suitable for interconnect apllications in
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microelectronics. Better quality (lower resistance) is characteristic of nanotubes produced by
high-temperature (arc, laser) methods compared with a conventional thermal CVD. Further
optimization of growth and contacting tecnologies aiming to obtain lower nanotube
resistances and better contacts (in particular, direct contact to internal walls) is strongly
required.

5. Contacts of nanotubes with metals: theoretical and experimental
approaches

At the most fundamental level, the resistance of a metal contact to a nanotube requires a
calculation of the quantum mechanical transmission between the two objects (Lan et al,
2008). Such theories usually assume an ideal interface between a nanotube and the metal
contact, which in practice is frequently contaminated with different impurities.

For calculations, usually the interface between graphene (flat graphitic monolayer) and
metal is considered. Graphene, the building block for other graphitic materials such as the
3D graphite (stacked graphene planes), 1D carbon nanotubes (rolled graphene sheets), and
0D carbon buckyballs (wrapped graphene specks), consists of a flat monolayer of carbon
atoms tightly packed in a two-dimensional honeycomb lattice. It is important to note that
despite long known in the literature, with the electronic structure of graphite well
established since the 40’s, it was the groundbreaking article of Novoselov et al., 2004, which
brought up interest in graphene as a potential material for a number of applications. One of
important applications is in microelectronics, where graphenes (in a form of nanotubes and,
more recently, of few-layer graphites or FLG) with their highly unusual properties deriving
from its two-dimensional geometry open new opportunities. Since then graphene has been
intensively investigated both theoretically and experimentally as reviewed by Geim &
Novoselov, 2007. Several experimental groups have focused on new field effect transistors
where silicon is replaced by graphene as the channel material (Novoselov et al, 2004; Wang
et al, 2008). These devices take advantage of graphene’s high and nearly temperature
independent mobility of carriers leading to ballistic transport in the submicrometer scale, its
linear I x V characteristics, and its unusually large sustainable currents (> 108A/cm?). To
create a graphene-based transistor, graphene is typically deposited over some substrate,
usually SiO; (Ishigami et al, 2007), or grown on top of some carbon-based substrate such as
SiC (Berger et al, 2004). Because the substrate may alter graphenes electronic properties,
these groups have investigated if and how this interaction happens, and the impact it causes
(Akcoltekin et al, 2009).

Theoretical studies of single- and multi-layer graphene have employed the tight binding
model which describes their band structures through the Dirac formalism (Castro Neto et al,
2009). In the presence of other chemical species such as dopants or adsorbates, or for
graphene on substrates, under gate dielectrics, or on/under metal contacts, graphene may
be structurally and/or electronically affected depending on the nature of the species
involved. In this context, many-body effects such as electronic exchange and correlations
may play an important role in describing correctly the band structure, requiring ab initio
techniques for the simulation of such systems.

Density functional theory (DFT) is particularly suitable to simulate large systems, which is
typical of graphene/substrate interface models (Zhou et al, 2007). DFT has been employed
to investigate the interaction of graphene with metal contacts (Chan et al, 2008; Giovannetti
et al, 2008; Ran et al, 2009) and other substrates. In the specific case of metal-graphene
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contacts it is important to understand how the two materials interact at the interface, since
this information will help to optimize device operation. For example, a large electrical
contact resistance degrades device performance. Because good contacts are usually formed
under chemical interaction, knowing the bond strength at these interfaces is crucial to the
comprehension of the device transport characteristics. Here we mention the results of Chan
et al, 2008, obtained with first principles DFT within the generalized gradient
approximation (GGA), which show that ionic bonds are formed between graphene and
metals from groups I-III, while covalent bonds are formed between graphene and
transitional, noble, and group IV metals. Another study by Giovanetti et al, 2008, found that
metal/graphene contacts can be divided in two groups (p and n) by observing the Fermi
level change with respect to the Dirac point in the band structure. In a more recent study,
Ran et al., 2009, claim, also based on first principles DFT calculations, that there exist two
groups of metal/graphene contacts depending on the strength of the interaction between d-
orbitals in metals and p, orbitals in graphene.

In the first group (typical example: Ti) strong chemically bonded contacts are formed
through the attractive interactions between the 3d electrons of the metal and the p, states in
graphene, while the second group (example: Au) comprises of weak physically bonded
contacts. Both situations are essentially determined by the electronic configurations of the
metals. The authors also perform transport simulations and their results suggest that metals
which form chemical contact with graphene might be best as electrode materials in
graphene-based electronics.

Resuming, theoretical studies have indicated that Ti contacts have lower resistances
followed by Pd, Pt, Cu and Au (Matsuda et al, 2007), basically confirming the
experimentally observed trends. However, it should be noted that the high reactivity of Ti
may lead to its oxidation and distortion of a nanotube structure in the contact region.
Finally, theoretical simulations involving single- and multi-layer graphene in contact with
different materials are an important tool to investigate these systems, helping to pave the
way for the next generation of electronic devices.

In practice, determining the contact resistance is usually a very difficult task, and requires a
great number of experiments to give statistically averaged results. An interesting approach
to measure the contact properties between an individual multi-wall nanotube and thin metal
layer has been recently developed by Lan et al, 2008. For this, sequential cuts by a focused
ion beam (beam diameter of ~10 nm) in the area of contact (reducing the contact length)
were utilized. Then, from the measured dependence of 2-terminal resistance on the contact
length, both specific nanotube resistance and contact resistance can be evaluated. For PE-
CVD grown MWCNTs with diameters in the range of 50-60 nm and thin Ag metal film
deposited by evaporation, following parameters were obtained: 1) nanotube resistances ~
4.5 kQ/pm, 2) specific contact resistances r. were shown to depend strongly on the thickness
of the Ag film, being of 38 kQ um and 1.6 kQ um (i.e., 6.4 kQ for 2 contacts of 0.5 um length
each) for Ag layers of 23 and 63 nm, respectively. From the relation r.=p./(nd/2), where p. is
the specific contact resistivity for a nanotube of diameter d, p. values were determined: 35
and 1.3 pQ cm?, for 23 and 63 nm thick layers of Ag, respectively. In this case, the
contribution of contact resistances (inversely proportional to its length) to a total 2 terminal
resistance becomes insignificant for contact lengths exceeding 1 pm. Much higher values for
thinner metal films are due to non-complete coverage of the nanotubes.
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Note that in the measurements using the transfer length method (TLM) by Jackson &
Graham, 2009, the specific contact resistance between a thin film single wall carbon
nanotube electrode and a deposited silver contact were found to be considerably higher: 20
mQ cm2. The same method was used by Liu et al, 2008, but the test structures for TLM were
produced using densified carbon nanotube strips formed from vertically-aligned CNT
forests and various metal films. Contact resistances of Ti/CNT, Pd/CNT, Ta/CNT, and
W/CNT contacts with the same nominal contact area were extracted to be 40, 49, 108, and
160 €, respectively. This corresponds to even higher specific contact resistivity values for the
nominal contact area ~0.144 mm?. The high resistivity is explained by the geometry of the
experiments, where intertube tunneling is the main mechanism of lateral conduction. It is
also argued that actual metal/CNT contact area can be much smaller than the nominal
contcat area, so that p. values cannot be accurately calculated. These results show that much
care should be taken while comparing data obtained using different methods and specific
experimental conditions. Speaking more generally, considerable contributions still should
be developed in the area of metrology of measurements involving nanostructured materials,
in particular nanotubes.

6. MWCNTSs for sensing applications

Another interesting appilcation of carbon nanotubes is for gas sensing (Star et al, 2006; Zhao,
et al, 2007). However, bare nanotubes do not show appreciable sensitivity to some gases,
and recently demonstrated decoration of CNTs by nanoparticles (NPs) (Kong et al, 2001)
sensitive to the gases of interest (electron-donating or electron-withdrawing) opened the
way to CNT/NP based gas sensors with improved performance and wider area of
applications. CNT/NP hybrid nanostructures can be selectively sensitive towards various
species in a gas or vapor. Nanoparticles of metals like Pd, Al, Pt, Sn, Pd and Rh have been
used to decorate CNTs, allowing selective detection of gases like Hs, NH;, NO, (Kim et al,
2006), CH4 (Lu et al, 2004), HoS and CO (Star et al, 2006). CNT/NP based gas sensors in
different configurations (e.g.,, CNT-FET, chemical resistors) can have extremely high
selectivilty due to high aspect ratio, fast time response and extremely low power
consumption (uW range). Currently, considerable research efforts are concentrated on
development of technologies (among them: electroless, sputtering, reflux, hydrolysis, super-
critical CO; and others) capable to decorate both SWCNTs and MWCNTs with different
metals and their oxides, selectively sensitive to different gases.

Other nanostructured materials, metal oxide nanowires (NWs) have been recently
implemented as gas sensing elements with high surface-to-volume ratios that allow for
considerable improvement of sensitivity and reduction of response/recovery times and
power consumption (to ~10-5 W, at typical bias of 5-10 V) (Kolmakov and Moskovits, 2004).
Furthemore, in experiments with SnO; NWs, self-heating by Joule effect has been shown to
provide local NW temperatures high enough (~200-300 °C, Prades et al, 2008) to avoid the
use of external heating in gas sensing experiments. Note that an external heating (and high
power consumption) is usually required for conventional sensors based on metal oxide thin
films. However, two functions, sensing and self-heating, are coupled in the same element:
the NW resistance can be changed significantly under exposure to the gas, in turn this will
change the power dissipated on a NW and thus its temperature. This may result in non-
linearities in the sensor response and requires appropriate calibration procedures.
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CNT/NP hybrid structures represent other alternative of nano-scaled gas sensors that can
operate at low voltage and power consumption (Gelamo et al, 2009). Depending on the type
of nanotube, basically two different sensor configurations are currently under intensive
studies: field effect transistors (FETs) and chemiresistors (CRs). FETs using semiconducting
single-wall carbon nanotubes, have shown to be very sensitive to various gases however
fabrication of these devices is technologically more challenging than those based on CRs.
Thin films of mixed metallic and semiconducting SWCNTSs deposited between arrays of
interdigitated electrodes in a CR configuration, were shown to be very sensitive to gases like
NO; and CHy (Lu et al, 2006). Room temperature methane detection was demonstrated for
SWCNTs decorated with Pd clusters even at room temperarure and a few mW power
consumption (Lu et al, 2004).

For multi-wall carbon nanotubes, a CR configuration has been studied (Meyyappan, 2005).
In principle, the MWCNT based sensors must be less sensitive than those based on
SWCNTs, as the measured current (and the associated noise) is supposed to pass through
the whole volume of a MWCNT including all internal walls, whereas the reaction with gases
should affect mainly the current fraction through the outermost wall. However, as discussed
above, for distances shorter than ~1 um, current redistribution between graphitic shells is
small (Moshkalev et al, 2008), i.e., for side contacted MWCNTs and short gaps between
electrodes the major fraction of current passes through the outermost wall. In terms of
sensing configuration, this effectively transforms a short side-contacted MWCNT in a big-
diameter “single-wall” metallic CNT, providing higher signal-to-noise ratio in gas sensing.
Self-heating by Joule effect has been observed in nanotubes also, and so can be successfully
employed in the case of CNTs based sensors, increasing sensitivity of hybrid CNT/NP
systems to gases under interest, see below. Figure 3 shows some examples of MWCNTs
decorated with SnO, nanoparticles for sensing applications, and Fig. 4 presents an
individual MWCNT and MWCNT film deposited over metal electrodes by DEP and
decorated by Ni (electroless) and SnO; (hydrolysis) nanoparticles, respectively.

Fig. 3. SEM (left) and TEM (right) images of MWCNTSs decorated by SnO; nanoparticles.

Multi-wall carbon nanotubes decorated by Ti nanoparticles were used for gas (N2, Ar, Oy)
and pressure sensing at low temperatures (Gelamo et al, 2009). Chemiresistor sensor
configurations with supported and suspended nanotubes were tested. For the latter, cuts
between electrodes were produced by a focused ion beam before deposition of nanotubes by
dielectrophoreris.
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Fig. 4. Individual MWCNT (left) and MWCNT film (right) deposited over metal electrodes
and decorated by Ni and SnO, nanoparticles, respectively.

As can be seen in Fig. 5, two gas sensing mechanisms (chemical, for O, and electrothermal,
for chemically inert Ar and N;) were demonstrated. For the former, current decreases, and
for the latter, increases during pulsed gas injection. The contributions of these mechanisms
were shown to depend strongly on the CNT heat balance. The electrothermal mechanism is
due to changes of the CNT electrical resistance (Kuo et al, 2007). Metallic MWCNTs can be
self-heated considerably by current (in the way similar to NWs), and this leads to a rise of
resistivity, with the temperature coefficient of resistivity (TCR) ~ 0.1% oC! (Kawano et al,
2007). Further, when a gas is injected in the vacuum chamber, fast CNTs cooling by the gas
may result in a measurable current increase. This effect was first observed by Kawano et al,
2007. For suspended nanotubes (and attached nanoparticles), heating by Joule effect is much
stronger, resulting in strong enhancement of chemical sensitivity to gas (oxygen).
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Fig. 5. Sensor response to pulses of gases N», Ar and O», peak pressures of 150, 30 and 4
mTorr, respectively (Gelamo et al, 2009).

Finally, a CNT/NP hybrid material has been successfully applied for low-pressure gas
sensing applications in chemical resistor configuration. In this configuration, multi-wall
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carbon nanotubes serve as a conductive channel (for electrical signal acquisition), a heating
element (for local heating of attached nanoparticles), and a substrate for NPs deposition (for
selective gas sensitivity), whereas nanoparticles are employed to provide selective
sensitivity to specific gases.

7. Conclusion

Many potential applications of carbon nanotubes in microelectronics are now being
investigated extensively in many laboratories. Just a few specific applications are considered
in the present work in more detail, showing some current problems and achievements.
Some earlier expectations have failed, but many new opportunities arise constantly and, in
many cases, unexpectedly. Recent introduction of new related nanocarbon material,
graphene, is just one such example. For successful large-scale integration in new
microdevices, development of reliable and compatible technologies that provide well
controlled synthesis, positioning, characterization, manipulation and modification of
nanotubes properties is still a great challenge.
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