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Preface 
 
One of the most important inventions for the development of radars was made by 

Christian Huelsmeyer in 1904. The German scientist demonstrated the possibility of 
detecting metallic objects at a distance of a few kilometres. While many basic principles of 
radar, namely using electromagnetic waves to measure the range, altitude, direction or 
speed of objects are remained up to now practically unchanged, the user requirements and 
technologies to realise modern radar systems are highly elaborated. Nowadays many 
modern types of radar (originally an acronym for Radio Detection and Ranging) are not 
designed only to be able to detect objects. They are also designed or required to track, 
classify and even identify different objects with very high resolution, accuracy and update 
rate. 

A modern radar system usually consists of an antenna, a transmitter, a receiver and a 
signal processing unit. A simple signal processing unit can be divided into parameter 
extractor and plot extractor. An extended signal processing unit consists additionally of a 
tracking module. The new category of signal processing units has also the possibility of 
automatically target classification, recognition, identification or typing. 

There are numerous classifications of radars. On the one hand they can be classified by 
their platform as ground based, air borne, space borne, or ship based radar. On the other 
hand they can be classified based on specific radar characteristics, such as the frequency 
band, antenna type, and waveforms utilized. Considering the mission or functionality one 
may find another categorization, such as weather, tracking, fire control, early warning, over 
the horizon and more. 

Other types are phased array radars, also called in some literatures as multifunction or 
multimode radars (not necessary the same). They use a phased array antenna, which is a 
composite antenna with at least two basic radiators, and emit narrow directive beams that 
are steered mechanically or electronically, for example by controlling the phase of the 
electric current.  

Mostly radars are classified by the type of waveforms they use or by their operating 
frequency. 

Considering the waveforms, radars can be Continuous Wave (CW) or Pulsed Radars 
(PR). CW radars continuously emit electromagnetic energy, and use separate transmit and 
receive antennas. Unmodulated CW radars determine target radial velocity and angular 
position accurately whereas target range information only can be gathered by using some 
form of modulation. Primarily unmodulated CW radars are used for target velocity search 
and track and in missile guidance. Pulsed radars use a train of pulsed waveforms, mainly 
with modulation. These systems can be divided based on the Pulse Repetition Frequency 
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(PRF) into low PRF (mainly for ranging; velocity is not of interest), medium PRF, and high 
PRF (primarily for velocity measurement) radars. By using different modulation schemes, 
both CW and PR radars are able to determine target range as well as radial velocity. 

These radar bands from 3 MHz to 300 MHz have a long historically tradition since the 
World War II. These frequencies are well known as the passage from radar technology to the 
radio technology. Using electromagnetic waves reflection of the ionosphere, High 
Frequency (HF, 3MHz – 30MHz) radars such as the United States Over the Horizon 
Backscatter (U.S. OTH/B, 5 – 28 MHz), the U.S. Navy Relocatable Over the Horizon 
(ROTHR) and the Russian Woodpecker radar, can detect targets beyond the horizon. Today 
these frequencies are used for early warning radars and so called Over The Horizon (OTH) 
Radars. By using these very low frequencies, it is quite simple to obtain transmitters with 
sufficient needed power. The attenuation of the electromagnetic waves is therefore lower 
than using higher frequencies. On the other hand the accuracy is limited, because a lower 
frequency requires antennas with very large physical size which determines the needed 
angle resolution and accuracy. But since the most frequency-bands have been previously 
attributed to many operating communications and broadcasting systems, the bandwidth for 
new radar systems in these frequencies area is very limited. A comeback of new radar 
systems operating in these frequency bands could be observed the last year. Many radar 
experts explain this return with the fact that such HF radars are particularly robust against 
target with Stealth based technologies. 

 Many Very High Frequency (VHF, 30MHz – 300MHz) and Ultra High Frequency 
(UHF, 300MHz – 1GHz) bands are used for very long range Early Warning Radars. A well 
known example in these categories of radar is for example, The Ballistic Missile Early 
Warning System (BMEWS). It is a search and track monopulse radar that operates at a 
frequency of about 245 MHz. The also well known Perimeter and Acquisition Radar (PAR), 
is a very long range multifunction phased array radar. The PAVE PAWS is also a 
multifunction phased array radar that operates at the UHF frequencies. 

The UHF operating radar frequency band (300 MHz to1 GHz), is a good frequency for 
detection, tracking and classification of satellites, re-entry vehicles or ballistic missiles over a 
long range. These radars operate for early warning and target acquisition like the 
surveillance radar for the Medium Extended Air Defence System (MEADS). Some weather 
radar-applications like the wind profilers also work with these frequencies because the 
electromagnetic waves are very robust against the volume clutter (rain, snow, graupel, 
clouds). 

Ultra wideband Radars (UWB-Radars) use all HF-, VHF-, and UHF- frequencies. They 
transmit very low pulses in all frequencies simultaneously. Nowadays, they are often used 
for technically material examination and as Ground Penetrating Radar (GPR) for different 
kind of geosciences applications. 

Radars in the L-band (1GHz – 2GHz) are primarily ground and ship based systems, 
used in long range military and air traffic control search operations. Their typical ranges are 
as high as about 350-500 Kilometres. They often transmit pulses with high power, broad 
bandwidth and an intrapulse modulation. Due to the curvature of the earth the achievable 
maximum range is limited for targets flying with low altitude. These objects disappear very 
fast behind the radar horizon. In Air Traffic Management (ATM) long-range surveillance 
radars like the Air Surveillance Radar the ASR-L or the ASR-23SS works in this frequency 
band. L-band radar can also be coupled with a Monopulse Secondary Surveillance Radar 
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(MSSR).They so use a relatively large, but slower rotating antenna. One well known 
maritime example in this category is the SMART-L radar systems. 

 S-band (2GHz – 4GHz), are often used as airport surveillance radar for civil but also for 
military applications. The terminology S-Band was originally introduced as counterpart to 
L-Band and means "smaller antenna" or "shorter range". The atmospheric and rain 
attenuation of S-band radar is higher than in L-Band. The radar sets need a considerably 
higher transmitting power than in lower frequency ranges to achieve a good maximum 
range. In this frequency range the influence of weather conditions is higher than in the L-
band above. For this raison, many weather forecast and precipitation radars in the 
subtropics and tropic climatic zone (Africa, Asia, Latin America) operate in S-band. One 
advantage here is that these radars (usually Doppler-radar) are often able to see beyond 
typical severe storm or storm system (hurricane, typhoon, tropical storm, cyclonic storm). 
Special Airport Surveillance Radars (ASR) are used at airports to detect and display the 
position of aircraft in the terminal area with a medium range up to about 100 kilometres. An 
ASR detects aircraft position and weather conditions in the vicinity of civilian and military 
airfields.  

The most medium range radar systems operate in the S-band (2GHz – 4GHz), e.g. the 
ASR-E (Air Surveillance Radar) or the Airborne Warning And Control System (AWACS). 

 The C-band radar systems (4GHz – 8GHz) are often understand in the radar 
community as a kind of  compromising frequency-band that is often used for medium range 
search. The majority of precipitation radars used in the temperate climate zones (e.g. 
Europe, Nord America) operates in this frequency band. But C-band radars are also often 
used for fire control military applications. There exist many mobile battlefield radars with 
short and medium range. For these defence application for example, C-band antennas are 
used for weapon guidance. One of the reasons is that, additionally to there high precision, 
they are also small and light enough for usually transport systems (Truck, Small boat). The 
influence of weather phenomena is also very large and for this reason, the C-band antennas 
air surveillance purposes mostly operate with circular polarization. In the C-band radar 
series, the TRML-3D (Ground) and the TRS-3D (Naval) Surveillance Radar are well known 
operating systems. 

The X-band (8GHz – 12.5GHz) radar systems are often used for applications where the 
size of the antenna constitutes a physical. In this frequency band the ratio of the signal 
wavelength to the antenna size provide a comfortable value. It can be achieved with very 
small antennas, sufficient angle measurement accuracy, which favours military use for 
example as airborne radar (airborne radar).This band is often used for civilian and military 
maritime navigation radar equipment. Several small and fast-rotating X-band radar are also 
used for short-range ground surveillance with very good coverage precision. The antennas 
can be constructed as a simple slit lamp or patch antennas. For space borne activities, X-
band Systems are often used as Synthetic Aperture Radars (SAR). This covers many 
activities like weather forecast, military reconnaissance, or geosciences related activities 
(climate change, global warming, and ozone layer). Special applications of the Inverse 
Synthetic Aperture Radar (ISAR) are in the maritime surveillance also to prevent 
environmental pollution.  

Some well known examples of X-band Radar are: the APAR Radar System (Active 
Phased Array, Ship borne multi-function Radar), The TRGS Radar Systems (Tactical Radar 
Ground Surveillance, active phased array system), The SOSTAR-X (Stand-Off Surveillance 
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and Target Acquisition Radar), TerraSAR-X (Earth observation satellite that uses an X-band 
SAR to provide high-quality topographic information for commercial and scientific 
applications). 

In the higher frequency bands (Ku (12.5GHz – 18GHz), K (18GHz – 26.5GHz), and Ka 
(26.5GHz – 40GHz)) weather and atmospheric attenuation are very strong which leads to a 
limitation to short range applications, such as police traffic radars. With expectant higher 
frequency, the atmosphrerical attenuation increases, but the possible range accuracy and 
resolution also augment. Long range cannot be achieved. Some well known Radar 
applications examples in this frequency range are:  the airfield surveillance radar, also 
known as the Surface Movement Radar (SMR) or the Airport Surface Detection Equipment 
(ASDE). With extremely short transmission pulses of few nanoseconds, excellent range 
resolutions are achieved. On this mater contours of targets like aircraft or vehicles can 
briefly be recognised on the radar operator screen. 

In the Millimetre Wave frequency bands (MMW, above 34GHz), the most operating 
radars are limited to very short range Radio Frequency (RF) seekers and experimental radar 
systems. 

Due to molecular scattering of the atmosphere at these frequencies, (through the water 
as the humidity here) the electromagnetic waves here are very strong attenuated. Therefore 
the most Radar applications here are limited to a range of some few meters. For frequencies 
bigger than 75 GHz two phenomena of atmospheric attenuation can be observed. A 
maximum of attenuation at about 75 GHz and a relative minimum at about 96 GHz. Both 
frequencies are effectively used. At about 75 to 76 GHz, short-range radar equipment in the 
automotive industry as a parking aid, brake assist and automatic avoidance of accidents are 
common. Due to the very high attenuation from the molecular scattering effects (the oxygen 
molecule), mutual disturbances of this radar devices would occur. On the other side, the 
most MMW Radars from 96 to 98 GHz exist as a technical laboratory and give an idea of 
operational radar with much greater frequency. 

Nowadays, the nomenclature of the frequency bands used above originates from world 
war two and is very common in radar literature all over the world. They vary very often 
from country to country. The last year's efforts were made in the world radar community in 
order to unify the radar frequency nomenclature.  

In this matter the following nomenclature convention is supposed to be adapted in 
Europe in the future: A-band (< 250MHz), B-band (250MHz – 500MHz), C-band (500MHz – 
1GHz), D-band (1GHz – 2GHz), E-band (2GHz- 3GHz), F-band (3GHz – 4GHz), G-band 
(4GHz – 6GHz), H-band (6GHz – 8GHz), I-band (8GHz – 10GHz), J-band (10GHz – 20GHz), 
K-band (20GHz – 40GHz), L-band (40GHz – 60GHz), M-band (> 60GHz). 

 

In this book “Radar Technology”, the chapters are divided into four main topic areas: 
 

Topic area 1: “Radar Systems” consists of chapters which treat whole radar systems, 
environment and target functional chain. 

 

Topic area 2: “Radar Applications” shows various applications of radar systems, 
including meteorological radars, ground penetrating radars and glaciology. 

 

Topic area 3: “Radar Functional Chain and Signal Processing” describes several aspects 
of the radar signal processing. From parameter extraction, target detection over tracking and 
classification technologies. 
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Topic area 4: “Radar Subsystems and Components” consists of design technology of 
radar subsystem components like antenna design or waveform design. 
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Radar Performance  
of Ultra Wideband Waveforms 

Svein-Erik Hamran 
FFI and University of Oslo 

Norway 

1. Introduction 
In the early days of radar, range resolution was made by transmitting a short burst of 
electromagnetic energy and receiving the reflected signals. This evolved into modulating a 
sinusoidal carrier into transmitting pulses at a given repetition interval. To get higher 
resolution in the radars the transmitted pulses got shorter and thereby the transmitted 
spectrum larger. As will be shown later the Signal-to-Noise Ratio (SNR) is related to the 
transmitted energy in the radar signal. The energy is given by the transmitted peak power in 
the pulse and the pulse length. Transmitting shorter pulses to get higher range resolution 
also means that less energy is being transmitted and reduced SNR for a given transmitter 
power. The radar engineers came up with radar waveforms that was longer in time and 
thereby had high energy and at the same time gave high range resolution. This is done by 
spreading the frequency bandwidth as a function of time in the pulse. This can be done 
either by changing the frequency or by changing the phase. 
If the bandwidth is getting large compared to the center frequency of the radar, the signal is 
said to have an Ultra Wide Bandwidth (UWB), see (Astanin & Kostylev, 1997) and (Taylor, 
2001). The definition made by FFC for an UWB signal is that the transmitted spectrum 
occupies a bandwidth of more than 500 MHz or greater than 25% of the transmitted signal 
center frequency. UWBsignals have been used successfully in radar systems for many years. 
Ground Penetrating Radar (GPR) can penetrate the surface of the ground and image 
geological structures. Absorption of the radar waves in the ground is very frequency 
dependent and increases with increasing frequency. Lower frequencies penetrate the 
ground better than higher frequency. To transmit a low frequency signal and still get high 
enough range resolution calls for a UWB radar signal. The interest in using UWB signals in 
radar has increased considerably after FFC allocated part of the spectrum below 10 GHz for 
unlicensed use. Newer applications are through the wall radar for detecting people behind 
walls or buried in debris. Also use of UWB radar in medical sensing is seeing an increased 
interest the later years. 
UWB radar signal may span a frequency bandwidth from several hundred of MHz to 
several GHz. This signal bandwidth must be captured by the radar receiver and digitized in 
some way. To capture and digitize a bandwidth that is several GHz wide and with sufficient 
resolution is possible but very costly energy and money wise. This has been solved in the 
impulse waveform only taking one receive sample for each transmitted pulse. In the Step-
Frequency (SF) waveform the frequencies are transmitted one by one after each other. A 
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general rule for UWB radars is that all of the different waveform techniques have different 
methods to reduce the sampling requirement. The optimal would be to collect the entire 
reflected signal in time and frequency at once and any technique that is only collecting part 
of the received signal is clearly not optimal. 
This chapter will discuss how different UWB waveforms perform under a common 
constraint given that the transmitted signal has a maximum allowable Power Spectral 
Density (PSD). The spectral limitations for Ground Penetration Radars (GPR) is given in 
Section 2 together with a definition on System Dynamic Range (SDR). In Section 3 a short 
presentation on the mostly used UWB-radar waveforms are given together with an 
expression for the SDR. An example calculation for the different waveforms are done in 
Section 4 and a discussion on how radar performance can be measured in Section 5. 

2. Radar performance 
There are different radar performance measures for a given radar system. In this chapter 
only the SDR and related parameters will be discussed. Another important characteristic of 
a radar waveform is how the radar system behave if the radar target is moving relative to 
the radar. This can be studied by calculating the ambiguity function for the radar system. In 
a narrow band radar the velocity of the radar target gives a shift in frequency of the received 
waveform compared to the transmitted one. For a UWB-waveform the received waveform 
will be a scaled version of the transmitted signal. This is an important quality measure for a 
radar system but will not be discussed in this chapter. 

2.1 Radiation limits 
A comparison between an Impulse Radar (IR) and a Step Frequency (SF) radar was done by 
(Hamran et al., 1995). No constraint on the transmitted spectrum was done in that 
comparison. The new licensing rules for UWB signals put a maximum transmitted Power 
Spectral Density (PSD) on the Equivalent Isotropically Radiated Power (EIRP) peak 
emissions from the UWB device. The unit of the PSD is dBm/Hz and is measured as peak  
 

 
Table 1. The maximum allowed measured radiated PSD for GPR/WPR imaging systems 
according to European rules 

 
Table 2. The maximum allowed mean PSD for GPR/WPR imaging systems according to 
European rules 
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Fig. 1. The maximum allowed measured radiated PSD and mean PSD for GPR/WPR 
imaging systems 

power in a 1 MHz measurement bandwidth (mB) above 1 GHz. There is no single set of 
emission limits for all UWB devices as both the level in dBm/Hz and the mB is changing 
with device and frequency. Table 1, Table 2 and Figure 1 give an example on how the PSD 
varies with frequency for GPR under European rules, (ETSI EN 302 066-1, 2007). 
The limits in Table 1 are in principle the same for time domain systems like impulse radars 
and for frequency domain systems like SF-systems. The way the PSD is measured is 
however different see (ETSI EN 302 066-1, 2007) and (Chignell & Lightfoot, 2008). 
For impulse systems the following formula should be used: 

 (1) 

with: 

 
where τ is the pulse width of the GPR transmitter measured at 50 % amplitude points and 
PRF is the pulse repetition frequency of the pulse. The peak power and pulse length is 
measured using a wide bandwidth oscilloscope. 
For systems using SF-waveforms the signal is formed by transmitting a sequence of discrete 
frequencies each having a Dwell Time (DT) and a total sequence length called Scan Time 
(ST). Calculating the mean PSD for a SF-system the following formula should be used: 

 (2) 
with: 

 
where DT is measured at 50 % amplitude points at a frequency near the maximum of the 
radiated spectrum, using a spectrum analyser in zero span mode and 1 MHz resolution 
bandwidth. 
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A simplified PSD spectrum will be used during the discussion in this chapter. The objectives 
are to see how the different type of UWB-waveforms performs under a given constraint on 
the radiated PSD. The simplified spectrum mask is just a constant maximum limit on the 
PSD over a bandwidth B. The PSD is measured for a given receiver measurement 
bandwidth, mB. For the mean PSD given in Table 2 the measurement bandwidth is  
mB = 1MHz. 

2.2 System Dynamic Range (SDR) 
The SDR is the ratio between the peak radiated power from the transmitting antenna and 
the minimum detectable peak signal power entering the receiver antenna. This number 
quantifies the maximum amount of loss the radar signal can have, and still be detectable in 
the receiver. Since the minimum detectable signal is strongly related to the integration time, 
the performance number should be given for a given integration time. In the literature the 
SDR measure is defined in many different ways and many names are used such as System 
Performance or System Q. Most of them excludes the antenna gain on the radar side and are 
different from what is used here. We will use the definition given in (Hamran et al., 1995) 
with the exception that we will call it the System Dynamic Range, SDR, of the radar system 
instead of only Dynamic Range. This number tells us that if a reflector has a maximum loss 
which is less than the radar system SDR, then the reflector can be detected by the radar 
system. This assumes that the reflected signal is within the Receiver Dynamic Range (RDR) 
of the radar system, thus some gain parameters in the radar system may have to be varied to 
fully make use of the SDR. To be able to calculate the SDR of a given radar system the 
matched filter radar equation must be used. Using the simple radar equation for a 
transmitting pulse having a time-bandwidth product equal unity makes one run into 
problems when trying to compare different system on a general basis. The following 
discussion is based on (Hamran et al., 1995) The Signal-to-Noise ratio (SNR) for a radar 
receiver that is matched to the transmitted signal is given by the following equation: 

 
(3) 

This is the matched receiver radar equation, where ET = transmitted signal energy, ER = 
received signal energy, N0 = noise spectral density, G = transmit/receive antenna gain, λ = 
wavelength, σ = target radar cross section and R = range to target. 
For the matched filter in the white noise case, the SNR is dependent only on the signal 
energy and the noise spectral density, and is otherwise independent of the signal waveform, 
provided that the filter is matched to the signal, (DiFranco & Rubin, 1980). The power 
spectral density of the noise can be expressed by: 

 
(4) 

where kB is Boltzmann’s constant (1.380650310–23m2kgs–2K–1), T0
 is the room temperature in 

Kelvins (typically 290 K) and F is the dimensionless receiver noise figure. The signal-to-noise 
ratio is directly proportional to the transmitted energy. Thus, the longer the receiver 
integration time, the higher the signal-to-noise-ratio will be. The average transmitting power 
over a time period is given by: 
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(5) 

Bringing all this into Equation 3 and splitting the radar equation in two separate parts where 
the first contains the radar system dependent parameters and the second the medium 
dependent parameters we have 

 
(6) 

The left side contains the radar system dependent parts and the right the propagation and 
reflection dependent parts. The SDR of the radar system is defined as: 

 
(7) 

When comparing different radar systems, the same integration or observation time should 
be used. Comparing two radar systems having the same antennas and integration time, the 
following expression is obtained assuming the same SNR for both systems: 

 
(8) 

We see that only the transmitted average power and receiver noise figure need to be 
considered. This is however only correct if the radar receiver is matched to the transmitted 
waveform. If the receiver is not matched, a mismatch loss must be introduced. Several 
factors are involved in this loss and could be taken into account by introducing a matching 
coefficient (=1 if matched) in the equations above. 
In the following discussion we assume that all radars have the same antenna and the 
antenna gain has been set to 1. It is further assumed that all radars have the same noise 
figure that has been set equal to 5. The SNR is set to 1. The transmitted spectrum is the same 
for all waveforms and is given in Figure 2. The spectrum is flat with a power spectral 
density of PSD and a bandwidth of B. 

3. UWB waveforms 
Figure 3 show a pulse train that is made up of pulses with a 1 GHz center frequency and a 
Gaussian amplitude shape with a bandwidth of 80 % of the carrier frequency. The pulse 
repitition interval (PRI) is 10 ns. The frequency spectrum of the pulse train is shown in the 
lower plot in the figure. We see that the spectrum of the pulse train is a line spectrum 
centered at 1 GHz and a -4 dB bandwidth of 800 MHz. The distance between the lines is 
given by 1/PRI and is 100 MHz. The pulse train and its spectrum represents the same signal. 
In stead of sending the pulse train one could send the line spectrum. In fact, if a line 
spectrum made by several fixed oscillator transmitting at the same time and amplitude 
weighted accordingly, the different sinusoidal signals would sum up and produce the pulse 
train. If the radar scattering scene does not move we could send out one line at a time and 
measure the reflected signal for each frequency component. A Fourier transform of the 
measured frequency response would produce the reflected time signal just like transmitting 
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Fig. 2. For the comparison between the different radar waveforms the simple spectrum 
showed in the figure will be used. It has a flat spectrum with a power spectral density of 
PSD over the bandwidth B. 

 
Fig. 3. The figure show a pulse train and its frequency spectrum. The pulse train has a 
Gaussian pulse with center frequency 1 GHz and a relative bandwidth of 80%. 

a pulse and measuring the reflected signal. This method is used in radar and is called a Step 
Frequency (SF) radar. 
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All UWB radar waveforms have a way to reduce sampling speed in the receiver so that the 
full transmitted signal bandwidth does not need to be sampled directly. In impulse radars 
only one sample per transmitted pulse can generally be taken. The time between the 
transmitted pulse and the received sample is changed between each pulse and the range 
profile is then built up. Alternatively, several range cells are sampled with only one bit 
resolution and several transmitted pulses are needed to get more resolution. In Frequency 
Modulated Continous Wave (FMCW) and Step-Frequency radars the frequencies are 
changed linearly with time or stepped with time respectively. Only the beat frequency 
between the transmitted signal and the received signal is sampled. In continuation of this 
section a short description of commonly used UWB radar waveforms will be given. 

3.1 Impulse radar 
In a normal pulsed radar system a local oscillator is switched on and off to generate the 
transmitted pulse. In impulse radar a short DC pulse is applied directly to the transmitter 
antenna. The transmitter antenna works as a filter and a band pass signal is radiated from 
the antenna. The shape and bandwidth of the radiated signal is determined by the antenna 
transfer function, in other word the parts of the spectrum that the antenna effectively can 
transmit. A filter may also be put in front of the antenna to shape the spectrum. The received 
signal needs to be sampled and stored for further treatment. Figure 4 illustrates the 
sampling process in impulse radar. 
 

 
Fig. 4. Illustration of impulse radar with real time or sequential sampling, The transmitted 
pulse has a pulse width T and a pulse repetition interval TR. 

The matched filter for a pulse is a bandpass filter having the same bandwidth as the pulse 
and sampling the pulse at the maximum amplitude point. This can be done by sampling the 
received waveform with a sampling frequency of at least twice the highest frequency in the 
waveform. In impulse GPR they normally sample at least 10 times the center frequency of 
the transmitted waveform. In UWB impulse radars the highest frequency can be several 
GHz so that an Analog to Digital Converter (ADC) that can sample at this speed with 
several bit resolution is very difficult to manufacture and would be expensive and power 
consuming. This is called real time sampling and is illustrated in Figure 4. A solution to this 
problem is to take only one receive sample for each transmitted pulse. Then the ADC only 
needs to take one sample every pulse repetition interval (PRI) so the need for high speed 
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ADC is avoided. The lower part of Figure 4 illustrates the sequential sampling technique 
also called transient repetitive sampling or stroboscopic sampling. This technique is 
currently being used in oscilloscopes for capturing wideband repetitive signals. 
Figure 5 show a block diagram of impulse radar with sequential sampling, see (Daniels, 
2004). A noise generator is controlling the trigger of the transmitted pulse. This is to 
randomize the PRI of the pulse train and thereby reduce peaks and smooth the transmitted 
spectrum. The PRI-generator triggers the impulse transmitter. The trigger signal is delayed a 
certain amount before being used to trigger the receiver sampler to take one range sample. 
The delay is shifted before the next sample is taken. In this radar a multi bit high resolution 
ADC can be used. 
 

 
Fig. 5. Impulse radar with sequential sampling. 

Another way to capture the reflected signal is to use a single bit ADC and collect several 
range cells for each transmitted impulse. Figure 6 show a block diagram of this type of 
impulse receiver. In a practical realization of this receiver one single bit ADC with dither is 
used and several delays are implemented with a counter on each tap, see (Hjortland et al., 
2007). Since the delay is needed only on a single bit signal this is easily implemented using 
CMOS logic. However several transmitted impulse signals is needed to get sufficient 
resolution in the received radar profile. Each single bit signal from a range cell is fed to a 
counter effectively integrating up the single bit signal to yield a higher resolution and 
thereby higher dynamic range. 
In both realizations of impulse radar described above several transmitted pulses are needed 
to build up one range profile. This means that the receiver is not optimally matched to the 
transmitted signal and that if the reflector is moving during the profile acquisition it may 
blur the resulting radar image. 
The average transmitted power for an impulse radar with peak power PT , pulse length T 
and pulse repetition interval TR is: 

 
(9) 

The SDR, given in equation 7, for an impulse radar that has a real time sampling of all the 
receiver range gates and is therefore matched is given as: 
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(10)

If the impulse radar has a sequential sampling the effective sampling is reduced by the 
number of range samples in the range profile, np. The radar transmits np pulses before it 
returns to the same range sample. The SDR for a sequential sampled impulse radar is given 
by: 

 
(11)

If the radar has a single bit ADC, one transmitted pulse is needed for each signal level that 
needs to be discretized. If a 12-bits resolution is needed in the digitized range profile, nb = 212 
transmitted pulses need to be transmitted before all the levels are measured. This gives the 
following expression for the SDR: 

 
(12)

 
Fig. 6. Impulse radar with single bit ADC receiver 

3.2 Step frequency radar (SFR) 
A pulse train can be synthesized by sending single tone frequencies simultaneously as 
illustrated in Figure 3. The different sinusoidal frequencies will sum up, and the transmitted 
signal will be a pulse train. The width of each pulse is determined by the span between the 
highest and lowest frequency transmitted. The repetition interval is determined by the 
distance between the transmitted frequencies. A pulse train can also be synthesized by 
transmitting the different frequencies one at a time and summing them up afterwards. The 
step frequency radar does this and transmits single tone frequencies in sequence where only 
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one frequency is transmitted at a time. The phase and amplitude for each frequency is 
measured of the reflected signal and the radar reflectivity profile is obtained by taking and 
inverse Fourier transform of the received frequencies. 
Figure 7 show a block diagram of a step frequency radar. An oscillator generates the correct 
frequency that is transmitted by an antenna. The received signal is captured by the receiver 
antenna and amplified before it is multiplied with the same signal as transmitted. The signal 
after the mixer is low pass filtered and sampled in an I- and Q-detector. The I- and Q-
detector can be implemented after the signal has been sampled. In a homo dyne receiver as 
shown in Figure 7 the signal oscillator signal need to have a low second and third harmonic 
content. If this is difficult to achieve a heterodyne receiver should be made. 
 

 
Fig. 7. Block diagram of a step frequency or FMCW radar with homo dyne receiver 

When stepping to a new frequency by changing the frequency in the oscillator, it may take 
some time before the new frequency is stable and can be used. Figure 8 illustrates this where 
the oscillator needs Tsu seconds before it is stable. If the effective integration time is Ti the 
reduction in integration time given by Tsu/(Tsu + Ti). The Tsu interval depends on the 
oscillator. If a Direct Digital Synthesizer - DDS is used the interval is very small and can be 
neglected. If however a PLL is used in the oscillator it will take some time before it is locked 
depending on the loop filter values. 
The SF signal has a Dwell Time equal DT = Tsu + Ti for each frequency and a Scan Time equal 
ST = DTnf where nf is the number of transmitted frequencies. If we assume that the dwell 
time is the inverse of the measurement bandwidth for the PSD, the average transmitted 
power for the step frequency signal is: 

 (13)

If this radar is used as a GPR the average power can be increased according to Equation 2 by 
a factor given by: 

 
(14)
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Fig. 8. Changing the frequency in a SF radar system may result in a need to wait until the 
frequency is stable 

The new allowable average transmitted power is: 

 
(15)

being the same as for the impulse radar in Equation 9. If the correction is not done the 
SFwaveform would have a reduced average transmitted power of mB/B compared to 
impulse radar. 
The SDR for a SF-radar is: 

 
(16)

3.3 Frequency modulated continuous wave (FMCW) 
Another widely used radar technique in UWB systems is the Frequency-Modulated 
Continuous-Wave (FMCW) radar. This radar is also collecting the data in the frequency 
domain as with the SFR technique. In stead of changing the frequency in steps, as with SF-
radars, the frequency is changed linearly as a function of time. The schematic block diagram 
is the same as shown in Figure 9 for the SFR except that the frequency oscillator is sweeping. 
The received signal, a delayed version of the transmitted signal is multiplied with the 
transmitted signal. The received signal will due to the propagation delay have a different 
frequency than the transmitted signal so the signal after the mixer will have a beat 
frequency proportional to the range of the reflector. The signal after digitization is the same 
as for the SF-radar and an inverse Fourier transform can be used to get the radar reflectivity 
profile. 
Figure 9 show the frequency as a function of time. The parameters that characterize the 
sweep is the Sweep Time to sweep the whole bandwidth B, ST = B/α where α is the sweep 
frequency rate of change. The Dwell Time is defined at the time the sweep signal stays 
within the measurement bandwidth mB and is given as DT = mB/α. 
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Fig. 9. The dwell time will depend on the sweep 

The allowable average transmit power for the sweep is given as the PSD times the inverse of 
the time the sweep need to cross the mB: 

 
(17)

If the same correction that can be applied to the SF-radar also can be applied to the FMCW 
we get the following correction factor: 

 
(18)

The corrected average power then becomes: 

 
(19)

We see that the measurements bandwidth of the PSD and the sweep rate enters into the 
calculation. If mB = 1/DT we get   = PSD ×B. 
The SDR for a FMCW-radar is: 

 
(20)

3.4 Noise radar 
A block diagram of a noise radar is shown in Figure 10. A random noise signal is 
transmitted by the antenna. The transmitted signal is reflected back and enters the receiver 
after a time given by the two way travel time delay. The received signal is amplified and 
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correlated with a reference signal that is a delayed version of the transmitted noise signal. 
When the reference signal is delayed the same amount as the received signal a strong 
correlation value would be expected. 
The delay line in Figure 10 can be implemented in different ways. The most straight forward 
is a cable with a given length providing the correct delay. A mixer and a low pass filter can 
be used as a correlator. Another implementation is using a digital RF-memory where the 
transmitted signal is sampled and delayed digitally before converted to analog signal and 
correlated with the received signal. A fully digital correlation can be done where both the 
transmitted signal and the received signal is digitized and stored in a computer. Then the 
cross-correlation can be done by calculating the cross-spectrum by taking a Fourier 
transform of the transmitted and received signal. The correlation peak-to-noise ratio for a 
noise radar is close to the time bandwidth product. For a 40 dB peak-to-noise ratio 10 000 
samples must be collected. For an analog correlator this number of new samples must be 
collected for each range cell. If a digital correlator is used, the same collected samples can be 
used for all the range cells. Thus the PRF is much higher for a digital correlator than for an 
analog correlator. The sampling in a noise radar can be done with a single bit ADC, see 
(Axelsson, 2003). 
 

 
Fig. 10. Block diagram of a noise radar 

If the transmitted noise signal is a pseudo random noise generated by a shift register a 
repetitive signal can be made. When the transmitted signal is repetitive a sequential 
sampling receiver like for the impulse radar can be made. This technique is described in 
(Sachs, 2004) and a schematic of the radar is given in Figure 11. The RF-clock generating the 
pseudo random noise signal is divided to make up the sampling clock. If the clock is 
divided by 4 it will take 4 pseudo random noise sequences to make up one measurements, 
see (Sachs, 2004) for more details. 
The transmitted average power for a noise radar is: 

 (21)
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Fig. 11. Block diagram of a noise radar using pseudo random noise and sequential sampling 
in the receiver 

If both the transmitted noise signal and the reflected signal is digitized and sampled the 
SDR is given by: 

 
(22)

If pseudo random noise and sequential sampling is used the above equation must be 
multiplied with a factor 1/nm where nm is the number of pseudo random sequences needed 
to collect all the data. The SDR becomes: 

 
(23)

4. Examples on radar performance 
A general comparison between the different waveforms is not possible as the SDR depends 
on the number of range samples needed and the bandwidth of the radar signal. To compare 
the waveforms a radar with the parameters given in Table 3 will be used. The radar has a 
bandwidth of 1 GHz and a center frequency of 1 GHz. The range window that should be 
imaged is 200 ns long. The integration time for collecting one trace is 1 ms. Table 4 gives the 
calculated SDR for the different waveforms. The impulse real time sampling waveforms has 
an ADC that can collect all samples in the radar trace for each transmitted impulse. The 
receiver is matched and the radar system gets the maximum possible SDR = 131.5 dB. The 
impulse sequential sampling is having an equivalent sampling at 10 times the radar center 
frequency. This means that it needs np = 2000 transmitted pulses to build one radar trace. 
This gives a reduction of 33 dB compared to the real time sampling. The single bit receiver 
changes the threshold levels to get 12-bit resolution in the receiver. The radar needs to transmit 
nb = 212 pulses to get one radar trace at 12-bit resolution. This gives a reduction of 36.1 dB 
compared to the real time sampling, only 3.1 dB lower than the sequential sampling receiver. 
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Table 3. General radar parameters used for all the radar systems under study 

 
Table 4. SDR for the different waveforms for the radar parameters given in Table 3 

In the step frequency waveform the oscillator set up time is Tsu = 100 ns and the integration 
time per frequency is Ti = 900 ns. The dwell time is DT = 1/mB. The SDR is calculated to be 
91.5 dB that is 40.4 dB lower than impulse real time performance. This is due to the much 
lower allowable transmitted average power given by Equation 13. If the correction factor in 
Equation 2 is applied the SDR is 121.5 dB, still 10 dB lower that impulse real time sampling. 
If a DDS is used as a oscillator with practically no set up time between the frequency steps 
the, SDR would increase and be the same as for the impulse real time sampling. 
The sweep in the FMCW is adjusted so that DT = 1/mB = 1μs. This gives α = 1MHz/μs and 
one sweep takes 1 ms. The SDR for the FMCW is 101.5 dB and if corrected by Equation 13 
becomes 131.5 dB. 
A noise radar that collects all the bandwidth with a real sampling techniques gets a SDR of 
131.5 dB If a sequential sampling where 40 sequences are needed to get one radar trace the 
performance is reduced by 16 dB. 
The SDR numbers given in Table 4 are depending on several parameters and will change 
depending on radar center frequency, signal bandwidth and radar range window. Table 4 
show that the SDR is varying more than 40 dB for the different waveforms. 

5. Measuring radar performance 
Figure 12 illustrates the different signal levels present in the radar receiver. The signal levels 
will be referenced to the transmitter signal level PT either in dBm or in dB relative to the 
transmitter power level. The transmitted power level is indicated by a horizontal dashed 
line. The next level in the receiver is the level where the ADC has reached full scale, ADC-
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FS. The ADC-FS should be given by what signal level in dBm at the receiver antenna input 
is driving the ADC full scale. This level is also indicated by a horizontal line in Figure 12. 
The next level is the thermal noise, N, in the receiver. This is the thermal noise at the receiver 
input given by Equation 4. There is also an internal coupling in the radar system that is 
illustrated on the left side as a sloping dashed line. The internal coupling level will decrease 
with time in the receiver time window. The internal coupling may be characterized by the 
maximum signal level in the receiver and the slope given in [dB/ns]. The coupling ring 
down depends among other things on the oscillator phase noise and the receiver IF-mixer. 
The different levels indicated in Figure 12 can be measured by some simple measurements. 
 

 
Fig. 12. Illustration of the different signal levels in the radar receiver 

5.1 Transmitter power 
UWB radars use wide band microwave amplifiers that do not necessarily have the same 
gain for all the frequencies. Normally the gain decrease as a function of frequency. If the 
gain change by 2 dB over the used bandwidth for each amplifier and the radar have 5 such 
gain stages in the transmitter chain the transmitted spectrum will change by 10 dB over the 
band. The transmitted spectrum should be measured using a calibrated spectrum analyzer. 

5.2 Receiver gain 
The receiver level should be calibrated relative to the transmitted power measured in 5.1. If 
the transmitter power is known in dBm the receiver can be calibrated in dBm. This can be 
done by connecting a cable with a known attenuator as shown in Figure 13. The cable will 
give a signal in the receiver with a level given as PT – Att. The cable signal level should be 
much higher than the thermal noise level to give a high signal-to-noise ratio. If the cable and 
attenuator are frequency independent the receiver gain can be measured. Measuring the 
received signal from the cable and subtracting the input signal to the receiver given by PT – 
Att the receiver gain can be calculated as a function of frequency. The gain is the total 
receiver gain from the receiver antenna input to the ADC. 
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Fig. 13. Measuring radar system performance. The transmitter output is connected to the 
receiver input via a cable and an attenuator 

5.3 Internal coupling 
The internal coupling should be measured by terminating both the transmitter output and 
the receiver input to their characteristic impedances. Then a normal radar measurement 
should be done. The coupling should be characterized by its maximum signal level given in 
dBm and its slope given in [dB/ns]. The internal coupling should be as low as possible and 
the slope as steep as possible. 

5.4 Receiver noise 
The measurement above can also be used to measure the receiver noise level. The internal 
coupling will slope downward as a function of travel time in the radar receiver window. At 
a certain time the signal will level out and become horizontal. The level of this horizontal 
part in the receiver is the receiver noise level. Since the receiver is calibrated in dBm the 
noise level can be measured in dBm and should be compared with the theoretical value 
given by equation 4. The receiver thermal noise level will depend on the integration time of 
the radar system. 

5.5 System Dynamic Range - SDR 
The difference between the measured transmitted power and the measured receiver noise is 
the System Dynamic Range. The SDR gives a measure for how much loss the radar wave 
can have and still be detectable in the radar receiver. This is a key measure for the 
performance of the radar system. The SDR is dependent on the radar integration time. If the 
integration time is made 10 times longer then the SDR will increase by 10 dB. 

5.6 Receiver Dynamic Range - RDR 
The difference between the ADC full scale value and the noise level is called the Receiver 
Dynamic Range. This value tells us what signal difference there can be between two 
reflected signals and that both can be imaged in the receiver window. Increasing the 
integration increases the RDR. 
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5.7 Spurious free receiver dynamic range 
Increasing the integration will increase the RDR and eventually lead to spurious signals to 
show up in the receiver window. The difference between the ADC-FS and the peak of the 
spurious signals will give the spurious free receiver dynamic range. This tells us how large 
the RDR can be made without having unwanted signal in the receiver window. If the 
spurious signals are stable and does not change from measurement to measurement they 
can in principle be removed by subtracting an average of the measurements. 

6. Conclusion 
UWB-waveforms are very often used in radar system that are looking though structures like 
the ground or walls. The propagation of the waves through these structures may attenuate 
the waves considerably. For the radar system to be successful in these applications it must 
have a high SDR. This chapter have developed equations for some popular UWB waveforms 
so that the SDR can be estimated based on parameters for the different waveforms. The SDR 
varies more than 40 dB between the different UWB-waveforms under study here. The 
achieved radar performance for a given system can be measured and a simple way to do 
this has been explained. 
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1. Introduction 
In this Chapter, a short range radar system based on ultra-wideband (UWB) technology is 
presented. The radar and its applications were reserved during a long time to national 
defence, air security or weather services domains. Since a few years, with the emergence of 
new technologies, the radar applications were developed and become known in many 
sectors of daily life. The arrival of a new technology called Ultra-Wideband (UWB) allows in 
particular the development of compact and low-cost radar with multiple fields of 
applications. UWB uses very short non-sinusoidal pulses that have widths less than 1.5 ns, 
so that the spectrum of the transmitted signals may spread over several Gigahertz. This 
radar offers a resolution in distance of about a few centimetres, for example 15 cm for a 
pulse width of 1ns, making this system very interesting in several short range applications. 
UWB radar has many applications in Medical, Building, Surveillance, Security and 
Monitoring applications [Dam2007] and will appear more and more in our daily life. For 
example, UWB radar systems for local monitoring allow creating dome radar surveillance 
around a sensitive object or subject. These compact systems contain a small UWB radar with 
a range of about 10 meters, a standard radio system for transmitting the alarm in case of 
intrusion and a GPS system for localisation function. These systems can be engaged in 
public safety functions in buildings, aircrafts or for artwork protection in a museum, but 
also as an alarm system around a house or near a swimming pool to avoid too frequent 
small children drowning. Thanks to their sensitivity the UWB radar can detect movement as 
slight as a heart beat or breathing rate. These systems is responsive enough to accurately 
depict a heart rate as compared to others existing systems. UWB radar could be used as 
ground penetrating radar (GPR). GPR systems can obtain very precise and detailed images 
sub-soil. UWB radar is moved along surface and sends electromagnetic pulses into the 
ground. The analysis of received echoes can produce a very specific profile of underground. 
The investigation depth varies, depending on the type of ground, from a few meters in 
asphalt or clay to more than a hundred meters in limestone or granite, or even several 
kilometres into the ice. Finally, UWB radar could be used for short range collision avoidance 
as mentioned in this paper.   
This collision avoidance system, 24 GHz UWB Short Range Radar (SRR), was developed 
principally by European car manufacturers. It is a combination of an UWB radar and a 
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conventional Doppler radar to measure vehicle speeds and to detect obstacles with a 
resolution in distance between 10 cm and 30 m. These systems are placed at the front and 
sides of the vehicle and warn the driver of potential impacts with other vehicles or 
pedestrians. They are also useful as parking assistance. Current systems warn the driver of a 
potential danger without intervening in the braking system. This system should allow a 
reduction in traffic accidents as the standard rear collisions often due to inattention, so these 
collisions, estimated 88%, could be avoided [ESaf2006]. 
In the following paragraphs, UWB technology, its advantages and disadvantages will be 
introduced, before presenting the UWB radar.   

2.  Ultra Wide Band technology 
The radar studied exploits a new radio frequency technique called Ultra-Wide Band (UWB), 
to perform obstacles detection. The UWB technology is a radio modulation technique based 
on very short pulses transmission [Bar2000].  
These pulses have typical widths of less than 1.5 ns and thus bandwidths over 1 GHz. This 
technique, as defined by the Federal Communication Commission (FCC) [Fcc2002], has a 
Fractional Bandwidth (FB) greater than 25%, this fractional bandwidth is defined as: 

  *100
   

h l

h l

f fsignal bandwidthFB
center frequency f f

−
= =

+
 (1) 

where hf  and lf  represent respectively the highest and the lowest frequencies which are 10 
dB below the maximum. 
The key value of UWB is that its RF (Radio Frequency) bandwidth is significantly wider 
than the information bandwidth [Fcc2000].  
The advantages of UWB technology are: 
• Its exceptional multipath immunity. 
• Its relative simplicity and likely lower cost to build than spread spectrum radios. 
• Its substantially low consumed power, lower than existing conventional radios. 
• Its implementation as a simple integrated circuit chipset with very few off-chip parts. 
• Its high bandwidth capacity and multi-channel performance.  
• Its high data rates for wireless communications.  
However, UWB technology presents also some disadvantages among which are: 
• A risk of being subjected to the dispersion and frequency distortion phenomena since 

they extend over a wide bandwidth [Tay1995]. Dispersion is the phenomenon whereby 
different frequency components of a signal do not propagate at the same speed in a 
channel. The distortion in frequency can be defined as non-uniform attenuation of 
different frequency components of a signal. UWB systems must therefore take account 
of these effects. 

• Throughput performance will probably never exceed that of the optical systems at great 
rates 

Moreover, thanks to advantages provided by this technology, the UWB radar presents good 
precision in distance calculation. Below, the principle of UWB radar and its benefits are 
introduced.  
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3. UWB radar 
UWB radar sends very short electromagnetic pulses. This type of radar can employ 
traditional UWB waveforms such as Gaussian or monocycle pulses. To calculate the distance 
between radar and obstacle, the time delay ∆t between emission and reception is measured. 
This distance is given by: 

 .
2

c td Δ
=   (2)       

where c is the light speed. 
This radar offers a resolution in distance of about 15 cm for a width pulse of 1ns, so that this 
system is very interesting for short range road safety applications. 
This UWB radar presents good performances, so as firstly, the brevity of the pulses with 
strong spectral contents makes it possible to obtain information on the target with a rich 
transitory response content. This allows the dissociation of various echoes at the reception 
stage. Then the broad band spectrum authorizes to obtain results on the entire frequency 
band in a single measurement together with a strong capacity of detection. Finally the pulse 
spectrum has capabilities to penetrate through naturally screening materials (ground, 
vegetation...) [Dam2007]. 
Considering all these properties, UWB radar, using very short pulses, is of great interest for 
many applications of obstacle detection and target identification in the short range. 
This UWB radar is operational for the short ranges where the conventional radars, using 
pulses of width from 1μs, are unable to detect obstacles below 15 meters. Moreover, these is 
not an intermediate electronic stage because of the non-existence of the carrier frequency. 
So, this system has a simpler implementation and lower cost compared to the traditional 
radar.  
According to the application considered, the choice of the appropriate UWB waveform 
needed. In fact, each waveform gives a specific cross-correlation function and the obtained 
peaks of this function must be easily detectable at the receiver.  
Different waveforms can be used for the UWB radar [Cham1992] for example: Gaussian 
pulse, monocycle pulse, Gegenbauer and Hermite functions. 

4. UWB pulse radio  
4.1 Gaussian pulse 
The Gaussian pulse is a waveform described by the Gaussian distribution. 
In the time domain, the expression of the Gaussian pulse waveform is given by [Bar2000]: 

 2( ) exp[ ( / ) ]g t A t σ= −   (3) 

where A stands for the maximum amplitude and σ  for the width of the Gaussian pulse. 
The corresponding time and spectral representations are given in figure 1 assuming a 
sampling frequency of 20 GHz/Samples. 

4.2 Monocycle pulse 
The monocycle pulse is the first derivative of the Gaussian pulse. The expression for the 
monocycle pulse waveform is written as [Carl2000]  



 Radar Technology 

 

22 

-1 -0.5 0 0.5 1
0

0.2

0.4

0.6

0.8

1

Time (ns)

N
or

m
al

ise
d 

am
pl

itu
de

1 2 3 4 5 6 7 8 9

10
-20

10
-10

10
0

Frequency (GHz)

Sp
ec

tr
al

e 
de

ns
ity

 
Fig. 1. Gaussian pulse time and spectral representations. 

 2( ) exp[ ( / ) ]tm t t τ
τ

= −   (4) 

where τ is the pulse width (the centre frequency is then proportional to 1/ τ ). 
The time and spectral representations are given in figure 2, again with a sampling frequency 
of 20GHz/Samples. 
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Fig. 2. Monocycle pulse time and frequency representations. 

The nth derivate of Gaussian pulse can be obtained from the following expression: 

( 2) ( 1)
2 2
1( ) ( ) ( )n n nn tp t g t g t

σ σ
− −−

= − −   

In the simple case, single user or single radar system, the configuration of transmitter and 
receiver is given by the figure 3. So, due to the fact that Gaussian and its first derivative 
Monocycle pulses are easy to generate, they allow very simple and less expensive 
implementation of a radar in a single user case. The pulse leaving the generator is 
transmitted using the transmitter antenna. After reflection on the obstacle, the received 
signal echo is correlated with the reference pulse, in order to detect the peak, by using the 
threshold detection method. 
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Fig. 3. The radar based on UWB pulses. 

However, in a real scenario, several UWB radars may exist in the same propagation channel 
(environment). So, using these simple waveforms (Gaussian and Monocycle pulses), is not 
appropriate. In fact, it is necessary to encode the pulses emitted by different users in order to 
avoid interference between them. To do this, to each user or radar system a specific code is 
attributed. The coding is done by multiplying each bit of code by the UWB pulse as in 
CDMA (Code Division Multiple Access) technique (Figure 4). 
 

 
Fig. 4. The proposed radar based on UWB coded pulse. 

Another way to perform multiple access exists; namely using waveforms based on 
orthogonal polynomials. Some UWB orthogonal waveforms, such as Gegenbauer and 
Hermite polynomials, could be used to ensure multiple access (each user has his own order 
of polynomial waveform) without resorting to the use of codes, which can reduce the 
complexity of the system compared with conventional systems. Multiple access based on the 
use of unique waveforms allows for up to 8 users. 
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4.3 Orthogonal waveforms for UWB radar system 
4.3.1 Gegenbauer polynomials 
The Gegenbauer polynomials are also called ultra-spherical polynomials. These polynomials 
are defined in the interval [- 1, 1] and they satisfy the following differential equation of 
second order [Elb2005]:  

 
. .

2(1 ) ( , , ) (2 2) ( ) ( 2 2) ( ) 0n nx G n x x G x n n G xβ β β
•• •

− − + − + + =   (5)   
 

with  1 / 2β −  
n: order of Gegenbauer polynomial  
The different orders of the Gegenbauer polynomials are bound by the following recurrence 
equation: 

 1 2 2( , , ) 2 1 ( 1, , ) 1 ( 2, )n nG n x xG n x G n
n n
β ββ β β+ − + −⎛ ⎞ ⎛ ⎞= + − − + −⎜ ⎟ ⎜ ⎟

⎝ ⎠ ⎝ ⎠
 (6) 

for 1n  
The weight function for these polynomials is given by: 

 2 1/2( , ) (1 )w x x ββ −= −   (7) 
 

To be able to use these polynomials in an UWB communication system, the signals 
generated from polynomials must be very short. So, the orders of polynomials ( , , )G n xβ   
are multiplied by a factor corresponding to the square root of the weight function of this 
polynomials family [Elb2005]. In general we have following: 

 ( , ) ( , , ) ( , , ) 0w x G m x G n xβ β β =∫   (8) 

 

The modified Gegenbauer function is given by the following equation: 

 ( , , ) ( , ) * ( , , )uG n x w x G n xβ β β=   (9) 
 

The first four orders of these functions for β  = 1 are given by the following expressions: 
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β

β
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  (10) 

 

Figure 5 illustrates the time representation of the first four orders of modified Gegenbauer 
functions with β  = 1. 
The spectral representation is given in figure 6. 
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Fig. 5. Modified Gegenbauer functions of orders n = 0, 1, 2 and 3. 

 
Fig. 6. Spectral representation for modified Gegenbauer functions of orders n = 0 to 3. 

4.3.2 The modified Hermite functions 
Ghavami, Michael and Kohno have proposed the Modified Hermite functions for a multi-user 
communication system [Lach2002]. These functions are defined in the interval ]-∞, +∞ [ by:  

 0( ) 1eh t =   (11) 
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 2 / 4 ² / 2( ) ( 1) ( )
n

n t t
en n

dh t e e
dt

−= −   (12) 

where n = 1, 2… , n represents the order.  
Different orders of Hermite polynomials are associated by the following equations 

 
1
( ) ( ) ( )

n n ne e eh t t h t h t
+

= −   (13) 

 
1

( ) ( )
n ne eh t n h t

−
=   (14) 

with h  present the derivative of  h  
Using equations (13) and (14), the Hermite polynomials satisfy the differential equation of 
second order defined as: 

 0
n n ne e eh t h n h− + =   (15) 

The Hermite functions are derived from these polynomials by multiplying them by the 

factor 
²

4
t

e
−

 as follows:  
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n e
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de e
dt

−

− −

=

= −

 (16) 

Therefore, the orthogonal Hermite functions must verify the following differential equations: 

 1 1( ²) 0
2 4n nh n t h+ + − =   (17) 

 12n n n
th h n h −+ =   (18) 

 1 2n n n
th h h+ = −   (19) 

If the Fourier transform of ( )nh t is symbolized by ( )nH f , equations (17), (18) and (19) can be 
written respectively, as follows: 

 
116 ² ( 4 ² ²) 0
2n nH n f Hπ π+ + − =  (20) 

 18 ² 4n n nj f H j H n Hπ π −+ =  (21) 

 1
1 2

4n n nH j H j fHπ
π+ = −  (22) 
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For example, for n=0, 
²

4
0( )

t

h t e
−

=  and 4 ² ²
0 ( ) 2 fH f e ππ −= , all other orders can be found. 

The first three orders, after the order 0, are given by the following equation: 
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 (23) 

The first four Hermite time functions (n = 0 to 3), presented in Figure 7, are given by 
equations:  

²/4
0( ) th t e−=  

 ²/4
1( ) th t te−=   (24) 

² /4
2( ) ( ² 1) th t t e−= −  

3 ²/4
3( ) ( 3 ) th t t t e−= −  
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Fig. 7. Hermite functions, orders n = 0 to 3. 

Their widths are normalized to 1 ns, the truncation being performed so that at least 99% of 
energy is kept for the fourth order function. The vertical units are chosen so that the energy 
of all functions is equal to unity.  
The spectral representation is given in figure 8. 
The realization of an UWB radar system requires the choice of the waveform. A good choice 
of this parameter allows optimisation of performances at the reception stage [Elb2001] and 
reduces the implementation complexity. In order to choose the most appropriate waveform 
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Fig. 8. Spectral representation for Hermite functions of orders n = 0 to 3. 

for the radar function, in the following paragraphs, the autocorrelation functions of different 
waveforms are compared in simulations first and then using the real signals.  
At each step, a comparison is made at first between the autocorrelation functions, in terms 
of dynamics (difference between the correlation peak amplitude and the maximum 
amplitude of noise), peak width measured at -3dB and a new criterion that represents the 
ratio between the dynamics and the peak width. Using this criterion we consider that the 
higher this ratio, the better will be the performances of the radar. The ratio between the 
dynamics and peak width of different orders of Gegenbauer and Hermite polynomials will 
be compared. The orders that give the best performance for the radar detection functionality 
is chosen, so the best ratio between the dynamics and peak width, and compared those 
selected with the Gaussian and monocycle pulses autocorrelation functions.  

5. Comparison performances of UWB waveforms  
The autocorrelation functions of different orders Gegenbauer functions are given in figure 9. 
The comparison between these functions is given in table 1. We can see that the highest ratio 
between dynamic and peak width belongs to the order 3 autocorrelation of Gegenbauer 
polynomials. 
The same comparison is made for the Hermite polynomials. Results are shown in figure 10. 
The best autocorrelation is obtained with order 1 of Hermite function H1. 
Then, a comparison between the orders of the Gegenbauer and Hermite functions chosen 
and the Gaussians and Monocycle pulses is made. The functions that offer the best 
autocorrelations is sought. 
Considering the ratio between dynamics and the correlation peak width, the order 3 of 
Gegenbauer function followed by the monocycle pulse and the order 1 of Hermite function 
are better. In addition, taking the realisation complexity into account, monocycle offers 
advantages over other waveforms. So Monocycle pulse compared to order 1 of Hermite 
function, order 3 of Gegenbauer function and Gaussian pulse seems more adapted for our 
system in single-user case. However, all these waveforms are interesting in multi-users case. 
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The four first orders of Gegenbauer polynomial autocorrelation function

 

 
G0
G1
G2
G3

    
Waveform Dynamics (D) Peak width (W) Ratio (D/W) 

G0 1 386 26.10-4 

G1 1 150 67.10-4 

G2 0,7 89 79.10-4 

G3 0,63 62 102.10-4 

Fig. 9. Comparison between autocorrelation functions of the first four orders of Gegenbauer 
functions. 
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Waveform Dynamics (D) Peak width (W) Ratio (D/W) 

H0 1 234 43.10-4 
H1 1 124 81.10-4 
H2 0,61 94 65.10-4 
H3 0,58 74 78.10-4 

Fig. 10. Comparison between autocorrelation functions of the first four orders of Hermite 
functions. 



 Radar Technology 

 

30 

0 100 200 300 400 500 600 700 800

-0.5

0

0.5

1

 

 
G3
H1
monocycle pulse
gaussian pulse
G2

 
Waveform Dynamics (D) Peak width (W) Ratio (D/W) 

H1 1 124 81.10-4 
G2 0,7 89 79.10-4 

G3 0,63 62 102.10-4 

Monocycle pulse 1 115 87.10-4 
Gaussian pulse 1 142 70.10-4 

Fig. 11. Comparison of G2, G3, H1, and Gaussian and Monocycle pulses autocorrelation 
functions. 

In order to validate the simulation results and compare between different waveforms, some 
tests are performed in an anechoic chamber in order to isolate the effects of the equipment 
from that of noise. A UWB pulse generator lunches waveforms with a sampling frequency 
of 20 GS/sec. The receiver includes an amplifier and a direct sampling analyzer with 12 
GHz bandwidth, 40GS/sec sampling rate and 8 bits precision. Two “Vivaldi” antennas are 
used for measurements, one for emission and the other for reception. 
For experimental comparisons of waveforms, signals used correspond to the signals taken in 
the absence of target; they therefore correspond to the leakage between the antennas for 
transmission and reception.  
The same comparisons, as in simulations, are made and experimental results confirm the 
simulations results. 

6. UWB System for avoidance collision applications  
To evaluate radar performances based on UWB technology in outdoor environment, a 
mock-up laboratory has been developed as described above and several tests, in real 
conditions, were realized in different configurations using different obstacles (Car, 
pedestrian, metal plate of dimension 1 squared meter, wooden plate, motorway barrier…). 
To determine the target position, the received signal is correlated with reference signal and 
position is then calculated by the threshold detection method. 
UWB radar has been implemented using a monocycle pulse generator. It generates 
monocycle pulses of 3V peak to peak amplitude and 300 ps width. The pulse leaving the 
generator is transmitted using the transmitter antenna, this emitted signal of duration T is 
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noted s (t). After reflection on the obstacle, the received signal r(t) is correlated with the 
reference pulse c(t). 
The received signal is given by the formula: 

 ( ) . ( ) ( )r t A s t n tτ= − +   (25) 
where n(t) is the noise  
τ  : delay time 
The most probable positions are those that make up the following expression: 

 
0

( ) ( )
T

rcR r t c t dt= ∫   (26) 

This expression is nothing other than the correlation of the received signal with the 
reference. The value of this expression represents the possibility of the presence of the 
obstacle and maxima correspond to the most probable positions of the target. These maxima 
are detected using the method of threshold detection  
The measurements have been performed using the monocycle pulse. In figure 12, the 
reference signal c(t) is presented. It is the monocycle pulse deformed successively first by the 
transmitter antenna and after by the receiver one, this signal is called here c(t). The pulse 
time sampling is 8.33 10-12s. 

7. Test instrumentation 
7.1 Single obstacle detection case 
At a first time, a metal plate is placed at a distance of 8 metres. An example of the received 
signal is shown in figure 13.The first pulse in the received signal corresponds to the leakage 
between the transmitting/receiving antennas. The second pulse corresponds to the 
reflection on the obstacle.  The correlation with the reference signal is presented in figure 14. 
The distance calculation gives a distance corresponding to 8.04 m instead of 8 meters, which 
is a very close fit. 

 
Fig. 12. Reference signal. 

4000 4200 4400 4600 4800 5000 5200 5400 5600
-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4

A
m

plitude 

Samples 



 Radar Technology 

 

32 

 
Fig. 13. The reflected echo by the metal plate placed at 8 m. 

 
Fig. 14. Correlation signal result. 
Then a car is placed at 10 metres in front of radar. The received signal and the calculation of 
correlation are presented respectively in figure 15 and 16. 

 
Fig. 15. Received echo reflected by  car located at 10 m. 
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Fig. 16. Correlation signal.  

The calculated distance obtained is 10.04 metres versus 10 metres theoretical; the calculated 
value is again very close to the real distance. 
In order to place this radar in real road conditions, measurements involving a motorway 
barrier and a pedestrian are performed. First a motorway barrier is placed at 2.70 meters far 
from radar, the received signal is presented in figure 17 and the correlation is shown in 
figure 18. 
The distance calculated using the developed radar is 2.85m, very near to the real distance of 
2.70 m. 
The reflected signal on pedestrian, placed at 2 meters, is presented in figure 19. The 
correlation signal is presented in figure 20. 
The found distance is 1.87 metre for a real distance equal to 2 metres. 
These previous measurements show that the developed UWB radar offers a great precision 
when using a single obstacle. 
In addition, it is interesting to verify that the UWB radar is able to detect several obstacles at 
the same time with a good precision. 
 

 
Fig. 17. Received echo in the case of a motorway barrier placed at 2.70 m. 



 Radar Technology 

 

34 

 
Fig. 18. Correlation signal. 

 
Fig. 19. Reflected signal by. pedestrian placed at 2 m. 

 
 

Fig. 20. Correlation signal using a pedestrian at 2 m far from radar. 
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7.2 The multiple obstacles detection case 
A car is placed at 5 meters far from radar, a metal plate at 3 meters and a pedestrian at 1.70 
meter.  
On the received signal, presented in figure 21, the leakage signal between the antennas and 
the three echoes corresponding to the three obstacles can be distinguished easily. The 
corresponding correlation result is presented in figure 22. 
 

 
 

Fig. 21. Reflected echo by a metal plate, a car and a pedestrian. 
 

 
 

Fig. 22. Correlation signal. 

A table comparing the real distances and those calculated is presented below (Table 1). 
After processing the received signals, we notice that the UWB radar system offers a good 
precision in distance calculations.  
However, we see that the correlation does not allow the automatic detection by the 
threshold method.  In fact the correlation peak is drowned in the noise and the secondary 
lobes. It seems difficult to distinguish between the obstacle peaks and noise.  
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Obstacles Real distance 
(m) 

Calculated 
distance (m) Precision (m) 

5 4.99 0.01 Car 
10 10.04 0.04 
3 2.88 0.12 Metal plate 
8 8.04 0.04 

Pedestrian 1.70 1.57 0.13 
Motorway 

barrier 2.70 2.85 0.15 

Table 1. Distances comparisons 

In order to solve this problem and to allow automatically detection, the High Order 
Statistics will be used. So to improve the detection performances of our system we look for 
new delay estimation algorithms. The concerned algorithms are based on the High Order 
Statistics. They give more performances than correlation (2nd statistics order) where the 
noises of the two distinct sensors are correlated. Detection is done by applying the 
algorithms to the two signals received by the two sensors. 
In this study, to make detection we have only the received signal, our motivation to use the 
H.O.S (over 3) is in their capacities of the suppression of the Gaussian noise received 
attached to the useful signal. So, higher orders cumulants remove the Gaussian noise and 
keep the useful signal. These algorithms must be compatible with a use in real-time, which 
imposes operational limits of resource memory and in computing times, for this reason that 
we limit this study to the 4th order. 
The expression of this algorithm is [Tugn1993]: 

  4 0 0
4 0

4 4

( ( ), ( ), ( ), ( ))( )
(( ( ), ( )) . ( ( ), ( ))

cum c i i c i i r i r iJ i
cum c i c i cum r i r i

− −
=  

With: 
c: is the reference signal 
r: is received signal 
i0: the decision time index 

21 1 1 1
2 2 2 2

4 0 0 0 0
0 0 0 0

1 1 1 1cum (c(i - i ), c(i - i ), r(i), r(i)) ( ). ( ) ( ). ( ) ( ) . ( )
N N N N

i i i i

c i k r i c i i r i c i i r i
N N N N

− − − −

= = = =

⎡ ⎤ ⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥ ⎢ ⎥= − − − − −
⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦ ⎣ ⎦

∑ ∑ ∑ ∑   

This algorithm is based on the assertion that the noise is Gaussian; its cumulants of order 4 
is zero.   
The result of these algorithms applied to the signal shown in figure 21 is shown in figure 23. 
The result of the algorithms Tugnait 4, compared with those of the correlation for the same 
signal (figure 22), gives performances much better. In fact, these algorithms make well leave 
the obstacles peaks from the noise. For that these algorithms will be much useful for 
automating the device. 
Ongoing works show the capacity of this radar to identify the types of obstacles detected, 
thanks to the radar signature. So, this radar, has the capacity to detect not only single obstacle 
with a great precision, but also is able to distinguish obstacles in case of several obstacles. 
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Fig. 23. The Tugnait 4 algorithms result 

This study will be completed by establishing a database composed by recurrent obstacles 
signatures. This database could be obtained by elaborating correlation forms for different 
obstacles cases (metal, wood, pedestrian, wall…). Next step consists in developing signal 
processing algorithms able to perform automatic recognition by classification. 

8. Conclusion 
In this chapter, an original radar based on the new Ultra Wide Band technology is 
presented. This radar will be embedded on vehicles in order to increase road safety. We 
show the interest of this type of radar, thanks to the high degree of accuracy it offers and to 
its capacity to make the difference between various obstacles (cars, plates, pedestrians...). 
This study will be supplemented by a realization of the receiver and a method of adequate 
detection allowing the database classification of the obstacles, thanks to the UWB radar 
signature. This functionality allows better information to the driver or a follow-up of 
trajectory in the case of an automatic control application (Autonomous Cruise Control). 
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1. Introduction    
At present, widely-used radar systems either use very short pulses or linear frequency 
modulated waveforms, and are based on either mono- or bi-static configurations. These 
systems suffer from having stronger sidelobes, thereby masking weaker returns from subtle 
changes and making it difficult to detect these changes. To overcome the problem of stronger 
sidelobes, various coding techniques have been proposed with varying degrees of success.  
One such technique is based on the transmission of pseudorandom binary sequences 
(PRBS). Although, PRBS are considered a good option in terms of their autocorrelation 
function, these sequences are not optimal if sidelobes level is taken into account. This 
problem can be overcome if the transmit process is composed of complementary binary 
series of sequences known as Golay series [Golay, 1961; Sivaswamy, 1978; Alejos, 2005; 
Alejos, 2007; Alejos, 2008].  Golay codes are pairs of codes that have non-periodic 
autocorrelation functions with null sidelobes levels. 
In the present chapter, we propose the improvement of PRBS-based noise radar sounders by 
using pairs of complementary binary series of Golay sequences series. We demonstrate, in 
qualitative and quantitative forms, the improvement reached by employing Golay sequences.  
The larger dynamic range of the sounder and the better precision in wideband parameter 
estimation are the main benefits due to the use of Golay sequences. This is important when 
dealing with large attenuation, as at millimeter frequency bands.  
Different schemes are explained in order to implement this kind of radar sounders, as well 
as the measurement procedure is detailed. The processing gain is also explained. 
Measurements, using both kinds of sequences, have been performed in actual scenarios. 
Channel functions and parameters have been calculated and compared. Finally the Fleury’s 
limit [Fleury, 1996] is introduced as a formal way of checking the availability of the obtained 
results.  

2. Fundamentals of wideband noise radar 
A generic modulation technique habitually used in radar systems is the one known as noise 
modulated radar. This technique offers large number of advantages to the radar systems 
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designers due to its robustness to the interferences. Nevertheless, until a few years ago it 
was very difficult to find practical implementations of these systems. One of the main 
problems with them is the ambiguity zone and the presence of sidelobes. 
The development of the random radar signals generation techniques has impelled the 
development of systems based on this type of noise modulation. The ultrawideband random 
noise radar technique has received special importance. It is based on the transmission of a 
UWB signal, such as the Gaussian waveforms. 
Other implementations of the ultrawideband random noise technique use waveforms based 
on pseudorandom binary sequences with maximum length, also named PRBS sequences 
(Pseudo Random Binary Sequences) or M-sequences, where M denotes the transmitted 
sequence length in bits. This technique, known as M-sequence radar, offers great advantages 
related to the hi-resolution of targets and its large immunity to detection in hostile 
surroundings but also against artificially caused or natural interferences. 
Nevertheless, the radar technique by transmission of M-sequences presents serious 
limitation in the dynamic range offered, which goes bound to length M of the transmitted 
sequence. It makes difficult the detection of echoes, which in some scenes with large 
attenuation values will be confused with noise. These PRBS sequences present in addition a 
serious problem of large power sidelobes presence, which aggravates the problem of false 
echoes detection habitual in the applications radar. 
The level amplitude of these sidelobes is directly proportional to length M of the sequence, 
so that if this length is increased with the purpose of improving the dynamic range, the 
sidelobes amplitude level will be also increased in addition. As well, an increase in the 
length of the transmitted sequence reduces the speed of target detection, limiting the answer 
speed of the radar device. 
In this chapter it is considered the application to the noise modulation techniques of a type 
of pseudorandom binary sequences that contributes a solution to the problematic related to 
the M-length of the transmitted sequence. The used pseudorandom sequences are known as 
Golay series and consist of a pair of pseudorandom binary sequences with complementary 
phase properties. The autocorrelation properties of a pair of Golay sequences produces the 
sidelobes problem disappearance and in addition they cause that the dynamic range of the 
system is double to which would correspond to a PRBS sequence with the same length. This 
allows the use of smaller length sequences to increase the target detection speed. 

3. Coded sequences 
In this section, we introduce some of the more known sequences used for radio channel 
sounding and their main features. All sequences described present autocorrelation 
properties that try to fit the behaviour of white noise. So they are usually named as like-
noise sequences. 

3.1 Fundamentals 
The radio channel impulse response is obtained by transmission of a signal which 
autocorrelation equals a delta function, like white noise autocorrelation function. As 
replication of a white noise signal for correlation at the receiver end is difficult, pseudo noise 
(PN) sequences are used instead. PN sequences are deterministic waveforms with a noise-
like behaviour, easily generated by using linear feedback shift registers. They exhibit good 
autocorrelation properties and high spectral efficiency [Sarwate, 1980; Cruselles, 1996]. The 
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best known examples of such waveforms are maximal length pseudorandom binary 
sequences (m-sequences or PRBS). 
For a maximal length code, with chip period TC and length M, its autocorrelation can be 
expressed by (1) and (2): 
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In (1) p(t) denotes a train of periodic pulses with period TC and amplitudes an=±1, c(t) is the 
basic pulse with time duration TC and amplitude unitary. 
An adequate sequence for channel sounding, which will reassure efficient path delay 
recognition, should have an autocorrelation function with a narrow main lobe and low 
sidelobes. Traditionally, PRBS are considered a good option for channel sounding. 
However, if sidelobe level is taken into account, these sequences are not optimal. The 
sidelobe level for the correlation of PRBS is constant and equals -1/M, or -1 if normalization 
is not applied. The shape of the autocorrelation function can be seen in Fig. 1, for a PRBS 
with length M = 7 and chip period TC = 1. 
There are binary phase codes with non-periodic autocorrelation functions that have 
minimum sidelobe levels. Barker codes [Nathanson, 1999] are the binary phase codes which 
non-periodic autocorrelation exhibits minimum possible sidelobe levels. The peak of the 
sidelobes at their autocorrelation functions are all less than or equal to 1/M, where M is the 
code length.  

 
Fig. 1. Autocorrelation of a m-sequence. M = 7, TC = 1 
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Fig. 2. Autocorrelation of a Barker sequence. M = 7, TC = 1 
The interesting properties of the Barker codes are that, firstly, the sidelobe structures of their 
autocorrelation function contain, theoretically, the minimum possible energy; and secondly, 
this energy is uniformly distributed among all the sidelobes. Barker codes are called perfect 
codes. An example of the autocorrelation function of a Barker code with M = 7 is shown in 
Fig. 2. 
The disadvantage of Barker codes is that there exist no more than eleven known sequences 
with the longest one only having 13 elements. The relation of all known Barker codes, 
according to [Cohen, 1987], is given in Table I. In the second column, +/- represent two 
different code elements. 
An important kind of binary phase codes are complementary codes, also known as Golay 
codes [Golay, 1961; Sivaswamy, 1978]. Complementary codes are a pair of equal length 
sequences that have the following property: when their autocorrelation functions are 
algebraically added, their sidelobes cancel. Moreover, the correlation peak is enlarged by the 
addition. 
 

Length of the code Code elements 
1 + 

2 + - 
+ + 

3 + + - 
+ - + 

4 + + - + 
+ + + - 

5 + + + - + 
7 + + + - - + - 
11 + + + - - - + - - + - 
13 + + + + + - - + + - + - + 

Table 1. Barker codes known according to [Cohen, 1987]. 
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                                        (a)               (b) 

 
                                         (c)               (d) 
Fig. 3. (a) Complementary Code Golay A; (b) Complementary Code Golay B; (c) 
Autocorrelation of Code Golay A; (d) Autocorrelation of Code Golay B. 
An example of these codes can be seen in Fig. 3(a-d), altogether with their autocorrelation 
functions. As shown in Fig. 4, the addition of both autocorrelation functions results in total 
cancellation of the sidelobes, because the correlation sidelobes complement each other. This 
correlation property of complementary sequences is used in communications systems, as 
spreading sequences, to allow several communication channels to use simultaneously the 
same frequency band [Golay, 1961; Díaz, 2002; Wong, 2003], for data encoding [Chase, 1976; 
Weng, 2000], and even for PAPR (Peak-to-Average-Power-Ratio) reduction [Popovic, 1999; 
Gil, 2002] in CDMA systems. 

3.2 Comparison of complementary series and pseudonoise sequences 
Complementary series present certain characteristics that do them more adequate than 
PRBS for some applications [Budisin, 1992]. These benefits are found only when Golay 
sequences are used in pairs, because the advantages arise from the complementary 
properties. Their individual properties are rarely considered. Some of the most important 
characteristics are: 
i. Autocorrelation properties: the sum of the autocorrelation of the sequences is exactly zero 

everywhere except at the origin. Therefore, they exhibit better performance than 
feedback shift register sequences, including PRBS. 
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SEQUENCE LENGTH GOLAY SEQUENCE PERIODIC PRBS
4/3 4 1 
8/7 24 2 

16/15 192 2 
32/31 1920 6 
64/63 23040 6 

128/127 322560 18 
256/255 5160960 16 
512/511 92897280 48 

1024/1023 1857945600 60 
2048/2047 40874803200 176 
4096/4095 980995276800 144 

Table 2. Number of different PRBS and Golay sequences 

ii. Sequence length: the length of Golay sequences is 2N, whereas the length of 
pseudorandom sequences is 2N -1. Since power-of-two length is simpler to implement, 
complementary sequences are preferable to PN sequences. 

iii. Number of different sequences: the number of different Golay sequences is larger than the 
number of different PRBS. Moreover, this number increases more quickly with 
sequence length, as can be seen in Table 2.  

iv. Spectral properties: spectral peaks of Golay sequence are not larger than 3 dB over the 
average of the spectrum. Although the spectrum of PN sequences is theoretically flat, 
the actual spectrum of the PN sequence is far from constant. The peak values of the 
spectrum of PN sequences often exceed the average value by more than 3 dB. 

v. Merit Factor: defined by Golay [Golay, 1983] as a qualitative measure to facilitate 
analytical treatment. It is closely related to the signal-to-noise ratio, and is defined as (3): 

 
E
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where L is the sequence length, and E can be seen as an energy term because it is the 
quadratic sum of all autocorrelation functions (4): 
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The merit factor for a Golay pair of codes doubles the merit factor of a PRBS sequence, and 
therefore the signal-to-noise ratio will be 3dB higher for the Golay case. This is a very 
interesting characteristic when dealing with impulse responses with low power echoes, as is 
the case for measurements in millimeter wave frequency band, where the contributions 
resulting from first or second-order reflections [García, 2003; Hammoudeh, 2002] may be 
difficult to detect. Due to the increased dynamic range, weak multipath can be detected.  

3.3 Benefits of employing phase coded sequences 
The autocorrelation function of a noise-like M-length sequence, with bit period Tc, presents 
a peak of amplitude M and duration 2⋅ TC. Both PRBS and Golay sequences of length 213 bits 
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with chip period TC = 20 ns have been computer generated, using a general purpose 
mathematical software, and their theoretical correlation functions have been calculated and 
compared.  
The correlation functions associated to each sequence are shown in Fig. 5. In both cases, a 
main peak can be found. But for the Golay sequence correlation, the main peak has double 
amplitude and the noise level is lower. This indicates a theoretical improvement in dynamic 
range of 3dB. 

 
                                         (a)                               (b) 

Fig. 5.  Example of correlation functions of (a) PRBS with MPRBS = 213-1, TC = 1 and (b) Golay 
sequences with MGOLAY = 213, TC = 1. 
These properties are kept when actual signals, instead of mathematical sequences, are 
generated using hardware generators. Other different phenomena may be observed if actual 
signals are used, main of them is the presence of additional peaks corresponding to the 
sidelobes problem.  
Two signals corresponding to the previous theoretical sequences were generated by a 
general purpose signal generator and captured with a digital oscilloscope. Later, the 
correlation functions were calculated off-line. The dependency of the sidelobe level with the 
ratio Eb/N0 has tried to be determined.  
So, firstly, actual signals were obtained generating both codes with a ratio Eb/N0 of 20dB and 
the related results are presented in Fig. 6. PRBS and Golay sequences were generated again, 
now with a ratio Eb/N0 of 5dB. Results are shown in Fig. 7. The Eb/N0 ratio is a configurable 
parameter of the generator. Eb is the energy in a single chip of the considered code, and N0 is 
the power noise spectral density level. 
A degradation of dynamic range when Eb/N0 is reduced can be appreciated for both codes, 
but it is larger for the PRBS case. We can observe that autocorrelation peak of Golay codes 
always presents double amplitude independently of the ratio Eb/N0.  
It may be also seen spurious correlation peaks well above the noise level in the PRBS case. 
Then, we can conclude that theoretical dynamic range improvement is 3dB, but in actual 
cases, this improvement is larger due to the noise cancellation associated to Golay codes.  
Definition given for dynamic range can be used to measure the improvement in the 
dynamic range. For a ratio Eb/N0 of 20dB, the dynamic range is 13dB for PRBS and 23dB for 
Golay. The improvement achieved is 10dB. For a ratio Eb/N0 of 5dB, the dynamic range 
values are 5dB and 19dB, respectively. The improvement is 14dB.  We can conclude that the 
improvement achieved is the sum of the 3dB correlation peak increment and the correlation 
sidelobes reduction. 
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                                           (a)                (b) 

Fig. 6.  Example of correlation functions of (a) captured PRBS signal with MPRBS = 213-1, TC = 
20 ns, Eb/N0=20dB and (b) Golay captured signals with MGOLAY = 213, TC = 20 ns, Eb/N0=20dB. 

     
                                          (a)                               (b) 
Fig. 7.  Example of correlation functions of (a) captured PRBS signal with MPRBS = 213-1, TC = 
20 ns, Eb/N0=5dB and (b) Golay captured signals with MGOLAY = 213, TC = 20 ns, Eb/N0=5dB. 

3.4 ISL, SSL and PSL comparison 
Some software simulations were performed in Matlab to illustrate the robustness against 
noise interferences of PRBS and Golay sequences [Alejos, 2008]. Their capabilities will be 
measured in terms of peak-to-sidelobe, secondary-sidelobe and integrated-sidelobe levels, 
PSL, SSL and ISL respectively. This will show also better understanding of the advantage 
provided by reduced sidelobe levels. 
Two length 2048 Golay sequences and one length 4096 PRBS sequence were software 
generated. White Random Gaussian noise was added to the sequences with Eb/N0 ratio 
levels in the range of -50dB to 50dB. The correlation functions between noisy and original 
sequences were obtained.  Figure 8 shows a comparison for PSL, SSL and ISL parameters 
obtained for PRBS and Golay sequences in presence of the mentioned Eb/N0 ratio level range. 
None average has been performed. 
From this figure, it can be noticed that, for a ratio Eb/N0 larger than 3dB, the PSL levels of 
Golay and PRBS sequence are identical. It can be observed that SSL level of Golay sequences 
is up to 50dB smaller when compared to PRBS sequence. It is also clear that as the Eb/N0 
ratio increases, the SSL level difference between Golay and PRBS sequence decreases. 
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Fig. 8.  PSL, SSL and ISL comparison for 2048-Golay and 4096-PRBS sequences. 

 
Fig. 9.  PSL, SSL and ISL comparison including ideal dynamic ranges. 

The figure also shows ISL level vs. Eb/N0 ratio for PRBS and Golay sequences. It can be 
observed that the ISL level for PRBS sequence is almost 50dB larger than the ISL level for 
Golay case. Moreover, as the Eb/N0 ratio increases the ISL level difference between Golay 
and PRBS sequences decreases. Whereas as the Eb/N0 ratio level is increased to 16dB, the 
Golay case shows slightly larger ISL level than PRBS sequence. At this same point the PSL 
level is zero. It is produced when the AWGN power is larger than the sequence power, so 
the noise masks the signal. 
In plots of Figure 9, we have included the ideal dynamic ranges corresponding to both 
codes. We can notice that the cross point between the DR and SSL lines for the Golay case is 
3dB larger than for the PRBS case. 

4. Estimation of improvement achieved by using Golay codes in noise radar 
A controlled experiment of propagation was conducted in order to estimate the 
improvement achieved in the estimation of channel parameters. Two signals, one based in 
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PRBS and other resulting from Golay codes, were generated with a general purpose pattern 
generator, with chip period TC = 20 ns. The signals were generated with two different values 
of Eb/N0 ratio, which are 20dB and 5dB. Signals were captured with a digital oscilloscope. In 
order to reduce the effect of system noise, one hundred captures are taken for each signal 
and then averaged. These measured signals were correlated off-line with a replica of the 
original one.  
The obtained impulse response was used to estimate the mean delay, τmean, and rms delay, τrms. 
Applying a Fourier transform to the averaged power-delay profile, an estimation of the 
frequency correlation function and the coherence bandwidth, CB, were calculated. 
From each code, Golay and PRBS, six signals were created. The first one consisted in a 
simple sequence corresponding to single path propagation, whereas the other five include 
multipath components. In this way the second signal includes one echo; the third, two 
echoes; and successively until the sixth signal, which includes five multipath components. 
The time delays and the relative levels and phases of the multipath components were 
established by setting the function generator properly.  It was decided to assign to each new 
multipath component a level 3dB lower to the prior component. No phase distortion was 
added. The distribution of the echoes and their amplitudes can be seen in Fig. 10. This 
graphic represents the ideal impulse response for a signal with five multipath components. 
 

 
Fig. 10.  Impulse response generated for improvement estimation with multipath 
components, TC = 20 ns. 
The error in the estimation of the parameters has been measured in terms of a mean 
quadratic error, MSE, and relative error e·100%, according to the following expressions (5) 
to (8): 
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Values obtained for errors MSE and e·100% are shown in Tables 3 and 4. The errors 
achieved are lower for the case of Golay codes, even when the ratio Eb/N0 is as high as 20dB. 
From these values, we can predict a better performance of Golay codes for the 
measurements to be made in actual scenarios. 
 

 Eb/N0 =20dB Eb/N0 =5dB 
Sequence Error mean delay rms delay mean delay rms delay 

MSE [ns] 1.2 1.6 1.4 2.4 PRBS e·100(%) 8.9% 11.5% 10.3% 15.4% 
MSE [ns] 1.0 1.4 1.1 1.9 

GOLAY 
e·100(%) 7.5% 9.9% 8.2% 13.6% 

Table 3. Mean Square Error, in ns, and Relative Error (%), for time parameters estimations 
resulting from the experiment described in section 4, obtained with a ratio Eb/N0 of 20dB and 
5dB. 

 Eb/N0 =20dB Eb/N0 =5dB 
Sequence Error CB0.9 CB0.5 CB0.9 CB0.5 

MSE [MHz] 0.8 1.6 0.7 1.7 PRBS e·100(%) 17.6% 13.6% 18.6% 14% 
MSE [MHz] 0.5 1.6 0.6 1.6 

GOLAY 
e·100(%) 13.7% 13.2% 16.4% 13.3% 

Table 4. Mean Square Error, in MHz, and Relative Error (%), for Coherence Bandwidth 
estimations resulting from the experiment described in section 4, obtained with a ratio Eb/N0 
of 20dB and 5dB. 

5. Channel sounding procedure based in Golay series 
Two important questions must be considered to employ Golay codes for channel sounding. 
The first of these questions is relative to the facility of generation of Golay sequences. 
Marcell Golay [Golay, 1961] developed a method to generate complementary pairs of codes. 
These codes have the following general properties: 
i. The number of pairs of similar elements with a given separation in one series is equal to 

the number of pairs of dissimilar elements with the same separation in the 
complementary series. 

ii. The length of two complementary sequences is the same. 
iii. Two complementary series are interchangeable. 
iv. The order of the elements of either or both of a pair of complementary series may be 

reversed. 
In order to generate Golay sequences {ai} and {bi}, the properties enunciated lead us to an 
iterative algorithm. It starts with the Golay pair {ai}1 = {+1, +1}, {bi}1 = {+1,-1}, and the 
following calculation is repeated recursively:  

 { } { } { }{ }
{ } { } { }{ }mimimi

mimimi

bab

baa

−=

=

+

+

1

1   (9) 

where | denotes sequence concatenation. 
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The second question to take into account is the procedure to be applied to obtain the channel 
impulse response. A method to measure impulse response of time invariant acoustic 
transducers and devices, but not for the time varying radio channel, has been proposed in 
[Foster86, Braun96] based on the use of Golay codes. In those occasions, the authors 
intended to employ the benefits of autocorrelation function of a pair of Golay codes to 
cancel a well known problem in magnetic systems. Along this chapter we present the 
benefits of the application of Golay codes in radio channel characterization to obtain more 
precise estimations of main parameters such as delay spread and coherence bandwidth. This 
method consists in three steps: 
i. Probe the channel with the first code, correlating the result with that code. This yields 

the desired response convolved with the first code. 
ii. Repeat the measurement with the second code, correlating the result whit that code and 

obtaining the response convolved with the second code. 
iii. Add the correlations of the two codes to obtain the desired sidelobe-free channel 

impulse response. 
For time variant radio channel sounding a variation of this method can be considered. A 
sequence containing in the first half, the first Golay code, and in a second part the 
complementary code is built. Between both parts a binary pattern is introduced to facilitate 
the sequence synchronization at reception, but this is not absolutely necessary. In any case 
the two sequences can be identified and separated with an adequate post processing, so 
each one can be correlated with its respective replica. Finally, the addition of the two 
correlation functions provides the channel impulse response.  
The total sequence containing the two Golay codes, and the optional synchronization 
pattern, will present a longer duration that each one of the complementary codes. This 
increases the time required for the measurement and, consequently could reduce the 
maximum Doppler shift that can be measured or the maximum vehicle speed that can be 
used. 

6. Processing gain 
In the practical cases, we have to take care of one aspect which affects to the amplitude of 
the autocorrelation. This factor is the sample rate. The autocorrelation pertaining to the ideal 
sequences takes one sample per bit. But, in sampled sequences, there will be always more 
than one sample per bit, since we must have a sample rate, at least, equal to the Nyquist 
frequency to avoid the aliasing. This causes that we have more than two samples per bit and 
the amplitude of the autocorrelation of a sampled sequence will be double of the ideal. It 
takes place a processing gain due to the sampling process. It appears a factor that multiplies 
the autocorrelation peak value that is related to the sample rate. We have named this factor 
‘processing gain’.  
The value of the autocorrelation peak for a case with processing gain, M’, can then be 
written as: 
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If we employ a sample rate s times superior to the minimum necessary to avoid aliasing, 
FNyquist, we will increase the gain factor according to (10): 

 MgainMsgain
F

Fs
Nyquist

S ⋅=′⇒⋅=⇒= 2   (10) 

 
                                         (a)                (b) 
Fig. 11. Example of processing gain due to oversampling: (a) ideal PRBS signal with 
MPRBS = 213-1, TC = 24 ns, Fs=1.25GS/s, and (b) ideal Golay signals with MGOLAY = 213, 
TC = 24 ns, Fs=1.25GS/s. 
In our particular case, the sample rate was 1.25GS/s, so we wait to obtain an autocorrelation 
peak value MM ⋅⋅=′ 152 , where M=213-1=8191 for the PN sequence and M=213=8192 for the 
Golay codes. In below Fig. 11, we can see that, for the Golay case, this peak amplitude is 
double in relation to the expected value. We can give then the next expression: 

 ( ) n
PRBSGOLAY MwhereMMsM 2222 =⋅=⋅⋅⋅= :   (11) 

Giving values to the variables of equation (11) we obtain  

( ) ( ) 245760215249152021522 1313 =⋅⋅==⋅⋅⋅= PRBSGOLAY MM   

We can effectively test that the maximum of the peak autocorrelation is double in the Golay 
sequence case.  

7. Noise radar set-up by using Golay codes 
In the previous sections, we have analyzed the improvements introduced by Golay 
sequences. The most important among them is the double gain in the autocorrelation 
function. This gain is achieved with no need of changes in the hardware structure of 
classical PN radar sounders with respect to the hardware structure of a PRBS-based 
sounder.  
Next section presents the adaptation of the radio channel sounder built described in [Alejos, 
2005; Alejos, 2007] in order to obtain a radar sounder [Alejos, 2008]. The general 
measurement procedure has been detailed in previous section 5, but it will experience slight  
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variations according to the selected type of hardware implementation. This question is 
analyzed in section 7.2.   

7.1 Hardware sounder set-up 
The wideband radar by transmission of waveforms based on series of complementary phase 
sequences consists in the transmission of a pair of pseudorandom complementary phase 
sequences or Golay sequences. These sequences are digitally generated and they are 
modulated transmitted. In their reception and later processing, the phase component is also 
considered and not only the envelope of the received signal. 
For this purpose, different receiving schemes can be adopted, all focused to avoid the loss of 
received signal phase information. This receiver scheme, based on module and phase, is not 
used in UWB radars where the receiving scheme is centred in an envelope detector. 
In the receiver end it is included, after the radio frequency stage, a received signal 
acquisition element based on an analogue-digital conversion. By means of this element, the 
received signal is sampled and the resulting values are stored and processed. 
The radiating elements consist of antennas non-distorting the pulses that conforms the 
transmitted signal, arranging one in the transmitter and another one in the receiver. Three 
main types of antennas can be considered: butterfly, Vivaldi and spiral antennas. 
The operation principle of the system is the following one. A pair of complementary 
sequences or Golay sequences is generated, of the wished length and binary rate. The first 
sequence of the pair is modulated, amplified and transmitted with the appropriate antenna. 
A generic transmitter scheme is shown in Figure 12. 
This scheme is made up of a transmission carrier (b), a pseudorandom sequence 
generator(c), a mixer/modulator (d), a bandpass filter (e), an amplifier (f), and the radiation 
element (g). 
In the receiver end, a heterodyne or superheterodyne detection is carried out by means of a 
baseband or zero downconversion. Any of the two receiving techniques can be combined 
with an I/Q demodulation. 
 

 
 

Fig. 12.  Generic transmitter scheme for noise radar sounder 
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Fig. 13.  Receiver scheme for noise radar sounder: I/Q superheterodyne demodulation to 
zero intermediate frequency 
 

 
 
Fig. 14.  Receiver scheme for noise radar sounder: I/Q superheterodyne demodulation to 
non-zero intermediate frequency 
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Four different schemes are proposed to implement the system, being different by the 
reception stage (Figures 13-15). All have in common the transmission stage and the used 
antennas. The diverse schemes can be implemented by hardware or programmable logic of 
type FPGA (Field Programmable Gate Array) or DSP (Digital Signal Processor). 
In Figures 13-15, the transmission stage is included to emphasize the common elements 
shared by both ends of the radar. The main common element between transmitter and 
receiver is the phase reference (a), composed generally by a high stability clock, such as a 10 
or 100MHz Rubidium oscillator. 
The schemes of figures 13-15 have in common one first stage of amplification (f) and filtrate 
(h). Next in the scheme of Figure 13 is an I/Q heterodyne demodulation (h) to baseband by 
using the same transmitter carrier (b). The resulting signals are baseband and each one is 
introduced in a channel of the analogue-digital converter (m), in order to be sampled, stored 
and processed. Previously to the digital stage, it can be arranged an amplification and 
lowpass filtered stage (l). 
In the scheme of Figure 13, an I/Q superheterodyne demodulation (k) with a 
downconversion to a non-zero intermediate frequency is performed. The outcoming signals 
are passband and each one of them is introduced in a channel of the analogue-digital 
converter (m) for its sampling, storing and processing. An amplification and passband 
filtered stage (l) can also be placed previously to the acquisition stage. 
 
 

 
 

Fig. 15.  Receiver scheme for noise radar sounder: superheterodyne demodulation to non-
zero intermediate frequency 
In scheme of Figure 15 a superheterodyne mixer (k) with downconversion to non-zero 
intermediate frequency is used. The resulting signal is passband and it is the input to a 
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channel of the analogue-digital converter (m), to be sampled, stored and processed. The 
previous amplification and passband filtered stages (l) are also optional. 

7.2 Measurement procedure 
The processing algorithm is based on the sliding correlation principle, employee in the 
sector of radio channel sounding systems based on the transmission of pseudorandom 
binary sequences of PRBS type. 
This processing can be implemented to work in real time or in off-line form. The processing 
requires the existence of a version previously sampled and stored of the transmitted signal. 
This version can also be generated in the moment of the processing, whenever the 
transmitted signal parameters are known. The first process to implement consists of 
carrying out a cross-correlation between the received signal and its stored version. From this 
first step, the time parameters and received echoes amplitudes are extracted. 
The processing implemented in this description obtains an echo/multipath time resolution 
superior to the provided one by classic schemes. For that it is necessary to consider all the 
samples of the received and sampled signal. In the classic processing a sample by 
transmitted bit is considered. The fact to consider all the samples will allow obtaining a 
larger accurate parameter estimation of the channel under study. 
From the sample processing, the corresponding radar section images are obtained. 
Algorithms widely described in literature will be used for it. When lacking sidelobes the 
received signal, many of the phenomena that interfere in the obtaining of a correct radar 
image, such as the false echoes, will be avoided. 
The part corresponding to the processing and radar images obtaining closes the description 
of the hardware set-up implementation presented here. Following we will describe some 
experimental results corresponding to measurements performed in actual outdoor scenarios 
for a receiver scheme for the noise radar sounder similar to Figure 14. 

8. Experimental results 
The previously described wideband radar sounder was used to experimentally compare the 
performance of PRBS and Golay sequences in actual scenarios. Some results are here 
introduced from the measurement campaign performed in an outdoor environment in the 
1GHz frequency band.  
In the transmitted end, a BPSK modulation was chosen to modulate a digital waveform 
sequence with a chip rate of 250Mbps. The resulting transmitted signal presented a 
bandwidth of 500MHz. In the receiver end, an I/Q superheterodyne demodulation scheme 
to non-zero intermediate frequency (125MHz) was applied according to description given in 
section 7.1 for this hardware set-up.  
Transmitter and receiver were placed according to the geometry shown in Fig. 16, with a 
round-trip distance to the target of 28.8m. The target consisted in a steel metallic slab with 
dimensions 1m2. The experiment tried to compare the performance of Golay and PRBS 
sequences to determine the target range. Results with this single target range estimation are 
shown in Table 4. 
From measurement it has been observed also the influence of the code length M in the 
detection of multipath component. As larger the code as larger number of echoes and 
stronger components are rescued in the cross-correlation based processing. 
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Fig. 16. Geometry of measurement scenario (b=2.25m, h=14.447m, L=14.4m) 
 

Sequence transmitted GOLAY PRBS 
M (sequence length) 4096 8192 

Link range [m] 28.8 28.8 
Link range [ns] 96 96 

vertical 97 94 Measured 
Delay [ns] horizontal 97 94 

vertical 29.1 28.2 Estimated 
range [m] horizontal 29.1 28.2 

vertical 1.04 2.1 Relative 
error [%] horizontal 1.04 2.1 

 

Table 4. Single target range estimation results. 
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Fig. 17. Code length influence on multipath detection.  
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9. Relation between channel parameters: Fleury Limit 
The only restriction to be satisfied by the values of CB is the known as Fleury limit [Fleury, 
1996]. The expression for this limit is (12):  

 ( )rmscCB τπ ⋅⋅≥ 2)arccos(   (12) 

where c is the level of correlation, and verifies c∈[0,1]. The theoretical values of the Fleury 
limit for the 0.5 and 0.9 correlation levels can be found by (12). These limit values can be 
later compared with those experimentally achieved. The results for values of coherence 
bandwidth measured should verify the theoretical limit given in [Fleury, 1996] to ensure the 
reliability of the experimental outcomes. 
This limit for 50% and 90% CB is defined according to equation (12) and plotted in graphic 
of Fig. 18. 

 
Fig 18. Graphical illustration of Fleury limit. 

10. Conclusion 
The improvement introduced by the hereby introduced noise radar in dynamic range 
thematic and sidelobes suppression is based on the autocorrelation properties of the used 
pseudorandom sequences: the Golay series. 
The binary phase codes are characterized by a nonperiodic autocorrelation function with 
minimum sidelobes amplitude level. An important class of these binary codes is the 
denominated complementary codes, also known as Golay codes. The complementary codes 
consist of a pair of same length sequences that present the following property: when their 
respective autocorrelation functions are algebraically added, their sidelobes are cancelled. In 
addition, the amplitude level of the autocorrelation peak is increased by this sum doubling 
its value. 
The complementary series have certain features that make them more suitable than PRBS 
sequences for some applications. Among them most important it is the double gain in the 
autocorrelation function. This increased gain is obtained with no need to introduce an 
additional hardware structure. 
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This behaviour of the Golay codes will provide a significant improvement at the detection 
level of the signal in the receiver. When increasing the dynamic range, is allowed to suitably 
separate the echoes level of background noise, avoiding the false echoes and allowing better 
target estimation. The improvement in the dynamic range is obtained thanks to a double 
effect: the autocorrelation peak is of double amplitude and the sidelobes are cancelled. This 
behaviour is very useful in extreme situations, like a scene where the transmitted and the 
reflected signals experience a large attenuation, as it is the case of ground penetrating radars 
application surroundings. 
In [Alejos, 2007] it has been demonstrated, in quantitative and qualitative form that the 
improvement reached when using Golay sequences in the radio channel parameters 
estimation reaches values of up to 67.8% with respect to PRBS sequences. The only cost 
resulting of use Golay sequences is the double time required for the sequence transmission, 
since a pair of sequences instead of a single one is used. 
The sounders or radar systems, for any application, that use binary sequences have been 
traditionally used because they are of easy implementation to obtain wide bandwidth. The 
sounders based in binary sequences implied the use of hardware shift registers of bipolar 
technology ECL (Emitter Coupled Logic), with reduced logical excursion, low switching 
speed and with non good noise threshold. All this makes difficult the attainment of quality 
sequences, greater level, low noise level and high binary rate. 
Nowadays, nevertheless, it is possible to use hardware for arbitrary waveform generation of 
cheaper implementation and with a faster and versatile operation. In the present invention 
authors had boarded the generation of the used Golay sequences by means of the 
combination of algorithms programmed on a FPGA and a later analogue-digital conversion 
stage of great bandwidth and large amplitude resolution. As result, to use Golay sequences, 
previously stored or instantaneously generated, is easier and precise than it used to be. 
Some advantages of the Golay codes have been practically demonstrated by means of the 
measurements described in section 8. The single target range estimation offers better 
outcomes for the Golay case even for the short round-trip here shown. It has been practically 
stated the influence of the code length in the multipath detection. This fact seems be due to 
that a longer code yields to a higher dynamic range cross-correlation. 
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Sensitivity of Safe Game Ship Control  
on Base Information from ARPA Radar 
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Poland 

1. Introduction     
The problem of non-collision strategies in the steering at sea appeared in the Isaacs works 
(Isaacs, 1965) called "the father of the differential games" and was developed by many 
authors both within the context of the game theory (Engwerda, 2005; Nowak & Szajowski, 
2005), and also in the control under uncertainty conditions (Nisan et al., 2007). The 
definition of the problem of avoiding a collision seems to be quite obvious, however, apart 
from the issue of the uncertainty of information which may be a result of external factors 
(weather conditions, sea state), incomplete knowledge about other ships and imprecise 
nature of the recommendations concerning the right of way contained in International 
Regulations for Preventing Collision at Sea (COLREG) (Cockcroft & Lameijer, 2006). The 
problem of determining safe strategies is still an urgent issue as a result of an ever 
increasing traffic of ships on particular water areas. It is also important due to the increasing 
requirements as to the safety of shipping and environmental protection, from one side, and 
to the improving opportunities to use computer supporting the navigator duties (Bist, 2000; 
Gluver & Olsen, 1998). In order to ensure safe navigation the ships are obliged to observe 
legal requirements contained in the COLREG Rules. However, these Rules refer exclusively 
to two ships under good visibility conditions, in case of restricted visibility the Rules 
provide only recommendations of general nature and they are unable to consider all 
necessary conditions of the real process. Therefore the real process of the ships passing 
exercises occurs under the conditions of indefiniteness and conflict accompanied by an 
imprecise co-operation among the ships in the light of the legal regulations. A necessity to 
consider simultaneously the strategies of the encountered ships and the dynamic properties 
of the ships as control objects is a good reason for the application of the differential game 
model - often called the dynamic game (Osborne, 2004; Straffin, 2001). 

2. Safe ship control 
2.1 Integrated of navigation 
The control of the ship’s movement may be treated as a multilevel problem shown on Figure 
1, which results from the division of entire ship control system, into clearly determined 
subsystems which are ascribed appropriate layers of control (Lisowski, 2007a), (Fig. 1). 
This is connected both with a large number of dimensions of the steering vector and of the 
status of the process, its random, fuzzy and decision making characteristics - which are 
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Fig. 1. Multilevel ship movement steering system 

affected by strong interference generated by the current, wind and the sea wave motion on 
the one hand, and a complex nature of the equations describing the ship’s dynamics with 
non-linear and non-stationary characteristics. The determination of the global control of the 
steering systems has in practice become too costly and ineffective (Lisowski 2002). 
The integral part of the entire system is the process of the ship’s movement control, which 
may be described with appropriate differential equations of the kinematics and dynamics of 
a ship being an object of the control under a variety of the ship’s operational conditions such 
as: 
- stabilisation of the course or trajectory, 
- adjustment of the ship’s speed, 
- precise steering at small speeds in port with thrusters or adjustable-pitch propeller, 
- stabilisation of the ship’s  rolling, 
- commanding the towing group, 
- dynamic stabilisation of the drilling ship’s or the tanker’s  position. 
The functional draft of the system corresponds to a certain actual arrangement of the 
equipment. The increasing demands with regard to the safety of navigation are forcing the 
ship’s operators to install the systems of integrated navigation on board their ships. By 
improving the ship’s control these systems increase the safety of navigation of a ship - which 
is a very expensive object of the value, including the cargo, and the effectiveness of the 
carriage goods by sea (Cymbal et al., 2007; Lisowski, 2005a, 2007b). 
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2.2 ARPA anti-collision radar system of acquisition and tracking  
The challenge in research for effective methods to prevent ship collisions has become 
important with the increasing size, speed and number of ships participating in sea carriage. 
An obvious contribution in increasing safety of shipping has been firstly the application of 
radars and then the development of ARPA (Automatic Radar Plotting Aids) anti-collision 
system (Bole et al., 2006; Cahill, 2002), (Fig. 2). 
 

 
Fig. 2. The structure of safe ship control system 
The ARPA system enables to track automatically at least 20 encountered j objects as is 
shown on Figure 3, determination of their movement parameters (speed Vj , course ψj) and 
elements of approach to the own ship ( j

j
min DCPAD =  - Distance of the Closest Point of 

Approach, j
j
min TCPAT =  - Time to the Closest Point of Approach) and also the assessment 

of the collision risk rj (Lisowski, 2001, 2008a). 
 

 
Fig. 3. Navigational situation representing the passing of the own ship with the j-th object 
The risk value is possible to define by referring the current situation of approach, described 
by parameters j

minD  and j
minT , to the assumed evaluation of the situation as safe, 
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determined by a safe distance of approach Ds and a safe time Ts – which are necessary to 
execute a collision avoiding manoeuvre with consideration of distance Dj to j-th met object - 
shown on Figure 4 (Lisowski, 2005b, 2008c): 
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The weight coefficients k1 and k2 are depended on the state visibility at sea, dynamic length 
Ld and dynamic beam Bd of the ship, kind of water region and in practice are equal: 

 1)]B,L(k),B,L(k[0 dd2dd1 ≤≤   (2) 

 )V345.01(1.1L 6.1
d +=   (3) 

 )LV767.0B(1.1B 4.0
d +=   (4) 

 

 
Fig. 4. The ship's collision risk space in a function of relative distance and time of 
approaching the j-th object 

2.3 ARPA anti-collision radar system of manoeuvre simulation  
The functional scope of a standard ARPA system ends with the simulation of the 
manoeuvre altering the course ψΔ±  or the ship's speed VΔ±  selected by the navigator as is 
shown on Figure 5 (Pasmurow & Zimoviev, 2005). 

2.4 Computer support of navigator manoeuvring decision  
The problem of selecting such a manoeuvre is very difficult as the process of control is very 
complex since it is dynamic, non-linear, multi-dimensional, non-stationary and game 
making in its nature. 
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Fig. 5. The screen of SAM Electronics ARPA on the sailing vessel s/v DAR MLODZIEZY 
(ENAMOR Gdynia, Poland) 

In practice, methods of selecting a manoeuvre assume a form of appropriate steering 
algorithms supporting navigator decision in a collision situation. Algorithms are 
programmed into the memory of a Programmable Logic Controller PLC (Fig. 6). This 
generates an option within the ARPA anti-collision system or a training simulator (Lisowski, 
2008a). 
 

 
Fig. 6. The system structure of computer support of navigator decision in collision situation  

3. Game control in marine navigation 
3.1 Processes of game ship control 
The classical issues of the theory of the decision process in marine navigation include the 
safe steering of a ship (Baba & Jain 2001; Levine, 1996).  
Assuming that the dynamic movement of the ships in time occurs under the influence of the 
appropriate sets of control: 
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]U,U[ )(

j
)(

0
j0 ξξ

  (5) 
where:  

)(
0

0U ξ  - a set of the own ship strategies, 
)(

j
jU ξ   - a set of the j-th ships strategies, 

0),( j0 =ξξξ  - denotes course and trajectory stabilisation, 
1),( j0 =ξξξ  - denotes the execution of the anti-collision manoeuvre in order to minimize the 

risk of collision, which in practice is achieved by satisfying following inequality: 

 sj
j
min D)t(DminD ≥=   (6) 

where: 
j
minD - the smallest distance of approach of the own ship and the j-th encountered  object, 

Ds - safe approach distance in the prevailing conditions depends on the visibility conditions 
at sea, the COLREG Rules and ship dynamics,  
Dj  -  current distance to the j-th ship taken from the ARPA  anti-collision system (Fig. 2).  

1),( j0 −=ξξξ  - refers to the manoeuvring of the ship in order to achieve the closest point of 
approach, for example during the approach of a rescue vessel, transfer of cargo from ship to 
ship, destruction the enemy's ship, etc.). 
In the adopted describing symbols ξ we can discriminate the following type of steering ship 
in order to achieve a determined control goal: 
- basic type of control – stabilization of course or trajectory:  ]UU[ )0(

j
)0(

0  

- avoidance of a collision by executing: 
a. own ship's manoeuvres: ]UU[ )0(

j
)1(

0  

b. manoeuvres of the j-th ship: ]UU[ )1(
j

)0(
0  

c. co-operative manoeuvres: ]UU[ )1(
j

)1(
0  

- encounter of the ships: ]UU[ )1(
j

)1(
0

−−  

- situations of a unilateral dynamic game: ]UU[and]UU[ )1(
j

)0(
0

)0(
j

)1(
0

−−  
Dangerous situations resulting from a faulty assessment of the approaching process by one 
of the party with the other party's failure to conduct observation - one ship is equipped with 
a radar or an anti-collision system, the other with a damaged radar or without this device 
(Lisowski, 2001). 
- chasing situations which refer to a typical conflicting dynamic game: 

]UU[and]UU[ )1(
j

)1(
0

)1(
j

)1(
0

−− . 

3.2 Basic model of dynamic game ship control 
The most general description of the own ship passing the j number of other encountered 
ships is the model of a differential game of j number of moving control objects (Fig. 7). 
The properties of control process are described by the state equation: 

]t),u,...,u,...,u,u(),x,...,x,...,x,x[(fx
mj10mj10 ,m,j,1,0,m,j,1,0ii ννννϑϑϑϑ=� , ( )0jj...,,1i ϑ+ϑ⋅= , j = 1, …, m (7)
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where:  
( )tx

0,0 ϑ
G

 - 0ϑ  
dimensional vector of process state of own ship determined in time ]t,t[t k0∈ ,  

( )tx
j,j ϑ

G  - jϑ dimensional vector of the process state for the j-th ship,  

( )tu
0,0 ν

G  - ν0 dimensional control vector of the own ship, 

)t(u
j,j ν

G  - νj dimensional control vector of the j-th ship. 
 

 
Fig. 7. Block diagram of a basic dynamic game model of ship control 

The state equations of ship game control process take the following form: 
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(8) 

The state variables are represented by the following values: 
ψ=1,0x - course of the own ship, 
ψ=x 2,0 � - angular turning speed of the own ship, 
Vx 3,0 = - speed of the own ship, 
β=4,0x - drift angle of the own ship, 
nx 5,0 =  - rotational speed of the screw propeller of the own ship, 
Hx 6,0 =  - pitch of the adjustable propeller of the own ship, 
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j1,j Dx = - distance to j-th ship, 

j2,j Nx =  - bearing of the j-th ship, 

j3,jx ψ=   - course of the j-th ship, 

j4,j ψ=x � - angular turning speed of the j-th ship, 

j5,j V=x� - speed of the j-th ship, 
where: 4,6 j0 =ϑ=ϑ . 
While the control values are represented by: 

r1,0u α=  - rudder angle of the own ship, 
r2,0 nu = - rotational speed of the own ship screw propeller,  

r3,0 Hu = - pitch of the adjustable propeller of the own ship, 

rj1,j α=u - rudder angle of the j-th ship, 

j,r2,j n=u - rotational speed of the j-th ship screw propeller, 
where: 2,3 j0 =ν=ν . 
Values of coefficients of the process state equations (8) for the 12 000 DWT container ship are 
given in Table 1. 
 

Coefficient Measure Value 
a1 m-1 - 4.143·10-2

a2 m-2 1.858·10-4

a3 m-1 - 6.934·10-3

a4 m-1 - 3.177·10-2

a5 - - 4.435
a6 - - 0.895
a7 m-1 - 9.284·10-4

a8 - 1.357·10-3

a9 - 0.624
a10 s-1 - 0.200

a11+j s-1 - 5·10-2

a12+j s-1 - 4·10-3

b1 m-2 1.134·10-2

b2 m-1 - 1.554·10-3

b3 s-1 0.200
b4 s-1 0.100

b4+j m-1 - 3.333·10-3

b5+j m·s-1 9.536·10-2 

Table 1.  Coefficients of basic game model equations 

In example for j=20 encountered ships the base game model is represented by i=86 state 
variables of process control. 
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The constraints of the control and the state of the process are connected with the basic 
condition for the safe passing of the ships at a safe distance Ds in compliance with COLREG 
Rules, generally in the following form: 

 
0)u,x(g

jj ,j,jj ≤νϑ   (9) 
The constraints referred to as the ships domains in the marine navigation, may assume a 
shape of a circle, ellipse, hexagon, or parabola and may be generated for example by an 
artificial neural network as is shown on Figure 8 (Lisowski et al., 2000). 
The synthesis of the decision making pattern of the object control leads to the determination 
of the optimal strategies of the players who determine the most favourable, under given 
conditions, conduct of the process. For the class of non-coalition games, often used in the 
control techniques, the most beneficial conduct of the own ship as a player with j-th ship is 
the minimization of her goal function (10) in the form of the payments – the integral 
payment and the final one. 

min)t(d)t(rdt)]t(x[I k

t

t
kj

2
,0j,0

k

0
0

→+∫ += ϑ  (10)

The integral payment represents loss of way by the ship while passing the encountered 
ships and the final payment determines the final risk of collision rj(tk) relative to the j-th ship 
and the final deviation of the ship d(tk) from the reference trajectory (Fig. 9).  
Generally two types of the steering goals are taken into consideration - programmed 
steering u0(t) and positional steering u0[x0(t)]. The basis for the decision making steering are 
the decision making patterns of the positional steering processes, the patterns with the 
feedback arrangement representing the dynamic games. 
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Fig. 8. The shapes of the neural domains in the situation of 60 encountered ships in English 
Channel 
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Fig. 9. Navigational situation representing the passing of the own ship with the j-th 
encountered ship 

The application of reductions in the description of the own ship dynamics and the dynamic 
of the j-th encountered ship and their movement kinematics lead to approximated models: 
multi-stage positional game, multi-step matrix game, fuzzy matrix game, fuzzy dynamic 
programming, dynamic programming with neural state constraints, linear programming 
(LaValle, 2006; Lisowski, 2004). 

4. Algorithms of safe game ship control 
4.1 Multi-stage positional game trajectory POSTRAJ 
The general model of dynamic game is simplified to the multi-stage positional game of j 
participants not co-operating among them, (Fig. 10). 
State variables and control values are represented by: 

⎪
⎪
⎭

⎪⎪
⎬

⎫

=

=ψ==ψ=

====

m...,,2,1j
Vu,u,Vu,u

Yx,Xx,Yx,Xx

j2,jj1,j2,01,0

j2,jj1,j02,001,0

 (11)

The essence of the positional game is to subordinate the strategies of the own ship to the 
current positions p(tk) of the encountered objects at the current step k. In this way the 
process model takes into consideration any possible alterations of the course and speed of 
the encountered objects while steering is in progress. The current state of the process is 
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determined by the co-ordinates of the own ship's position and the positions of the 
encountered objects: 

( ) ( )
⎭
⎬
⎫

=

==

m...,,2,1j
Y,Xx,Y,Xx jjj000  (12)

 

 
Fig. 10. Block diagram of the positional game model 
The system generates its steering at the moment tk on the basis of data received from the 
ARPA anti-collision system pertaining to the positions of the encountered objects: 

K,...,2,1km,...,2,1j)t(x
)t(x

)t(p
kj

k0
k ==⎥

⎦

⎤
⎢
⎣

⎡
=  (13)

It is assumed, according to the general concept of a multi-stage positional game, that at each 
discrete moment of time tk the own ship knows the positions of the objects.  
The constraints for the state co-ordinates: 

 ( ) ( ){ } Ptx,tx j0 ∈  (14) 
are navigational constraints, while steering constraints: 

 
m,...,2,1jUu,Uu jj00 =∈∈

 (15) 
take into consideration: the ships' movement kinematics, recommendations of the COLREG 
Rules and the condition to maintain a safe passing distance as per relationship (6). 
The closed sets j

0U  and 0
jU , defined as the sets of acceptable strategies of the participants to 

the game towards one another: 

 )]}t(p[U,)]t(p[U{ 0
j

j
0  (16) 

are dependent, which means that the choice of steering uj by the j-th object changes the sets 
of acceptable strategies of other objects.  
A set j

oU  of acceptable strategies of the own ship when passing the j-th encountered object 
at a distance Ds - while observing the condition of the course and speed stability of the own 
ship and that of the encountered object at step k is static and comprised within a half-circle 
of a radius Vr (Fig. 11). 
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Fig. 11. Determination of the acceptable areas of the own ship strategies j
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Area j
0U  is determined by an inequality (Fig. 12): 
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where: 
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(19)

The value j
0χ  is determined by using an appropriate logical function Zj characterising any 

particular recommendation referring to the right of way contained in COLREG Rules. 
The form of function Zj depends of the interpretation of the above recommendations for the 
purpose to use them in the steering algorithm, when: 

⎪⎩

⎪
⎨
⎧

−=χ

=χ
=

1then0

1then1
Z

j
0

j
0

j  (20)
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Fig. 12. Example of summary set 3

0U  of acceptable manoeuvres for three encountered ships 

Interpretation of the COLREG Rules in the form of appropriate manoeuvring diagrams 
developed by A.G. Corbet, S.H. Hollingdale, E.S. Calvert and K.D. Jones enables to formulate a 
certain logical function Zj as a semantic interpretation of legal regulations for manoeuvring.  
Each particular type of the situation involving the approach of the ships is assigned the 
logical variable value equal to one or zero: 
A – encounter of the ship from bow or from any other direction, 
B – approaching or moving away of the ship, 
C – passing the ship astern or ahead, 
D – approaching of the ship from the bow or from the stern, 
E – approaching of the ship from the starboard or port side. 
By minimizing logical function Zj  by using a method of the Karnaugh's Tables the following 
is obtained: 

 )EDCB(AAZ
________

j ∪∪=   (21) 
The resultant area of acceptable manoeuvres for m objects: 

∩
m

1j

j
00 m...,,2,1jUU

=
==  (22)

is determined by an arrangement of inequalities (17) and (18). 
A set for acceptable strategies 0

jU  of the encountered j-th object relative to the own ship is 
determined by analogy: 

 
0
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y
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x
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where: 
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The sing 0
jχ  is determined analogically to j

0χ . 
Taking into consideration of navigational constraints – shoal and shore line, presents 
additional constraints of the set of acceptable strategies: 

 
1l,l

0
y
0

1l,l
0

x
0

1l,l
0 cubua −−− ≤+   (26) 

where: l – the closest point of intersection for the straight lines approximating the shore line 
(Cichuta & Dalecki, 2000). 
The optimal steering of the own ship )t(u0

∗ , equivalent for the current position p(t) to the 
optimal positional steering )p(u0

∗ , is determined in the following way: 
- sets of acceptable strategies ( )[ ]k

0
j tpU  are determined for the encountered objects 

relative to the own ship and initial sets ( )[ ]k
jw
0 tpU  of acceptable strategies of the own 

ship relative to each one of the encountered objects,  
- a pair of vectors m

ju  and j
0u  relative to each j-th object is determined and then the 

optimal positional strategy for the own ship )p(u0
∗  from the condition: 
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where:    

[ ] ∫=
kL

0

t

t
0k00 dt)t(uL),t(xS  (28)

refers to the continuous function of the own ship's steering goal which characterises the 
ship's distance at the moment t0 to the closest point of turn Lk on the assumed voyage route 
(Fig. 3).  
In practice, the realization of the optimal trajectory of the own ship is achieved by 
determining the ship's course and speed, which would ensure the smallest loss of way for a 
safe passing of the encountered objects, at a distance which is not smaller than the assumed 
value Ds, always with respect to the ship's dynamics in the form of the advance time to the 
manoeuvre tm, with element ψΔ

mt  during course manoeuvre ψΔ  or element V
mtΔ  during 

speed manoeuvre VΔ (Fig. 13).  
The dynamic features of the ship during the course alteration by an angle ψΔ  is described 
in a simplified manner with the use of transfer function: 
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Fig. 13. Ship’s motion during Δψ course changing 
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where:  
ψT  - manoeuvre delay time which is approximately equal to the time constant of the ship as 

a course control object, 
)(k αψ  - gain coefficient the value of which results from the non-linear static characteristics 

of the rudder steering. 
The course manoeuvre delay time: 

ψ
ψΔ

+≅ ψ
ψΔ

�om Tt  (30)

Differential equation of the second order describing the ship's behaviour during the change 
of the speed by VΔ  is approximated with the use of the first order inertia with a delay: 

sT1
ek

)s(n
)s(V)s(G

V

sT
V

2

oV

+
=

Δ
Δ

=
−

 (31)

where:  
ToV - time of delay equal approximately to the time constant for the propulsion system: main 
engine - propeller shaft – screw propeller,  
TV -   the time constant of the ship's hull and the mass of the accompanying water. 
The speed manoeuvre delay time is as follows: 

 VoV
V

m T3Tt +≅Δ
 (32) 
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The smallest loss of way is achieved for the maximum projection of the speed vector 
maximum of the own ship on the direction of the assumed course rψ . The optimal steering 
of the own ship is calculated at each discrete stage of the ship's movement by applying 
Simplex method for solving the linear programming task.  
At each one stage tk of the measured position p(tk) optimal steering problem is solved 
according to the game control principle (27) (Fig. 14). 
By using function lp – linear programming from Optimization Toolbox of the MATLAB 
software POSTRAJ algorithm was developed to determine a safe game trajectory of a ship in 
a collision situation (Łebkowski, 2001). 
 

 
Fig. 14. Block diagram of the positional pattern for positional game steering: k

j,0G  - a set of 
parameters of the own ship approach relative to j-th object taken from ARPA radar system 

4.2 Multi-step matrix game trajectory RISKTRAJ 
When leaving aside the ship's dynamics equations the general model of a dynamic game for 
the process of preventing collisions is reduced to the matrix game of j participants non-co-
operating among them (Fig. 15). 
 

 
Fig. 15. Block diagram of a matrix game model 

The state and steering variables are represented by the following values: 

 m...,,2,1jVu,u,Vu,u,Nx,Dx j2,jj1,j2,01,0j2,jj1,j ==ψ==ψ===   (33) 
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The game matrix R )],(r[ 0jj υυ  includes the values of the collision risk rj determined on the 
basis of data obtained from the ARPA anti-collision system for the acceptable strategies 0υ  
of the own ship and acceptable strategies jυ  of any particular number of j encountered 
objects. The risk value is defined by equation (1). In a matrix game player I - own ship has a 
possibility to use 0υ  pure various strategies, and player II - encountered ships has jυ  
various pure strategies: 

nm0mmm

nj0jjj

n10111

n0

n0

rr....rr
....................

rr....rr
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rr....rr
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rr....rr
rr....rr

)],(r[R

1,21
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1,21

21,22221

11,11211

0jj

υυ−υυυυ

υυ−υυυυ

υυ−υυυυ

υ−υ

υ−υ

=υυ=
 

(34)

The constraints for the choice of a strategy ( )j0 ,υυ  result from the recommendations of the 
way priority at sea (Radzik, 2000). Constraints are limiting the selection of a strategy result 
from COLREG Rules. As most frequently the game does not have a saddle point, therefore 
the balance state is not guaranteed. In order to solve this problem we may use a dual linear 
programming.  
In a dual problem player I aims to minimize the risk of collision, while player II aims to 
maximize the collision risk. The components of the mixed strategy express the distribution 
of the probability of using by the players their pure strategies. As a result for the goal 
control function in the form: 

( ) j
)j(

0 rmaxminI
j0 υυ

∗
=  (35)

probability matrix P of applying each one of the particular pure strategies is obtained: 
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(36)

The solution for the control problem is the strategy representing the highest probability: 

( ) ( )[ ]{ }
maxojj

)(
o

(
0 ,puu 0)0 υυ= υ∗υ

 
(37)

The safe trajectory of the own ship is treated as a sequence of successive changes in time of 
her course and speed. A safe passing distance is determined for the prevailing visibility 
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conditions at sea Ds, advance time to the manoeuvre tm  described by equations (30) or (32) 
and the duration of one stage of the trajectory ∆tk as a calculation step. At each one step the 
most dangerous object relative to the value of the collision risk rj is determined. Then, on the 
basis of semantic interpretation of the COLREG Rules, the direction of the own ship's turn 
relative to the most dangerous object is selected.  
A collision risk matrix R is determined for the acceptable strategies of the own ship 0υ  and 
that for the j-th encountered object jυ . By applying a principle of the dual linear 
programming for solving matrix games the optimal course of the own ship and that of the j-
th object is obtained at a level of the smallest deviations from their initial values. 
Figure 16 shows an example of possible strategies of the own ship and those of the 
encountered object while, Figure 17 presents the hyper surface of the collision risk for these 
values of the strategy. 
 

 
Fig. 16. Possible mutual strategies of the own ship and those of the encountered ship 

 
Fig. 17. Dependence of the collision risk on the course strategies of the own ship and those 
of the encountered ship 
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 If, at a given step, there is no solution at the own ship's speed V, then the calculations are 
repeated for a speed decreased by 25%, until the game has been solved. The calculations are 
repeated step by step until the moment when all elements of the matrix R are equal to zero 
and the own ship, after having passed encountered objects, returns to her initial course and 
speed. 
By using function lp – linear programming from Optimization Toolbox of the MATLAB 
software RISKTRAJ algorithm was developed to determine a safe game trajectory of a ship 
in a collision situation (Cichuta & Dalecki, 2000). 

5. Sensitivity of game ship control 
5.1 Definition of sensitivity 
The investigation of sensitivity of game control fetch for sensitivity analysis of the game 
final payment (10) measured with the relative final deviation of d(tk)=dk safe game trajectory 
from the reference trajectory, as sensitivity of the quality first-order (Wierzbicki, 1977). 
Taking into consideration the practical application of the game control algorithm for the 
own ship in a collision situation it is recommended to perform the analysis of sensitivity of a 
safe control with regard to the accuracy degree of the information received from the anti-
collision ARPA radar system on the current approach situation, from one side and also with 
regard to the changes in kinematical and dynamic parameters of the control process. 
Admissible average errors, that can be contributed by sensors of anti-collision system can 
have following values for: 
• radar, 
- bearing: ±0,22°, 
- form of cluster: ±0,05°, 
- form of impulse: ±20 m, 
- margin of antenna drive: ±0,5°, 
- sampling of bearing: ±0,01°, 
- sampling of distance: ±0,01 nm, 
• gyrocompas: ±0,5°, 
• log: ±0,5 kn, 
• GPS: ±15 m. 
The sum of all errors, influent on picturing of the navigational situation, cannot exceed for 
absolute values ±5% or for angular values ±3°. 

5.2 Sensitivity of control to inaccuracy of information from ARPA radar 
Let X0,j represent such a set of state process control information on the navigational situation 
that: 

 }N,D,,V,,V{X jjjjj,0 ψψ=   (38) 

Let then ARPA
j,0X  represent a set of information from ARPA anti-collision system impaired by 

measurement and processing errors: 

 }NN,DD,,VV,,VV{X jjjjjjjj
ARPA

j,0 δ±δ±δψ±ψδ±δψ±ψδ±=   (39) 
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Relative measure of sensitivity of the final payment in the game sinf as a final deviation of 
the ship's safe trajectory dk from the reference trajectory will be: 

}s,s,s,s,s,s{s
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jjjj N
inf

D
infinf

V
infinf

V
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j,0k
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j,o
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k

j,0
ARPA

j,0inf

ψψ=

==
 (40)

5.3 Sensitivity of control to process control parameters alterations 
Let Xparam represents a set of parameters of the state process control: 

                                                           }V,t,D,t{X ksmparam ΔΔ=  (41) 

Let then '
paramX  represents a set of information saddled errors of measurement and 

processing parameters: 

 }VV,tt,DD,tt{X kkssmm
'
param Δδ±ΔΔδ±Δδ±δ±=   (42) 

Relative measure of sensitivity of the final payment in the game as a final deflection of the 
ship's safe trajectory dk from the assumed trajectory will be: 
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ksm ΔΔ=

==
  (43) 

where: 
tm - advance time of the manoeuvre with respect to the dynamic properties of the own ship, 

ktΔ - duration of one stage of the ship's trajectory, 
Ds – safe distance, 
ΔV - reduction of the own ship's speed for a deflection from the course greater than 30o.  

5.4 Determination of safe game trajectories 
Computer simulation of POSTRAJ and RISKTRAJ algorithms, as a computer software 
supporting the navigator decision, were carried out on an example of a real navigational 
situation of passing j=16 encountered ships. The situation was registered in Kattegat Strait 
on board r/v HORYZONT II, a research and training vessel of the Gdynia Maritime 
University, on the radar screen of the ARPA anti-collision system Raytheon.  
The POSGAME algorithm represents the ship game trajectories determined according to the 
control index in the form (27) (Fig. 18). 
The RISKTRAJ algorithm was developed for strategies: 130 =υ and 25j =υ (Fig. 19). 

5.5 Characteristics of control sensitivity in real navigational situation at sea 
Figure 20 represents sensitivity characteristics which were obtained through a computer 
simulation of the game control POSTRAJ and RISKTRAJ algorithms in the Matlab/Simulink 
software for the alterations of the values X0,j and Xparam within ±5% or ±3°. 
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Fig. 18. The own ship game trajectory for the POSTRAJ, in good visibility, Ds=0,5 nm, 
r(tk)=0, d(tk)=7,72 nm, in situation of passing j=16 encountered ships 

 
Fig. 19. The own ship game trajectory for the RISKTRAJ, in good visibility, Ds=0,5 nm, 
r(tk)=0, d(tk)=6,31 nm, in situation of passing j=16 encountered ships 
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Fig. 20. Sensitivity characteristics of safe game ship control according to POSGAME and 
RISKTRAJ algorithms on an example of a navigational situation in the Kattegat Strait 
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6. Conclusion 
The application of simplified model of the dynamic game of the process to the synthesis of 
the optimal control allows the determination of the own ship safe trajectory in situations of 
passing a greater number of the encountered ships as a certain sequence of the course and 
speed manoeuvres. The developed RISKTRAJ algorithm takes also into consideration the 
Rules of the COLREG Rules and the advance time of the manoeuvre approximating the 
ship's dynamic properties and evaluates the final deviation of the real trajectory from the 
reference value. 
The sensitivity of the final game payment: 
- is least relative to the sampling period of the trajectory and advance time manoeuvre, 
- most is relative to changes of the own and met ships speed and course, 
- it grows with the degree of playing character of the control process and with the 

quantity of admissible strategies. 
The considered control algorithm is, in a certain sense, formal model of the thinking process 
of a navigator conducting a ship and making manoeuvring decisions. Therefore they may be 
applied in the construction of both appropriate training simulators at the maritime training 
centre and also for various options of the basic module of the ARPA anti-collision radar 
system. 
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1. Introduction    
The use of wind farms to generate electricity is growing due to the importance of being a 
renewable energy source. These installations can have over a hundred turbines of up to 120 
m height each. Wind farm installations relatively near to radar systems cause clutter returns 
that can affect the normal operation of these radars. Wind turbines provoke clutter 
reflectivity returns with unpredictable Doppler shifts.  
Wind turbines exhibit high radar cross sections (RCS), up to 1000m2 in some instances, and 
then, they are easily detected by radars. A typical wind turbine is made up of three main 
components, the tower, the nacelle and the rotor. The tower is a constant zero velocity return 
that can be suppressed by stationary clutter filtering. Unlike the tower, the turbine nacelle RCS 
is a function of the turbine yaw angle, and then, the radar signature will depend on this factor. 
Moreover, most wind turbines present curved surface nacelles which will scatter the energy in 
all directions and so the variability of the RCS is prominent. In addition, the rotor makes the 
blades move fast enough to be unsuppressed by conventional clutter filtering. 
In this chapter, we will examine the characteristics of wind turbine clutter in great detail. For 
this purpose, we will use examples derived from real experimental data. After describing 
the experimental data gathered, we will perform several studies.  
First of all, a complete statistical characterization of the experimental data will be 
accomplished. This statistical study will show the distinctive properties of this variety of 
clutter and then, it will give us clues for its correct detection, as every detection theory must 
rely on statistics. In this case we will study isolated turbines, so that the obtained 
characteristics will be accurate. After that, we will make an extensive frequency analysis.  
Different configurations will be studied, with variations such us the number of turbines, the 
yaw angle or the radar dwell time. This will show various wind turbine clutter situations 
that most affected radar systems have to deal with. 
Finally, some mitigation techniques that have been published to date will be reviewed. Their 
main purposes, techniques and results will be analyzed and illustrated with descriptive 
examples.  

2. Wind turbine clutter 
2.1 Wind power 
Wind power has proved to be one of the most profitable energy sources both in terms of 
economy and ecology.  In fact, many countries have launched programs in order to deploy 
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wind turbines as alternative sources of energy, trying to tackle the climate change as well as 
the increasing oil costs.  As it can be seen in Fig. 1, wind energy production has been 
exponentially increasing (World Wind Energy Association, 2009) since the early 90s. 
 

 
Fig. 1. Evolution of the wind power installed in the world.  

Traditionally, Europe has leaded the wind energy market, with 70% of the sales by 2000 
(Hatziargyriu & Zervos, 2001). However, the wind energy capacity has been promoted all 
over the world, and countries such as China or India are now using this technology to 
produce large amounts of electrical energy. USA is currently the largest wind power market, 
followed by Germany and Spain, Fig. 2 (World Wind Energy Association, 2009). With 
respect to penetration rates, this power provides 19% of the total energy consumed in 
Denmark, 11% in Spain and Portugal, 6% in Germany and 1% in USA (Thresher & 
Robinson, 2007). In terms of growth, world wind generation capacity more than quadrupled 
between 2000 and 2006. Wind farms will continue its expansion, as it is expected that within 
the next decades wind energy will occupy 20 % of the total annual power consumed both in 
Europe and USA (Thresher & Robinson., 2007). As a consequence, the impact of wind 
turbine clutter on radars is going be more and more important.  
 

 
Fig. 2. Cumulative wind power capacity in the world.  

2.2 Effects of wind turbines on radar systems 
A typical wind turbine is made up of three components, the tower, the nacelle and the rotor. 
The tower means a constant zero velocity return than can be easily minimized by means of 
an appropriate clutter cancellation. Unlike the tower, the turbine nacelle radar cross section 
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(RCS) is a function of the turbine yaw angle and then, the radar signature will depend on 
this factor. More over, most wind turbines present curved surface nacelles which will scatter 
the energy in all directions and so, will increment the variability of the RCS (Poupart, 2003). 
Some studies conclude (Greving, 2008a) that the traditional RCS scheme is not applicable for 
objects on the ground and, therefore, it is not a useful parameter for the definition of 
safeguarding distances of wind farms to radars. Besides, the rotor makes the blades move 
fast enough to be unsuppressed by stationary clutter filtering, with maximum angular 
velocities between 30 and 50 rpm (Freris, 1992). To sum up, the main effects wind turbines 
have on radars are the following (Perry & Biss, 2007): 
- The magnitude of the reflections from the wind turbine can cause radar receivers to be 

driven to saturation. In fact, typical tower heights reach 100 m, with blades from 30 to 
50 m long, see Table 1 (Gamesa, 2009). Some studies address this problem and propose 
stealth technologies to mitigate this effect. The solutions involve both shaping and 
development of absorbing materials (Matthews et al., 2007) 

 

Model G58 G83 G90 
Turbine rating (kW) 850 2000 2000 
Blade length (m) 28.3 40.5 44 
Tower height (m) 44-71 67-78 67-100 
Rotation rate (rpm) 14.6-30.8 9-19 9-19 
Max Tip speed (m/s) 91 80.5 87.5 

Table 1. Typical Wind Turbine parameters. 

- The rotation movement of blades cause Doppler shifts. The velocity of a blade depend 
on the distance from the centre, therefore, there is an increasing Doppler shift from the 
centre to the tip of the blade. This spectrum can fall within the limits of some radars or 
exceed them. 

These effects result in various situations in different radars.  
- For primary surveillance radars, air traffic control and air defence (Jackson, 2007), wind 

turbine effects include clutter, increased number of unwanted returns in the area of 
wind farms; desensitisation, reduced probability of detection for wanted air target; and 
a consequent loss of wanted target plotting and tracking. In conclusion, they provoke 
higher probability of false alarm and lower probability of detection. 

- In weather radars (Vogt et al., 2008), the clutter, signal blockage and interference may 
cause the misidentification of thunderstorm features and meteorological algorithm 
errors such us false radar estimates of precipitation accumulation, false tornadic vortex 
and mesocyclone signatures and incorrect storm cell identification and tracking. 

- Monopulse secondary radars performance is also affected by the presence of wind 
turbines (Theil & van Ewijk, 2007). The azimuth estimate obtained with the monopulse 
principle can be biased when the interrogated target emits its response when partially 
obscured by an large obstacle such as a wind turbine. 

3. Radar signature of wind turbine clutter 
3.1 Experimental data 
In the experiments, made with the aid of the Spanish weather C-band radar network, we 
gathered data in normal and spotlight operation modes. In the first case, the aim is to 
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calculate the Doppler spectrum in two ways:  for each range gate, for a specific azimuth 
angle; and for each azimuth angle, for a specific range gate. This will show the variations of 
the wind turbine clutter Doppler spectrum as functions of range and azimuth angle. This 
spectrum is expected to have specific features which would aid the identification and 
mitigation of these clutter returns. In the second case, spotlight operation mode, the data are 
collected from a particular cell, known to experiment wind turbine clutter and so defined by 
specific range and azimuth angle. That is to say, the radar dish is stationary and a large and 
contiguous set of time series is collected. Thus, the information about temporal evolution of 
the amplitude of the signal and its Doppler spectrum can be easily extracted. These 
experiments allow us to do a detailed examination of the spectral characteristics and 
statistics of the wind turbine clutter signal.  
All data were taken from a C-band weather radar near Palencia, Spain. Up to three different 
wind farms can be seen in a narrow sector between 30 and 45 km away from the radar. The 
main wind farm is composed by 54 wind turbines model G-58 (Gamesa, 2009), which 
provide an average power of 49300 kW. It was a clear day, so there weren’t interfering 
weather signals. In the following figure we can distinguish the three wind farms. 
 

 
Fig. 3. PPI representation of the data under study.  

The turbines layout within the wind farm let the radar resolve the different rows. It is usual 
to maintain a minimum distance between turbines (Jenkins, 1993) because when a wind 
turbine extracts energy from the wind it creates a wake of slower, more turbulent air which 
will negatively impact on the performance of adjacent turbines. This spacing is usually set 
from five to eight times the blade diameter, that is, about 200 m. Therefore, with a radar 
range resolution of 125 m it is possible to resolve different turbines in range. However, 
azimuth resolution does vary with the distance and most of the times two or more turbines 
will occupy the same resolution cell. 
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3.2 Scanning radar 
By calculating the Doppler spectrum, defined as the power weighted distribution of radial 
velocities within the resolution volume of the radar (Doviak & Zrnic, 1984), for each 
azimuth angle, for a particular range gate, the spectral content versus the azimuth angle can 
be studied. I-Q radar data were gathered with the slowest antenna velocity, the lowest 
elevation angle (the most affected by the presence of wind farms) and the highest pulse 
repetition frequency (PRF). See Table 2 for detailed radar parameters. The spectral content 
of several range bins has been studied using a Short-time Fourier Transform (STFT) of 
partially overlapped time sectors to build a spectrogram. A Hamming window was used in 
order to diminish windowing effects.  
An example has been represented in Fig. 4 (Gallardo-Hernando et al. 2008b). There was an 
isolated wind mill in the selected range gate, so, the spectrum is located at a very specific 
azimuth angle. This spectrum is extremely wide, as some of its components seem to be 
overlapped. 
 

 
Fig. 4. Doppler spectrum versus azimuth angle.  

Frequency 5500 MHz 
Beam width 0.8º 
Power 250 kW 
Antenna gain 43 dBi 
Pulse repetition frequency (PRF) 1300 Hz 
Elevation angle 0.5º 
Antenna velocity 12º/s 
Pulse length 0.5 μs 

Table 2. Scanning radar parameters. 
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The spectrum of two different turbines in the same range bin is plotted in Fig. 5. The 
Doppler frequency shift is different for each turbine for two reasons. First, the rotors can 
have different velocities of rotation. Second, although the turbines were rotating at the same 
velocity, the yaw angle could be different and so the radial velocity.  

 
Fig. 5. Doppler spectrum of two adjacent wind turbines. 
Fig. 6 shows a similar variation of the Doppler spectrum, now as a function of range. This 
spectrum is also extremely wide, and it obviously appears at every range gate with wind 
turbines located in.  

 
Fig. 6. Doppler spectrum calculated on the 54º azimuth bin. 
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3.2 Spotlight radar 
In this operation mode, defined in (Isom et al., 2008), a large set of time series was collected 
while the radar dish was stationary and the azimuth angle defined to get data from the 
wind farm, 54.03º. Radar parameters are similar to those of Table 2, but for the radar 
antenna, zero velocity. 
Fig. 7 shows the variation of the signal amplitude versus time. It shows a clear periodicity 
that is supposed to be caused by the motion of blades. Later on this periodicity will be 
studied, see section 3.3. The noise level seems to be 20 dB under the signal and the effect of 
target scintillation is clearly seen. 
 

 
Fig. 7. Amplitude variation at 42.5 km bin versus time. 

A frequency transform was made to calculate the Doppler spectrum. Fig. 8 shows the 
Doppler spectrogram in time, and the same periodicities seen in Fig. 7 seem to be here. The 
echo of the blades is characterized by short flashes, which occur when one blade is 
orthogonal with respect to the propagation direction of the transmitted signal (Gallardo-
Hernando et al., 2008b). Once again, the spectrum is spread all over Doppler frequencies, 
and so, we cannot assure which components are moving towards or away from the radar.  
Then, there are five very intense Doppler returns in Fig. 8. These flashes are separated 
approximately 1.33 seconds. By considering a three-blade wind turbine, this period means 
than one blade takes over 4 seconds to do an entire rotation of 360º, that is to say, the 
angular velocity of the blades is estimated to be 15 rpm. The reason why negative Doppler 
shifts (blades going down) are less powerful lies in the elevation angle, the differences of 
RCS between blade sides, and also in a possible shadowing of the radar beam. The aspect of 
these flashes is explained by the fact that the sum of the contributions of the different parts 
of a blade is coherent only when the blade is perpendicular to the line of sight. If there is no 
perpendicularity, the vector sum is destructive, as a consequence of the variability of the 
phase. Just in the blade tip the vectors are not enough to cancel the signal and a peak 
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appears. This peak is visible in Fig. 8, and as the blade describes a circumference, a 
sinusoidal function appears in the spectrogram.  
Although the blades tip velocities can be much higher than the maximum non ambiguous 
velocity of approximately 18m·s-1, the yaw angle involves a lower radial velocity. 

 
Fig. 8. Doppler spectrum at 42.5 km bin versus time. 

In most cases the blade’s energy returns are distributed over the entire Doppler frequency 
spectrum, there is a total ambiguity scheme, Fig. 9. 

 
Fig. 9. Ambiguous WTC. 
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Focusing on the most powerful flashes, the wind turbine whose time behaviour has been 
represented in Fig. 9 rotates at 20 rpm. But, what is the meaning of the weaker flashes 
between them? There are several possibilities. First, they can correspond to the same blades 
on a different position than the perpendicular as they seem to have the same period. Second, 
there is another wind turbine in the same range bin with apparently the same rotation rate. 
Third, and more probable, they are the effect of the antenna side lobes. Then, for most wind 
farms and wind turbines, not even the time between flashes will be completely clean of 
clutter. More examples of spotlight WTC are plotted in Fig. 10. 
 

 

Fig. 10. Examples of WTC. 
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3.3 Statistics 
The aim of the characterization of wind turbine clutter by means of statistical analysis is to 
model it as a stochastic process.  Although this kind of clutter is not strictly stationary, it 
may exhibit some features that would allow an optimal detection of wind turbines for a 
latter mitigation. 
Doppler statistics 
This section focuses on detailing the dynamic behaviour of the Doppler spectrum as well as 
the relationship between amplitude and spectral qualities (Gallardo-Hernando et al., 2008b). 
As it can be seen in Fig. 11, the amplitude variations follow the behaviour of the Doppler 
centroid, defined as the centre frequency of the Doppler spectrum of the data. Its most 
significantly variations take place at the same time the amplitude maximums appear. The 
Doppler Bandwidth is centred on 200 Hz and has very small variations. 
 

 
Fig. 11. Comparison of Doppler Centroid, Doppler Bandwidth and Amplitude of the signal 
versus time. 

 
Fig. 12. Autocorrelation. 
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Amplitude statistics 
The autocorrelation of the signal in time, Fig. 12, confirms the periodicities we mentioned 
before, as a main lobe appear at 1.15 seconds. 
A modelling of the experimental amplitude probability density function has also been done. 
This empirical PDF has been fitted to the Log Normal, Weibull, Rayleigh, Gamma and K 
distribution. We employed the maximum-likelihood method in all the distributions except 
for K, where we implemented the method of moments. Fig. 13 shows the result of the fitting 
process of the experimental PDF to the different theoretic functions.  The K distribution 
seems to provide the best fit.  In order to determine the best fit, another technique has been 
used. The experimental and theoretic moments of the distributions have been calculated 
from the fitting resulting parameters and then compared. The experimental moments are 
better approximated by the K distribution, Fig. 14. 
 

 
Fig. 13. Comparison of several distribution functions. 

 
Fig. 14. Comparison of several distribution moments. 
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4. Mitigation concepts 
As it has been shown in previous sections, wind turbine clutter is unpredictable. It can 
fluctuate from one scan to the following. The blades rotate at such a rate to produce Doppler 
shifts on the order of 70 or even 90 m·s-1. These values can exceed the maximum non-
ambiguous Doppler velocity of some radars and then, make more difficult WTC detection 
and mitigation.  
This section summarizes some of the mitigation techniques that have been published to 
date. These state-of-the-art processing techniques have been categorized in function of the 
affected radar: primary air surveillance radars and meteorological radars.  
Apart from processing techniques, stealth solutions are also being studied to reduce the 
problem (Matthews et al., 2007). These techniques try to develop radar absorbing materials 
as well as to design new wind turbines with reduced radar cross section, preserving the 
efficiency of turbines in terms of electricity production and construction costs. The main 
inconvenient of these solutions is that the materials employed might be only efficient for 
very specific radar frequency bands. 

4.1 Air surveillance radars 
Several techniques can be employed to minimise the effect of signal blocking and ghost 
target appearance which wind turbines can provoke. Some of them are listed below (Perry 
& Biss, 2007) and (Sergey et al., 2008): 
- Moving Target Detection (MTD) Doppler processing would reduce the magnitude of 

the blade returns separating the blade spectrum into Doppler increments.  
- Range Averaging Constant False Alarm Reduction (CFAR) processing. Wind turbines 

provoke the detection threshold to rise, and then, the shadow effect appears. CFAR 
would then be applied for each Doppler increment from MTD and then anomalous 
power bins would be substituted with average noise power. 

- Increased System Bandwidth would allow detections between wind turbines by using a 
higher resolution clutter map. 

- Plot and Track Filters would reduce false alarms on returns with non-aircraft profiles. 
- Range and Azimuth Gating (RAG) maps would enable unique mitigation algorithms to 

be implemented only in wind farm areas, maintaining normal performance outside the 
wind farms. 

- Sensitivity Time Control (STC) would minimize the radar sensitivity at short range in 
order to limit the return from the wind turbine while not affecting target detection and 
so, prevent the receptor to be driven to saturation. 

- Enhanced target tracking techniques can be used after detection. Feature aided tracker 
(FAT) identifies features from signals and process them in a probabilistic manner. The 
tracker would incorporate special processing techniques such us adaptive logic, map 
aided processing, processing priorization, enhanced tracking filters or classification 
algorithms. 

These techniques can be used all together and, theoretically, they would allow the detection 
of aircrafts in wind farm areas with similar results in terms of detection and false alarm 
probabilities than in areas free from wind turbine clutter. 

4.2 Meteorological radars 
Weather radars are one of the most affected radio systems by wind turbine clutter. This 
radar is a special type of primary radar intended to measure atmospheric volumetric targets: 
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large volumes of clouds and rain. The main distorting effects include reflections from the 
static parts, reflections from the rotating parts and shadowing or blocking (Greving & 
Malkomes, 2008b). These effects cause the meteorological algorithms to fail and give false 
radar estimates of precipitation and wind velocity, as it can be seen in Fig. 15. 
 

 
Fig. 15. PPI reflectivity image in a clear day. All the returns come from wind farms. 

Prevention 
Some of the mitigation efforts are focused on the prevention of this clutter (Donaldson et al., 
2008). The assessment for new wind farms should be planned taking into account nearby 
weather radars by using line of sight calculations, standard 4/3 radio propagation model 
and echo statistics. But already built wind farms are still distorting weather radars, and 
then, specific processing is needed. 
Interpolation 
Wind turbine clutter spectrum usually exceeds most weather radar Doppler capacities. 
Current clutter filtering techniques are capable of removing the tower component effectively 
but the effects of the blade motion remains. The objective is to remove the blade components 
without distorting the desired weather signal. Some studies (Isom et al., 2007) propose 
interpolation techniques to mitigate WTC. These techniques use uncontaminated data to 
estimate the weather signal in bins which have been previously detected as contaminated. 
Results are plotted in Fig. 16. However large wind farms will cause an important loss of 
valuable weather information in their areas if the separation between turbines is narrower 
than twice the resolution distance, as none clean bins can be used. 
Rain rate dependence 
Interpolation has also been used in other works (Gallardo-Hernando et al.,2009) to show the 
dependence of this technique on rain rate variations. The study included simulated weather 
data as well as real clutter data retrieved from the radars described in section 3. The 
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Fig. 16. Interpolation in PPI plots (Isom et al., 2007). 

mitigation algorithm is based on the interpolation of correct values in the range bins which 
had been previously detected as contaminated by WTC. This interpolation is made in the 
direction of the velocity of the wind. The simulated rain Doppler spectrum was directly 
added to the WTC spectrum. Zero velocity clutter was previously removed. Fig. 17 shows 
the result of the addition of simulated rain spectrum to the WTC spectrum data in range 
plots. The estimated values of reflectivity, Fig. 17a, and velocity, Fig. 17b are drawn for all of 
the circumstances: WTC plus rain, simulated rain and corrected values. The simulated 
spectrum uses a rain intensity of 1 mm/h, which implies that the rain would be barely 
visible under the wind farms. The wind velocity does not vary with range. In reflectivity, 
the error drops from 32 to 4 dB. In velocity, the error drops from 23 to 0.5 m/s. 
 

(a) 
 

(b) 

Fig. 17. Total, rain and corrected reflectivity and velocity values for R=1mm/h. In 
reflectivity, the error drops from 32 to 4 dB. In velocity, the error drops from 23 to 0.5 m/s.  

Rain Doppler spectra were simulated from 1mm/h to 70 mm/h and used the same 
mitigation algorithm, with the previous detection of WTC contaminated range bins. The 
results are summarized in Fig. 18. Fig 18a shows the errors found in the reflectivity 
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estimation, in dB before and after the algorithm. The error decreases almost exponentially as 
the rain intensity increases and there is a point where the error is almost the same using or 
not the algorithm. This happens when rain is much more powerful than clutter. Fig 18b 
shows the errors found in the velocity estimation before and after applying the algorithm. In 
this case at certain rain intensity WTC stops affecting the estimation of reflectivity, and the 
error is slightly greater when using the algorithm due to the evident loss of information. 
 

(a) 
 

(b) 

Fig. 18. Absolute error in reflectivity and velocity estimations.  

Adaptive thresholding 
As we have seen, these techniques require the previous detection of contaminated cells. 
However, it has also been shown that an adaptive detection can be applied in spotlight 
mode (Gallardo-Hernando et al., 2008c). This technique is based on the removal of flashes 
by means of adaptive thresholding. In Fig 19a a real WTC spotlight spectrum can be 
observed. Flashes are spread over the entire spectrum. Fig. 19b shows a spectrogram of the 
addition of real wind turbine spectrum and simulated 5mm/h variable velocity rain 
spectrum. 
 

(a) 
 

(b) 

Fig. 19. WTC spotlight data spectrum and its addition to simulated weather data.  
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The election of an appropriate threshold has to be made regarding the significant changes in 
the amplitude of the signal, Fig. 20a. Finally, Fig. 20b shows the results after the flashes 
detection, removal and replacement with information of adjacent time bins. 
 

(a) 
 

(b) 

Fig. 20. Adaptive thresholding.  

Tomographic techniques 
In (Gallardo-Hernando et al., 2008a), an image processing technique to remove WTC in 
spotlight operation mode is presented. If Fig. 19b is considered as an image, it can be 
handled by means of specific image processing. The Radon transform of an image is 
calculated by integrating the intensity values among straight lines characterized by an angle 
and a distance. Therefore the vertical lines in the original image are going to be seen as 0º 
points in the Radon domain, as they only appear at 0º integrations. In particular, variations 
of 0.1º were used in a -90º≤θ<90º interval. Fig. 21a shows the result of the transformation of 
Fig. 19b into the Radon domain. The six clutter flashes that appeared before are now six 0º 
points, whereas the rain is mostly near 90º, as well as the ground clutter. WTC is now very 
easy to remove without distorting the weather information, in this case, values between -
5º≤θ<5º were filtered. Fig. 21b shows the results after the removal of the clutter points and 
the inverse transformation. 
 

(a) 
 

(b) 

Fig. 21. Radon transformation and results after filtering.  
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Adaptive Arrays 
Adaptive phased array radars have also been proposed as possible solution to WTC in 
weather radars (Palmer et al., 2008). These arrays offer the capability to obtain a signal that 
accurately represents the weather only scattering field. By carefully using the interfence of 
the radiation pattern, the WTC near the ground is rejected while the scattered energy of the 
weather above the ground is preserved. 

5. Conclusion 
In this chapter the main effects of wind turbines on the performance of radar systems have 
been explained. The radar signature of wind turbine clutter is unique and then, it requires a 
special treatment when developing mitigation techniques. WTC clutter remains spatially 
static, but it fluctuates continuously in time. In surveillance radars the return from wind 
turbines can be completely different from one scan to the following. In addition, apart from 
the powerful tower return, the movement of blades produces large Doppler shifts. Some of 
the latest mitigation techniques have been described; however, a more extensive study has 
to be accomplished. As future research, novel automatic detection techniques as well as 
accurate mitigation schemes in scanning radars have been planned to be developed. 
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1. Introduction      
Ground Penetrating Radar (GPR) is a well assessed diagnostic instrumentation that finds 
application in a very large range of sectors where the aim is of achieving information about the 
presence, the position and the morphological properties of targets embedded in opaque media 
is c crucial task. Therefore, it is of interest in many fields which range from civil engineering 
diagnostics (Hugenschmidt & Kalogeropulos, 2009; Soldovieri et al. 2006), to archaeological 
prospecting (Conyers & Goodman, 1997; Piro et al., 2003; Orlando & Soldovieri, 2008), to 
cultural heritage management, to geophysics, only to quote a few examples.  
Besides these classical fields of application, GPR methodology/technology is arising interest 
in new fields related to the security framework such as: through-wall imaging (Baranoski, 
2008, Ahmad et al. 2003; Solimene et al., 2009), tunnel and underground facility detection 
(Lo Monte et al., 2009), borders surveillance.   
Another field of recent interest is concerned with the exploration of planets; in particular,  
satellite platform radars are just investigating the Marsis subsurface (Watters et al., 2006) for 
the water search and other similar missions are under development for Lunar exploration. 
GPR is based on the same operating principles of classical radars (Daniels, 1996). In fact, it 
works by emitting an electromagnetic signal (generally modulated pulse or Continuous 
Wave) into the ground; the electromagnetic wave propagates through the opaque medium 
and when it impinges on a non-homogeneity in the electromagnetic properties (representative 
of the buried target) a backscattered electromagnetic field arises. Such a backscattered field 
is then collected by the receiving antenna located at the air/opaque medium interface and 
undergoes a subsequent processing and visualization, usually as a 2D image.   
Anyway, significant differences arise compared to the usual radar systems. 
The first one is that while usually radar systems act in a free-space scenario, GPR works in 
more complicated scenarios with media that can have losses and exhibit frequency-
dependent electromagnetic properties thus introducing dispersive effects.  
Secondly, while the range of radars may be also of hundred of kilometres, in the case of GPR 
we have ranges, also in the most favourable cases, of some meters due to the limited 
radiated power and the attenuation of the signal.  
Moreover, GPR resolution limits, which ranges from some centimetres to some metres (in 
dependence of the working frequency), usually are smaller as compared to the ones of the 
usual radar systems. 
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According to the working principles described above, the architecture of the radar system 
can be schematised very briefly by the following blocks: 
• Electronic unit that has the task to drive and command the transmission and the 

reception of the antennas and to send the collected data to a monitor or to a processing 
unit; 

• Two antennas that have the task of radiating the field impinging on the target and 
collecting the field backscattered by the target, respectively; 

• A monitor/processing unit that has the task of the subsequent processing and 
visualization of the measurements collected by the receiving antenna. 

From the schematization above, it emerges that a first advantage of the GPR 
instrumentation resides in the moderate cost and easiness of employ; in fact no particular 
expertise is required to collect the data. Secondly, the instrumentation is easily portable 
(unless very low frequencies are exploited thus increasing the physical size of the antennas) 
and allows to survey regions also of hundreds of square metres in reasonable time. Finally, 
the flexibility of the GPR system is ensured by the adoption of antennas (mostly portable) 
working at different frequencies and that can be straightforwardly changed on site. 
It is worth noting that the necessities of probing lossy medium and of achieving resolution 
of the order of centimetres poses a very challenging task for the antennas deployed in the 
survey. On the other hand, as mentioned above, the portability of the system has to be 
ensured so that no complicated and large antenna systems can be employed. In particular, 
the trade-off between the necessity to have a large investigation range (that pushes to keep 
low the operating frequency) and the aim of achieving good spatial resolution makes the 
overall working frequency band exploited by GPR systems ranging from some tens of MHz 
to some GHz. 
Therefore, the antennas designed for GPR applications have to comply with the following 
requirements: small dimension, ultra-wide-band behaviour and low levels of the direct 
coupling between the transmitting and receiving antennas. 
The most widespread antennas employed for GPR surveys fall within the class of 
electrically small antennas such as dipole, monopole or bow-tie antennas.  
Since these antennas are designed electrically small, the radiation pattern is broad and so 
low gain is achieved; keeping broad the radiation pattern allows to exploit synthetic 
aperture antenna which are particularly suitable to obtain focussing effect in the 
reconstructions. In addition, these simple antennas radiate a linear polarisation but also 
exhibit the drawback that relatively small frequency bandwidth is achieved. The working 
frequency band can be enlarged by loading techniques and the most-widely used technique 
is based on the application of resistive loading (Wu & King, 1965). The main disadvantage of 
resistive loading is the considerable reduction of the radiation efficiency due to the ohmic 
losses. In the last years, some approaches exploiting reactive elements to achieve the loading 
effect have been presented. A very recent development is concerned with the loading 
approaches based on the combination of resistive and capacitive loads; this offers the best 
performances in terms of trade off between small late-time ringing (increase of the 
frequency bandwidth) and high radiation efficiency (Lestari et al., 2004).  
In addition, very recent advances are in course for adaptive (Lestari et al., 2005) and 
reconfigurable antennas, already exploited in communication field. In particular, the 
development and the implementation of RF/microwave switches have permitted the birth 
of a new concept of the antenna as a device that can dynamically adapt its behaviour to 
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different measurement situations and operational contexts thanks to the change of its main 
parameters such as: input impedance, frequency band, radiation pattern. A design of an 
antenna for GPR purposes, with a geometry completely reconfigurable within the frequency 
band 0.3–1 GHz, and its performances compared to a reference bow-tie antenna are reported 
in (Romano et al., 2009). The structure has been “synthesized” by means of the total 
geometry morphing approach that represents the most structurally complicated but also 
versatile  design method exploited to achieve the reconfigurability of an antenna. 
Another class of antennas very widespread is the frequency independent one made up of 
spiral antennas (equiangular and conical). This kind of antennas are characterised by a 
geometry that repeats itself and in most cases the geometry (as in the case of spiral 
antennas) is completely described by an angle. Besides the frequency independent 
behaviour, spiral antennas are able to radiate a circular polarization; this is useful when the 
aim of the survey is to achieve information on objects that are elongated along a preferential 
direction. Another kind of frequency independent antennas is the Vivaldi antenna where the 
travelling wave energy is strongly bounded between conductors when the separation is very 
small, while becomes progressively weaker and more coupled with the radiation field when 
the separation increases. As main features, the Vivaldi antenna has an end-fire radiation 
mechanism, and the beamwidth is about the same in both planes E and H; the gain is 
proportional to the whole length and to the rate at which the energy is leaked away. 

2. The measurement configuration and the radargram 
Different configurations are adopted in GPR surveys and their choice is dictated by different 
applicative motivations such as: the type of investigation to be made; the kind of targets to 
be detected; the extent of the investigated region.  
In general, all the reasons above push towards the adoption of the simplest acquisition 
mode for which the GPR system works in a monostatic or bistatic configuration. In the 
former case, the locations of the transmitting and the receiving antennas are coincident (or 
very close in terms of the radiated wavelength), whereas in the second case the transmitting 
and the receiving antennas are spaced by a fixed offset that is constant while they move 
along the survey line. 
By moving the antenna system along a selected profile (line) above the ground surface a 
two-dimensional reflection profile (radargram) is obtained in which, for each location of the 
antenna system, a trace is achieved where the amplitude and the delay time of the recorded 
echoes (that can be related to the depth of the underground reflectors) is drawn (Daniels, 
1996). 
Such a radargram provides a rough information on the presence and the location of the 
targets but the actual shape of the target is blurred due to the effect of the 
propagation/scattering of the electromagnetic wave in the soil. 
Such a statement is made clearer by considering the scattering by a point-object (an object 
small in terms of the probing wavelength) that is imaged as a hyperbola in the radargram. In 
fact, by denoting with x the position of the TX/RX system along the measurement line and 
with (0,d) the position of the point-object , the two-way travel-time is given by 

  2 22 /t x d v= +   (1) 
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where v  is the velocity of the electromagnetic  wave in the soil.  Therefore, the recorded 
data is represented as a hyperbola with a vertical axis and the apex  at (0, 2d/v).  Figure 1 is 
a pictorial image of the consideration above. 
 

 
Fig. 1. Pictorial description of the radar response of a point-object. 

As a result, the shape of the hyperbola depends on the electromagnetic properties of the 
investigated medium (electromagnetic velocity), the configuration (monostatic or bistatic) 
and on the depth of the scatterer. 
Besides the configuration said above, others acquisition modes can be deployed in the 
survey. Among them, we recall the common midpoint (CMP) where the transmitting and 
receiving antennas are further spaced during the survey but leaving the same the midpoint 
between them. The adoption of this sounding configuration is particularly useful when one 
aims at determining the velocity of the electromagnetic wave in the  medium (Huisman et 
al., 2003). 
Further configurations are also exploited, but they have the drawback that are not 
particularly simple, as the multi-fold ones where one transmitting antenna is located at a 
fixed position while the backscattered field is collected by the receiving antenna moving at 
different locations. The same measurement configuration can be further complicated by 
repeating the measurement procedure for different location of the transmitting antennas.  
All the configurations presented above are concerned with a reflection mode where both the 
transmitting and receiving antennas are from the same side with respect to the investigation 
domain (as for example in the case of subsurface prospecting).  
A different mode can be considered for the case of the masonry structure as the 
trasillumination or transmission mode where the transmitting antenna and the receiving 
one are at the opposite sides of the structure under investigation. 

3. GPR subsurface imaging     
The aim of subsurface imaging is to obtain images of a scene which is buried in the soil in 
order to reconstruct non-homogeneities perturbing the background medium.  
This can be achieved at different degree of difficulty depending on what one may want to 
retrieve. For example, one can be interested in detecting the buried scatterers “only” or even 
in determining their geometrical sizes or, finally, the nature of scatterers can be of concern.  
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From a mathematical point of view, subsurface imaging is a special case of inverse 
scattering problem where, at microwave frequencies, the scatterers are reconstructed in 
terms of a spatial map of their dielectric and/or conductivity features.  
Accordingly, it is a non-linear and ill-posed problem whose solution generally requires to 
set up some optimization procedure (deterministic or stochastic) (Chew, 2005; Pastorino, 2007).  
Even though much work has been done in this field non-linear imaging schemes still suffer 
from reliability problems due to the false solutions (i.e. local minima of the cost functional to 
be minimized which can trap the optimization procedure) and are computationally 
demanding both as far as time and memory resources are concerned. As a matter of fact, 
these drawbacks hinder their use when imaging of a large (in terms of wavelength) spatial 
region is required and when the time to achieve imaging is a constraint.  
Fortunately, in many practical contexts detecting and localizing the buried scatterers is the 
primary concern. This can be successfully achieved by adopting imaging algorithms based 
on simplified scattering models which neglect high order effects due to mutual interactions 
and which linearize thus the scattering equations. Indeed, the majority of the subsurface 
imaging algorithms are implicitly or explicitly based in the linear assumption. This is 
because, in the framework of scatterers localization and shape reconstruction linear imaging 
algorithms work well far beyond the limits of validity of the scattering linear models upon 
which they are founded (Pierri et al., 2006). 
Here, we will consider only imaging algorithms based on linear models that are the most 
widely employed in practical scenarios. Such algorithms can be substantially categorized in 
two groups: migration algorithms and inverse filtering algorithms. Therefore, in the sequel we 
will describe and compare such algorithms. In particular, starting from the linearized 
scattering equations the way they are linked and the expected performance are derived 
under an unified framework. 
Before attempting to pursue such a task it must be said that the imaging algorithms are only 
a part of the signal processing required in subsurface imaging. Most of the effort in signal 
processing concerns primarily with the reduction of the clutter. In fact, while system noise 
in GPR can be reduced by averaging, generally GPR data are heavily contaminated by 
clutter which affects the capability of detecting the buried scatterers. The strongest clutter 
mainly arises from the air/soil interface and different methods exist to mitigate such a 
contribution (Daniels, 2004). Connected with this question is the problem of subsurface  
dielectric permittivity and conductivity estimation. This problem is by its own of significant 
interest in several applicative fields, ranging from agriculture to monitoring of soil pollution 
and so on, and for this reason many estimation approaches have been developed. For 
example the dielectric permittivity can be exploited as an indicator of the soil surface water 
content (Lambot et al., 2008; Huisman et al., 2003).  
However, for imaging purposes it is clear that if the electromagnetic properties of the soil 
were known one could estimate the field reflected from the air/soil interface and hence can  
completely cancel the corresponding clutter contribution. What is more, any imaging 
schemes requires the knowledge of the soil properties to effectively achieve “focusing”; 
otherwise blurred images where the scatterers appear smeared and delocalized.  

4. Migration 
Migration procedures essentially aim at reconstructing buried scattering objects from 
measurements collected above or just at the air/soil interface (from the air side). They were 
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first conceived as a graphical method (Hagendoorn, 1954) based on high frequency 
assumption. After this approach has found a mathematical background based on the wave 
equation.  
We illustrate the basic idea by assuming that the transmitting and the receiving antennas are 
just located at the air/soil interface where data are taken accordingly to a multimonostatic 
configuration (i.e., the receiver is at the same position as the transmitter while the latter 
moves in order to synthesize the measurement aperture). Moreover, for the sake of 
simplicity and according to the content of many contributions in the field of migration 
algorithms, we develop the discussion neglecting the air/soil interface. This means that we 
consider a homogeneous background scenario with the electromagnetic features of the 
subsurface. Moreover, the arguments are developed within a two-dimensional and scalar 
geometry so that the phenomena are described in terms of scalar fields obeying the two-
dimensional and scalar wave equation. 
Consider a point-like scatterer located in the object space at ( , )sc sc scr x z=  and denote as 

( , )O O Or x z= the observation variable, that is the positions where the scattered field is 
recorded. In particular, we assume 0Oz =  and [ , ]O M Mx X X∈ − , where [ , ]M MX XΣ = −  is the 
synthesized measurement aperture (see Fig. 2).  

 
Fig. 2. Geometry of the subsurface prospecting problem 

If ( )Ts t  is the transmitted signal (ideally a delta impulse), the corresponding backscattered 
field  (for the case at hand a B-scan measurement)  is given by 

 | |( , ) ( 2 )O sc
OR T

r rs r t s t
v
−

= −   (2) 

where v  is the soil propagation speed assumed constant and the amplitude factor due to the 
propagation spreading has been neglected. Accordingly to the considerations said above 
(see eq. (1)), the backscattered signal in the Ox t− data space appears as a diffraction  
hyperbola whose apex is in ( ,2 / )x z v   which can be translated in the x z−  image space by 
exploiting that Ox x=  and / 2z vt=  (see Fig. 1).  
The hyperbolic nature of the B-scan is due to the finite directivity of the antennas: migration 
aims at compensating for such a spreading by re-focalizing each segment of the hyperbola to 
its apex. To do this it is observed that the travel-time cannot be directly translated into depth 
because equal travel-times imply equal distances but the direction of arrival is not specified.  
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Hence, for each trace (i.e., A scan),  the scatterer position should lie on a semicircle centred 
on the source-receiver position and whose radius is equal to the distance obtained by 
multiplying the travel-time by half the wave-speed in the soil. Accordingly, each Ox t−  data 
point is equally distributed over a semicircle in the image space (Hogendoorn, 1954; 
Bleinstein & Gray, 2001) so that all the semicircle intersect at scr .  
This graphical method is known as Wave Interference Migration (Gazdag & Sguazzero, 1984) 
sometimes also addressed in the literature as A-scan-driven approach (Marklein et al., 2002).  
In order to estimate the travel-time, such a method requires that the hyperbolic curve be 
well discernable from other data features; this entails that a good Signal to Noise Ratio 
(SNR) is needed and that the scattering scenario is not much complex. In any case, an 
extended scatterer is considered as an ensemble of point scatterers which makes it clear that 
linearity of the scattering model is implicitly assumed.   
A counterpart of Wave Interference Migration is the so-called Diffraction Summation  (Gazdag 
& Sguazzero, 1984) also knew as pixel-driven approach (Marklein et al., 2002). 
In this method the object space is divided in pixels and for each of them a diffraction 
hyperbola is constructed in the data (image) space. The reconstruction at each pixel is then 
obtained by summing all the traces (A-scans) that the synthetic hyperbola intersects in the 
data space.       
This procedure can be implemented automatically and requires the evaluation of the 
following summation integral for each pixel ( , )x z    

 2 22( , ) ( , ) ( ( ) )R O O O
T

R x z s x t t x x z dx dt
v

δ
Σ

= − − +∫ ∫   (3) 

where Σ  and T are the measurement aperture and the interval of time during data are 
collected,  respectively, and ( , )R x z  is the corresponding migrated data. 
If we denote as ( , )R OS x ω  the Fourier transform of ( , )R Os x t  (by considering the temporal 
Fourier kernel exp( )j tω− ), then previous equation can be recast as  

 2 22( , ) ( , )exp( ( ) )R O O OR x z S x j x x z dx d
v
ωω ω

Σ Ω

= − +∫ ∫   (4) 

with Ω  being the adopted frequency bandwidth. Now, by putting k
v
ω

= , eq. (4) can be 
rewritten in terms of integration in the wave-number k domain as 

 2 2( , ) ( , )exp( 2 ( ) )
k

R O O OR x z S x k j k x x z dx dk
Σ Ω

= − +∫ ∫   (5) 

where kΩ  now denotes the frequency band in the k domain and an unessential scalar factor 
has been omitted. Eq. (5) allows us to point out the equivalence between the Diffraction 
Summation and the Range Migration Technique presented in (Lopez-Sanchez & Fortuny-
Guasch, 2000) and also to the Synthetic Aperture Focusing Technique (SAFT) (Markelein et al., 
2002).  
As can be seen, these methods are essentially based on a convolution in Ox and an 
integration in k . The convolution can be conveniently computed in the spatial Fourier 
domain as 
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 ( , ) ( , ) ( , )exp( )exp( )
kx k

x R x x z xR x z f k k S k k jk x jk z dk dk
Ω Ω

= −∫ ∫   (6) 

where kxΩ  is the selected frequency band in the spatial spectral xk , 
3( , ) exp( / 4) 2 / ( )x zf k k j k kπ π= is an amplitude factor where z  has been neglected, 

2 24z xk k k= − . ( , )R xS k k  is the Fourier transform with respect to Ox of ( , )R OS x k  (the spatial 
Fourier kernel exp(jkx)   is considered) whereas the Fourier transform of the exponential 
term 2 2exp( 2 )j k x z+  has been evaluated by means of the stationary phase method. Now, 
by substituting the frequency wavenumber k by the integration in kz, eq. (6) can be recast as 
a double Fourier transform as  

 
2 2

( , ) ( , ) ( , )exp( )exp( )
kx k

z
x R x z x z x z

x z

kR x z f k k S k k jk x jk z dk dk
k kΩ Ω

= −
+

∫ ∫  (7) 

Eq. (7) has the computational advantage that it can be computed by Fast Fourier Transform 
(FFT) algorithms directly for each point in the object space but also requires data to be 
interpolated and re-sampled according to a rectangular grid in the kx-kz spatial spectral 
domain (Stolt, 1978).  
When the amplitude factor is ignored, Eq. (7) becomes identical to the Synthetic Aperture 
Radar (SAR) imaging algorithm presented in (Soumekh, 1999) and also very similar to the F-
K Migration  as outlined in (Gilmore et al., 2006). 
Interestingly, all the migration algorithms (a part the F-K Migration) have not been obtained 
by invoking some mathematical theory of the scattering phenomenon. Rather, they have 
been developed by simply adopting intuitive physically based arguments. 
A more rigorous way to derive migration methods can be obtained by invoking on the wave 
equation (scalar for the case at hand) and by adopting the so-called “exploding source 
model”. According to this model, the scattered field is thought as being radiated by a source 
at time t=0 embedded within a medium characterized by a wave velocity being half the 
actual one (this corresponds to consider the wave number of this equivalent medium twice 
the one of the subsurface medium). Therefore, outside the source region the scattered field is 
a solution of the following wave-equation (in the frequency domain) 

 2 2( , ) 4 ( , ) 0R RS x k S xω ω∇ + =   (8) 

with  ( , )
x z
∂ ∂

∇ ≡
∂ ∂

 and where we still adopted ( , )RS x ω to denote the scattered field.  

By Fourier transforming with respect to x one obtains that the field spatial spectrum at 
quota z is related to the one at quota 'z , with 'z z< , as 

 ( , , ) ( , , ')exp[ ( ')]R x R x zS k z S k z jk z zω ω= −   (9) 

where kz is the same as previously defined and only up-travelling waves (that is along the 
negative z direction) have been considered. Accordingly, the field in the objects space can be 
determined by forcing the boundary condition over the measurement line at z=0 and by a 
back-propagation procedure. Finally, a superimposition along the frequency ω returns  

 ( , ) ( , )exp( )exp( )
kx

R x x z xR x z S k jk x jk z dk dω ω
Ω Ω

= −∫ ∫   (10) 
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This is the so-called F-K Migration which has been shown to be a generalization of the 
Doppler compression technique typical in SAR imaging which, in turn, can be considered a 
small angle (of view) approximation version (Cafforio et al., 1991). Moreover, it is not 
difficult to understand why this migration algorithm is also addressed in the literature as 
Phase Shift Migration (Gazdag & Sguazzero, 1984).  
As can been seen, the Phase Shift Migration is very similar to the Summation Diffraction (in the 
frequency domain) and can be readily recast as a double Fourier integral in the 
spatial/spectral domain. However, it has been obtained by requiring less approximations on 
the underlying model. In particular, the amplitude spreading terms have not been ignored 
and the stationary phase method has not been employed. Indeed, the Phase Shift Migration 
derivation can be considered as the mathematical rationale supporting the intuitive 
discussion under which previous migration schemes have been developed.  
Unfortunately, this mathematical model contains an implicit contradiction: while the field is 
back-propagated as a solution of a homogeneous wave equation the exploding source 
assumes it being radiated by a localized source. From a mathematical point of view, this 
contradiction manifests in the assumption of considering the scattered field as being 
composed of only up-going (towards the air/soil interface) waves. Therefore, it is expected 
that the field “extrapolation” in-depth in the object space works as long as the scatterers are 
reached. This becomes particularly apparent when the scatterers are buried within a 
dispersive and dissipative medium. In this case, while back-propagating the aperture field, 
if evanescent waves (which reflect the presence of the scatterers) are not filtered out, the 
migration rapidly degrades for points in the object plane beyond the scatterer (Oden et al., 
2007).     
By inverting the Fourier transformation with respect to xk , eq. (10) can be rewritten as  

 *( , ) ( , 0, ) ( , , )R O O OR x z s x z G x x z dx d
z

ω ω ω
Σ Ω

∂
= = −

∂∫ ∫   (11) 

where *G  is the complex conjugated Green’s function. Migration scheme reported in eq. (11) 
is known as the Rayleigh-Sommerfeld holography which is a particular case (when data are 
collected over an infinite line) of the so-called Generalized Holography (Langenberg, 1987) 
which in turn is founded on the Porter-Bojarski integral equation.   
The connection with the Generalized Holography is important because it establishes, in 
rigorous way,  the relationship between the migrated field and the secondary sources, that is 
the ones arising from the interaction incident field-scatterers, and hence between the 
migrated field and the scatterers. This is especially true under scattering linear models 
(Langenberg, 1987).  Note that in all the previous migration schemes the relationship 
between the migrated field and the scatterers has been implicitly assumed as an ansatz.  
This question will be further addressed in the next section. 
Finally, we observe that the time domain version of eq. (11) is nothing else that the well 
known Kirchhoff Migration (Berkhout, 1986). In fact, by Fourier transforming eq. (11) with 
respect to ω we roughly obtain 

 2 22ˆ( , ) cos( , ) ( , ) ( ( ) )Oc R O O O
T

R x z z r s x t t x x z dx dt
t v
δ

Σ

∂
≅ − − − +

∂∫ ∫   (12) 
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where ˆcos( , )Ocz r− takes into account the angle between the unit normal vector at the 

measurement line and the vector 2 2( ) )Oc Or x x z= − + .  

5. Scattering equations and the Born approximation 
In the previous section we described different migration algorithms and we showed that 
they are all very similar since one can pass from the different migration implementations by 
Fourier (spatial and/or temporal) transform operators. 
However, the link between the migrated field and the scatterers to be reconstructed has not 
been clearly shown and remained only supported by intuitive arguments.  
To cope with this question the equations describing accurately the scattering phenomenon 
are needed. Therefore, in this section, we just introduce the equations governing the 
scattering phenomena. Furthermore, we also shown as they simplify under the Born 
approximation for the case of penetrable scatterers (Chew, 1995).  
Accordingly, the subsurface imaging problem is cast as an inverse scattering problem where 
one attempts to infer the electromagnetic properties of the scatterer from the scattered field 
measured outside the scatterer. 
The statement of the problem is then the following: given an incident field, Einc, that is the 
electromagnetic field existing in the whole space (the background medium) in absence of the 
scattering object and generated by a known sources, by the interaction with the object the 
scattered field Es arises; from the knowledge of the scattered field some properties about the 
scatterer, either geometrical and/or structural, have to be retrieved. 
Hence, it is mandatory to introduce the mathematical equations subtending the scattering 
phenomena to solve the above stated problem. To this end, we refer to a two-dimensional 
and scalar geometry as done in the previous section. 
We consider a cylindrical dielectric object (that is invariant along the axis out-coming from 
the sheet) enclosed within the domain D illuminated by an incident field linearly polarized 
along the axis of invariance. The scattered field is observed over the domain Σ (not 
rectilinear necessarily). Moreover, we denote by ( )rε e by ( )b rε  the equivalent dielectric 
permittivity function of the unknown object and that of the background medium, 
respectively. In particular, the latter must not be necessarily constant (i.e., non-
homogeneous background medium is allowed) but has to be known. The magnetic 
permeability is assumed equal the one of the free space 0μ  everywhere. The geometry of the 
problem is detailed in Fig. 2. 
The problem, thus, amounts to retrieving the dielectric permittivity profile ( )rε  of the 
unknown object by the knowledge of the scattered field Es. 
It can be proven that the frequency domain mathematical relationship between the data and 
the unknown is furnished by the following scalar Helmoltz equation (Chew, 1995) 

 2 2 2 ( )b bE k E k r Eχ∇ + = −  (13) 

with inc SE E E= +  is the total field, bk is the  subsurface (background) wave-number and 
( ) ( ) / 1br rχ ε ε= −  is the dimensionless contrast function. By adopting the Green’s function 

method, eq.  (13) leads to the pair of scalar integral equations (Colton & Kress, 1992) 
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D

O S O S OS b b b b
D

E r r k E r r k k G r r k E r r k r d r r D

E r r k k G r r k E r r k r d r r

χ

χ

= + ∈

= ∈Σ

∫

∫
  (14) 

where G is the pertinent Green’s function, Or  is the observation point and Sr  is the 
source’s position.  
In accordance to the volumetric equivalence theorem (Harrington, 1961), the above integral 
formulation permits to interpret the scattered field as being radiated by secondary sources 
(the ”polarization currents”) which are just located within the scatterers spatial region.  
The reconstruction problem thus consists of inverting the “system of equations (14)” for the 
contrast function. However, since (from the first equation) the field inside the scatterers 
depends upon the unknown contrast function, the relationship between the contrast 
function and the scattered field is nonlinear. The problem can be cast as a linear one if the 
first line equation is arrested at the first term of its Neumann expansion (Krasnov et al., 
1976). In this way, incE E≅ is assumed within the scatterer region and the so-called Born 
linear model is obtained (Chew, 1995). Accordingly, the scattering model now becomes 

 2( , ; ) ( , ; ) ( , ; ) ( )                                O S O S OS b b b inc b
D

E r r k k G r r k E r r k r d r rχ= ∈Σ∫   (15) 

 We just remark that, within the linear approximation, the internal field does not depend on 
the dielectric profile which is the same as to say that mutual interactions between different 
parts of the object and between different objects are neglected. In other words, this means to 
consider each part of the object as elementary scatterer independent on the presence of the 
other scatterers. It is worth noting that this is the same assumption as we made a priori 
while discussing about the migration algorithms. 
Now, by considering a homogeneous background medium and a monostatic data collection 
( O Sr r= ), as done in the previous section, and by resorting to asymptotic arguments as far 
as the Green’s function is concerned, eq. (15) can be rewritten as 

 exp( 2 | |)( ; ) ( )                        
| |

Ob
O OS b b

OD

jk r rE r k k r dr r
r r

χ− −
= ∈Σ

−∫   (16) 

where a two-dimensional filamentary current with current ( ) 1 /I ω ω∝  has assumed as 
source of the incident field and a scalar factor has been omitted. If Σ is meant as in the 
previous section   

 
2 2

2 2

exp[ 2 ( ) ]
( ; ) ( , )              

( )
b O

S O b b
D O

jk x x z
E x k k x z dxdz

x x z
χ

− − +
=

− +
∫  (17) 

Then by Fourier transforming the scattered field with respect to Ox and by exploiting the 
plane-wave spectrum of the Green’s function we obtain  

 ˆ( , ) ( , )b
S x b x z

z

kE k k k k
k
χ=   (18) 
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with 2 24z b xk k k= −  is defined as in the previous section. Accordingly, when the spatial 
Fourier transformed data are rearranged in the x zk k− spectral plane, the contrast function 
can be obtained as 

 
2 2

( , ) ( , )exp( )exp( )              
k kx z

z
S x z x z x z

x z

kx z E k k jk x jk z dk dk
k k

χ
Ω Ω

= −
+

∫ ∫  (19) 

It is important to note that eq. (19) coincides just to the F-K Migration when integration in ω  
is replaced by the integration in zk . Therefore, within the framework of the linear Born 
approximation we have established a clear connection between the migrated field and 
scatterers in terms of their contrast functions. 
Similar results can be obtained for different kind of scatterers where other linear 
approximations can be adopted (Pierri et al., 2006; Solimene et al., 2008). 

6. Inverse filtering imaging algorithms 
As stated in the previous section, under the Born approximation and for a two-dimensional 
and scalar geometry, the scattering phenomenon may be modelled through a linear scalar 
operator 

 : SA X Eχ ∈ → ∈Ε   (20) 

where χ  and SE are the contrast function (the unknown of the problem) and the scattered 
field (the data of the problem), respectively.  
Moreover, X and Ε  represent the functional sets within we search for the contrast function 
and the one we assume the scattered field data belong to, respectively. In particular, we 
assume them as Hilbert spaces of square integrable functions, the first one of complex 
valued functions defined on the investigation domain D , whereas the second one of such 
functions supported over Λ = Σ×Ω . However, in general the data space depends on the 
adopted configuration, that is on the choice of the measurement domain and the strategy of 
illumination and observation. 
It is worth remarking that the choice of X  and Ε  as Hilbert spaces of square integrable 
functions accommodates the fact that no a priori information are available on the unknown 
except that one on the finiteness of its ”energy” as dictated by physical consideration. On 
the other side, it assures that  Ε  is ”broad” enough to include the effect of uncertainties and 
noise on data. 
Thus, the problem amounts to inverting equation (20) to determine the contrast function. 
Since the kernel of the operator in (20) is a continuous function on X ×Ε , then the linear 
operator is compact (Taylor and Lay, 1980). As stated above this means that the inverse 
problem is an-illposed problem (Bertero, 1989). For compact and non-symmetric operator 
(as the one at hand) the singular value decomposition is a powerful tool to analyze and to 
solve the problem.  
Therefore, we denote as 0{ , , }n n n nu vσ ∞

= the singular system of operator A . In particular, 
0{ }n nσ ∞

=  is the sequence of the singular values ordered in non-increasing way, 0{ }n nu ∞
= and 

0{ }n nv ∞
=  are orthonormal set of functions solution of the following shifted eigenvalue 

problems 
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 n n n

n n n

Au v

A v u

σ

σ+

=

=
  (21) 

where  A+  is the adjoint operator of  A  [Taylor & Lay, 1980],  which span the orthogonal 
complement of the kernel of A , ( )N A ⊥ , and the closure of the range of A ,  ( )R A , 
respectively.  
A formal solution of equation (21) has the following representation (Bertero, 1989) 

 
0

,S n
n

n n

E v
uχ

σ

∞
Ε

=

= ∑   (22) 

where  ,
Ε

⋅ ⋅ denotes the scalar product in the data space Ε . 
By virtue of the compactness of A , ( )R A  is not a closed set (Krasnov et al., 1987). This 
implies that the Picard’s conditions is not fulfilled for any data functions (i.e., the ones 
having non null component orthogonal to ( )R A ) ;  thus the solution may not exist and does 
not depend continuously on data (Bertero, 1989).  This is just a mathematical re-statement of 
ill-posedness . From another point of view, we have to take into account that the actual data 
of the problem are corrupted by uncertainties  and noise n , hence 

   
0 0

, ,S n n
n n

n nn n

E v n v
u uχ

σ σ

∞ ∞
Ε Ε

= =

= +∑ ∑   (23) 

Now, because of the compactness,  the singular values tend to zero as their index increases.  
This implies that,  the second series term (noise-related) in (23) in general does not converge.  
This leads to an unstable solution since even small error on data are amplified by the 
singular values close to zero. 
The lack of existence and stability of solution can be remedied by regularizing the addressed 
ill-posed inverse problem (De Mol, 1992). For example, this can be achieved by discarding, 
in the inversion procedure, the ”projections” of data on the singular functions 
corresponding to the ”less significant” singular values, that is by filtering out the singular 
functions corresponding to the singular values which are below to a prescribed noise 
dependent threshold. This regularizating scheme is known as Numerical Filtering or 
Truncated Singular Value Decomposition (TSVD) and is the simplest one within the large class 
of windowing based regularizating algorithms (Bertero, 1989). 
Accordingly, the finite-dimensional approximate stable solution is then given by  

 
0

,TN
S n

n
n n

E n v
uχ

σ
Ε

=

+
= ∑   (24) 

More in general, the basic idea of regularization theory is to replace an ill-posed problem by 
a parameter dependent family of well-posed neighbouring problems 

 n
SA Eαχ =   (25) 

with α being the so-called regularization parameter (in the TSVD this corresponds to the 
truncation index TN in eq. (24)) and n the noise level, so that to establish a compromise 
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between accuracy and stability (Groetsch, 1993). In particular, as 0n → also 0α →   and the 
regularized reconstruction must tends to the generalized inverse whose outcome is just 
shown in eq. (22). 
The Tikhonov regularization scheme is a widespread regularization scheme which takes 
advantages from exploiting a priori information about the unknown (Tikhonov, 1977). In 
this case the inversion problem is cast as a constrained optimization problem   

 2 2min{ }S SA E Eχ χ α= − +   (26) 

Here the constraint arises from the available a priori information and in general can be 
different from the energy constraint reported in the equation above.  
The Landweber regularization scheme recasts the first kind integral equation to be inverted 
as an integral equation of second kind so that a well-posed problem is obtained (Groetsch, 
1993). Accordingly, eq. (26) is recast as   

 ( )S SX A E I A AE χ+ += + −   (27) 

and a solution is then obtained by an iterative procedure. In this case the regularization 
parameter is the number of iterations exploited in the iterative minimization IN .  
These regularization scheme can be compared if all are analyzed in terms of the operator 
properties. This can be done by expressing the different regularized reconstruction in terms 
of the singular system.  By doing so, one obtains  

 2
0

,n
S n n

n n

E v uσχ
σ α

∞

Ε
=

=
+∑   (28) 

for the Tikhonov regularization, and 

 
2

0

1 (1 ) ,
IN

n
S n n

n n

E v uσχ
σ

∞

Ε
=

− −
=∑   (29) 

for the Landweber method. 
As can be seen, all this regularization methods result (but in a different) filtering of the 
unknown spectral expansion. 
It is clear that, a part the computational convenience which can dictate the regularization 
algorithm to adopt, the key question is the choice of the regularization parameter. As 
remarked, this choice has to be done by accounting for the noise level, the mathematical 
features of the operator to be inverted and the available a priori information about the 
unknown. Different methods exist to select the regularization parameter. Such methods can 
explicitly exploit the knowledge of the noise level, (such as the Morozov discrepancy 
principle) or not (such as the generalized cross validation) (Hansen at al., 2008).  
In inverse scattering problem, the scattered field has finite number of degrees of freedom 
(Solimene & Pierri, 2007) which in turn depends on the parameter of the configuration. 
Therefore, such an information can be exploited to select the regularization parameter. 
The singular system formalism can be also employed to compare migration and inverse 
filtering. By looking at the scattering eq. (17), it is seen that the Diffraction Summation 
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migrated field reconstruction, substantially, corresponds to achieve inversion by means of 
the adjoint operator, that is  

 SA Eχ +=   (30) 

whose expression in terms of the singular system is 

 
0

,n S n n
n

E v uχ σ
∞

Ε
=

= ∑   (31) 

It is readily noted that migration allows to obtain a stable reconstruction because the 
singular values now appear at the numerator. However, it is not a regularization scheme in 
the sense of Tikhonov (Tikhonov & Arsenin, 1977) because even in absence of noise the 
actual unknown is not retrieved. From a practical point of view, this entails an intrinsic limit 
on the resolution achievable in the reconstructions regardless of the noise level. To explain 
this we observe that χ and its reconstructed version χ are linked by the following integral 
relationship  

 ( , ) ( , ; ' ') ( ', ') ' '
D

x z K x z x z x z dx dzχ χ= ∫   (32) 

( , ; ' ')K x z x z  being the so-called model resolution kernel (Dudley et al., 2000). Now, except for 
those measurement configuration that do not fulfill the so-called golden-rule (Langenberg, 
1987), it can be shown that the scattering operator to be inverted is injective (this is 
rigorously true until data are collected continuously over Ε . Practical measurement set up 
requires data sampling).  
This entails that, for each of the inverse filtering procedure described above, the model 
resolution kernel tends to a Dirac delta, that is, ( , ; ' ') ( ', ')K x z x z x x z zδ→ − − , when noise is 
absent and 0α →  (Dudley et al., 2000). This is not true for migration algorithms. Therefore, 
this means that, depending on the noise level, inverse filtering can achieve better resolution 
in the reconstructions. 
This is shown in Fig. 3 where TSVD and F-K migration performances are compared.  

 
Fig. 3. Comparison between the reconstruction performances of TSVD and F-K migration for 
a point-target 
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However, as long as lossless medium is considered, as migration algorithms can be easily 
recast in the spatial Fourier domain they generally have a lower computational cost than 
inverse filtering. Indeed, in lossy scenarios, losses should be considered in the inversion 
procedure and this impairs the possibility of adopting only FFT based imaging algorithms 
(Meincke, 2001).  

7. Reconstruction results     
In order to give an idea of how subsurface reconstructions look like, in this Section we 
report a brief survey of reconstruction performances against synthetic data. The scatterd 
field data have been computed thanks to the Finite Difference Time Domain (FDTD) 
GPRMAX code (Giannopoulos, 2005) in time domain; these time-domain data are then 
Fourier transformed to pass to the frequency domain. 
The TSVD inverse filtering approach based on the Born model is adopted to achieve the 
reconstructions; in particular, to emphasize the usefulness of linear reconstruction schemes 
test cases concerning applicative cases where the objects have electromagnetic properties 
very different from the ones of the soil (test cases outside of the Born regime) are 
considered.  
The inversion algorithm assumes an investigation domain D whose extent ranges from 0.1m 
to 1.5m in depth and with the semi-horizontal extent a=0.75m. The soil has a relative 
dielectric permittivity equal to 9 and an electrical conductivity equal to 0.01 S/m. The 
measurement domain is located at the air/soil interface and has extent 1.5m. Over such a 
domain, 51 data are taken at a spatial step of 3cm. The working frequency Band Ω ranges 
from 300 to 900 MHz. 
Different cases of a single object have been considered; in particular, we have considered the 
same geometry of the object, i.e., a circular cylindrical object of radius of 0.1 m and whose 
center is located at the depth of 0.6m. Three different values of the relative dielectric 
permittivity filling the object have been considered, i.e., 9.1 (low Born model error), 4 and 16.  
The reconstruction results are given in terms of the modulus of the retrieved contrast 
function normalised with respect to its maximum in the investigation domain. The regions 
where the normalised modulus of the contrast function is significantly different from zero 
give information about the support of the targets. 
Figure 4 depicts the reconstruction for the case of the target with relative dielectric 
permittivity equal to 9.1; the reconstruction permits to localize and reconstruct well the 
shape of the upper and lower sides of the circle. The features of the reconstruction agree 
with the theoretical expectations reported in (Persico et al. 2005) where the filtering effect of 
the regularized inversion algorithm consists in a low-pass filtering along the antenna 
movement direction (x-axis) and a band-pass filtering along the depth (z-axis). In this case, 
when we exploit the TSVD scheme for the inversion we retained in the summation (24) the 
singular values larger than 0.1 the maximum one, that is the TSVD threshold is equal to 0.1. 
The second case is concerned with the circular target having a relative dielectric permittivity 
equal to 4 so that the Born model error is significant. Figures 5 and 6 depict the 
corresponding reconstructions when the TSVD threshold is equal to 0.1 and 0.01, 
respectively. 
As can be seen, both the results permit to point out in a correct way the location  and the 
shape of the upper side of the target. Moreover, by adopting a smaller value of the TSVD 
threshold (more singular values in the TSVD summation (24)), the achievable resolution 
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Fig. 4. TSVD reconstruction in the case of the target with dielectric permittivity equal to 9.1 
(low model error) and TSVD threshold equal to 0.1  
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Fig. 5. TSVD reconstruction in the case of the target with dielectric permittivity equal to 4 
(high model error) and TSVD threshold equal to 0.1  
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Fig. 6. TSVD reconstruction in the case of the target with dielectric permittivity equal to 4 
(high model error) and TSVD threshold equal to 0.01  
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improves and both the upper and the lower sides of the scatterers are discernable in the 
reconstruction. In particular, for the lower side of the target, we observe that the 
reconstruction approach is able to detect it but does not provide to its actual position. This 
can be explained by noting that the velocity of the electromagnetic wave in the target is 
equal to v=15 cm/ns and different from the one assumed in the model equal to v=10 cm/ns. 
Therefore, the inversion model assumes a velocity smaller than the actual one inside the 
target and this leads to a reconstruction of the lower side at a depth smaller than the actual 
one. 
Finally, we consider the case with the circular target having a relative dielectric permittivity 
equal to 16 (high Born model error). Figures 7 and 8 depict the tomographic reconstruction 
results when the TSVD threshold is equal to 0.1 and 0.01, respectively. 
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Fig. 7. TSVD reconstruction in the case of the target with dielectric permittivity equal to 16 
(high model error) and TSVD threshold equal to 0.1  
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Fig. 8. TSVD reconstruction in the case of the target with dielectric permittivity equal to 16 
(high model error) and TSVD threshold equal to 0.01  

We can observe that both the results permit to point out in a correct way the location  and 
the shape of the upper side of the target; also, by adopting a smaller value of the TSVD 
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threshold (more singular values in the TSVD summation (24)), the reconstruction is slightly 
improved.  
For the lower side of the target, we observe that the reconstruction approach is able to detect 
it but the reconstruction does not correspond to the actual target’s shape. Similarly to the 
explanation given above, we note that the velocity of the electromagnetic wave in the target 
is now equal to v=7.5 cm/ns and different from the one assumed in the model equal to v=10 
cm/ns. Therefore, the inversion model assumes a velocity larger than the actual one inside 
the target and this arises in a reconstruction more deeply located. Also, it is worth noting 
that for the smaller TSVD threshold, the reconstruction of the lower side has a shape more 
similar to the one of the target. 
Finally, we present the case (see fig. 9) of a wrong choice of the TSVD threshold equal to 
0.0001, in this case the necessity to improve the reconstruction (by lowering the TSVD 
threshold) is made it not possible by the effect of the uncertainties on data (in this particular 
case related only to numerical errors) that produce a reconstruction very difficult to be 
interpreted. 
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Fig. 9. TSVD reconstruction in the case of the target with dielectric permittivity equal to 16 
(high model error) and TSVD threshold equal to 0.0001  

8. Conclusions     
This chapter has dealt with the imaging of the buried targets thanks to Ground Penetrating 
Radar. After a brief description of the operating principles of GPR we have focussed the 
attention on the data processing that is one of the main questions in order to achieve 
interpretable images of the subsurface.  
In particular, we have described the main versions of the migration technique, usually 
exploited in data processing, and a relation between them has been pointed out. Then, we 
have presented a more recent data processing approach based on microwave tomography. 
Such a tomographic approach faces the inverse scattering problem and the adoption of a 
physics-based model allows us not only to obtain more interpretable reconstruction but also 
to analyse the performances of the reconstruction approach.  
In particular, the performances of a microwave tomography based approach exploiting a 
simplified model of the electromagnetic scattering was investigated in detailed way. Such a 
linear inverse approach has revealed suitable in realistic applications where the aim is the 
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geometry of the targets. Finally, the feasibility and limitations of this linear approach have 
been outlined by an analysis against synthetic data. 
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1. Introduction 
Ground penetrating radars (GPRs) are widely used for buried object search, ruin 
investigation, groundwater assessment, and other various applications (Sato & Takeshita, 
2000) (Moriyama et al., 1997). They are also expected to find nonmetallic landmines 
(Bourgeois & Smith, 1998) (Montoya & Smith, 1999) (Peters Jr. & Daniels, 1994) (Sato et al., 
2004) (Sato, 2005) (Sato et al., 2006). Figure 1 shows the size and the structure of a plastic 
antipersonnel landmine. A near future target is to find or visualize antipersonnel landmines 
with a high distinction rate between landmines and other objects. The conventional metal 
detectors, based on electromagnetic induction, use so low frequency that the 
electromagnetic field penetrates through the soil very deep, and the false negative 
probability is very small. However, because of its long wavelength, the resolution is limited, 
and they can tell just whether inductive material exists or not. They cannot distinguish 
landmines from other metal fragments. GPRs employ much higher frequency. Then the 
resulting higher resolution will be helpful to discriminate landmines. 
Currently, there are two methods to remove the plastic landmines. One is a metal detector, 
and the other is a rotary cutter. The former detects a blasting cap made of metal in the 
landmine. Because the cap is very small, we must set the sensitivity at a high level. Then, the 
positive fault rate is as high as about 99.9% (specificity=0.1%), resulting in a lot of time to 
remove the landmines. The latter, rotary cutter, looks like a bulldozer, bores the ground and 
tries to clear the landmines by exploding them. The problems in this method are necessity of 
additional removal by human because of impossibility of perfect clearance, necessity of 
sufficient areas for the approach of the rotary cutter, and land pollution by the exploded 
powder. 
Accordingly, though these methods have certain merits, they have also demerits. Therefore, 
new landmine detection systems based on GPRs attract attention and are studied by a dozen 
of researcher groups/laboratories presently to solve the problem. Most of the proposed 
methods employ high-frequency and wide-band electromagnetic wave to visualize a plastic 
landmine itself instead of the metallic blasting cap. There are two types among the  
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Fig. 1. The size and the structure of a plastic antipersonnel landmines. 

proposals. Some employ pulsed electromagnetic wave and others employ stepped-
frequency continuous wave. We explain these two measurement methods in detail in the 
next section. 
Unlike the metal detector which measures induced current, GPRs observe the reflected and 
scattered electromagnetic wave. In general, it is noted that the electromagnetic wave is 
reflected at boundaries between materials having different permittivity, and that the spatial 
resolution of the observation is almost the same as the wavelength. Therefore, it is possible 
to detect not only the metal but also the plastic body because the electromagnetic wave is 
reflected at the boundary of the soil and the plastic. In addition, the wide band 
electromagnetic wave has the possibility to observe the the accurate distance from the 
antenna to the target, physical property for electromagnetic wave and structural 
characteristics of the target. That is to say, a GPR system has a potential of detecting plastic 
landmines more strictly than the metal detector does. 
However, high-frequency wave also induce a lot of clutter, which is caused by the 
roughness of the earth’s surface and scattering substances other than the plastic landmines. 
Consequently, it is very difficult to extract significant features helpful for detecting the 
plastic landmines from the observed data by ignoring the clutter. Furthermore, it is also 
difficult to treat the extracted features effectively. A lot of processing methods were 
proposed so far. That is, we must resolve the following two steps to detect the plastic 
landmines. The first step is how to extract the features, and the second is how to treat the 
extracted features. To accomplish our goals, we must select or develop new effective methods. 
Previously we proposed an adaptive radar imaging system to visualize plastic landmines 
using complex-valued self-organizing map (CSOM) (Hara & Hirose, 2004) (Hara & Hirose, 
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2005). With the system, we observe reflection and scattering to obtain a complexamplitude 
two-dimensional image at multiple frequencies. In the resulting 3-dimensional (2-
dimensional (space) × frequency) data, we extract local texture information as a set of 
feature vectors, and feed them to a CSOM for adaptive classification of the 3-dimensional 
texture (Hirose, 2006) (Hirose, 2003). By using the system, we could visualize antipersonnel 
plastic landmines buried shallowly underground. We also constructed a preliminary object 
identifier, which is a type of associative memory that learns the feature of the plastic-
landmine class with adaptation ability to various ground conditions (Hirose et al., 2005). 
However, the system requires a long observation time because it employs mechanical scan. 
Long observation time is one of the most serious problems in high-resolution imaging 
systems. Some methods to overcome the problem have been investigated (Kobayashi et al., 
2004) (Shrestha et al., 2004). 
We then developed a portable visualization system with an antenna array to reduce the 
observation time (Masuyama & Hirose, 2007). The array has 12×12 antenna elements, 
resulting in about 144 pixels. The element aperture size is 28mm×14mm, which determines 
the spatial resolution. In texture evaluation and adaptive CSOM classification, a higher 
resolution leads to a better performance. We recently proposed a resolution enhancement 
method using a special antenna-selection manner in combination with elimination of direct 
coupling and calibration of propagation pathlength difference (Masuyama et al., 2007). 
However, even with such resolution enhancement, the visualization performance is still 
worse than that obtained with the first mechanical-scanning system. The resolution is still 
insufficient, and the mutual coupling between antenna elements are not completely 
ignorable. 
In this chapter, we propose two techniques to improve the visualization ability without 
mechanical scan, namely, the utilization of SOM-space topology in the CSOM adaptive 
classification and a feature extraction method based on local correlation in the frequency 
domain. In experimental results, we find that these two techniques improve the 
visualization performance significantly. The local-correlation method contributes also to the 
reduction of tuning parameters in the CSOM classification. 
The organization of this chapter is as follows. In Section 2, we explain the merits and 
demerits of three plastic landmine detection systems that utilize the electromagnetic 
technology. Then we show the processing flow of our plastic landmine detection system 
based on the CSOM and show the conventional and proposal methods in Section 3. In 
Section 4, we show the experimental results with the observed data. Finally, we summarize 
and conclude this chapter in Section 5. 

2. Conventional technology 
As mentioned before, there are three methods which utilize the electromagnetic technology 
to detect plastic landmines. One is the metal detector based on induction current, another is 
the pulse radar using the electromagnetic wave, the other is stepped-frequency radar using 
the electromagnetic wave. In the following subsections, we briefly explain the characteristics 
of these methods respectively. 

2.1 Metal detector 
The fundamental principle of the metal detector is to sense the mutual interaction between a 
coil of the detector and target conductors using low frequency electromagnetic field induced 
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by the coil. The used frequency is from about f = 100kHz to 1MHz. Because the frequency is 
very low, the metal detector is highly tolerant against inhomogeneous ground and the depth 
of the buried landmines. Additionally, it is very easy to manufacture a highly sensitive 
metal detector because it consists of some simple analog oscillation circuits. Consequently, 
the metal detector is very suitable for landmine detection, where we expect not to miss 
landmine at all, and this method is widely used for the current landmine detection. 
However, it is impossible for the metal detector to detect targets other than conductors and 
difficult to search a target with a high spatial resolution because of the long wavelength. In 
addition, we cannot obtain the time and/or frequency response which shows the features 
originating at the targets because the bandwidth is very narrow. The most critical problem is 
the very high probability of the positive fault which is caused by the metal scattering 
substance. In particular, as the landmines are buried in a field of combat, there are a large 
amount of metal fragments around buried landmines, and according to a report, the positive 
fault is about 99.9%. Therefore, it takes long time to remove landmines perfectly, which is a 
very big problem. In addition, when we use multiple metal detectors simultaneously, 
improper signals are often caused by the mutual coupling among closely located detectors. 

2.2 Pulse GPR 
A pulse GPR observes the time response of the electromagnetic-wave pulse irradiated 
toward the ground. The time response represents the depth of a scatterer. When we sweep 
an antenna in two dimension horizontally, we can obtain the three dimensional data. 
Besides, as the electromagnetic wave is reflected at the boundary of materials that have 
different permittivity, it is possible to observe the reflection wave from the plastics that 
forms a landmine, not only the metal blasting cap. The pulse GPRs have another merit. As 
the pulse have a wide bandwidth, as wide as that of the stepped-frequency range mentioned 
below, we can observe not only the time response but also the frequency response through 
the Fourier transform, and these data may show characteristics of the target. Regarding the 
measuring time, we can conduct the measurement more speedily in comparison with the 
stepped-frequency GPRs. 
However, as a maximum frequency component of the pulse radar is usually about f = 6GHz 
at the most. That is, the shortest free-space wavelength is about 5cm. Then the pulse GPRs 
cannot observe sufficient amount of characteristics of plastic landmines whose size is 
typically the same as the wavelength. Besides, the ground surface is very rough, and the 
soil, including various scatterers, often causes serious clutter. Therefore, it is very difficult to 
obtain clear images. To solve this problem we need to utilize sharper pulse which consists of 
a wideband wave with a high power. However, as a high-peak pulse is distorted by the 
nonlinearity in transmitter circuits and switched antennas, the problem cannot be solved 
sufficiently. 

2.3 Stepped-frequency GPR 
Stepped-frequency GPRs observe the reflected continuous wave at a wide-range frequency 
points. This method does not need to output strong power instantaneously. Then, the 
electromagnetic wave has little influence on the nonlinearity of the circuits and the switches. 
As the results, stepped-frequency GPR accomplishes higher SN ratio than the pulse GPR. In 
addition, it is easier for the stepped-frequency radar to observe the high frequency wave 
and select bandwidth freely than a pulse radar system. Besides, we can obtain the time 
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response, like what pulse radar provide, through the inverse Fourier transform of the 
observed frequency domain data. 
As above, stepped-frequency GPRs enable to accomplish high SN ratio at the high frequency 
with a wide band, and obtain not only the time response but also frequency domain feature 
very effectively. It is true that even the stepped-frequency GPR has a drawback. Namely, it 
takes too long time to measure the scattering because of the time required for frequency 
sweeping. However, this problem will be solved by inventing new appropriate devices in 
the near future. 
Then we can expect a higher precision with the system utilizing the stepped-frequency GPR 
than the conventional systems. To achieve this purpose, there are two important points we 
should consider carefully. One is to extract useful features from the obtained data, and the 
other is to fully utilize the features. However, a perfect technique has not been suggested 
yet. 
In the next section, we show the details of our CSOM-based signal processing published in 
our previous paper (Nakano & Hirose, 2009). 

3. System construction 
3.1 Overall construction 
Figure 2 shows the processing flow in our plastic landmine visualization system. We 
describe the components briefly. 
 

 
Fig. 2. The overall processing flow (Nakano & Hirose, 2009). 

First, we operate our system at a stepped-frequency mode to obtain wideband 
electromagnetic reflection and/or scattering images at multiple frequency points. The 
details of the system is given in Ref.(Masuyama & Hirose, 2007). We acquire complex 
amplitude images at 10 observation frequency points from 8 to 11.6GHz at an interval of 
0.4GHz. 
Next, we generate a spatially segmented image by using a CSOM that classifies local texture 
adaptively. The classification consists of two steps. In the first step, we extract feature 
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vectors representing local complex-amplitude textural quantity in a local window that 
sweeps all over the image. As shown in Fig.3, we prepare a sweeping window in each 
frequency image at a synchronizing real-space location. We calculate correlations between 
pixel values in the window in terms of real-space relative distance and frequency-domain 
distance. We assume that the correlation values represent the texture at around the pixel at 
the window center, and we put the values at the center pixel as the textural feature. In the 
second step, we classify the extracted feature vectors adaptively by using a CSOM (Hara & 
Hirose, 2004). Then we color pixels correspondingly with the resulting classes to generate a 
segmented spatial image. 
 

 
Fig. 3. The scanning window for local textural feature extraction (Nakano & Hirose, 2009). 

Lastly, we identify landmine classes included in the segmented image. We use an 
associative memory that learns respective features of landmine classes and other objects 
such as metal fragments, stones and clods. We prepare a set of teacher features for the 
learning beforehand by observing land pieces where we know the landmine locations. 
In this paper, we propose two novel methods in the CSOM processing. One is a dynamics in 
the feature vector classification, and the other is a feature vector extraction method. The 
former is utilization of SOM-space topology in the CSOM adaptive classification by 
introducing a ring CSOM, and the latter is the extraction of local correlation in the frequency 
domain. 

3.2 Utilization of SOM-space topology in the CSOM adaptive classification 
As the first proposal, instead of the conventional K-mean algorithm, we employ a SOM 
dynamics that utilizes SOM-space topology in the CSOM adaptive classification. Figure 4 
shows the CSOM structure, which forms a ring in the CSOM space. 
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Fig. 4. The ring-CSOM structure. Balls represent reference vectors in the CSOM, and the 
directions of the arrows show the vector values, among which the winner  and the two 
neighbors  change in the self-organization. 

In the CSOM in our previous system, we classified the feature vectors by using the K-mean 
clustering algorithm, which is the simplest SOM dynamics, as (Hara & Hirose, 2004) 

 (1) 

 
(2) 

 : reference vector of the winner 
K : input feature vector 
t : iteration number in self-organization 
TMAX : maximum iteration number 
(t) : self-organization coefficient 
where the winner  is the reference vector nearest to K among all the reference vectors 
W1, W2, . . . , Wc, . . . , WC. We update  iteratively by presenting K sequentially. In the new 
system, we also introduce the self-organization of reference vectors at the winner neighbors 
(c ± 1) in the SOM space shown in Fig.4 as 

 (3) 

 
(4) 

where β(t) is another self-organization coefficient for the neighboring classes, which is 
usually smaller than (t). The classes  ± 1 are neighbors of the winner class  in the CSOM 
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space. The CSOM space is used only to determine the winner neighbors, whereas the winner 
is determined in the K space. 
The reason of the modification is as follows. In the previous method, we used the K-means 
algorithm (1), which is the simplest dynamics in the SOM. Because we have only about 10 
classes in the adaptive vector quantization in the landmine visualization system, we paid 
less attention to the SOM-space topology. Nevertheless, we could obtain sufficiently 
meaningful classification results (Hara & Hirose, 2004). 
However, with the present portable visualization system with a lower spatial resolution at 
the antenna array (Masuyama & Hirose, 2007), the failure probability in the classification 
became slightly higher than the first laboratory system. We sometimes fail to extract texture 
features sufficiently because of the decrease in resolution. As described later, in such an 
insufficient extraction case, we found that only a small number of classes were used in the 
vector quantization. 
We therefore propose the utilization of the SOM-space topology in the CSOM adaptive 
classification, to activate most of the prepared reference vectors, by introducing additional 
self-organization at neighbor class vectors. In this paper, we change the values of only the 
two adjacent-class vectors Wc ± 1 as shown in (3). The neighbor vector number is small 
because the number of the totally prepared classes is small, i.e., only about 10. The structure 
of the CSOM should also be suitable for the small size, namely, one-dimensional as shown 
in Fig.4. 

3.3 Frequency-domain local correlation method 
The second proposal is to adopt frequency-domain local correlation in the texture feature 
extraction. We modify the point on which we put stress based on a new concept in 
extracting features in the frequency domain. 
Figure 5(a) illustrates the conventional method, in which the feature vector K is calculated 
for complex pixel values z(lx, ly, f ) as 

 (5) 

 
(6) 

 (7) 

 
(8) 

 (9) 

 
(10)

where M, Ks, and Kf are the mean, real-space-domain correlations, and frequency-domain 
correlations, respectively. Real-space discrete coordinate lx and ly determine pixel positions 
in the local window as shown in Fig.3. 
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Fig. 5. (a)Conventional and (b)proposed textural feature extraction methods based on 
correlation in real-space and frequency domains (Nakano & Hirose, 2009). 

We prepare a local observation window of L × L pixels to extract the local textural feature in 
the window by calculating correlations between pixel values. In (6)–(10), M is the average of 
pixel values in the window at a base frequency fb, which we select among the 10- frequency 
observation points in advance. The vector Ks in (7) is the local correlations in the L × L real-
space window at fb, while Kf is the correlations between pixel values at fb and other 
frequencies fn at identical positions. 
The effectiveness of Kf ( fn) in (10) as a feature vector was suggested by the following 
frequency-dependent interference. A plastic landmine usually has parallelism among its 
ceiling, bottom, and air gap inside, if any, which causes interference, whose spectral profile 
is periodic in the frequency domain. That is to say, we will observe a resonance at integral 
multiple of a certain frequency periodically in the frequency domain, resulting in a specific 
peak at certain fn in Kf ( fn). We intended to capture this phenomenon in (10). However, we 
found in our series of experiments that we normally observe only a single peak in the 8–
12GHz band. If we expect multiple frequency peaks, we have to expand the observation 
bandwidth. However, very high-frequency electromagnetic wave cannot penetrate ground 
so deep. 
Then we have changed our direction. Note that, in the spatial texture case described above, 
we paid attention to local correlation caused by the Markovian property. In the same way, 
also in the frequency domain, we decided to calculate the local correlation to observe the 
frequency space texture in a simple manner. 
Figure 5(b) illustrates our proposal, namely the frequency-domain local correlation method, 
to extract the frequency-domain feature. We define our new Kf as 

 (11)
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(12)

where Kf is the feature vector representing the correlation coefficients between the data at 
adjoining frequency points. This method enables us to eliminate the base frequency fb, which 
means that we do not need to choose a special frequency. To extend this fb-free advantage 
further, we also modify M and Ks(i, j) slightly as 

 
(13)

 
(14)

That is, M and Ks are averaged for the all used frequency data. 
The frequency-domain local correlation method is suitable for the processing in this system. 
Instead of the radar cross section, we use the texture of complex amplitude when we 
distinguish plastic landmines and other objects such as metal fragments and stones. If we 
can obtain a sufficiently high resolution in real-space and frequency domains, we should 
take into account the correlation between one pixel and another at a certain distance. 
However, when the system has only a low resolution, it is more effective to concentrate on 
the correlation between neighboring pixels, in which we can expect useful correlation 
information. 
Additionally, in the proposed method, it is a great merit that we do not need the base 
frequency fb, which was required in the conventional method. Previously we have a number 
of possible fb. As presented below, it is a problem that a different fb results in a different 
segmentation image. The new method is free from this problem because we have only one 
way to construct K. 

4. Experiments and results 
Table 1 shows the parameters used in the following experiments. We have determined the 
values of (0) and β(0) empirically. We bury a mock plastic landmine under ground 
iteratively. We change the burial situation every time, including the ground surface and 
underground. The surface-roughness amplitude is about 2cm peak-to-peak. In any case, the 
landmine is buried at around the center of the observation area. 
Figure 6(a) shows an experimental result (Result 1). The numbers show the observation 
frequencies. The upper blue maps show the amplitude data, while the lower color maps 
show the phase data. Scales of amplitude and phase are shown at the top. The position in 
every map corresponds to the position in real space. As mentioned above, we use these 
complex amplitude data obtained at the 10 frequency points. 
Figure 6 (b) shows segmented images generated with the previous method. The numbers 
are base frequencies fb used respectively. We can choose feature vectors K in 10 ways 
because there are 10 possible fb. Each gray level indicates one of the 10 classes. We can find a 
segmented area at the buried plastic landmine position at fb=8GHz and 8.8GHz. However, 
we cannot at other fb. 
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Table 1. Parameters of target and system (Nakano & Hirose, 2009). 

Figure 6 (c) shows the result of segmentation by utilizing the SOM-space topology in the 
CSOM adaptive classification. We find that there are more classes used in the classification, 
i.e., 10 classes in most cases, than that in the case of the previous method. We can confirm 
that we can classify the landmine area appropriately at most fb. For example, also at 8.4GHz 
and 9.2GHz, we are successful in the segmentation this time. These results reveal that we 
can improve the performance of classification by the utilization of the SOM-space topology 
in the CSOM. 
Figure 6 (d) shows the segmentation result obtained by the frequency-domain local 
correlation method as well as the utilization of SOM-space topology. As mentioned before, 
there is only one manner to extract feature vectors K in this proposed method because we 
have no fb. Here we show four result examples for various initial reference vectors in the 
CSOM since the result of the CSOM may depend on the initial reference-vector values. In all 
the cases, the landmine area is segmented correctly. We confirm a high robustness of the 
present method with the two proposal. 
Figure 7(a) shows a measurement result (Result 2) in a different situation from that of 
Fig.6(a). The landmine classification seems more difficult in this case than that of Fig.6 
because the calibration of direct coupling components (Masuyama et al., 2007) is somewhat 
sensitive to noise, occasionally resulting in insufficient compensation of antenna-selection-
mode dependent amplitude. 
Figure 7(b) shows the segmented images obtained with the previous method. We can 
classify the landmine area only when fb=9.2GHz. We completely failed in the segmentation 
at other fb.  Figure 7(c) shows a result by utilizing the SOM-space topology in the CSOM. We 
can segment the landmine area only at 9.2GHz again. 
Figure 7 (d) shows the results obtained by employing the two proposed methods. It is 
confirmed that we can classify the landmine area perfectly. We show four results for various 
initialization again. The results indicate that we can segment landmine areas stably. 
In addition, we recognize that more classes are used for the classification in Fig.7(d) than in 
Fig.7(c) despite we use the same dynamics for the classification in the CSOM. For this 
reason, we can extract more characteristic feature quantities with the frequency-domain 
local correlation method than that with the previous one. 
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Fig. 6. Experimental results 1. (a)Amplitude and phase images at 10 frequency points, 
(b)classification results with the previous method. Numbers denote base frequency fb, 
(c)classification results with utilization of SOM-space topology in the CSOM. Numbers 
denote base frequency. (d)Classification results with utilization of SOM-space topology in 
the CSOM and frequency-domain local correlation method. The four images show the 
results with various initial reference vectors in the CSOM (Nakano & Hirose, 2009). 

5. Summary 
In this chapter, first we explained the ground-penetrating radars (GPRs) which are studied 
currently as a new technology for the antipersonnel plastic landmine detection. In this field, 
researchers usually choose a measurement type from the pulse GPR or the stepped 
frequency GPR. Though both of these methods have merits and demerits, a stepped-
frequency GPR has an advantage in the high ability to extract features over a pulse GPR. 
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Fig. 7. Experimental results 2. (a)Amplitude and phase images at 10 frequency points, 
(b)classification results with the previous method. Numbers denote base frequency fb, 
(c)classification results with utilization of SOM-space topology in the CSOM. Numbers 
denote base frequency. (d)Classification results with utilization of SOM-space topology in 
the CSOM and frequency-domain local correlation method. The four images show the 
results with various initial reference vectors in the CSOM (Nakano & Hirose, 2009). 

Next, we described two techniques, which is based on the stepped-frequency GPR, to 
improve the performance of the GPR system to visualize plastic landmines. One is to utilize 
SOM-space topology in the CSOM adaptive classification to stabilize the classification 
process. Unlike the K-means algorithm, we can use most of the prepared classes in the 
learning vector quantization. The other technique is to employ local correlation as the 
feature vector components in the frequency domain. It extracts complex texture information 
better and, at the same time, eliminates the base frequency, which had to be chosen by the 
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user as one of the tuning parameters. Experimental results demonstrated better and stable 
visualization of the plastic landmine. 
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1. Introduction 
Vibration testing of bridges and large structures is generally performed by using 
piezoelectric or force-balanced accelerometers since these sensors are very accurate and 
relatively inexpensive. Although accelerometers have been − and still are − extensively and 
successfully used, their drawbacks are well-known: (1) the sensors must be installed at 
selected locations that are representative of the structure motion and access may be difficult 
and often dangerous; (2) the installation and wiring are the most time-consuming tasks 
during the tests; (3) the use in permanent monitoring systems is prone to the typical failures 
of any system provided with cables and electrical circuits; and (4) accelerometers do not 
provide a direct measurement of displacement, something that could positively affect the 
development of the Structural Health Monitoring (SHM) in operational conditions. 
Within this context, the development of innovative non-contact systems for vibration 
measurement is very attractive and especially applications of laser-based systems (Cunha & 
Caetano 1999, Kaito et al. 2005) are reported in the literature. Other recent investigations 
suggest the application of Global Positioning Systems (GPS, Nickitopoulou et al. 2006, Meng 
et al. 2007) or image analysis and vision systems (Lee et al. 2006, Silva et al. 2007). 
Furthermore, a non-contact system using microwaves was described by Farrar et al. (1999) 
and used to measure the vibration response of the well-known I-40 bridge over Rio Grande 
river (Farrar & Cone 1995); this sensor did not provide any range resolution, i.e. was not 
capable to detect different targets in the scenario illuminated by the microwave beam. 
Recent progresses in radar techniques and systems have favoured the development of a 
microwave interferometer, potentially suitable to the non-contact vibration monitoring of 
large structures (Pieraccini et al. 2004, Bernardini et al. 2007, Gentile & Bernardini 2008, 
Gentile 2009). The main characteristic of this new radar system − entirely designed and 
developed by Italian researchers − is the possibility of simultaneously measuring the static 
or dynamic deflections of several points of a structure, with sub-millimetric accuracy. For 
the radar vibrometer, each discontinuity of a structure − such as the "corner zones" 
corresponding to the intersection of girders and cross-beams in the deck of bridges − 
represents a potential source of reflection of the electromagnetic waves generated by the 
radar; in such cases, an echo can be generated and the corner zones act as a series of virtual 
sensors. In addition to its non-contact feature, the sensor provides other advantages 
including a wide frequency range of response, portability and quick setup time. 
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The radar sensor detects the position and the displacement of target points placed at 
different distances from the equipment by using two well-known radar techniques: the 
Stepped-Frequency Continuous Wave (SF-CW, Wehner 1995) and the Interferometric 
techniques (Henderson & Lewis 1998). 
This chapter first describes the basic principles implemented in the new sensor, its technical 
characteristics and the results of the laboratory tests carried out to evaluate the accuracy and 
the intrinsic performance of the equipment. Subsequently, the application to field test of 
different full-scale bridges is summarized and reviewed. The field tests include the 
measurement of vibration responses on structural elements very difficult to access by using 
conventional techniques, such as stay cables (Gentile 2009). During the presented 
experimental tests, the microwave interferometer and conventional accelerometers were 
simultaneously used; hence, the analysis of acquired signals included extensive comparison 
between the time series recorded by the radar and the accelerometers and the comparison 
clearly exemplifies the major advantages and drawbacks of the radar equipment. 
Furthermore, resonant frequencies and mode shapes of the investigated vibrating systems, 
that were identified from the radar signals, are compared to the corresponding quantities 
estimated from the accelerometer’s records. 

2. Radar techniques implemented in the microwave interferometer 
The most peculiar and important characteristic of a conventional radar is its ability to 
determine the range (i.e. the distance) by measuring the time for the radar signal to 
propagate to the target and back. Although the name radar is derived from radio detection 
and ranging, a radar is capable of providing more information about the target than its 
name would imply. Typical applications (see e.g. Skolnik 1990) include the evaluation of the 
radial velocity, the angular direction, size and shape of the target. 
The main functions of the new radar sensor herein described are the simultaneous detection 
of the position and deflection of different targets placed at different distances from the 
sensor. This performance is obtained by implementing two well-known radar techniques: 
1. the Stepped-Frequency Continuous Wave technique (Wehner 1995), employed to detect 

the positions of different targets placed along the radar’s line of sight; 
2. the Interferometric technique (Henderson & Lewis 1998), implemented to compute the 

displacement of each target, by comparing the phase information of the back-scattered 
electromagnetic waves collected at different times. 

2.1 The Stepped Frequency − Continuous Wave (SF-CW) technique 
The usual radar waveform to determine the range is the short pulse. The shorter the pulse, 
the more precise is the measurement of the range because the range resolution Δr is related 
to the pulse duration τ by the following relationship: 

 
2
τcr =Δ  (1) 

where c is the speed of light in free space. For a signal of duration τ, it can be shown (see e.g. 
Marple 1987) that the time-bandwidth product satisfies the equality τ B = 1, where B is the 
equivalent bandwidth in Hz. Hence, the range resolution Δr may be expressed as: 
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Eqs. (1) and (2) show that a better range resolution (corresponding to a smaller numerical 
value of Δr) can be obtained by either decreasing τ or increasing B. Instead of using short-
time pulses, SF-CW radars exhibit a large bandwidth by linearly increasing the frequency of 
successive pulses in discrete steps, as shown in Fig. 1; hence, a SF-CW radar has a narrow 
instantaneous bandwidth (corresponding to individual pulse) and attains a large effective 
bandwidth: 

 fNB Δ−= )( 1  (3) 

with a burst of N electromagnetic pulses, generally named tones, whose frequencies are 
increased from tone to tone by a constant frequency increment Δf. 
In a SF-CW radar, the signal source dwells at each frequency fk = fo + kΔf (k=0,1,2, …, N−1) 
long enough to allows the received echoes to reach the receiver. Hence, the duration of each 
single pulse (Ttone) depends on the maximum distance (Rmax) to be observed in the scenario: 

 
c

RT max
tone

2
=  (4) 

The number N of tones composing each burst can be computed as: 

 
r

RN
Δ

= max2  (5) 

 

a) 
 
 
 
 
 
 
 

b) 

 
Fig. 1. Representation of SF-CW waveform in: a) frequency domain and b) time domain 

The time scheduling (4) permits the SF-CW radar to receive the response of the furthest 
target before transmitting the following tone. On the other hand, eqs. (4)-(5) clearly highlight 
that the maximum sampling rate of the scenario fsample depends on Rmax and Δr. Specifically, 
accounting for eqs. (4)-(5), fsample can be expressed as: 
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Eq. (6) clearly shows that: 
a. the maximum sampling rate decreases as the maximum measured distance increases 

(since the system has to wait for a longer time to receive the echo of the furthest target); 
b. the maximum sampling rate increases as the range resolution increases. 
The use of SF continuous waveform exhibits several advantages: 
1.   SF-CW radars can reach the same far distance of a pulse radar by transmitting lower 

power. In turn, low transmitted power generally allows SF-CW radars to be included in 
the Short-Range Device category as a license-free use equipment; 

2.     SF modulated radars can transmit and receive signals with precise frequency control by 
using Direct Digital Synthesizer (DDS), an innovative up-to-date device for generating 
SF waveforms. 

SF waveforms produce a synthetic profile of scattering objects through the procedure 
summarized in Fig. 2. At each sampled time instant, both in-phase (I) and quadrature (Q) 
components of the received signals are acquired so that the resulting data consist of a vector 
of N complex samples, representing the frequency response measured at N discrete 
frequencies. By taking the Inverse Discrete Fourier Transform (IDFT), the response is 
reconstructed in the time domain of the radar: each complex sample in this domain 
represents the echo from a range (distance) interval of length c/2B. The amplitude range 
profile of the radar echoes is then obtained by calculating the magnitude of the IDFT of 
acquired vector samples. 
 

 
Fig. 2. Evaluation of high-resolution range profile from SF-CW waveform 
The amplitude range profile gives a one-dimensional (1-D) map of the scattering objects in 
the space illuminated by the antenna beam, as a function of their relative distance from the 
sensor. 
The concept of range profile is better illustrated in Fig. 3, where an ideal range profile is 
shown, as obtained when the radar transmitting beam illuminates a series of targets at 
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different distances and different angles from the axis of the system. The peaks in the plot of 
Fig. 3 correspond to points with good electromagnetic reflectivity: the sensor can 
simultaneously detect the displacement or the transient response of these points. Fig. 3 also 
shows that the radar has only 1-D imaging capabilities, i.e. different targets can be 
individually detected if they are placed at different distances from the radar. Hence, 
measurement errors may arise from the multiplicity of contributions to the same range bin, 
coming from different points placed at the same distance from the radar but not lying on the 
same axis (Gentile et al. 2008). 
 

 
Fig. 3. Idealization of a radar image profile (range profile) 
 

dr = d sinα 
sinα = h/R 

d = dr R/h 
 
 
 
 
 
 
 
 

Fig. 4. Radial displacement vs. actual (i.e. vertical) displacement 

2.2 The Interferometric technique 
Once the range profile has been determined at uniform sampling intervals Δt=1/fsample, the 
displacement response of each range bin is evaluated by using the phase interferometry 
(Henderson & Lewis 1998); according to this technique, the displacement of a scattering 
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object is evaluated by comparing the phase information of the electromagnetic waves 
reflected by the object in different time instants. 
Since two images obtained at different times exhibit phase differences, depending on the 
motion of the scatterers along the direction of wave propagation, the radial displacement dr 
(i.e. the displacement along the radar line-of-sight) is simply computed from the phase shift 
Δϑ as: 

 ϑ
π
λ

Δ−=
4rd  (7) 

where λ is the wavelength of the electromagnetic signal. 
It is worth underlining that the interferometric technique, represented by eq. (7), provides a 
measurement of the radial displacement of all the range bins of the structure illuminated by 
the antenna beam; hence, the evaluation of the actual displacement requires the knowledge 
of the direction of motion. For many bridges (simple or continuous spans, frame or truss 
bridges), the displacement under traffic loads can be assumed as vertical and it can be easily 
evaluated by making straightforward geometric projections, as shown in Fig. 4. 

3. Description and technical characteristics of the microwave interferometer 
The radar techniques described in the previous section have been implemented in an 
industrially engineered micro-wave interferometer by IDS (Ingegneria Dei Sistemi, Pisa, 
Italy); the new sensor, named IBIS-S (Image By Interferometric Survey of Structures), 
consists of a sensor module, a control PC and a power supply unit (Fig. 5). 
The sensor module is a coherent radar (i.e. a radar preserving the phase information of the 
received signal) generating, transmitting and receiving the electromagnetic signals to be 
processed in order to compute the displacement time-histories of the investigated structure. 
This unit, weighting 12 kg, includes two horn antennas for transmission and reception of the 
electromagnetic waves and is installed on a tripod equipped with a rotating head (Fig. 5), 
allowing the sensor to be orientated in the desired direction. 
 

 
Fig. 5. View of the IBIS-S microwave interferometer 
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Fig. 6. Sampling rate vs. maximum distance for three different values of Δr 

The radio-frequency section radiates at a central frequency of 16.75 GHz with a maximum 
bandwidth of 300 MHz; hence, the radar is classified as Ku-band, according to the standard 
radar-frequency letter-band nomenclature from IEEE Standard 521-1984. 
The sensor unit is connected to the control PC by means of a standard USB 2.0 interface; the 
control PC is provided with a specific software for the management of the system and is 
used to configure the acquisition parameters, to manage and store the measurements and to 
show the displacements in real time. 
The power supply unit, consisting of 12V battery packs, provides the power to the system 
for 5-6 hours. 
The IBIS-S interferometric radar was designed to provide: 
1.  minimum range resolution Δr of 0.50 m, so that two targets can still be detected 

individually if their relative distance is greater than or equal to 0.50 m; 
2.   maximum sampling frequency of the scenario fsample of 200 Hz, which is an excellent 

performance since the significant frequency content of displacement time-histories is 
generally in the frequency range 0−20 Hz for a civil engineering structure. In addition, 
sampling interval Δt=0.005 s is in principle well suitable to provide a good waveform 
definition of the acquired signals. 

As a consequence of the radar techniques implemented in the sensor, the maximum 
operating distance depends on fsample and Δr (see eq. 6). The dependence of sampling rate on 
the maximum distance is shown in Fig. 6, for three different distance resolutions. The 
inspection of Fig. 6 reveals that, for a range resolution of 0.5 m, the sampling rate drops off 
for distances greater than 150.0 m while, for a range resolution of 1.0 m, the sampling rate 
starts to decrease for distances greater than 300.0 m and reaches the value of 35 Hz for a 
range of 1000.0 m. 

4. Accuracy and validation of the radar technique 
4.1 Laboratory test 
Unlike other non-contact techniques of deflection measurement, that are characterized by an 
accuracy generally ranging between 1.0-4.0 mm (image-based techniques) and 1.0 cm (GPS), 
sub-millimetric accuracy has in principle to be expected from the design specification on the 
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components of the microwave interferometer. This performance was verified in various 
laboratory tests, before using the radar in the field on full-scale structures. Among these 
tests, the free-vibration response of a simple mass-spring system was measured (Bernardini 
et al. 2007). 
The test set-up was arranged by installing the mass-spring system, modified by adding a 
small and light passive radar reflector (corner reflector), in front of the radar sensor at a 
distance of 7.0 m. Fig. 7 shows a sketch of the test set-up and a photograph of the oscillator 
equipped with the corner reflector. The control PC of the sensor was configured to measure 
targets up to a distance of 50.0 m and with a scenario sampling frequency of 50 Hz. 
 

 
Fig. 7. Mass-spring system tested in laboratory and test set-up 
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Fig. 8. a) Radar-based measurement of the displacement of a mass-spring system in 
laboratory test; b) zoom of the measured displacement in time interval 780−820 s; c) zoom of 
the measured displacement in time interval 870−910 s 
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Fig. 8a shows the free-damped displacement measured by the radar sensor in 1000 s of 
observation and the measured time-history corresponded perfectly to what expected for a 
lightly damped single-degree-of-freedom system. In order to better illustrate the 
characteristics of the measured response, Figs. 8b and 8c show temporal zooms of the 
displacement time-histories in the low-amplitude range. Fig. 8b clearly shows that the 
damped harmonic motion is very well described when its amplitude ranges between 0.1 and 
0.2 mm. A similar performance appears in Fig. 8c, corresponding to the end of the free-
damped motion: the measurement seems to exhibit excellent quality until the amplitude of 
the displacement exceeds 0.01−0.02 mm. 
The inspection of Figs. 8a-c clearly highlights that − at least in a laboratory test and at a 
distance of 7.0 m − the accuracy of the sensor is better than 0.02 mm. It is worth underlining 
that other similar tests are currently in execution for distance ranging from 10.0 to 100.0 m. 

4.2 Ambient vibration test of a reinforced concrete bridge 
The radar equipment was first used on site during the ambient vibration test (AVT) of a 
reinforced concrete bridge crossing the river Adda (Gentile & Bernardini 2008), between the 
towns of Capriate and Trezzo (about 50 km north-east of Milan, Italy). 
Plan and elevation of the bridge are shown in Fig. 9. The deck has a total length of 113.3 m 
and consists of two variable-depth balanced cantilevers (47.9 m long), connected by one 
simply-supported drop-in girder. Each balanced cantilever consists of a three-cell concrete 
box girder, while the central girder consists of a concrete slab supported by 4 girders and 3 
cross-beams. The total width of the deck is 10.10 m. 
 

 
Fig. 9. Elevation and plan of the Capriate bridge, and sensor layout during the bridge tests 



 Radar Technology 

 

150 

In this test, the ambient vibration response of the bridge was measured by simultaneously 
using the radar sensor and conventional accelerometers. In order to provide accurate 
comparison between the signals acquired from the different sensors, simple passive radar 
reflectors were placed as close as possible to the accelerometers (Fig. 9). 
Two series of AVTs were carried out and the response of the bridge was measured at 
selected points using WR-731A sensors, each with a WR-P31 power unit/amplifier. These 
sensors, allowing acceleration or velocity responses to be recorded, were used as 
conventional accelerometers in the first series of tests to identify the dynamic characteristics 
of the bridge; velocity time-histories were recorded during the second series of tests, when 
the microwave interferometer and the WR-731A sensors were simultaneously used. 
The objective of the tests was two-fold. First, the agreement between the time-histories 
evaluated from the radar and the ones recorded by conventional sensors was extensively 
investigated (over a time window of 3000 s) in correspondence of several target surfaces 
(Fig. 9); more specifically, the velocity time-histories directly recorded by the WR 731A 
sensors were compared to the ones computed by deriving the displacements obtained by the 
IBIS-S sensor. Subsequently, resonant frequencies and mode shapes of the bridge, identified 
from the radar signals, were compared to the corresponding quantities estimated from the 
accelerometer’s records. 
An example of comparison between radar and conventional signals is given in Figs. 10a-b; 
the figures refer to the velocities simultaneously recorded at test points TP22 and TP27 over 
a short time period (12 s) and clearly show an excellent agreement between the data 
obtained from radar and conventional sensors. A similar agreement was obtained for all 
corner reflectors during 3000 s of simultaneously acquired time window, provided that the 
deflection response exceeds 0.01−0.02 mm. 
 

a) 

0 2 4 6 8 10 12
-5.0

-2.5

0.0

2.5

5.0
   WR 731A sensor
   IBIS-S       sensor

ve
lo

ci
ty

 (m
m

/s)

time (s)  
b) 

0 2 4 6 8 10 12
-5.0

-2.5

0.0

2.5

5.0
   WR 731A sensor
   IBIS-S       sensor

ve
lo

ci
ty

 (m
m

/s)

time (s)  

Fig. 10. Capriate bridge: comparison between the velocity time-histories collected by WR 
731A and IBIS-S sensors at: a) TP22; b) TP27 
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As a consequence of the time-histories agreement, resonant frequencies and mode shapes 
provided by the radar sensor turned out to be as accurate as those obtained with traditional 
accelerometers (Gentile & Bernardini 2008), as shown in Fig. 11. 
Finally, it is worth underlining that the microwave interferometer exhibits a remarkable 
stability in long term functioning on site (required for effective employment in AVT or 
continuous dynamic monitoring) and its use is relatively simple. 
 

 
Fig. 11. Capriate bridge: comparison between natural frequencies and mode shapes 
identified from WR 731 and IBIS-S sensors data 

4.3 Static test of a steel-composite bridge 
In order to perform direct validation of the deflection measured by the radar and to assess 
the performance of the non-contact radar technique without the use of corner reflectors, 
extensive static tests were carried out on some spans of a steel-composite bridge. Steel and 
steel-composite bridges are much more reflective to electromagnetic waves than the 
concrete ones; furthermore, the deck generally includes a large number of corner zones, 
provided by the intersection of girders and cross-beams. 
Since the static tests with the radar equipment were conducted taking profit of the 
simultaneous execution of standard reception tests of the investigated bridge, experimental 
data were collected by simultaneously using the radar technique and conventional 
techniques, with validation purposes. 
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The investigated bridge belongs to a motorway intersection recently completed in the 
neighbourhood of Forlanini Avenue, Milan, that is the main road linking the city centre to 
the city airport of Linate. The new infrastructure, shown in Fig. 12, includes two viaducts 
over-passing Forlanini Avenue. 
The south-side viaduct is a continuous span steel-concrete composite bridge, consisting of 8 
spans; the intermediate spans are generally 50.0 m long, while the end-spans are 38.0 m 
long, for a total length of 376.0 m. The structure consists of ladder beams with cantilevers; 
hence, the cross-section (Fig. 13) is characterised by two main longitudinal girders with 
transverse cross-beams, at a longitudinal spacing of 4.17 m. The cross-beams are extended 
beyond the girder to form cantilevers spanning 4.15 m. The girders are 2.55 m high while 
the floor beams are 1.00 m high. Girders and floor beams have wide flanges supporting a 
reinforced concrete slab, 25.0 cm thick. The total width of the deck is 18.0 m for three traffic 
lanes and two lateral emergency lanes. 
 

 
Fig. 12. Aerial view of the new viaduct over Forlanini Avenue, Milan, Italy 
 

a) b) 

 
Fig. 13. a) Typical cross-section of the bridge over-passing Forlanini Avenue; b) Bottom view 
of the bridge deck 

As it is usual in reception tests of new bridges, the focus of the test program was the 
measurement of vertical deflections of the bridge under live load. Vehicles of known weight 
were located at selected points of the viaduct and vertical deflections were measured at the 
centre of the girders of loaded spans by using traditional Linear Variable Differential 
Transformer (LVDT) Schaewitz extensometers. 
The source of the live load for the test program was a series of 12 two-axle trucks, weighting 
between 415 kN and 440 kN. The test vehicles were placed according to four different 
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arrangements to provide four live load cases. For all live load configurations, the test 
vehicles were positioned to simultaneously load two spans of the viaduct and longitudinally 
with the rear axle centred on the mid-span (Fig. 14). Since the deck is characterized by a 
significant transverse slope (Fig. 13), the position of the vehicles was transversely non-
centred between the two main girders in order to experimentally evaluate the torsion effects. 
(Fig. 14a). 
 

 

 

a) 

 
 

b) 

 
c) 

 
Fig. 14. Bridge over-passing Forlanini Avenue: a) transverse positioning of the test vehicles; 
b) longitudinal scheme of load condition LC1; c) longitudinal scheme of load condition LC2 

The results of two load configurations will be presented and discussed in the following. 
These two load cases, shown in Fig. 14, are herein after referred to as LC1 (test vehicles 
loading the two spans between piers P3S and P1S on the west-side of the structure, Fig. 14b) 
and LC2 (test vehicle loading the two end spans on the west-side, Fig. 14c). 
In all load conditions, the radar has been configured to measure targets up to a distance of 
150.0 m, with a scenario sampling frequency of 10 Hz. Fig. 15 shows the position of the 
extensometers on span P2S-P3S and IBIS-S sensor during load configuration LC1. Since the 
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deck includes a large number of corner zones, provided by the intersection of girders and 
cross-beams, the exterior position of the microwave interferometer (Fig. 15) has to be 
preferred, in order to avoid the possible occurrence of multiple contributions to the same 
range bin coming from different reflective zones placed at the same distance from the radar 
(Gentile et al. 2008). 
Fig. 16 shows the range profile of the scenario detected in LC1, projected along the 
longitudinal axis of the bridge. The analysis of the results provided by the microwave 
interferometer begins with the inspection of the range profile; this inspection, performed on 
site, allows to verify that the sensor positioning provides a correct image of the scenario. The 
radar image of Fig. 16 exhibits several peaks clearly marking the relative distance from the 
sensor of the transverse cross-beams reflecting the electromagnetic waves. It should be 
noticed that the peaks of Fig. 16 identify with excellent accuracy the cross-beams, provided 
that the distance between the radar and the axis of P3S pier (2.40 m, see Fig. 15) is properly 
accounted for. 
 

  
Fig. 15. Bridge over-passing Forlanini Avenue: radar and LVDT position in load condition 
LC1 
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Fig. 16. Ground-Range profile in load condition LC1 

It is further observed that the areas of the cross-beams corresponding to the peaks of  
Fig. 16 are in principle placed along the radar’s line of sight (as it is schematically shown in 
Fig. 15). 
Fig. 17 shows an example of displacement time-histories corresponding to different range 
bins and hence to different positions along the deck. It is observed that all deflections exhibit 
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similar evolution and the time windows corresponding to successive entrance and motion 
(150-400 s, 700-950 s and 1050-1250 s) of the test vehicles along the bridge are clearly 
identified in Fig. 17; in addition, as it has to be expected, deflection decreases from mid-span 
(curve B in Fig. 17) to pier (curve H in Fig. 17). Fig. 17 also compares the deflection obtained 
by the radar at mid-span (region B of Fig. 15) to the one directly measured by the 
neighbouring extensometer; it has to be noticed that the radar-based measurement slightly 
exceeds the conventional measurement, conceivably as a consequence of the torsion 
behaviour of the deck. 
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Fig. 17. Load Condition LC1: progress in time of the vertical displacements measured by the 
radar technique and comparison with the extensometer measurement 

In load condition LC2, the radar position was moved as shown in Fig. 18, in order to have 
significant echo from all the transverse cantilevers and to obtain the deflected elastic curve 
of the whole span P1S-P2S. The corresponding range profile (Fig. 19) allows to clearly 
identify the cross-beams and confirms that all cantilevers of span P1S-P2S provide a 
sufficient echo. 
Again the progress in time of the deflections measured by the radar clearly corresponds to 
the different phases of the load condition (Fig. 20) and good agreement was found between 
the results provided by radar and extensometer; in this case, as shown in Fig. 20, the 
difference between conventional and radar measurement is larger than in LC1 (Fig. 17), due 
to either the torsion behaviour of the deck or the slightly curved geometry of the 
investigated span. 
 

   
Fig. 18. Bridge over-passing Forlanini Avenue: radar and LVDT position in load condition 
LC2 
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Fig. 19. Ground-Range profile in load condition LC2 
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Fig. 20. Load Condition LC2: progress in time of the vertical displacements measured by the 
radar technique and comparison with the extensometer measurement 

5. Dynamic measurements on cable stays 
The application of the radar technique to the measurement of cable vibrations seems 
especially promising in order to perform systematic dynamic assessment of stay cables in a 
simple and quick way. 
It is worth underlining that dynamic measurements on stay cables are generally aimed at: 
(1) evaluating the amplitude of cable vibrations; (2) identifying the local natural frequencies 
and damping ratios; (3) evaluating the cable forces and monitoring the changes in these 
forces over time; (4) investigating potential fatigue problems in the cables. 
When a linear correlation exists between the mode order and the corresponding natural 
frequency of a stay cable (Robert et al. 1991), the tension force can be obtained from cable’s 
natural frequencies using the taut string theory (see e.g. Irvine 1981, Caetano 2007). For the 
tension members that deviate from a taut string, still the cable forces can be predicted by 
using the identified natural frequencies with reference to more advanced formulations 
(accounting for the effects of both the sag and the bending stiffness on the dynamic 
behaviour of cables, see e.g. Casas 1994, Mehrabi & Tabatabai 1998). Subsequently, the 
knowledge of cable forces is used to check the correct distribution of the internal forces in 
the bridge at the end of construction, while monitoring the possible changes in stay cable 
forces over time may provide an efficient method for Structural Health Monitoring. For 
example, a significant drop in the tension force of a cable with simultaneous increases in the 
forces of the neighbouring cables may be a clear indication of a loss of cross section (or 
slippage at the anchorage) for the cable exhibiting the force drop. 
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When compared to other techniques of remote sensing, the microwave interferometry 
exhibits several advantages: 
1. low power transmitted; 
2. higher accuracy; 
3. possibility of simultaneously measuring the dynamic response of all cables belonging to 

an array. 
In addition, the possible issues that may occur in the application of the radar technique to 
bridges and large structures practically cannot affect the radar the survey of an array of 
cables; peculiarly: 
a.    the typical position of the sensor in the survey of an array of cables is inclined upward, 

as schematically shown in Fig. 21a; hence, the only targets encountered along the path 
of the electromagnetic waves are the stays itself so that 1-D imaging capability is 
perfectly adequate to the test scenario; 

b.    it can assumed that the in-plane motion of the cable is orthogonal to its axis, so that the 
actual deflection d can be expressed as: 

 
)](2/[cos sc ααπ +−

=
 

d
d r  (8) 

where αc and αs are the slope of the cable and of the sensor, respectively (Fig. 21a). In 
other, words, the prior knowledge of the direction of motion is available for cable 
systems so that it is possible to evaluate the actual displacement from the radial one. 

Furthermore, since it is quite easy to predict the scenario under the radar beam (Fig. 21b), 
the inspection of the range profile allows to quickly verify that the sensor positioning 
provides a correct image of the scenario. 
The accuracy and operational simplicity of the radar techniques in vibration survey of stay-
cables arrays has been to date verified on two cable-stayed bridges (Gentile et al. 2008, 
Gentile 2009): some results obtained on the cable-stayed bridge crossing the Oglio river 
between the municipalities of Bordolano and Quinzano (northern Italy) are herein after 
presented and discussed. 
 

 
Fig. 21. a) Radial displacement versus actual (in-plane) displacement of a stay cable; b) 
Typical range profile expected for an array including two cables 

The dynamic characteristics of the investigated cable-stayed bridge were well-known since 
ambient vibration measurements were carried out on the bridge in Spring 2004 by the 
Vibration Laboratory of L’Aquila University (Benedettini & Gentile 2008), using 
Sprengnether servo-accelerometers. During this test, 10 global modes of the bridge were 

a) b)
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identified in the frequency range 0−10 Hz and also the dynamic response of one cable (S2U in 
Fig. 22) was recorded. 

 
Fig. 22. Elevation, plan and cross-section of the investigated cable-stayed bridge. Position of 
the radar sensor during the test of stay cables S1U, S2U and S3U (upstream side) 

a) b)

0 10 20 30 40 50 60
0

10

20

30

40

50

60

70
S3U

S2US1U

SN
R 

(d
B)

Range (m)  
Fig. 23. a) View of the radar position during the test of stay cables S1U-S3U (upstream side);  
b) Range profile of the test scenario 
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Elevation and plan views of the bridge and typical cross-section are presented in Fig. 22. The 
cross-section (Fig. 22) consists of 4 steel girders framed by floor beams; girders and floor 
beams are all composite with a 30.0 cm concrete slab. The steel girders are 95 cm high, with 
the outer girders (spaced 9.90 m centre to centre) being of box section while the inner ones 
are wide flange sections. The girders are framed by floor beams 5.83 m spaced; the floor 
beams providing the anchorage of the stays are of box section while the other ones are wide 
flange sections (Fig. 22). The total width of the deck is 13.50 m for two traffic lanes and two 
pedestrian walkways; the suspended span is 70.0 m long. The cast-in-place concrete towers 
are 35.65 m high and each consists of an inclined, varying width, concrete leg bearing an 
upper steel device providing the anchorage for the stay cables. 
In the test of array including cables S1U-S3U on the upstream side (Fig. 22), the radar sensor 
was placed on the basement of the upstream-side tower, as shown in Figs. 22 and 23a. The 
range profile of the test scenario is presented in Fig. 23b and exhibits three well defined 
peaks, clearly identifying the position in range of the cables. 
3000 s of radar data were acquired at a rate of 200 Hz. Figs. 24a-b show the auto-spectral 
densities (ASD) associated to the ambient response of stay cables S1U and S3U, respectively. 
The ASD plots in Fig. 24 are a synthesis of the frequency content present on each cable and 
allowed the identification of several local resonant frequencies, marked with the vertical 
lines, in the frequency range of analysis (0–25 Hz). 
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Fig. 24. Auto-spectra of the displacement data measured by the radar on cables: a) S1U; b) S3U 

Furthermore, Fig. 25 presents a direct comparison between: (1) the auto-spectrum of the 
acceleration measured on stay cable S2U by a conventional accelerometer in the test of Spring 
2004 and (2) the auto-spectrum of the acceleration obtained from the radar sensor (and 
computed by deriving the displacement data). 



 Radar Technology 

 

160 

0 2 4 6 8 10 12 14
1E-9

1E-8

1E-7

1E-6

1E-5

1E-4

1E-3

0.01

 accelerometer
 radar
 global modes of bridge

A
SD

 (m
/s2 )2  / 

H
z

frequency (Hz)  
Fig. 25. Comparison between the auto-spectra of the acceleration data of cable S2U obtained 
from conventional and radar sensor 

From the inspection of the spectral plots in Figs. 24a-b and 25, one can observe that: 
1. the response of cables S1U and S3U (Fig. 24) in the frequency range 0-25 Hz is 

characterized by several equally spaced and well-defined peaks. Since a linear 
correlation exists between the mode order and the corresponding natural frequency of 
the cables, the tension forces computed from cable’s natural frequencies using the taut 
string theory (see e.g. Irvine 1981, Casas 1994, Caetano 2007) turned out to be practically 
equal to the design values; 

2. the values of the first seven natural frequencies of stay cable S2U, identified on the basis 
of the auto-spectra obtained using conventional and radar measurement systems are 
virtually coincident (1.84, 3.70, 5.53, 7.37, 9.24. 11.1 and 12.93 in Fig. 25); 

3. some global natural frequencies of the bridge (corresponding to peaks of the ASDs 
placed at 1.06, 2.18, 4.25 and 6.03 Hz) are also apparent in Figs. 24-25 and are equal to 
the ones identified by (Benedettini & Gentile 2008) in the AVT of the bridge. 

6. Conclusions 
An innovative radar sensor, developed for remote (non contact) measurements of 
deflections on bridges and large structures in both static and dynamic conditions, has been 
presented. The new sensor exhibits various operational advantages with respect to contact 
sensors and, at the same time, provides a direct measurement of displacement, which is of 
utmost importance in the in-service monitoring of large structures. Furthermore, based on 
the design specifications of the system components, the displacements sensitivity is 
expected to range between 1/100 and 1/10 mm. 
The accuracy of the sensor has been evaluated in laboratory tests carried out on a simple 
mass-spring system; the free-vibration tests carried out on the oscillator confirm that the 
displacement sensitivity is better than 2/100 mm; in addition, the laboratory tests indicated 
both an excellent quality for the measured displacements and a good operating stability of 
the equipment. 
The use of the radar interferometer in static and dynamic tests of two full-scale bridges 
exhibited excellent stability, when employed on site for long time intervals. 
Based on the analysis of the results of the above tests, including (a) the inspection of the 
displacement responses obtained from the radar sensor and (b) the comparison with the 
data recorded by conventional sensors (LVDT extensometers and accelerometers), the 
following conclusions can be drawn: 
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1. the radar-based deflection measurements obtained during live-load static tests seem as 
accurate as that obtained with the conventional extensometers; 

2. the velocity time-histories evaluated from the radar sensor (and obtained by deriving 
the displacements) generally exhibit very good agreement with the ones recorded by 
conventional sensors; 

3. an excellent agreement was found between the modal parameters (resonant frequencies 
and mode shapes) identified from radar data and from data obtained with conventional 
accelerometers. 

Furthermore, the radar technique turned out to be especially suitable to vibration survey of 
stay cables since it allows to simultaneously measure the dynamic response of several stay-
cables and provides measurements of high level of accuracy in terms of identification of 
natural frequencies. 
Notwithstanding the good results obtained by using the microwave sensor, it has to be 
recalled that two main issues may occur in the application of radar techniques to bridges 
and large structure: 
a. as a consequence of the 1-D imaging capabilities of the radar sensor, measurement 

errors may arise when different points of a structure are placed at the same distance 
from the radar; 

b. the radar provides a measurement of the variation of the target position along the 
sensor’s line of sight (i.e. the radial displacement); hence, the evaluation of the actual 
displacement requires the prior knowledge of the direction of motion. 
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1. Introduction  
This chapter deals with radar systems, measurements and instrumentation employed to 
study the internal core and bedrock of ice sheets in glaciology . The Earth's ice sheets are in 
Greenland and Antarctica. They cover about 10% of the land surface of the planet. The total 
accumulated ice comprises 90% of the global fresh water reserve. These ice sheets, 
associated with the ocean environment, provide a major heat sink which significantly 
modulates climate. 
Glaciology studies aim to understand the various process involved in the flow (dynamics), 
thermodynamics, and long-term behaviour of ice sheets. Studies of large ice masses are 
conducted in adverse environmental conditions (extreme cold, long periods of darkness). 
The development of remote sensing techniques have played an important role in obtaining 
useful results. The most widely used techniques are radar systems, employed since the 
1950s in response to a need to provide a rapid and accurate method of measuring ice 
thickness. Year by year, polar research has become increasingly important because of global 
warming. Moreover, the discovery of numerous subglacial lake areas (water entrapped 
beneath the ice sheets) has attracted scientific interest in the possible existence of water 
circulation between lakes or beneath the ice (Kapitsa et al., 2006; Wingham et al., 2006; Bell 
et al., 2007). Recent studies in radar signal shape and amplitude could provide evidence of 
water circulation below the ice (Carter 2007, Oswald & Gogineni 2008). 
In this chapter the radar systems employed in glaciology, radio echo sounding (RES), are 
briefly described with some interesting results. RES are active remote sensing systems that 
utilize electromagnetic waves that penetrate the ice. They are used to obtain information 
about the electromagnetic properties of different interfaces (for example rock-ice, ice-water, 
seawater-ice) that reflect the incoming signal back to the radar. RES systems are 
characterized by a high energy (peak power from 10 W to 10 KW) variable transmitted pulse 
width (about from 0.5 ns to several microseconds) in order to investigate bedrock 
characteristics even in the thickest zones of the ice sheets (4755 m is the deepest ice thickness 
measured in Antarctica using a RES system). Changing the pulse length or the transmitted 
signal frequencies it is possible to investigate particular ice sheet details with different 
resolution. Long pulses allows transmission of higher power than short pulses, penetrating 
the thickest parts of the ice sheets but, as a consequence, resolution decreases. For example, 
the GPR system, commonly used in geophysics for rock, soil, ice, fresh water, pavement and 
structure characterization, employs a very short transmitted pulse (0.5 ns to 10 ns) that allow 
detailing of the shallow parts of an ice sheet (100-200 m in depth) (Reynolds 1997). 
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Consequently, in recent years, GPR systems are also employed by explorers to find hidden 
crevasses on glaciers for safety. 
RES surveys have been widely employed in Antarctic ice sheet exploration and they are still 
an indispensable tool for mapping bedrock morphologies and properties of the last 
unexplored continent on Earth. The advantage of using these remote sensing techniques is 
that they allow large areas to be covered, in good detail and in short times using platforms 
like aeroplanes and surface vehicles. 

2. Glaciological radar 
2.1 Summary of physical and electromagnetic properties of ice 
The difference in electromagnetic properties at an interface between two different media can 
reflect radio waves. Air-ice, ice-bedrock surfaces and internal layers are targets for RES 
systems, forming interfaces that reflect a transmitted radar signal back to the receiver 
antenna. The radar technique is widely used in glaciology to obtain information about 
electromagnetic properties of the reflecting layers and their position (Bogorodsky, 1985). 
RES data can give information on ice thickness, bedrock depth, position of internal ice 
layers, and water content of bedrock interfaces. 
The electromagnetic properties of materials are described by the relative complex electrical 
permittivity εc, the relative magnetic permeability μr (magnetic permeability  with 

) and the conductivity . Conductivity and permittivity depend on bulk 
physical state and chemical composition (for example: porosity, water content) while the 
relative permeability is always μr=1 for non-magnetic materials. 
The propagation of an electromagnetic wave in materials is characterized by its attenuation 
and velocity. In particular, radio waves are easily transmitted in air (good dielectric, low 
attenuation) but they propagate very little in sea water (poor dielectric, high attenuation). 
Table 1 reports some dielectric properties of the materials of the glaciological environment. 
Electromagnetic wave propagations is described using Maxwell equations. Compact 
solution, in general, can be obtained defining the relative complex permittivity  

 where  is the vacuum 
permittivity. Based on their electromagnetic properties, materials can be separated into 
isulating  the complex permittivity is mainly real) and conductive media 

 the complex permittivity is mainly imaginary). 
 

 
Table 1. Electromagnetic properties of the materials of the glaciological environment 
The complex permittivity of the ice in glaciers and ice sheets depends on several factors 
including crystal orientation fabrics, density, impurity concentration (internal layers of dust 
from major volcanic events are always present in glaciers) or sea salt (acidity), water content 
and temperature. 
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Several ice core drilling, under the framework of climatological projects in Greenland and 
Antarctic base stations, allow an assessment of ice composition and its main physical 
characteristics (Stauffer 1991, Epica 2004). As regards the polar ice temperature, the upper 
and lower layers have constant heat sources (air and bedrock respectively). The temperature 
profile in the ice sheet changes with depth due to the heat conduction of ice. From the ice 
surface, the ice temperature increases up to a value that depends on the ice thickness, 
pressure and geothermal heat contributions. At Concordia Station (Dome C, Antarctica) the 
mean ice surface temperature is -55°C (annual average temperature of the site) while it 
reaches -3°C at 3225 m of ice depth (Epica 2004, Laurent A., 2003). Observing physical 
properties and DiElectric Profile (DEP) directly on the ice core obviously represent the best 
way to acquire this kind of information (Wolff 2004). These measurements are usually made 
in the LF frequency spectrum at a fixed temperature and must be extended to the 
frequencies used and temperature (Corr & Moore, 1993). An alternative approach for 
investigating ice properties is using doped ice in the laboratory. A possible disadvantage of 
this approach is that the artificial ice properties may not be the same as those of natural ice. 
The relative permittivity measurements on doped ice grown in laboratory, ranges between 
3.2 to 3.13 over a wide temperature range and for a wide radar frequency range ( Fujita et al. 
2000). In the same conditions, the conductivity measured in ice containing acids (impurities) 
varies from 0.03 mS/m (@ -10°C f < 1 GHz ) to 0.0008 mS/m (@ -80°C f<600MHz). Based on 
these results the ice can be considered as an insulating media (low absorption) for 
frequencies greater than 600 kHz ( ); the ice conductivity is virtually independent 
of frequency below about 600 MHz. As a consequence, electromagnetic waves velocity in 
artificial ice ranges between 167.7 to 169.5 m/μs (Fujita et al. 2000) while the in situ 
measurements, determined by different methods, show a wider range of values due to the 
fact that natural ice is inhomogeneous. 

2.2 Introduction to RES principles  
Electromagnetic wave velocity (at radio frequencies) in ice can be approximated (for an 
insulating low absorption medium) as: 

 (1) 

where c is the speed of light 3· 108 m/s. Accurate determination of radar wave velocity in ice 
is fundamental to derive the depth of the various reflecting interfaces, and is established 
from radar measurements with the simple equation h=v· t/2 where t is the two-way traveling 
time of the radar echoes. Bearing in mind that electromagnetic waves have different 
velocities through firn and snow layers (213 m/μs), this may introduce an error in the order 
of 10% of the firn layer thickness (Rees 1992). 
In addition to laboratory measurements, electromagnetic wave velocity can be estimated in 
many different ways using radar data. These can be divided into direct and indirect 
methods. Lowering a probe into a borehole with source and receiving sensors measuring 
speeds at several intervals is a direct way to obtain velocity information. 
Wide Angle Reflection and Refraction or Common Mid Point (WARR or CMP) are another 
indirect techniques for measuring wave velocity and are widely employed in seismic 
reflection procedures. They consist measurements of arrival time of the reflections at several 
source-receiving distances. It is possible to reconstruct the hyperbola describing the arrival 
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times of a reflected event. Sometimes, when a single antenna (transmitting-receiving) or 
fixed geometry between transmitting and receiving antenna (as in airborne assemblies) are 
used it is not possible to carry out a WARR/CMP profile. In the absence of any other kind of 
information, recognized diffractions (hyperbolas) from particular points along the profiles 
could be used to estimate velocity with a similar procedure to the previous method (Daniels 
1996, Reynolds 1997). 
RES radar equation: dry and wet bedrock ice interfaces are important in subglacial 
exploration and hydrological studies on ice sheets. The physical condition of the ice 
interfaces can be estimated from the RES measurement by studying the reflectivity 
coefficient of the radar equation. The radar equation allows the estimation of signal power 
of received echoes (Skolnik 1990, Borogosky 1985). In the case of a coherent flat reflector, 
neglecting noise and scattering due to inhomogeneities and multiple reflections between 
layers, it can be expressed as: 

 
(2) 

where pt  and pr  are the transmitted and received power, Ga  is the antenna gain, λ is the RES 
signal wavelength, r is the range from transmitting antenna, the square term is the spherical 
divergence of the electromagnetic signal power in a far field condition. 
The gain term gf depends on the refractive effect due to the change in the relative 
permittivity from air to ice an airborne RES system: 

 
(3) 

where h is the aeroplane flight altitude, r is the radar range in the ice and n12 is the refractive 
index between the two media air and ice. This term provides little dB gain in the radar 
equation, for example @ h=300m and r=300 m gf =2.2 dB (gf < 5 dB for r<3000 m). 
The power loss term lp in decibel (Lp) can be expressed as the sum of several contributions 

 (4) 

where the subscripts a, i and r are for air, ice and rock respectively. In this equation Li  is the 
ice absorption of the electromagnetic wave, and T and R are the losses due to the 
transmission and reflection coefficients at the different interfaces (Peters et al., 2005) where T 
and L are considered twice because of the double passage of the reflected signal in the 
medium. Recently, a linear trend of ice absorption (in decibels ) with depth has been 
observed with a constant absorption rate that differ according to variation of chemical 
content and temperature of ice (Raymond 2009, Jacobell et al 2009). 
Reflection and transmission coefficients: in order to investigate the different properties of 
reflecting surfaces, the simple case of homogeneous, horizontal surfaces can be considered. 
For example, the electromagnetic power reflected by the subglacial homogeneous, 
horizontal ice-water interface depends only on the reflection coefficients, i.e. on the physical 
nature of the two media. In table 2 the power losses due to the reflection R or transmission T 
coefficients at the relative interfaces are summarized. The reflection coefficient ρ at the 
surface separating two media 1 and 2 is: 
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(5) 

The power loss due to reflection R is equal to   while the power loss due to transmission 
T is given by T= 1 – R (Reynolds 1997). 
 

 
Table 2. Power loss due to the reflection R or transmission T coefficients. 

RES wave attenuation: The dielectric absorption of radar waves can occur due to 
conduction or relaxation processes in the ice. Conduction causes electrons to move away 
from their nuclei, losing energy from the electric field into the host material. On the other 
hand relaxation causes energy to be lost through the oscillation of water molecules. 
Dielectric absorption is increased in impure ice which is characterized by enhanced relative 
permittivity and electrical conductivity (positively related to temperature). 
In an insulating homogeneous medium, the amplitude of electric field E decay in the z 
direction of the medium as: 

 (6) 

where is the attenuation coefficient of incident electromagnetic wave of amplitude E0 @ z=0. 
In the hypothesis of an insulating medium ( ) can be approximated to: 

 
(7) 

expressed in dB/m. A low value of conductivity  corresponds with a low value of 
attenuation coefficient  indicating a low absorption medium. From RES measurements the 
 term can be evaluated using the radar equation. Considering a linear trend of ice 
absorption it is possible to solve the radar equation obtaining a constant absorption rate for 
the ice. In Antarctica  can assume values from 9 to 27 dB/km in different zones with 
different ices characteristics and physical condition (Macgregory et al. 2007, Jacobel et al. 
2009). This means a total absorption of the radar signal from about 36 dB to 108 dB on 4km 
of ice thickness. Also considering geometrical spreading and other attenuation (included in 
the radar equation) a sensitivity of about -130dBm is required in RES receivers. 
Resolution and detectability: Two reflectors adjacent to each other in space (transverse to 
the radar beam) or in time (parallel to the radar beam) can be detected if their distance is 
greater than the resolution. 
Vertical resolution depends mainly on the length of the transmitted pulse; the shorter is the 
pulse (large bandwidth) the more precise the range measurement. Using long pulse or 
continuous wave radar with phase or frequency modulation it is possible to achieve the 
resolution of short pulse with the advantage of a high transmitted power signal (pulse 
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Fig. 1. Radargram examples in colour mode (on the left) and O-scope mode (on the right) 
Transmitted pulse ice-surface and bedrock reflection are indicated by arrow. 

compressed or CW radar in Sholnik, 1990). Vertical range resolution in ice can be calculated 
using ∆h=v· /2 where  is the pulse length of the radar and v is the ice wave velocity. In the 
case of very short pulses the lower limits depend on the signal frequency, (theoretically 
equal to approximately one–quarter of radar signal wavelength (Reynold, 1997). For 
example, in the case of GPR systems (where less than one cycle of the wave is transmitted) 
the resolution depends only on the wavelength of the transmitted signal in the analysed 
medium. 
Horizontal resolution is the capability to detect two adjacent reflectors in space. It depends 
mainly on the area illuminated by the antennas systems (beamwidth) or it depends on the 
minimum distance between two acquired radar traces (pulse repetition rate and the speed of 
horizontal movement for aeroplane or ground-based radar). Both of these are usually 
greater than the first Fresnel zone in the RES systems in use. 

3. Radar technology for glaciology 
The first indication that snow and ice can be penetrated by high frequency radio signal was 
observed at Admiral Byrd’s base, Little America (Antarctica) in 1933. Pilots reported that 
radar altimeters were erroneous over ice and the U.S. Army started an investigation that 
discovered that polar ice and snow are transparent to VHF and UHF band radiation. 
Following the investigation results, Waite and Schmidt, in 1957 demonstrated that a radar 
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altimeter could be used to measure the thickness of polar glaciers (Waite & Schmidt, 1961). 
In 1963 at Cambridge University’s Scott Polar Research Institute (SPRI) the first VHF radar 
system specifically for radio echo sounding was developed and subsequently around the 
world various national institutions involved in Arctic and Antarctic polar researches started 
developing and using RES systems. These first RES systems implemented short pulse 
envelope radar operating from 30 MHZ to 150 MHz and were used in Greenland and 
Antarctica. The acquired radar trace was displayed on an oscilloscope. The received radar 
trace represented on the right of fig. 1 is still named an “O-scope” view from “oscilloscope” 
while the radargram on the left is a colour map of trace amplitude. The recording system 
was a motor-driven 35 mm camera with adjustable film velocity, synchronized to the 
surface speed. Position determination was obtained initially by observation of discernible 
landmarks by system operator and subsequently by inertial navigation systems using 
motion-sensing devices. 
Technological improvements made these RES systems more powerful. Today digital 
acquisition of radar traces allows a higher number of recorded traces in fast digital mass 
storage devices, allowing wide area investigations with improved horizontal resolution. 
Signal processing of the acquired traces significantly improve dynamic range and signal to 
noise level. Moreover differential GPS measurements allow precise determination of the 
geographical position of the acquired traces, reducing uncertainties to ±5 m and ±10 cm in 
post-processing. 
In 1990 the first coherent RES system was developed by the University of Kansans and 
tested in Antarctica (Raju 1990, Cogineni 1998). A coherent radar detects both the amplitude 
and phase of the radar signal. Coherent systems allow pulse compression with a net gain in 
the received signal to noise ratio. This increased sensibility of the received signal level 
permits a reduction in the transmitted peak power. Furthermore a coherent integration of 
moving airborne platform forms a synthetic aperture radar (SAR) which improves along-
track (horizontal) resolution (Peters et al., 2005). 
Multi channel synthetic-aperture radar (SAR) systems for bedrock imagining have been 
used in Greenland to produce maps of basal backscatter over an area extending 6 km × 28 
km. Interferometric processing of data from this 8-channel system also permitted the 
discrimination of off-nadir scattering source providing further insight into basal topography 
(Plewes et al. 2001, Paden et al. 2005; Allen et al. 2008). 
Different type of radar have been developed to focus on ice sheet details. The following 
categorisations have been based on the transmitted radar waveform. 
Pulsed radar: Historically the first RES systems developed were all short-pulse-type radar 
systems. A short sine wave pulse of constant amplitude is transmitted with operating 
frequencies ranging from 30 MHz to 600 MHz. An envelope (logarithmic) receiver detects 
the received echoes as peaks of amplitude from the ambient noise level (see O-scope radar 
trace in fig 1). These systems typically used incoherent receivers that only detected the 
power (or amplitude) of the received radar signal. Incoherent radar is suitable for range 
determination and certain echo strength analyses. In general, echo amplitudes statistics are 
the primary means of determining the level of reflection and scattering. 
FM-CW (Frequency Modulated Continuous Wave) radar: A FM-CW radar transmits a 
continuous waveform in which the carrier frequency increases linearly with time. The 
modulation bandwidth, which determines range resolution, is the difference between the 
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start and stop frequencies of the transmitted signal. In an FM-CW radar a sample of 
transmitted signal is mixed with the received signal to generate a beat signal. The frequency 
of transmitted and received signals will be different because of time delay, which is directly 
proportional to the range, associated with signal propagation to the target and back. The 
beat signal contains the range, amplitude and phase information of the target. These RES 
systems working at high frequency C band and X band (Arcone 1997) were designed for 
cryopheric research, to profile frozen lakes and temperate glacier (Arcone 2000) in Alaska. 
Airborne and ground based UHF radar systems were used to map the accumulation rate 
variability in Greenland (Kanagaratnam et al, 2004) 
Impulse radar: Pulsed radar in the UHF frequency ranges is limited in penetration depths 
on temperate glaciers due to scattering and absorption of electromagnetic waves in warm 
ice. As seen in paragraph 2.1, ice conductivity increases with temperature and decrease at 
lower frequencies. For these reasons, to increase depth penetration in temperate glaciers, a 
radar working at frequencies lower than 10 MHz was developed. In order to increase the 
vertical resolution, the pulse length was reduced, transmitting approximately one cycle 
(monopulse radar) at a centre frequency determined by the antenna length. These radars use 
resistively loaded dipole antennae (Wu 1965), coupled with an avalanching transistor circuit 
(Cook, 1960), and more recently, using MOSFETs (metal oxide semiconductor field effect 
transistors) (Conway 2009) to increase the stability of the transmitted power, making it 
possible to generate high-voltage pulses. These systems are similar to GPR radar systems 
with a higher transmitted power and working at lower frequencies. 
Ground Penetrating Radar (GPR): GPR is a widely used radar system to explore various 
media from a few to several hundred meters in depth using two methods: discrete (fixed 
points measurement) or continuous profile to investigate a media subsurface. Fixed point 
measurement is generally used to measure ice properties (for example WARR or CMP 
velocity measurements) or to carry out a multi-fold acquisition (Reynolds 1997). Continuous 
profile is used to maximize the productivity of a survey. Commercial GPR systems, 
commonly used in geophysics for rock, soil, ice, fresh water, pavement and structure 
characterization, employ a very short transmitted pulse (about from 0.3 ns to 300 ns) to 
study the shallow portion of terrain in detail. GPRs have also been used for ice probing. 
Since the 1970’s, surface-based surveys have been performed on permafrost and frozen soils, 
glacial ice, sea ice, sedimentary environments, rock, riverbeds, and lakebed deposits, snow 
accumulations for internal layering detection. The low transmitted energy of the GPR signal 
does not allow it to reach deeper ice levels. For this reason GPR systems are used to analyze 
shallow parts of ice sheets as a useful tool that avoids deeper internal layer detection and for 
finding buried crevasses on glaciers for safety (see next paragraph). 
GPR radar systems, similarly to impulse radar, employ resistively loaded dipole antenna 
arrangements which produce a 1-2 cycle wavelet in the HF-UHF (3-3000 MHz) frequency 
range to obtain the required short pulse that gives GPR its good depth resolution. GPR 
antennas are the most important part of the GPR system. In fact, because of the wide 
spectrum of the transmitted waveform GPR needs broadband antennas. Moreover, to cover 
the range of working frequencies, GPR systems employ several different antennas each 
working at a particular frequency range. Commercially available or special purpose 
antennas are either strings of resistors or resistively coated and flared dipoles, either 
unshielded or in compact transmit-receive units with a conductive shielding to mitigate 
above ground radiation (Reynolds 1997). 
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4. Radar applications in Glaciology  
4.1 Ice depth and bedrock elevation. 
Since the first RES system were used in ice-sheet surveys to estimate ice thickness, the 
measurements were controlled by seismic and gravity based measurements. A RES system 
is able to achieve an echo reflection from the ice surface and from the ice-bedrock interface. 
Calculating the difference in time (or depth) between them it is possible to estimate the ice 
thickness to a high degree of accuracy. Bedrock elevation can then be obtained adding the 
ice surface elevation (obtained from radar satellite measurements (EARS1 and other 
available Digital Elevation Models) to the ice thickness. Ice thickness measurement is the 
most widespread application of radar systems. Most of this dataset comes from airborne 
radar investigations undertaken by the United States National Science Foundation NSF, the 
Scott Polar Research Institute, United Kingdom (SPRI), the British Antarctic Survey, the 
Alfred Wegener Institute, Germany, the Technical University of Denmark (TUD) and, in 
recent years, the Italian Antarctic Program (PNRA). 
RES measurements have been extensively used to investigate the grounding line (GL is the 
point where continental ice, flowing toward the open sea, starts to float) of many outlet 
Antarctic glaciers. Bedrock gate shapes together with ice velocity information enables 
estimation of ice mass discharge into the sea. This estimate plays an important role in the 
mass balance calculation for the Antarctic ice cap modulated by climatological changes. 
Another application, when very detailed RES survey are indispensable, is for ice core site 
selection. In recent years, ice coring in the thickest areas of ice sheets has allowed the 
reconstruction of about 1 million years of the climate history of our planet. This analysis 
clearly revealed how human activities have changed the percentage of greenhouse gases 
and how this has influenced the recent climate. Precise information on bedrock depth, 
topography, and internal layering behavior are as important as surface topography and ice 
flow speed when choosing the best drilling point. 
Examples of this kind of application are the definition of EPICA, (Dome C, Antarctica) and 
TALDICE (Talos Dome, Antarctica) ice drilling points (Bianchi et al. 2003). The first allowed 
reconstruction of climate history for about 900 thousand years B.P. reaching 3270 m of ice 
cored. The second was less deep (1620 m) and allowed reconstruction of climate history of 
about 250 thousands year but, due to a higher rate of snow accumulation, with increased 
detail. This site was also chosen in order to improve knowledge of the response of near 
coastal sites to climate changes. In figure 2 the ice thickness data is used to construct a three-
dimensional view of the main bedrock morphology of the area. As shown in the figure, the 
bedrock topography consists of a mountainous region with NW-SE trending ridges and 
depressions interposed between higher relief to the NE and a deeper basin to the south. The 
thickness of the ice sheet on the area ranges from 1000 to 2000 m. 
Focusing under the topographic summit (Fig. 2), bedrock morphology and ice layer slope 
made it clear that the original drilling position (black triangle) could have led to a wrong ice 
core interpretation. Based on RES data (Urbini et al 2006), the point was so shifted to ID1 
(black square) which is 5 km from original point (TD summit). 
RES technique has been used over wide areas in Antarctica and Greenland with the aim of 
geomorphological studies. Detailed bedrock maps permitted hypotheses on the main 
geological features of a continent buried under thousands of meters of ice. An example (Fig. 
3) of this type of study is the analysis of the Aurora trench, close to the Dome C region. Data 
was collected during the 1999 and 2001 Italian Antarctic Expeditions (Zirizzotti, 2009), 
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Fig. 2. Talos Dome flight paths (on the left) and bedrock and ice surface from RES 
measurements (on the right). 

(about 6000 km of radar traces were acquired). The radar data was used to determine ice 
thickness and bedrock topography for the entire area; in addition, analysis of the shape and 
amplitude of bottom reflections allowed the detection of sub-glacial “lake” mirror features 
in 30 radar tracks (Tabacco et al., 2003). The deepest point in the Aurora trench (Fig. 3), 
located at 118.328° E; 76.054°S, has a bed elevation of -1549 m and an ice thickness of 4755 m. 
This location must be included among the thickest ice cover areas ever discovered in 
Antarctica (Cafarella, et al. 2006). 

 
Fig. 3. The Aurora trench deepest point 
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4.2 Interglacial layers 
Reflections from internal ice sheet layers have played a very important role in glaciological 
exploration. Since the first RES observations were collected, a large number of reflections in 
the range between the surface and the bedrock appeared on radargrams. They usually show 
great reflectivity variation, high correlation with the main bedrock morphologies and 
increasing smoothness towards the surface. Many sources for these internal reflections have 
been identified: volcanic dust, acidity variation, changes in the size or shape of air bubbles 
within the ice, variation in ice crystal orientation and density, palaeo-surfaces (like buried 
wind crusts), layers of liquid water, etc. These layers are important because their continuity 
is assumed to represent an isochronous layer in the time-depth-age relationship in the two 
way travelling time of the radar echo. In other words it is assumed that the arrival times of 
the strongest internal reflections represents a specific event (or short time period), and that 
layers yielding a strong radar reflection are isochronous (Vaughan et al. 1999). As a 
consequence, variations in snow thickness between these reference layers provide 
information on snow accumulation variability. This kind of information is very important in 
many glaciological issues, like for example the assessment of an ice-drill location (at the 
same depth, sites where snow accumulation is less, correspond to older deposits). In this 
context, RES and GPR surveys have been used to investigate the same area at different scale 
resolutions. RES is mainly used to provide information about the main layer distribution 
over great distances and depths neglecting shallow small scale details (like wind driven 
redistribution). On the contrary, GPR is mainly used to analyze the problem of ice- 
atmosphere interaction in superficial snow redistributions (mega-dune areas, erosion and 
accumulation driven by surface morphology and prevalent wind direction along the 
maximum slope direction). 
In figure 4 a GPR radargram (antenna frequency 200 MHz, investigated depth 70 m) is 
reported. It shows a very high variation in snow accumulation over relatively short 
distances due to ice-atmosphere interaction. 
 

 
Fig. 4. GPR radargram of internal layers 

4.3 Subglacial lake exploration 
The earliest hypothesis of the existence of lakes beneath the Antarctic ice sheet was 
formulated studying airborne radio-echo soundings collected during the 1960’s and 1970’s 
(Drewry, 1983). 
During the last ten years the characteristics of these subglacial lakes have been thoroughly 
investigated by means of geophysical instruments. Today we know that more than 150 lakes 
exist beneath (3 km) the Antarctic ice sheets (Siegert et al. 2005). They are mainly located 
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beneath the main ice divides and the total volume of water stored in these lakes is between 
4000 and 12000 km3 (Dowswell & Siegert, 1999). 
Subglacial lakes occur essentially because of three factors: the pressure beneath an ice sheet 
reduces the melting point of ice; the ice sheet insulates the base from the cold temperatures 
observable on the surface; and finally, the ice base is kept warm by geothermal heating. 
RES technique is generally used to identify subglacial lakes, but a strong signal alone is not 
enough. Strong radar reflection from the ice sheet base could be ascribed both to water-
saturated basal sediment or to subglacial lakes. Lake identification is possible if other 
conditions occur. The identification of flat, horizontal reflectors with almost constant echo 
strength surrounded by sharp edges is necessary (fig. 6). Moreover the reflection strength 
from ice-water and ice-rock interfaces must differ by more than 10 dB 
Approximately 81% of the detected lakes (on the right of fig. 5) lie at elevations less than a 
few hundred meters above sea level whereas the majority of the remaining lakes are 
perched at higher elevations. 
The largest, and most well documented among the subglacial lakes, is without doubt lake 
Vostok (map of fig. 5). Lake Vostok was identified in 1996 by Russian and British scientists  
 

 
Fig. 5. On the left, Antarctic lake exploration (catalogued lakes). On the right a satellite 
images of Vostok lake and its position on the catalogued lakes map. 

 
Fig. 6. The Vostok lake radar signal. 
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(Kapitsa et al., 1996) who integrated data survey from seismic, airborne ice-penetrating 
radar and spaceborne altimetric observations (on the left of fig. 5). The horizontal extent of 
the lake is estimated from the flat surface (0.01 degrees) observed in the ERS-1 ice surface 
altimetry. The 4 kilometer-thick ice sheet floats on the lake , just as ice sheets become 
floating ice shelves at the grounding line. Lake Vostok is about 230 km long and has an area 
of about 10000 km2, similar to that of lake Ontario. A maximum water depth of 510 m was 
measured using seismic methods, and mean water depth is about 200 m. The estimated 
volume of lake Vostok is about 2000 km3. The other known subglacial lakes are one to two 
orders of magnitude smaller than this. 
Recently, scientific observations indicate the existence of a subglacial hydrodynamic 
network in which liquid water can flow and can be stored in river and lake systems as 
happens on the other continents. Recently, some peculiar studies on the amplitude of radar 
signals received from the ice-bedrock interface have been proposed in order to discriminate 
wet or dry bedrock conditions. Some interesting results emerged from these studies and 
maps of dry/wet interfaces have been proposed by different authors helping to improve 
knowledge of the existence of water circulation beneath kilometers of ice (Jacobel 2009). 

4.4 Crevasse exploration 
Moving over a glacial environment involve many kinds of risk. Recently, there are ever 
more studies that need to travel or cover long distances across the Antarctic continent or an 
Alpine glacier. If we consider exploration and logistic teams moving on the ice surface, the 
higher risk could be ascribed to the presence of buried crevassed area. Many accidents 
occurred and many lives were lost because of it. In Antarctica scientific traverse programme 
(as ITASE i.e.) involved the use of tractor as Caterpillar and Pisten Bully towing heavy 
sledge for thousands kilometres to climb glaciers in order to reach the ice plateau that cover 
the Antarctic continent. Passing through an unknown snow bridge hiding crevasses, ( 10-20 
m wide and hundred meters deep) with 18 tons heavy trucks is not courageous, but it is 
crazy. Obviously, the gap left by the discovery of a crevasse represents a perfect target for a 
radar investigation. Figures 7 show some examples of “lucky” token. 
 

 
Fig. 7. Past and future of Antarctic exploration problems. 

The shallow depth (25-50 m of depth) of investigation and the necessary high resolution, 
turned the choice of instrumentation to the GPR. An helicopter coupled with a very precise 
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GPS could give an accurate crevasses position map,in which geometry, thickness and 
condition of the snow bridges can be evaluated. Figures 8 shows how crevasses appear in 
radargrams. 

 
Fig. 8. GPR radargrams showing crevasses 

Note the difference in electromagnetic response of the ice corresponding to a low (on left) 
and high accumulation area (on right) and how the condition of the snow bridge is well 
described by the status of snow layering. 
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1. Introduction  
In this chapter, several advanced detection algorithms for Track-Before-Detect (TBD) 
procedures using the Hough Transform (HT) are proposed and studied. The detection 
algorithms are based on the scheme described in (Carlson et al., 1994) to use the Hough 
transform for simultaneous target detection and trajectory estimation. The concept 
described in (Carlson et al., 1994) accepts that a target moves within a single azimuth 
resolution cell, and the distance to the target is estimated for several last scans forming the 
(r-t) data space. The Hough transform maps all points from the (r-t) space into the Hough 
space of patterns. The association with a particular pattern is done by thresholding the 
Hough parameter space with a predetermined threshold. In order to enhance the target 
detectability in conditions of Randomly Arriving Impulse Interference (RAII), a CFAR 
processor is proposed to be used for signal detection in the (r-t) space instead of the detector 
with a fixed threshold as it is suggested in (Carlson et al., 1994). The results obtained show 
that such a Hough detector works successfully in a noise environment. In real-time and 
realistic applications, however, when the two target parameters (range and azimuth) vary in 
time, the usage of the Polar Hough transform (PHT) is more suitable for radar applications 
because the input parameters for the PHT are the output parameters of a search radar 
system. Such a Polar Hough detector combined with a CFAR processor is proposed for 
operation in RAII conditions. The results obtained by simulation illustrate the high 
effectiveness of this detector when operating in strong RAII situations. Finally, the TBD-
PHT approach is applied to the design of a multi-channel Polar Hough detector for multi-
sensor target detection and trajectory estimation in conditions of RAII. Three different 
structures of a nonsynchronous multi-sensor Polar Hough detector, decentralized with track 
association (DTA), decentralized with plot association (DPA) and centralized with signal 
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association (CSA), are considered and analyzed. The detection probabilities of the three 
multi-sensor Hough detectors are evaluated using the Monte Carlo approach. The results 
obtained show that the detection probability of the centralized detector is higher than that of 
the decentralized detector. The DPA Hough detector is close to the potential of the most 
effective multi-sensor CSA Hough detector. The target measurement errors in the (r-t) space 
mitigate the operational efficiency of multi-sensor Hough detectors. The needed operational 
efficiency requires the appropriate sampling of the Hough parameter space. 
In recent years, the mathematical methods for extraction of useful data about the behavior of 
observed targets by mathematical transformation of the received signals have been widely 
used for design of a set of highly effective algorithms for processing of radar information. 
As a result, the more precise estimates of moving target parameters can be obtained in very 
dynamic radar situations. Actually, the target trajectories are estimated based on several 
radar plots. In the process of trajectory estimation, it is very important to use all current 
information for the detected target - amplitude and spectrum of the signals reflected from 
targets, target geometric dimensions, coordinates etc. According to the classical method, a 
target trajectory is estimated by determining of an existing kinematical dependence between 
few measurements of target coordinates. An optimization problem is solved where the 
optimization criterion is minimization of the distance between the two target coordinates, 
expected and measured. As a rule, different modifications of both methods, Kalman filter 
and Bayesian estimation, are used in these algorithms. However, the real-time 
implementation of these algorithms demand serious computational resources because the 
number of optimization problems, solved in the process of trajectory estimation, increases 
exponentially with the number of trajectories and the measurement density in the 
surveillance area. Recently, another modern approach is often used for trajectory estimation.  
In recent years the two mathematical transforms, Hough and Radon, become increasing 
attention. The use of these transforms makes it possible to map two-dimensional images 
containing straight lines into the space of possible straight line parameters, where each 
straight line in an image corresponds to the peak in the parameter space, which has 
coordinates equal to the respective straight line parameters. For that reason, these 
mathematical transformations are very attractive for applications related to detection of 
straight lines in images. Such areas of applications are, for example, image processing, 
computer vision, seismic studies and etc. The idea to use the standard Hough transform 
(HT) for joint target detection and trajectory estimation on the background of white 
Gaussian noise was firstly introduced in (Carlson et al., 1994). According to this concept a 
target is assumed to move within a single azimuth resolution cell, and the target range is 
estimated in each scan. The data stored for several last scans forms the matrix hereinafter 
called as the (r-t)-data space. The HT maps all points from the (r-t) space where the target is 
detected into the Hough space of straight line parameters. The association with a particular 
straight line is done by estimating the quantity of information extracted from the signals 
received from the target with coordinates associated with this line. 
In order to enhance target detectability in RAII conditions, a CFAR processor can be used 
for signal detection in the (r-t) space instead of a detector with a fixed threshold proposed in 
(Carlson et al., 1994). It is well known that different CFAR processors can be applied to 
signal detection in a complex noise environment (Finn & Johnson, 1968; Rohling, 1983; 
Gandhi & Kassam, 1988; Goldman, 1990; Himonas, 1994). The adaptive CFAR processors for 
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signal detection in conditions of RAII are studied in (Kabakchiev & Behar, 1996, Behar et al., 
2000, Garvanov et al., 2003; Garvanov, 2003). In this chapter, it is assumed that the noise 
amplitude is a Rayleigh distributed random variable and therefore the noise power is an 
exponentially distributed variable. Different Hough detectors that employ CFAR processors 
such as Cell Averaging (CA), Excision (EXC), Binary Integration (BI), Excision with Binary 
Integration (EXC BI), Adaptive Post detection Integration (API), K-stage Detector, Order Statistic 
(OS) for signal detection in the (r-t) space are studied and compared in (Behar et al., 1997; 
Behar & Kabakchiev, 1998; Kabakchiev et al., 2005; Doukovska, 2005; Doukovska & 
Kabakchiev, 2006; Garvanov et al., 2006; Garvanov et al., 2007; Doukovska, 2007; Doukovska 
et al., 2008). The structure of these Hough detectors includes the following operations - 
CFAR signal detection in the area of observation and the HT of the target range 
measurements from the observation area into the Hough parameter space, binary 
integration of data in the parameter space and, finally, linear trajectory estimation. All these 
CFAR Hough detectors have been studied in cases when a target moves in the same 
azimuth direction at a constant velocity. The results obtained in (Kabakchiev, Garvanov, 
Кyovtorov et al., 2005; Kabakchiev & Kyovtorov et al., 2005; Behar et al., 2007; Kyovtorov, 
2007) show that different CFAR processors work successfully in combination with a Hough 
detector in conditions of RAII, and allow to evaluate the parameters of the targets.   
In real radar applications, however, when the two target parameters, range and azimuth, 
vary in time, the PHT can be successfully used because in that case the input parameters of 
the PHT are two polar coordinates of a target – range and azimuth. Such advanced 
structures of the TBD using the PHT (TBD-PHT) have been developed and studied in 
(Garvanov et al., 2006; Garvanov et al., 2007). The PHT is analogous to the standard HT and 
performs all the data collected for several previous scans into a single large multi-
dimensional polar data map. The general structure of an adaptive Polar Hough detector 
with binary integration is similar to that of a standard Hough detector. The only difference 
between them is that the PHT uses (range-azimuth-time) space while the standard HT 
employs (r-t) space. The detection probability of a Polar Hough detector is calculated by 
Brunner’s method as for a standard Hough detector. The use of the PHT instead of the 
standard HT allows detecting target trajectories in real situations when targets move at 
variable speeds along arbitrary linear trajectories. 
The TBD approach that applies the HT to multi-sensor detection in conditions of intensive 
RAII is proposed in (Garvanov, 2007; Kabakchiev, 2007; Kabakchiev, 2008; Garvanov, 2008, 
Garvanov et al., 2008). As usual, the fusion center of a decentralized system applies binary 
integration of the data received from each sensor. In such a system, at the first stage, radars 
produce local decisions by the TBD-PHT processing and at the second stage - all the local 
decisions are transferred from radars into the fusion node where coordinates and time are 
associated in the Global Observation Space (GOS). The centralized system, however, firstly 
associates data with common coordinates and time received from sensors and then performs 
them by the TBD-PHT processing. In this context, two variants of a centralized 
asynchronous net with association of signals or signal detections are developed and 
analyzed. The algorithm with association of signals includes two stages. At the first stage, 
the signals received from sensors are non-coherently accumulated in the signal matrixes of 
the fusion centre, because the size of signal matrixes and their cells are the same for the 
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entire radar net. At the second stage the accumulated signals are transferred into the GOS. 
The algorithm with association of signal detections firstly accumulates decisions for signal 
detection after CFAR processing in each sensor, secondly - transfers detections in the GOS. 
These different types of multi-sensor TBD-PHT processors that operate in the presence of 
RAII have been developed and studied in (Garvanov et al., 2007; Kabakchiev et al., 2007; 
Kabakchiev et al., 2007; Kabakchiev et al., 2008; Garvanov et al., 2008).  
The expressions for calculating the probability characteristics, i.e. the probability of target 
detection, trajectory estimation and the false alarm probability, are derived under the 
assumption that both target coordinates (range and azimuth) and both parameters of the 
Hough parameter space (ρ and θ) are measured with or without errors. The results obtained 
show that the detection probability of multi-sensor centralized TBD-PHT processors is 
higher than that of the decentralized detectors.   
The performance evaluation of multi-sensor TBD-PHT processors has been carried out by 
Monte-Carlo simulations in  MATLAB computing environment. The DPA based Hough 
detector is close to the potential of the most effective multi-sensor CSA Hough detector. The 
target coordinate measurement errors in the (r-t) space mitigate the operational efficiency of 
multi-sensor Hough detectors. The needed operational efficiency requires the appropriate 
sampling of the Hough parameter space. 
The chapter includes the following paragraphs - abstract, introduction, Single-channel 
Hough detector in condition of RAII, Performance analysis of a conventional single-channel 
Hough detector with a CFAR processor, Performance analysis of a single-channel polar 
Hough detector with a CFAR processor, Multi-sensor (multi-channel) polar Hough detector 
with a CFAR processor, performance analysis of a multi-sensor polar Hough detector with a 
CFAR processor and finally conclusion. 

2. Single-channel Hough detector in a local RAII environment 
2.1 Conventional Hough detector 
The basic concept of using the HT to improve radar target detection in white Gaussian noise 
is firstly introduced in (Carlson et al., 1994). According to this concept, it is assumed that a 
target moves in a straight line within in a single azimuth resolution cell. The structure of a 
Hough detector proposed by Carlson is shown in Fig. 1. The Hough detector estimates 
trajectory parameters in the Hough parameter space that constitute a straight line in the (r-t) 
space.  
  
 

 
 

Fig. 1.  Structure of a conventional Hough detector with two fixed thresholds 
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Naturally, two or more large interference spikes in the signal data plane can also constitute a 
straight line and can create false alarms (false tracks). The control of false alarms in the 
Hough detector begins with setting an appropriate threshold Tfix for signal detection and 
formation of the (r-t) space.  The (r-t) space is divided into cells, whose coordinates are equal 
to the range resolution cell number - in the range and to the scan number in the history - in 
the time. The HT maps points from the observation space termed as the (r-t) space, into 
curves in the Hough parameter space called as the (ρ-θ) space, by: 

 cos sinr tρ θ θ= +  (1) 

Here r and t are the measured distance to the target and time, respectively. The mapping can 
be viewed as the sampling of θ  in the range of 0° to 180° and then the calculating of the 
corresponding parameter (ρ).  
The result of transformation is a sinusoid with magnitude and phase depending on the 
value of the point in the (r-t) space. Each point in the Hough parameter space corresponds to 
one straight line in the (r-t) space with two parameters (ρ ,θ ). Each of the sinusoids 
corresponds to a set of possible straight lines through the point. If a straight line exists in the 
(r-t) space, by means of the Hough transform it can be viewed as a point of intersection of 
sinusoids defined by the Hough transform. The parameters ρ and θ define the linear 
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Fig. 4. The output of the Hough detector with binary integration 

trajectory in the Hough parameter space, which could be transformed back to the (r-t) space 
showing the current distance to the target. Figures 2, 3 and 4 illustrate the (r-t) space, the 
Hough parameter space and the output signal of the Hough detector with binary integration 
in case of two closely moving target.   

2.2 Conventional Hough detector with a range CFAR processor 
It is proved that different CFAR processors used for signal detection in the (r-t) space on the 
homogeneous background of unknown intensity and in the presence of randomly arriving 
impulse interference with known parameters improve the detection performance. In such 
CFAR processors, it is usually assumed that the noise amplitude is a Rayleigh distributed 
variable and the power, therefore, is an exponentially distributed variable. As shown in 
(Kabakchiev & Behar, 1996; Doukovska, 2006), such CFAR processors combined with a 
conventional Hough detector can improve the detection probability characteristics. In 
(Doukovska et al., 2006; Garvanov et al., 2007), the performance of a Hough detector with a 
fixed threshold is compared with the performance of Hough detectors with two-
dimensional CFAR processors - CFAR BI (binary integration), EXC CFAR BI (excision and 
binary integration) and API CFAR (adaptive post integration). In Fig. 5, the detection 
probability of these Hough detectors is plotted as a function of the signal to-noise ratio 
(SNR).   
The comparison analysis of these detectors shows that the Hough detector with a CFAR BI 
processor is the most preferable, because has the relatively good detection characteristics in 
conditions of RAII and can be implemented at the least computational cost. For that reason 
this Hough detector is considered and analyzed in this chapter. The structure of the CFAR 
BI processor is shown in Fig. 6. 
In a CFAR pulse train detector with binary integration, the binary integrator counts “L” 
decisions (Фl) at the output of a CFAR pulse detector. The pulse train detection is declared if 
this sum exceeds the second digital threshold M. The decision rule is: 
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where L is the number of pulse transmissions, Φl=0 – if no pulse is detected, and Φl=1 – if 
pulse detection is indicated. 
 

 
Fig. 5. Target detection probability for Hough detectors with API, BI and EXC BI CFAR 
processors 

 
Fig. 6. Structure of a CFAR BI processor 

In a Hough detector with a CFAR BI processor, the two-dimensional (r-t) space of binary 
data is formed at the output of the CFAR processor, as a result of NSC radar scans. According 
to (Carlson et al., 1994), the Hough transform is applied to coordinates of such cells in the (r-
t) space, where the detection is indicated. In this way the Hough parameter space is formed. 
Each cell from the Hough parameter space is intersected by a limited set of sinusoids 
obtained by the Hough transform. If the number of intersections in any of cells exceeds a 
fixed threshold (TM), both target and linear trajectory detections are indicated. The 
procedure of detection is repeated in the Hough parameter space cell by cell. 
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The general structure of such an adaptive Hough detector with binary integration of data in 
the Hough parameter space that can be used in real search radar is shown in Fig. 7.  
 

 
Fig. 7. Structure of an adaptive Hough detector with adaptive detection threshold in (r-a) 
space 

The analysis of the performance of the Hough detector with a CFAR BI processor is done in 
(Behar et al., 1997; Garvanov, et al., 2007; Doukovska, 2007). 

2.3 Polar Hough detector with a CFAR processor  
In real radar applications, the estimated target coordinates are given in the polar coordinate 
system (distance and azimuth). In order to employ the Hough detector with a structure 
shown in Fig. 1, the polar target coordinates must be firstly transformed into the Cartesian 
coordinate system and further performed using the Hough transform. Such transformation 
of coordinates, however, additionally complicates the signal processing. For that reason, the 
detection algorithm employing the polar Hough transform is very comfortable for trajectory 
and target detection because the input parameters for the polar Hough transform are the 
output parameters of the search radar. Another important advantage is the signal 
processing stability when the target changes its speed and moves at different azimuths. 
According to (Garvanov et al. 2006, Garvanov et al. 2007), the polar Hough transform is 
defined by two polar coordinates, distance and azimuth - (r, a). In such a way, the polar 
Hough transform represents each point of a straight line in the form: 

 ( )θρ −= ar cos , ( ) πθ ≤−< a0  (3) 

where r and a are the polar target coordinates (distance and azimuth), θ  is the angle and ρ  
is the smallest distance to the origin of polar coordinate system. 
The general structure of such a polar Hough detector with binary integration of data in the 
Hough parameter space that can be used in real search radar is shown in Fig. 8.  
As a result of NS radar scans, the polar coordinate data map that contains the data for two 
targets moving with variable speeds and cross trajectories is formed (Fig. 9). 
A single (ρ, θ) point in the parameter space corresponds to a single straight line in the (r-a) 
data space with ρ and θ  values. Each cell in the Hough parameter space is intersected by a 
limited set of sinusoids generated by the polar Hough transform (Fig. 10). If the number of 
intersections in any cell of the Hough parameter space exceeds a fixed threshold (TM), both 
target and linear trajectory detections are indicated (Fig. 11). The procedure of detection is 
repeated in the polar Hough parameter space cell by cell. The analysis of the performance of 
CFAR processor with binary integration (CFAR BI) used in combination with a polar Hough 
detector is done in (Garvanov, et al., 2006; Garvanov et al., 2007). 
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Fig. 8. Structure of a polar Hough detector with a CFAR processor 

 

 
 

Fig. 9. Illustration of target trajectory in Cartesian coordinate system 
 

 
 

Fig. 10. Polar Hough parameter space 
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Fig. 11. Binary integration in Polar Hough parameter space 

3. Performance analysis of a conventional single-channel Hough detector 
with a CFAR processor  
3.1 Signal and interference model  
The Bernoulli model (Poisson model) describes a real radar situation when the impulse 
noise comes from a single impulse-noise source (Kabakchiev & Behar, 1996). According to 
this model, in each range resolution cell the signal sample may be corrupted by impulse 
noise with constant probability PI. Therefore, the elements of the reference window are 
drawn from two classes. One class represents the interference-plus-noise with probability PI. 
The other class represents the receiver noise only with probability (1-PI). According to the 
theorem of total probability, the elements of a reference window (N) are independent 
random variables distributed with the following PDF: 
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In the presence of the desired signal in the test resolution cell the signal samples are 
independent random variables distributed with the following PDF: 
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where S is the signal-to-noise ration, I is the interference-to-noise ratio and λ0 is the average 
power of the receiver noise. 
The probability of occurrence of a random pulse (L) in each range resolution cell can be 
expressed as PI =Fj·tc, where Fj is the average pulse repetition frequency and tc is the 
transmitted pulse duration. It must be noted that if the probability PI is small (PI <0.1), the 
size of a reference window N is large, and N.PI =const, then the Bernoulli model may be 
approximated with a Poisson model of impulse noise. 
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3.2 Probability characteristics 
CFAR BI processor 
The detection probability of a CFAR BI processor, which uses the pulse train binary 
detection rule M-out-of-L, is evaluated as in (Kabakchiev & Behar, 1996). The probability of 
pulse train detection is evaluated by: 
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where CA CFAR
DP PD is the probability of pulse detection for CA CFAR detector in the presence 

of random impulse noise. This probability is calculated as follows:  
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where T is a predetermined scale factor keeping a constant false alarm rate (PFA). The 
probability of false alarm of a CFAR BI processor is evaluated by (7), setting s=0. 
Hough detector 
All decisions for signal detection in N range resolution cells obtained for NSC scans form the 
two-dimensional (r-t) space. The total false alarm probability in the Hough parameter space 
is equal to one minus the probability of no false alarm occurrence in any Hough space cell. 
For independent Hough cells this probability is calculated as (Carlson, 1994): 
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where nm
faP is the cumulative false alarm probability for a cell (n, m), max(Nnm) is the 

accessible Hough space maximum and W(Nnm) is the number of cells from the Hough 
parameter space whose values are equal to Nnm, TM is a linear trajectory detection threshold.  
The cumulative probability of target detection in the Hough parameter space Hough

DP  cannot 
be written in the form of a simple Bernoulli sum. As a target moves with respect to the 
radar, the SNR of the received signal changes depending on the distance to the target and 
the probability for one pulse of detection )( jP BICFAR

D
 changes as well. Then the probability 

Hough
DP  can by calculate by Brunner’s method. For NSC scans of radar the following is valid:  
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The probability characteristics of both modifications of a Hough detector, standard and 
polar, are the same because they calculated in the same way and the two observation spaces, 
(r-t) and (r-a), are identical.  

3.3 Simulation analysis  
The performance of a single channel Hough detector with a CFAR processor can be studied 
using the Monte Carlo approach. Here, a new simulation algorithm for Monte Carlo analysis 
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of the Hough detector with a CFAR processor is described (Behar, et al., 2007). The detection 
performance is evaluated in terms of the probability of detection calculated as a function of 
the detector parameters. Let consider radar that provides range, azimuth and elevation as a 
function of time. Time is sampled by the scan period, but resolution cells sample range, 
azimuth and elevation. The trajectory of a target moving within the same “azimuth-
elevation” resolution cell is a straight line specified by several points in the (r-t) space. In the 
(r-t) space, the target trajectory can be also specified by another two parameters - the 
distance of the normal ρ from the origin to the line, and the angle θ  between the normal ρ 
and the x-axis. The corresponding (ρ, θ) parameter space is sampled into ρ and θ 
dimensions. When the primary detection threshold is crossed in any (r, t) cell, unity is added 
to (ρ, θ) cells intersecting the corresponding sinusoidal curve in the parameter space. In this 
way, each cell in the Hough parameter space accumulates detection decisions, which 
increases its value due to the intersection of several sinusoids. The secondary detection 
threshold, applied to the accumulated value in each cell of the (ρ-θ) parameter space, 
indicates a detection of a target trajectory. The point ),( θρ where the secondary threshold is 
exceeded specifies the target detected trajectory. The simulation algorithm of the Hough 
detector with a CFAR BI processor, developed for Monte Carlo analysis, includes the 
following stages: 
1. The (r-t) space is sampled. The following data is needed – the range resolution cell (δR), 

scan time (tsc), and the number of scans (Nsc). The sampled (r-t) space is of size [N x M], 

where N = Nsc , and 
R

RRM nk

δ
−

= . 

2. The hypothesis matrix (IndTr) is formed as follows: 
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( )⎩

⎨
⎧

≠=
==

RiVtjjiIndTr
RiVtjjiIndTr

SC

SC

δ
δ

/,0,
/,1,  (10)

The number of nonzero elements ettK arg  in the hypothesis matrix IndTr  equals the 
number of all the target positions in the (r-t) space: 

( ) ( )∑∑
= =

≠=
N

i

N

j
ett jiIndTrjiIndTrK

1 1
arg 0,/,  (11)

3. The process of target detection in each cell of the (r-t) space is simulated. The detection 
is carried out by a CFAR algorithm (Behar, 1997). As a result, the following matrix 
who’s each element indicates whether the target is detected or not in the corresponding 
cell of the (r-t) space, is formed: 

( )
⎩
⎨
⎧

=
ectednotisett

ectedisett
jiDet q

detarg,0
detarg,1

,  (12)

where q is the simulation cycle number. 
4. The (ρ-θ) parameter space is sampled. It is a matrix of size [K x L]. The parameters K 

and L are determined by the number of discrete values of the θ parameter, which is 
sampled in the interval (θ1, θ2) by sampling step θΔ , and the size of the (r-t) space.  
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5. All the nonzero elements of the matrix qDet  are performed using the Hough 
transform. In such a way, the (r-t) space is mapped into the (ρ-θ) parameter space 
resulting into the matrix { } ,

q

K L
Ht .  

6. Target trajectory detection is simulated. This is done by comparing the value of each 
element of the parameter space, i.e. of the matrix{ }q

LKHt , , with the fixed threshold TM. It 

means that the decision rule “TM out of Nsc” is applied to each element in the parameter 
space. According to this criterion, the linear target trajectory specified as a point ),( θρ  

in the Hough parameter space is detected if and only if the value ),( θρqHt  exceeds the 
threshold TM.   
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7. In order to estimate the probability characteristics, steps 3-6 are repeated Nq times 
where Nq is the number of Monte Carlo runs. 

The false alarm probability in the (r-t) space is estimated as: 
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The target detection probability in the (r-t) space is estimated as: 
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The false alarm probability in the (ρ-θ) space is estimated as: 
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The probability of trajectory detection in the (ρ-θ) space is estimated as: 

( )∑
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=
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4. Performance analysis of a single-channel polar Hough detector with a 
CFAR processor  
Simple examples illustrate the advantages of the PHT in situations, when the target moves 
with a non-uniform velocity along arbitrary linear trajectories. It is the case when the polar 
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Hough transform is very convenient for joint target and trajectory detection (Garvanov, et 
al., 2006; Garvanov, et al., 2007). The input data of the CFAR processor is simulated using 
the average noise power of 1, the signal-to-noise ratio of 20dB, the probability of impulse 
noise appearance of 0.1 and the average interference-to-noise ratio of 30dB (Fig. 12). The 
signal received from a target is corrupted by the random impulse interference and the 
receiver noise. After CFAR processing, the output matrix includes 1 or 0 depending on that 
whether the signal is detected or not detected (Fig. 13). The heavy interference environment 
is characterized by the number of false alarms. 
 

 
Fig. 12. Range-azimuth matrix including noise, RAII, and signal. It is the input for the CFAR 
processor 

 
Fig. 13. Range-azimuth matrix after CFAR processing. It includes 0 and 1 

The target changes its velocity and moves at different azimuths. After NSC radar scans, as a 
result of the CFAR processing the matrix of target detections in the range-azimuth plane is 
formed (Fig. 14). The matrix includes the true points of the target trajectory and false alarms. 
This information fills the range-azimuth space, which is the input for the polar Hough 
transform. The positions of a target in the polar coordinate system after NSC radar scans are 
shown on Fig. 15. This result is equivalent to Fig. 14.  
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Fig. 14. Аn observation of a target in the range-azimuth plane after NSC radar scans 

 
Fig. 15. Аn observation of a target in polar coordinate system after NSC radar scans 

The polar Hough transform maps points (targets and false alarms) from the observation 
space (polar data map) into curves in the polar Hough parameter space, termed as the (ρ-θ) 
space (Fig. 16). The results of transformation are sinusoids with unit magnitudes. Each point 
in the polar Hough parameter space corresponds to one line in the polar data space with 
parameters ρ and θ. A single ρ-θ point in the parameter space corresponds to a single 
straight line in the range-azimuth data space with these ρ and θ values. Each cell from the 
polar parameter space is intersected by a limited set of sinusoids obtained by the polar 
Hough transform. The sinusoids obtained by the transform are integrated in the Hough 
parameter space after each of radar scans (Fig. 17). 
In each cell of the Hough parameter space is performed binary integration and comparison 
with the detection threshold. If the number of binary integrations (BI) in the polar Hough 
parameter space exceeds the detection threshold, target and linear trajectory detection is 
indicated. Target and linear trajectory detection is carried out cell by cell in the entire polar 
Hough parameter space.  In order to compare the effectiveness of the two detectors, the 
CFAR BI detector (Fig. 18 and 19) and the Hough detector with a CFAR BI processor (Fig. 20 
and 21) their performance is evaluated for the case of RAII using the two methods, 
analytical and Monte Carlo. 
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Fig. 16. Hough parameter space showing the sinusoids corresponding to the data point from 
Fig. 14 

 
Fig. 17. Binary integration of data in Hough parameter space for example shows on Fig. 15 
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Fig. 18. Probability of detection of CFAR BI processor (analytically calculated) 
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Fig. 19. Probability of detection of CFAR BI processor (Monte Carlo simulation) 

The effectiveness of both detectors is expressed in terms of the detection probability, which 
is calculated as a function of the signal-to-noise ratio (SNR). The probability of detection is 
calculated using the same parameters for both detectors. These parameters are: the 
probability of false alarm - 10-4, the decision rule in the polar data space is “10-out-of-16”, 
the decision rule in the Hough parameter space is “7-out-of 20”, the interference-to-noise 
ratio is I=5,10dB, and the probability of interference appearance is PI=0; 0.05 and 0.1 
(Garvanov, 2003; Doukovska, 2005; Doukovska, 2006; Doukovska, 2007; Garvanov, 2007; 
Doukovska, 2008). 
Analysis of the graphical results presented in Fig. 18-21 shows that the calculations of the 
probability of detection using the two different approaches analytical and Monte Carlo 
produce the same results. This provides reasons enough to use the simulation method 
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Fig. 20. Probability of detection of CFAR BI with Hough (analytically calculated) 
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Fig. 21. Probability of detection of CFAR BI with Hough (Monte Carlo simulation) 
described in the previous section for analysis of Hough detectors with the other CFAR 
processors. It can be also concluded that the combination of the two detectors, CFAR and 
Hough, improves the joint target and trajectory detectability in conditions of RAII. 

5. Multi-sensor (multi-cannel) polar Hough detector with a CFAR processor  
The target detectability can be additionally improved by applying the concept of multi- 
sensor detection. The important advantage of this approach is that both the detection 
probability and the speed of the detection process increase in condition of RAII (Garvanov, 
2007; Kabakchiev, 2007; Garvanov, 2008; Kabakchiev, 2008). The speeding of the detection 
process and the number of channels are directly proportional quantities. The usage of 
multiple channels, however, complicates the detector structure and requires the data 
association, the universal timing and the processing in the universal coordinate system. 
Three radar systems with identical technical parameters are considered in this chapter. 
Three variants of a multi-sensor Hough nonsynchronous detector in a system with three 
radars are developed and studied. The first of them is the decentralized (distributed) Hough 
detector with track association (DTA), whose structure is shown in Fig. 22.  
 

 
Fig. 22. Decentralized (distributed) Hough detector, with track association (DTA) 

The structure of DTA Hough detector shown in Fig. 22 consists of three single-channel 
detectors described in Section 4. The final detection of a target trajectory is carried out after 
association of the output data of channels, where a target trajectory was detected or not 
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detected. The signal processing carried out in each channel includes optimum linear 
filtration, square law detection (SLD), CFAR detection, plot extraction (PE), PHT, inverse 
PHT, data association in the fusion node and finally, target detection and trajectory 
estimation. In each channel, the range-azimuth observation space is formed after NSC radar 
scans. After CFAR detection, using the PHT, all points of the polar data space, where targets 
are detected, are mapped into curves in the polar Hough parameter space, i.e. the (ρ-θ) 
parameter space. In the Hough parameter space, after binary integration of data, both target 
and linear trajectory are detected (TD) if the result of binary integration exceeds the 
detection threshold. The polar coordinates of the detected trajectory are obtained using the 
inverse PHT of (ρ-θ) coordinates. Local decisions are transferred from each channel to the 
fusion node where they are combined to yield a global decision. In many papers, the 
conventional algorithms for multi-sensor detection do not solve problems of data 
association in the fusion node, because it is usually assumed that the data are transmitted 
without loses. Here, the details related to the data association and the signal losses in the 
fusion node are reviewed and the problems of the centralized signal processing in a signal 
processor are considered. Here are provided the size of signal matrixes and their cells; range 
and azimuth resolution; and data association. Signal detection in radar is done in range-
azimuth resolution cells of definite geometry sizes. Detection trajectory is done in the 
Hough parameter space with cells of specified sizes. The global decision in the fusion node 
of a radar system is done in result from association of signals or data in a unified coordinate 
system. The unified coordinate system of the range-azimuth space predicts cell’s size before 
association of data received from different radars. The radar system is synchronized by 
determining the scale factor used in a CFAR processor, the size of the Hough parameter 
space and the binary decision rule of the Hough detector. 
Unlike the decentralized structure of a multi-sensor Hough detector, in the DPA Hough 
detector the process of data association is carried out in the global (r-t) space of a Hough 
detector. The global (r-t) space associates coordinates of the all detected target (plots) in 
radars, i.e. associates all the data at the plot extractor outputs, as shown in Fig. 23.    
 

 
Fig. 23. Decentralized Hough detector, with plot association (DPA) 

It can be seen that the decentralized plot association (DPA) Hough detector has a parallel 
multi-sensor structure. In each channel, the local polar observation space, i.e. (r,a) are the polar 
coordinates of detected targets, is formed. All coordinate systems associated with radars are 
North oriented, and the earth curvature is neglected. At the first stage the local polar 
observation spaces of radars are associated to the Global Coordinate system resulting into the 
Global polar observation space. At the second stage, the polar Hough transform is applied to 
the global observation space and then the trajectory detection is performed in each cell of the 
Hough parameter space. The polar coordinates of the detected trajectory are obtained using 
the inverse polar Hough transform (IPHT) applied to the Hough parameter space. 
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All factors, such as technical parameters of radar, coordinate measurement errors, rotation 
rate of antennas and etc. are taken into account when sampling the Hough parameter space. 
The probability characteristics of such a system are better that those of the decentralized 
Hough detector.  
The third structure of a multi- sensor Hough detector called as the centralized Hough 
detector is the most effective for target trajectory detection (Fig. 24). In this multi-sensor 
detector data association means association of signals processed in all channels of a system. 
The effectiveness of a centralized Hough detector is conditioned by the minimal information 
and energy losses in the multi-sensor signal processing. However, a centralized Hough 
detector requires the usage of fast synchronous data buses for transferring the large amount 
of data and the large computational resources.  
 

 
 

Fig. 24. Centralized Hough detector, with signal association (CSA)  

In such a multi-sensor Hough detector, the received signals are transferred from all 
receive/transmit stations (MSRS) to the fusion node. The global polar observation space is 
formed after NSC radar scans. After CFAR detection, using the polar Hough transform 
(PHT), all points of the global polar observation space, where targets are detected, are 
mapped into curves in the polar Hough parameter space, i.e. the (ρ-θ) parameter space. The 
global target and linear trajectory detection is done using the binary decision rule “M-out-of 
-NSC”. The polar coordinates of the detected trajectory are obtained using the inverse polar 
Hough transform (IPHT) applied to the Hough parameter space.  

6. Performance analysis of a multi-sensor polar Hough detector with a CFAR 
processor  
Тhe first example, given in this section, illustrates the advantages of a three-radar system 
that operates in the presence of randomly arriving impulse interference. The three radars 
have the same technical parameters as those in (Carlson et al., 1994; Behar et al. 1997; Behar 
& Kabakchiev, 1998; Garvanov, 2007; Kabakchiev, 2007; Kabakchiev, 2008; Garvanov, 2008). 
The radar positions form the equilateral triangle, where the lateral length equals 100km. The 
performance of a multi-sensor polar Hough detector is evaluated using Monte Carlo 
simulations. The simulation results are obtained for the following parameters: 
- Azimuth of the first radar - 450; 
- Target trajectory - a straight line toward the first radar; 
- Target velocity – 1 Mach; 
- Target radar cross section (RCS) - 1 sq. m; 
- Target type - Swerling II case; 
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- Average SNR is calculated as S=K/R4≅15dB, where K=2.07*1020 is the generalized power 
parameter of radar and R is the distance to the target; 

- Average power of the receiver noise - λ0=1; 
- Average interference-to-noise ratio for random interference noise - I=10dB; 
- Probability of appearance of impulse noise – PI=0.033; 
- Size of a CFAR reference window - N=16;  
- Probability of false alarm in the Hough parameter space - PFA=10-2; 
- Number of scans - NSC=20;  
- Size of an observation area – 100 x 30 (the number of range resolution cells is 100, and 

the number of azimuth resolution cells is 30); 
- Range resolution - 1 km; 
- Azimuth resolution -2°; 
- Size of the Hough parameter space - 91 x 200 (θ cells -91, and ρ cells – 200); 
- Sampling in θ - 2°; 
- Sampling in ρ - 1km;  
- Binary detection threshold in the Hough parameter space - TM=2÷20. 
The performance of the three multi-sensor polar Hough detectors, centralized (CSA), 
decentralized (DTA) and decentralized (DPA), are compared against each other. The 
detection performance is evaluated in terms of the detection probability calculated for 
several binary decision rules applied to the Hough parameter space. The simulation results 
are plotted in Fig. 25. They show that the detection probability of a centralized detector is 
better than that of a distributed detector. It can be seen that the detection probability of the 
two types of detectors, centralized and decentralized, decreases with increase of binary 
decision rules (TM/NSC). The maximum detection probability is obtained when the binary 
decision rule is 7/20.  
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Fig. 25. Detection probability of the three multi-sensor Hough detectors - centralized (CSA), 
decentralized (DTA) and decentralized (DPA) detectors for different binary rules in Hough 
parameter space 
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These results are in accordance with the results obtained for a single-channel Hough 
detector (for a single radar) operating in the interference-free environment as in (Finn & 
Johnson, 1968; Doukovska, 2005). The detection probability is low, because the input 
average SNR≅15dB and it is commensurate with value of INR=10dB. The results have 
shown that the detection probability of the TBD Polar Hough Data Association detector is 
between the curves of detector with binary rules in distributed Hough detector 1/3 - 3/3.  
It is apparent from Fig. 25 that the potential curve of a decentralized (DPA) Hough detector 
(Fig. 23) is close to the potential curve of the most effective multi-sensor centralized Hough 
detector (Fig. 24). It follows that the effective results can be achieved by using the 
communication structures with low-rate-data channels. The target coordinate measurement 
errors in the (r-t) space mitigate the operational efficiency of multi- sensor Hough detectors. 
The needed operational efficiency requires the appropriate sampling of the Hough 
parameter space.     
The second example is done in order to compare the effectiveness of the two Hough 
detectors, single-channel and three-channel decentralized (DPA), operating in conditions of 
RAII. The effectiveness of each detector is expressed in terms of the probability of detection 
calculated as a function of the signal-to-noise ratio. The detection probability of these Hough 
detectors is presented in Fig. 26. The detection probability is plotted for the case when the 
random pulse appearance probability is in range from 0 to 0.1 (PI).  
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Fig. 26. Detection probability of two Hough detectors, single-channel (dash line) and three-
channel decentralized with plot association (solid line) with Monte Carlo simulation 
analysis 

It is obvious from the results obtained that in conditions of RAII a multi-sensor Hough 
detector is more effective than a single-channel one. The higher effectiveness is achieved at 
the cost of complication of a detector structure. 
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7. Conclusions  
In this study, a new and more suitable modification of the Hough transform is presented. 
The polar Hough transform allows us to employ a conventional Hough detector in such real 
situations when targets move with variable speed along arbitrary linear trajectories and 
clutter and randomly arriving impulse interference are present at the detector input. The 
polar Hough transform is very comfortable for the use in search radar because it can be 
directly applied to the output search radar data. Therefore, the polar Hough detectors can be 
attractive in different radar applications.  
It is shown that the new Hough detectors increase probabilities, detection and coincidence, 
when the target coordinates are measured with errors. 
Three different structures of a multi-sensor polar Hough detector, centralized (CSA) and 
decentralized (DPA), are proposed for target/trajectory detection in the presence of 
randomly arriving impulse interference. The detection probabilities of the multi-sensor 
Hough detectors, centralized and decentralized, are evaluated using the Monte Carlo 
approach. In simulations, the radar parameters are synchronized in order to maintain a 
constant false alarm rate. The results obtained show that the detection probability of the 
centralized detector is higher than that of the decentralized detector.  
The results obtained shows that the required operational efficiency of detection can be 
achieved by using communication structures with low-rate-data channels. The target 
coordinate measurement errors in the (r-t) space mitigate the operational efficiency of multi-
sensor Hough detectors. The needed operational efficiency requires the appropriate 
sampling of the Hough parameter space.     
The proposed multi-sensor Hough detectors are more effective than conventional single-
channel ones due to the usage of the Hough transform for data association. This operation 
increases the effectiveness of trajectory detection in the presence of randomly arriving 
impulse interference. 
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1. Introduction 
In the paper, a new approach to the estimation of the localization of flying objects on the 
basis of multiple radiolocation sources has been proposed. The basic purpose of the 
radiolocation is the detection and tracking of objects. The main task of a tracking system is 
the estimation and prediction of localization and motion of tracked objects. In the classical 
tracking systems, the estimation of localization and motion of tracked objects is based on the 
series of measurements performed by a single radar. Measurements obtained from other 
sources are not taken directly into account. It is possible to assess the estimate of a tracking 
object on the basis of the different sources of information, applying, for example, least 
squares method (LSM). However, such solution is seldom applied in practice, because 
necessary formulas are rather complicated. In this paper, a new approach is proposed. The 
key idea of the proposed approach is so called matrix of precision. This approach makes 
possible tracking not only on the basis of radar signals, but also on the basis of bearings. It 
makes also possible the tracking of objects on the basis of multiple information sources. 
Simplicity is the main attribute of proposed estimators. Their iterative form corresponds 
well with the prediction-correction tracking model, commonly applied in radiolocation. In 
the paper numerical examples presenting advantages of the proposed approach are shown. 
The paper consists of seven parts. Introduction is the first one. 
In the second part the idea of the matrix of precision is presented and it is demonstrated 
how it can be used to uniformly describe the dispersion of measurement. Traditionally, the 
measurement dispersion is described by a matrix of covariance. Formally, the matrix of 
precision is an inverse of the matrix of covariance. However, these two ways of description 
are not interchangeable. If an error distribution is described by the singular matrix of 
precision then the corresponding matrix of covariance does not exist, more precisely, it 
contains infinite values. It means in practice that some components of a measured vector are 
not measurable, in other words, an error of measurement can be arbitrarily large. The 
application of the matrix of precision makes possible an uniform description of 
measurements taken from various sources of information, even if measurements come from 
different devices and measure different components. Zero precision corresponds to 
components which are not measured. 
In the third part, the problem of estimation of stationary parameters is formulated. Using 
the matrix of precision, the simple solution of the problem is presented. It appears that the 
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best estimate is a weighted mean of measurements, where the weights are the matrices of 
the precision of measurements. It has been proved that the proposed solution is equivalent 
to the least squares method (LSM). Additionally it is simple and scalable. 
In the fourth part of this paper the problem of the estimation of states of dynamic systems, 
such as a flying aircraft, is formulated. Traditionally, for such an estimation the Kalman 
filter is applied. In this case the uncertainty of measurement is described by the error matrix 
of covariance. If the matrix of precision is singular, it is impossible to determine the 
corresponding matrix of covariance and utilize the classical equation of Kalman filter. In the 
presented approach this situation is typical. It appears that there is such a transformation of 
Kalman filter equations, that the estimation based on the measurements with error 
described by the singular matrix of precision, can be performed. Such a transformation is 
presented and its correctness is proved. 
In the fifth part, numerical examples are presented. They show the usability of the concept 
of matrix of precision. 
In the sixth part, the summary and conclusions are shown, as well as the practical 
application of presented idea is discussed. The practical problems which are not considered 
in the paper are also pointed out. 
 

2. The concept of precision matrix 
Traditionally in order to describe the degree of the dispersion distribution the covariant 
matrix is used. There exist another statistics which can be used to characterize dispersion of 
the distribution. However, the covariance matrix is the most popular one and in principle 
the precision matrix is not used. Formally the precision matrix is the inverse of covariance 
matrix. 

 1
x x

−=W C  (1) 

The consideration may take much simpler form if the precision matrix is used. Note that 
precision matrix is frequently used indirectly, as inverse of covariance matrix. For example, 
in the well-known equation for the density of multi-dimensional Gauss distribution: 

 
( )

1( ) ( )1
2

2

T

k e
π

−⎛ ⎞− −− ⎜ ⎟−⎜ ⎟
⎝ ⎠

x xx m C x mC
 (2) 

The equation (1) can not be used if the covariance matrix is singular. As long as the 
covariance (precision) matrix is not singular, the discussion which statistics is better to 
describe degree of the dispersion distribution is as meagre as discussion about superiority of 
Christmas above Easter. Our interest is in analysis of extreme cases (e.g. singular matrix). 
At first, the singular covariance matrix will be considered. Its singularity means that some of 
the member variables (or their linear combinations) are measured with error equal to zero. 
Further measurement of this member variable makes no sense. The result can be either the 
same, or we shall obtain contradiction if the result would be different. The proper action in 
such a case is modifying the problem in such a manner that there is less degrees of freedom 
and the components of the vector are linearly independent. The missing components 
computation is based on the linear dependence of the variables. In practice, the presence of 
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the singular covariance matrix means that the linear constraints are imposed on the 
components of the measured vectors and that the problem should be modified. The second 
possibility (infinitely accurate measurements) is impossible in the real world. 
In distinction from the case of the singular covariance matrix, when the measurements are 
described by the singular precision matrix, measurements can be continued. The singularity of 
the precision matrix means that either the measurement does not provide any information of 
one of components (infinitive variation) or there exist linear combinations of member variables 
which are not measured. This can results from the wrong formulation of the problem. In such 
a case, the system of coordinates should be changed in such a manner that the variables which 
are not measured should be separated from these which are measured. The separation can be 
obtained by choosing the coordination system based on the eigenvectors of precision matrix. 
The variables corresponding to non-zero eigenvalues will then be observable.  
There is also the other option. The singular precision matrix can be used to describe the 
precision of measurement in the system, in which the number of freedom degrees is bigger 
then the real number of components, which are measured. Then all measurements may be 
treated in a coherent way and the measurements from various devices may be taken into 
account. Thus all measurements from the devices which do not measure all state parameters 
can be included (i.e. direction finder). In this paper we are focusing on second option. 
Each measuring device uses its own dedicated coordinate system. To be able to use the 
results of measurements performed by different devices, it is necessary to present all 
measured results in the common coordinate system. By changing coordinate system the 
measured values are changed as well. The change involves not only the digital values of 
measured results, but also the precision matrix describing the accuracy of particular 
measurement. We consider the simplest case namely the linear transformation of variables. 
Let y   denote the vector of measurements in common coordinate system and x  denote the 
vector of measurements in the measuring device dedicated coordinate system. Let x  and y  
be related as follows: 

 = +y Ax b  (3) 

In this case the covariance of measurement changes according to formula: 

 T
y = xC AC A  (4) 

The precision matrix as inverse of covariance matrix changes according to formula: 

 1 1 1T
x

− − −= =y yW C A W A  (5) 

Consider the case when the transformation A  is singular. In this case, we can act in two 
ways. If the precision matrix xW  is not singular it can be inverted and the covariance matrix 

xC  can be find. Using the formula (4) and the obtained result yC  it is possible to invert 
back, to obtain the precision matrix yW . The second method consists in increasing 
transformation A  in such way to be invertible. It is done by writing additional virtual lines 
to the transformation matrix A . The new transformation matrix is now as follows:  

 '
⎡ ⎤

= ⎢ ⎥
⎣ ⎦v

A
A

A
 (6) 
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Additional rows of this matrix should be chosen in such way that the obtained precision 
matrix has block-diagonal form:  

 '
v

⎡ ⎤
= ⎢ ⎥
⎣ ⎦

A
y

W 0
W

0 W
 (7) 

it means  that additional virtual lines of transformation 'A  should be chosen to fulfill the 
following relationship: 

 1 1T
v x v
− − =A W A 0  (8) 

In such a way, the additional virtual lines do not have any influence on the computation 
result of precision matrix in the new coordinate system.  
 Consider the specific case. Let the measuring device measures target OX and OY positions 
independently, but with different precision. Measurement in the direction of the axis OX is 
done with accuracy 20.25OXw =  and in the direction of axis OY measured precision is 

20.2OYw = . Then  the precision matrix has a form: 

 
2

2

0.25 0
0 0.2

⎡ ⎤
= ⎢ ⎥
⎣ ⎦

xW  (9) 

We are interested in accuracy of the new variable which is a linear combination of these 
variables. Let y = Ax  where: 

[ ]1 2= −A  

Matrix A  is not invertible. We add an additional row so that the matrix 'A  is invertible and 
formula (8) is fulfilled. General form of the matrix fulfilling this condition is of the form: 

 
1 2

'
50 16n n
−⎡ ⎤

= ⎢ ⎥
⎣ ⎦

A  (10) 

We chose 1n = . In that case: 

 1 16 21'
50 1116

− −⎡ ⎤
= ⎢ ⎥

⎣ ⎦
A  (11) 

The precision matrix in the new coordinate system has the following form: 

 1 1 1 01' '
0 0.0025116

T− − ⎡ ⎤
= = ⎢ ⎥

⎣ ⎦
y xW A W A  (12) 

We ignore additional variables which have been added to make 'A  invertible. Finally the 
accuracy of the measurement of variable y   is 1/116.  
The same result can be obtained using the first method. Then the covariance matrix is of the 
form: 

 
2

2

4 0
0 5

⎡ ⎤
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⎣ ⎦

xC  (13) 



Tracking of Flying Objects on the Basis of Multiple Information Sources 

 

209 

The value of the covariance of variable y  according to formula (4) is: 

 [ ] 16 0 1
1 2 116

0 25 2
−⎡ ⎤ ⎡ ⎤

= − =⎢ ⎥ ⎢ ⎥
⎣ ⎦ ⎣ ⎦

yC  (14) 

While the second method is  more complicated it is nevertheless more general, and permits  
to find the precision matrix in the new coordinate  system even if the precision matrix is 
singular. 
In a case when it is necessary to make nonlinear transformation of variables ( )=y f x , the 
linearization of transformation is proposed. Instead of matrix A  the Jacobian matrix of 
transformation f  is used: 

 ∂⎡ ⎤= ⎢ ⎥∂⎣ ⎦

fJ
x

 (15) 

In order to find the value of partial derivative, it is necessary to know point 0x  around 
which linearization is done. 

3. Estimation of stationary parameters 
In engineering it is often necessary to estimate certain unknown value basing  on several 
measurements.  The simplest case is, when all measurements are independent and have the 
same accuracy. Then, the intuitive approach i.e. using the representation of results as 
arithmetic average of measurements is correct (it leads to minimal variation unbiased 
estimator). The problem is more complicated if the measured value is a vector and 
individual measurements have been performed with different accuracy. Usually, to 
characterize measurements accuracy the covariance matrix of measurement error 
distribution is used. Application of precision matrix leads to the formulas which are more 
general and simple. Further the precision matrix describes the precision of measurements 
when the number of degrees of freedom is smaller than the dimension of the space in which 
the measurement has been done. For example, direction finder measures the direction in the 
three dimensional space. The direction finder can be used as a radar with an unlimited error 
of measured distance. In this case, the covariance matrix of the measurement does not exist 
(includes infinite values). But there exists the precision matrix (singular). Information 
included in the precision matrix permits to build up optimal (minimal variation unbiased) 
linear estimator. 

3.1 Formulation of the problem 
Consider the following situation. The series of n measurements ix  of a vector x  value is 
done under the following assumptions: 
1. There is no  preliminary information concerning the value of the measured quantity x . 
2. The measured quantity is constant. 
3. All measurements are independent. 
4. All measurements are unbiased (expected value of the measured error is zero). 
5. All measurements can be presented in common coordinate system and the precision 

matrix Pi which characterizes the measurement error distribution in these coordinates, 
can be computed.  



 Radar Technology 

 

210 

The problem is to find the optimal linear estimator of unknown quantity x  and to find its 
accuracy. By optimal estimator, we understand the unbiased estimator having minimal 
covariance. By estimation of precision we understand presenting its covariance (or 
precision) matrix.  

3.2 The solution 
The first step consists in presenting all measurement results in the common coordinate 
system. The precision matrices must be recalculated to characterize the measurement error 
distribution in the common coordinate system. The method of the recalculation the precision 
(covariance) matrixes in the new coordinated system have been presented before. If all 
measurements have been done in the same coordinate system, the first step is omitted. 
The unbiased minimal variation estimator of unknown quantity x  is a weighed average of 
all measurements ix , where the weights are the precision matrices iW  of the individual 
measurements. The precision matrix xW  of such estimator is equal to the sum of the 
precision matrixes iW  of all measurements. 

 ˆ i i

i

= ∑
∑

W x
x

W
 (16) 

 ˆ i=∑xW W  (17) 

In formula (16) the results of the individual measurements are represented as column 
vectors. Formulas (16-17) also can be presented in the iterative form (18-21) : 

 1 1=x x  (18) 

 
1ˆ 1=xW W  (19) 

 ˆ 1 1
1

ˆ 1

ˆ
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+

+
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x

x

W x W x
x

W W
 (20) 

 
1ˆ ˆ 1i i i+ += +x xW W W  (21) 

Proof: 
The presented formula represents the particular case of the general estimator of state x  of 
the linear system, in which information about x  is accessible via = +y Ax e , where y  is the 
vector of the measured results, A  is observation which is the projection of the system state 
on the measured vector, e  is random noise having average value and covariance TE =ee C , 
which represents the measurement errors. In such case, the best linear unbiased estimator 
has the following form: 

 ( ) 11 1ˆ T −− −=x C A A C A y  (22) 

In our case, the formula is radically simplified. All measurement results are presented in the 
same coordination system, therefore the observation Matrix has the following form: 
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0 1 ... 0
... ... ... ...
0 0 ... 1

.......
1 0 ... 0
0 1 ... 0
... ... ... ...
0 0 ... 1
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⎣ ⎦

A  (23) 

Since all measurements are independent, the covariance matrix has the block-diagonal form: 
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 (25) 

After simplification and changing of the multiplication order (symmetrical matrix) we 
obtain: 

 ( ) ( ) ( )1 1 11 1ˆ T
i j i i i j

− − −− −= = =∑ ∑ ∑ ∑x C A A C A y W W y W y W  (26) 

As we can see, it is another form of formula (16). Its interpretation is easy to read and easy to 
remember. The optimal linear estimator represents the weighed average of all 
measurements, when weighs are the precision matrices of individual measurements. 

4. Modified Kalman filter 
In many cases it is necessary to estimate the changing state vector of the system. The value 
of the vector changes between successive measurements. Such situation exists in 
radiolocation when the position of moving target is tracked. Restricting ourselves to linear 
systems, the solution of this problem is known as the Kalman filter. In the Kalman filter 
theory, the model of system is presented as the pair of equations: 

 1 1i i i+ += +x Fx q  (27) 

 1 1 1i i i+ + += +z Hx r  (28) 

The first equation describes dynamics of system in the discrete time domain. Vector q  
models the influence of internal noise. It is assumed that expected value q  is zero and it is 
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independent from the vector of state value x , as well as of the values of vector q  at the 
previous iterations: 

 iΕ =q 0  (29) 

 
i j
Ε i j
≠

=q q 0  (30) 

 T
i iΕ =q q Q  (31) 

The covariance of internal noise q  is described by matrix Q . The second equation describes 
output z  of the system which depends on actual state of the vector x . The vector r  models 
the influence of noise on the measuring process. Further it is assumed that the expected 
value r  is equal to zero and it is independent from the value of the state vector x , internal 
noise vector q , as well as of the vector r  from the previous iterations: 

 iΕ =r 0  (32) 

 
i j
Ε i j
≠

=rr 0  (33) 

 T
i iΕ =rr R  (34) 

It is assumed that we have estimate of the value ˆ ix , accuracy of which is described by 
covariance matrix iP  and as well as the new measurement 1i+z  which is accurately 
described by the covariance matrix 1i+R . How taking into consideration the last 
measurement can we obtain the estimated value of the state vector at the time 1i + ? The 
solution of this problem leads to the classic Kalman filter equation. Kalman filter can be 
presented in the iteration form: 
 

new estimate =state prediction + correction 
correction = gain*(new measurement – measurement prediction) 

 

The equation of the state prediction has the following form: 

 1|ˆ ˆi i i+ =x Fx  (35) 

The covariance matrix of the state prediction has the following form: 

 1| 1
T

i i i i+ += +P FPF Q  (36) 

The equation of the measurement prediction has the form: 

 1| 1|ˆ ˆi i i i+ +=z Hx  (37) 

The Kalman gain is defined as: 

 
1

1 1| 1| 1
T T

i i i i i i

−

+ + + +⎡ ⎤= +⎣ ⎦K P H HP H R  (38) 
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The new estimate of the state has the following form: 

 ( )1 1| 1 1 1|ˆ ˆ ˆi i i i i i i+ + + + += + −x x K z z  (39) 

The covariance matrix of new estimate of the state has the following form: 

 [ ]1 1 1|i i i i+ + += −P 1 K H P  (40) 

Equations (27-40) constitutes the description of the classic Kalman filter. The Kalman filter 
can be considered as the system in which the input consists of string of measurements iz  
together with the covariance matrix iR  which characterizes the accuracy of the i-th 
measurement and with the output being new estimate of the state vector ˆ ix  together with 
the covariance matrix iP  which describes accuracy of this estimate. In the case when the 
precision of measurements is described by the singular precision matrix iW , it is impossible 
to obtain corresponding covariance matrix iR  and  the classic Kalman filter equation can 
not be used (covariance matrix is required).  Such situation happens for instance when the 
movement of the object based on the bearings is tracked. The bearing can be treated as a 
degenerated plot in which precision of distance measurement is equal zero. Thus bearing is 
the plot described by the singular precision matrix. Determination of the covariance matrix 
is impossible. However, it is not necessary. The only equation in which the covariance 
matrix R  is used is equation  (38). The covariance matrix in this equation is inverted by 
indirect way. A part of the equation (38) in which matrix R  exists has form: 

 
1T −

⎡ ⎤+⎣ ⎦HPH R  (41) 

It is easy to prove that: 

 [ ]1 1− −⎡ ⎤+ = +⎣ ⎦A R A R A R  (42) 

We invert both sides: 

 [ ]1 11 1 1 1− −− − − −⎡ ⎤+ = +⎣ ⎦R R A A A R  (43) 

Hence: 

 
11 1 11 1T T T
−− − −− −⎡ ⎤⎡ ⎤ ⎡ ⎤ ⎡ ⎤+ = +⎣ ⎦ ⎣ ⎦ ⎣ ⎦⎢ ⎥⎣ ⎦

HPH R R R HPH HPH  (44) 

It can be written as: 

 
11 1 1T T T
−− − −⎡ ⎤⎡ ⎤ ⎡ ⎤ ⎡ ⎤+ = +⎣ ⎦ ⎣ ⎦ ⎣ ⎦⎢ ⎥⎣ ⎦

HPH R W W HPH HPH  (45) 

Finally, the equation (38) has form: 

 
11 1

1 1| 1 1 1| 1|
T T T

i i i i i i i i i

−− −

+ + + + + +
⎡ ⎤⎡ ⎤ ⎡ ⎤= + ⎣ ⎦ ⎣ ⎦⎢ ⎥⎣ ⎦

K P H W W HP H HP H  (46) 
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The only problem which can appear here is the possible singularity of the matrix 1|
T

i i+HP H . 
This is the covariance matrix of the measurement prediction. If this matrix is singular, it 
means that we have certainty about measurement result of some parts and act of filtration 
have no sense as it has been discussed before. During normal filtration process such 
situation never happens. In such transformed form of Kalman filter the measurements 
which accuracy is described by the precision matrix can be used as the input, even if this 
matrix is singular. The price which is to pay is the necessity to twice invert the matrix which 
dimension corresponds to the dimension of the observation vector. 

5. Examples 
5.1 Estimation of the static system. 
In order to demonstrate the proposed technique, the following example is used.  The 
position of tracking target is determined using three measurements. The first measurement 
comes from the radar. The second one comes from the onboard GPS device. The third one 
comes from the direction finder. The radar is a device which measures three coordinates: 
slant range ( R [m]), azimuth ( β [rad]), and elevation angle (φ [rad]). For our simulation we 
assume that standard deviation of particular errors are: [ ]1500 0.001 0.001  ([m rad rad]) 
i.e. the radar works as an altimeter precisely measuring elevation and azimuth while the 
slant range is not precisely measured. As far as GPS device is concerned we know that this 
device measures position with accuracy of up to 100 m and this measurement can be 
presented in any Cartesian coordinate system. The altitude is not measured by GPS. The 
standard deviation of bearing error for direction finder is [0.001] ([rad]). We know also very 
precisely the location of the direction finder. For this example the simulation has been done. 
We have chosen Cartesian coordinate system located at the radar as the global coordinate 
system. Furthermore, we have assumed that the tracking target is at the point 

[ ]30000 40000 12000=x . The radar position is then at [ ]0 0 0=R . Bearing finder is in 

the point [ ]70000 10000 0=N . We obtain following measurements results:  

 [ ]50771 0,64363 0,23388Rad =z  (47) 

 [ ]30029 39885GPS =z  (48) 

 [ ]-0,92733Nam =z  (49) 

Basing on these results we want to obtain the estimator of x . The first step is to present the 
results of measurements in the common coordinate system. In our case it is XYZ  coordinate 
system connected to the radar. Now, some values should be attached to missing variables. If 
the transformation is linear, we can assign them any values. If the transformation of 
variables is nonlinear, we linearize around an unknown point. The values of the missing 
variables are estimated based on results of other measurements. After assigning the missing 
variables we obtain:  

 [ ]50771 0.64336 0.23388Rad =z  (50) 
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 [ ]30029 39885GPS 11766=z  (51) 

 [ ]-0.92733Nam 51363 0.23113=z  (52) 
Transforming  to new coordinate system, we obtain following results: 

 [ ]29638 39507 11766XYZ
Rad =z  (53) 

 [ ]30029 39885 11766XYZ
GPS =z  (54) 

 [ ]30001 39997 11766XYZ
Nam =z  (55) 

In order to determine the precision matrix we invert the corresponding covariance matrices: 

 1
x x

−=W C  (56) 

The accuracy of the GPS device is 100 m. Therefore we consider 100 as the standard 
deviation of error distribution.  

 
12

1
2

0.0001 0100 0
0 0.00010 100GPS GPS

−

− ⎡ ⎤ ⎡ ⎤
= = =⎢ ⎥ ⎢ ⎥

⎣ ⎦⎣ ⎦
W C  (57) 

The standard deviation of the direction finder is 0.001 rad. The variance and precision are 
accordingly: 

 
11 2 60.001 10Nam Nam

−− ⎡ ⎤= = =⎣ ⎦W C  (58) 

After inserting zeros to the rows and columns corresponding to missing variables we obtain 
the following precision matrices: 

 6

6

0.(4) 6 0 0
0 10 0
0 0 10

Rad

e −⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

W  (59) 

 
0.0001 0 0

0 0.0001 0
0 0 0

GPS

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

W  (60) 

 
6

0 0 0
0 0 0
0 0 10

Nam

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

W  (61) 

When applying the linear transformation of variables: = +y Tx a  the covariance matrix  
changes according to the formula: T=y xC TC T . In the case of the nonlinear transformation: 

( )=y Y x , we replace the matrix T  by the Jacobian matrix J , which is the linearization of 
this transformation.  
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1 1

1

1

...

... ... ...

...

n

n n

n

y y
x x

y y
x x

=

∂ ∂⎡ ⎤
⎢ ⎥∂ ∂⎢ ⎥
⎢ ⎥=
⎢ ⎥
∂ ∂⎢ ⎥
⎢ ⎥∂ ∂⎣ ⎦x x

J  (62) 

T=y xC JC J . Similarly we obtain: 1 1T− −=y xW J W J . In our case, the radar and the direction 
finder (after inserting the missing variables) operate in the spherical coordinates which are 
related to global system by the set of formulas: 

 0 cos( )sin( )X X R ϕ β= +  (63) 

 0 cos( )cos( )Y Y R ϕ β= +  (64) 

 0 sin( )Z Z R ϕ= +  (65) 
The Jacobian matrix of such transformation has the following form: 

 
cos( )sin( ) cos( )cos( ) sin( )sin( )
cos( )cos( ) cos( )sin( ) sin( )cos( )

sin( ) 0 cos( )

R R
R R

R

ϕ β φ β ϕ β
ϕ β ϕ β ϕ β

ϕ ϕ

−⎡ ⎤
⎢ ⎥= − −⎢ ⎥
⎢ ⎥⎣ ⎦

J  (66) 

Transforming variables from the local coordinate system of the measuring device to global 
system, we obtain as follows: 
For the radar: 

 1 1

26.998 -18.659 -5,2424
-18.659 16.124 -6,9881 5
-5,2424 -6.9881 36.713

Rad Rad

XYZ T
Rad Rad e− −

⎡ ⎤
⎢ ⎥= = −⎢ ⎥
⎢ ⎥⎣ ⎦

z zW J W J  (67) 

In case of the GPS device we do not have any change of variables. We are only adding the 
zero values corresponding to additional variable to the precision matrix: 

 
0.0001 0 0

0 0.0001 0
0 0 0

XYZ
GPS

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

W  (68) 

For the direction finder: 

 1 1

14.4 19.201 1e-15
19.201 25.604 1e-16 5

1e-15 e-16 1e-32
Nam Nam

XYZ T
Nam Nam e− −

<⎡ ⎤
⎢ ⎥= = < −⎢ ⎥
⎢ ⎥< < <⎣ ⎦

z zW J W J  (69) 

Finally, we obtain the position estimator: 

 *
XYZ XYZ XYZ XYZ XYZ XYZ
Rad Rad GPS GPS Nam Nam

XYZ XYZ XYZ
Rad GPS Nam

+ +
=

+ +
z W z W z Wx

W W W
 (70) 
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resulting in: 

 [ ]* 30008 39973 11908=x  (71) 

Note that utilization of the measurements from GPS device and direction finder, which do 
not measure the height, actually results in some improvement of  altitude  estimation. This is 
due to the fact that the variables which provide the radar measurements in XYZ coordinates 
are not independent, but they are strongly correlated.  The linear combination of them is 
measured with high accuracy. Thus, by improving the estimation of XY variables we also 
improve the estimation of the variable in Z direction. 

5.2 Estimation in the dynamic system 
The next example presents the application of the proposed technique to the estimation of the 
parameters of a dynamic system. It is the most typical situation when the racking target is 
moving. Our purpose is the actualization of motion parameters of tracking target based on 
three measurements. We assume that the tracking is two dimensional. The following 
parameters are tracked: x  - the position on axis OX; vx  - the motion speed on axis OX; y  - 
the position on axis OY; vy  - the motion speed on axis OY. We consider the flight altitude z  
as fixed and equal 2000. Finally, we have the following data: 
At time: 

 0 100T =  (72) 

Based on previous measurements, we obtain estimation of the initial parameters of tracked 
target motion: 

 0

259.5
126.7
60075
114.3

x
vx
y

vy

−⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥= =
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥

−⎣ ⎦ ⎣ ⎦

x  (73) 

The covariance matrix of this estimation has the form: 

 

2

2

2

2

600 0 0 0
0 20 0 0
0 0 600 0
0 0 0 20

⎡ ⎤
⎢ ⎥
⎢ ⎥= ⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

0xC  (74) 

At time: 

 1 108T =  (75) 

The tracked target has been detected by the radar R1 which is located at the beginning of 
our coordinate system 

 
0
0
0

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

R1  (76) 
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The parameters of the detection are: 

 1

59025
0.1169
0.2122

R

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

z  (77) 

We assume that the radar measurement is unbiased. The covariance matrix of the 
measurement error has the following form: 

 

2

2
1

2

55 0 0
0 0.08 0
0 0 0.15

R

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥
⎣ ⎦

C  (78) 

The next position measurements of the tracking target took place at the time: 

 2 113.8T =  (79) 

We obtain the bearing of tracked target. The direction finder was located at the point: 

 
10000
40000
100

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

N2   (80) 

The bearings value is: 

 [ ]2 0.3853N = −z  (81) 

The covariance measurement error is: 

 2
2 0.05N ⎡ ⎤= ⎣ ⎦C  (82) 

At  the  near time: 

 3 114T =   (83) 

We obtain bearing from another direction finder which was located an point: 

 
30000

3 50000
120

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

N  (84) 

The bearing value is: 

 [ ]3 1.2433N = −z   (85) 

The covariance measurement error is: 

 2
3 0.05N ⎡ ⎤= ⎣ ⎦C  (86) 
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Traditionally, to solve such a problem, the theory of Kalman filter is used. In this theory two 
assumptions are usually accepted. First that all measurements are carried out by the same 
device. Second, that the measurements are done in regular time intervals. None of the above 
assumptions is satisfied in our example. To address the issue of different measuring  device, 
we assume that the measurements are always presented in the common global coordinate 
system, and their dispersion is  described by the precision matrix which can be singular. 
Using the modified formulas of Kalman filters (46), the estimation can be done, even if the 
precision matrix is singular. In order to address the issue of the irregular time intervals of 
the measurements, the Kalman filter has been modified to consider the changes of time 
interval between individual measurements. It means that the matrix F  describing dynamics 
of the tracked process and matrix Q  described covariance of the internal noise of tracked 
process depend on time tΔ  which elapses from the last measurement. We assume the linear 
model of the tracked target movement in which velocity does not have systematic changes. 
Therefore the equation of motion has the following form:  

 

0 0

0

0 0

0

( ) *
( )

( ) *
( )

x t x vx t
vx t vx
y t y vy t
vy t vy

= +⎧
⎪ =⎪
⎨ = +⎪
⎪ =⎩

 (87) 

We introduce the following state vector of  Kalman filter: 

 

x
vx
y

vy

⎡ ⎤
⎢ ⎥
⎢ ⎥=
⎢ ⎥
⎢ ⎥
⎣ ⎦

x   (88) 

Therefore, the dynamic matrix ( )tΔF  has the following form: 

 ( )

1 0 0
0 1 0 0
0 0 1
0 0 0 1

t

t
t

Δ⎡ ⎤
⎢ ⎥
⎢ ⎥Δ =
⎢ ⎥Δ
⎢ ⎥
⎣ ⎦

F  (89) 

We also assume that the internal noise of the process has additive character and it is the 
source of change of motion velocity. In such a case, the velocity variation is increasing 
linearly with time: 

 
0

0
t

Q
t

Δ⎡ ⎤
= ⎢ ⎥Δ⎣ ⎦

vQ  (90) 

The internal noise related to velocity affects the position through the dynamic process 
described by matrix  ( )tΔF . It can be proved that in this case the covariance matrix ( )tΔQ  

of the process internal noise has the following form: 
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 ( )

3 2

2

3 2

2

0 0
3 2

0 0
2

0 0
3 2

0 0
2

t t

t t
Q

t t

t t

⎡ ⎤Δ Δ
⎢ ⎥
⎢ ⎥
⎢ ⎥Δ

Δ⎢ ⎥
⎢ ⎥Δ =
⎢ ⎥Δ Δ
⎢ ⎥
⎢ ⎥
⎢ ⎥Δ

Δ⎢ ⎥⎣ ⎦

Q t  (91) 

The parameter Q  provides the information on how much the velocity of the motion changes 
during one second in the medium square sense. In the simulations we assume that 1Q = . 
Additionally we assume that the observation vector has the following form: 

 
x
y
⎡ ⎤

= ⎢ ⎥
⎣ ⎦

z  (92) 

Therefore, the observation matrix H  has a form: 

 
1 0 0 0
0 0 1 0
⎡ ⎤

= ⎢ ⎥
⎣ ⎦

H  (93) 

The direction finder, as well as the radar, make measurements at spherical coordinate 
system. To present measurements results at the global reference system we use formulas 
(63-65) described in the first example. The necessary elements have been already discussed. 
The algorithm of the estimation of the motion parameters can be described on the basis of 
measurements coming from different sources. Utilizing previous measurements we know 
the estimation 0x̂  of the tracked target motion parameters in time 0t  and the covariance 
matrix 0p , describing the precision of this estimate. When at the time 1 0t t>  the next 
measurement occur, the following steps are taken: 
• Calculate the matrices ( )tΔF  and ( )tΔQ  according to formulas (89, 91) 
• Calculate the prediction of the state vector 1| 0ˆ t tx  using formula (35) 
• Calculate the covariance matrix 1|t toP  of the prediction of the state using formula (36) 

• Calculate the prediction of detection 1| 0
XYZ
t tz  at the global coordinate system 

• Calculate the prediction of detection 1| 0
Rad
t tz  at the local radar (direction finder) coordinate 

system 
•  Expand the measurements vector 1

Rad
tz . The values which has not been measured are 

replaced by predicted values from the previous measurements. 
• Create the precision matrix 1

Rad
tW  of the measurements at the local radar (direction 

finder) coordinate system. The values which have not been measured have zero 
precision. 

• Transform the expanded vector of measurements 1
Rad
tz  and corresponding precision 

matrix  1
Rad

tW  to global coordinate system 1
XYX
tz  and 1

XYZ
tW . 
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• Using formula (39-40, 46) calculate the new estimate of the motion parameters 1ˆ tx  and 
their corresponding precision matrix 1tP . 

Note that tracking is done in two dimensional space. The altitude Z is not tracked and is 
fixed as Z=2000. If the altitude is required in computation like for example in formula (97) 
we take Z=2000m. 
For the first measurements we have accordingly: 

 108 100 8tΔ = − =  (94) 

 108|100 100

754
127

ˆ ˆ(8)
59161

114

⎡ ⎤
⎢ ⎥
⎢ ⎥= ≈
⎢ ⎥
⎢ ⎥
−⎣ ⎦

x F x  (95) 

The covariance matrix of the prediction: 

 ( ) ( ) ( )108|100 1008 8 8T= +P F P F Q  (96) 

The prediction of the detection at the global coordinate system XYZ: 

 108|100

754
59161XYZ

2000

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

z   (97) 

In the last formula we use information on tracking target altitude 2000m. Now, we consider 
the system of the radar R1. The prediction of the detection at the radar local coordinate 
system: 

 108|100

59200
0.013
0.034

Rad

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

z  (98) 

The radar measures all coordinates. It is not necessary to increase measuring vector and to 
use the prediction.  

 108

59025
0.117
0.212

Rad

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

z  (99) 

The dispersion of the radar measurements is described by the precision matrix of the form: 

 

2

2
108

2

1 / 55 0 0
0 1 / 0.8 0
0 0 1 / 0.15

Rad

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥
⎣ ⎦

W  (100) 

After transformation to the global coordinate system XYZ we obtain: 
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 108

6732.7
57306XYZ

2000

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

z  (101) 

The precision matrix is transformed according to formula: 

 1 1
ˆ ˆ108 108

XYZ T Rad
z z
− −=W J W J  (102) 

where ẑJ  is Jacobian matrix of transformation (66) calculated at the point 108ˆ Radz . 
Because we are tracking only the components XY, we ignore the last row in the 
measurement vector 108

XYZz , as well as the last row and the last column in the precision matrix 
108
XYZW . 

Now, we can determine Kalman gain K  and the state estimate 108x̂ , as well as the 
corresponding covariance matrix 108P : 

 
11 1

108 108|100 108 108 108|100 108|100
T T T

−− −⎡ ⎤⎡ ⎤ ⎡ ⎤= + ⎣ ⎦ ⎣ ⎦⎢ ⎥⎣ ⎦
K P H W W HP H HP H  (103) 

 ( )108 108|100 108 108 108|100ˆ ˆ ˆXYZ= + −x x K z z  (103) 

 [ ]108 108 108|100= −P 1 K H P  (105) 

It is the end of the first step of the determination of the estimate of tracking target motion 
parameters.  
The next step is more interesting because it demonstrates how one can use the 
measurements which were done by the direction finder. Accordingly: 
For the first measurement we have: 

 113.8 108 5.8tΔ = − =   (106) 

 113.8|108 108ˆ ˆ(5.8)=x F x  (107) 
The covariance matrix of prediction is: 

 ( ) ( ) ( )113.8|108 1085.8 5.8 5.8T= +P F P F Q  (108) 
The prediction of the detection at the global coordinate system XYZ 

 113.8|108

1571.7
56647XYZ

2000

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

z   (109) 

We are taking into consideration the direction finder N2. The prediction of the detection at 
the direction finder local coordinate system: 

 2
113.8|108

18775
0.4687

0.1015

N

⎡ ⎤
⎢ ⎥= −⎢ ⎥
⎢ ⎥⎣ ⎦

z  (110) 
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The direction finder measures only azimuth [ ]2 0.3853N = −z . We treat the direction finder as 
a radar which measures all coordinates. The missing coordinates are obtained utilizing the 
prediction 2

113.8|108
Nz . We obtain: 

 2
113.8 0.3853N

18775

0.1015

⎡ ⎤
⎢ ⎥= −⎢ ⎥
⎢ ⎥⎣ ⎦

z  (111) 

The precision matrix variables  calculated using the prediction have zero precision: 

 2 2
113.8

0 0 0
0 1 / 0.05 0
0 0 0

N

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

W  (112) 

After the transformation to global XYZ coordinate system we obtain: 

 113.8

2987.1
57291XYZ

2000

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

z  (113) 

As before, we determine the precision matrix 113.8
XYZW  at the global XYZ coordinate system 

and the Kalman gain 113.8K  as well as new estimate 113.8x̂  together with the corresponding 
covariance matrix 113.8P : 

 1 2 1
ˆ ˆ113.8 113.8

XYZ T N
z z
− −=W J W J  (114) 

 
11 1

113.8 113.8|108 113.8 113.8 1138|108 113.8|108
T T T

−− −⎡ ⎤⎡ ⎤ ⎡ ⎤= + ⎣ ⎦ ⎣ ⎦⎢ ⎥⎣ ⎦
K P H W W HP H HP H  (115) 

 ( )113.8 113.8|108 113.8 113.8 113.8|108ˆ ˆ ˆXYZ= + −x x K z z  (116) 

 [ ]113.8 113.8 113.8|108= −P 1 K H P  (117) 
It is obvious that in the case of the second bearing we act similarly: 

 114 113.8 0.2tΔ = − =   (118) 

 114|113.8 108ˆ ˆ(0.2)=x F x  (119) 
The covariance matrix of prediction: 

 ( ) ( ) ( )114|113.8 113.80.2 0.2 0.2T= +P F P F Q   (120) 
The prediction of the detection in global XYZ coordinate system:  

 114|113.8

2087
56625XYZ

2000

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

z  (121) 
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Now, we consider the local coordinate system of the direction finder N3. The prediction of 
the detection at the direction finder local coordinate system: 

 3
114|113.8

28750
1.338

0.065

N

⎡ ⎤
⎢ ⎥= −⎢ ⎥
⎢ ⎥⎣ ⎦

z   (122) 

The direction finder measures only azimuth [ ]3 1.2433N = −z .  

 3
114 1.2433N

28750

0.065

⎡ ⎤
⎢ ⎥= −⎢ ⎥
⎢ ⎥⎣ ⎦

z  (123) 

The precision matrix variables defined using the prediction have zero precision: 

 3 2
114

0 0 0
0 1 / 0.05 0
0 0 0

N

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

W  (124) 

After transformation to global XYZ coordinate system we obtain: 

 114

2560.1
59332XYZ

2000

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

z  (125) 

As before, we determine the precision matrix 114
XYZW  at the global XYZ coordinate system 

and the Kalman gain 114K  as well as a new estimate 114x̂  together with the corresponding 
covariance matrix 114P : 

 1 3 1
ˆ ˆ114 114

XYZ T N
z z
− −=W J W J  (126) 

 
11 1

114 114|113.8 114 114 114|113.8 114|113.8
T T T

−− −⎡ ⎤⎡ ⎤ ⎡ ⎤= + ⎣ ⎦ ⎣ ⎦⎢ ⎥⎣ ⎦
K P H W W HP H HP H  (127) 

 ( )114 114|113.8 114 114 114|113.8ˆ ˆ ˆXYZ= + −x x K z z  (128) 

 [ ]114 114 114|113.8= −P 1 K H P  (129) 

The presented example demonstrates the power of the described technique. Even a single 
bearing can improve the estimation of motion parameters of the tracking target. If several 
bearings are utilized, they need not to be simultaneous.  

6. Summary 
In the proposed technique the measurements carried out by different devices are treated in a 
simple and uniform manner. The key idea comprises in expansion the vector of the 



Tracking of Flying Objects on the Basis of Multiple Information Sources 

 

225 

measured values and insertion of missing variables based on the prediction. The precision 
matrix is used to describe their dispersion. In order to obtain the estimate of the tracked 
target state we have to present all measurements and corresponding precision matrixes in a 
common coordinate system. The formulas (16-17, 18-21)  should be used for static systems or 
the modified Kalman filters equations (27-40, 46)  should be used for dynamic systems. 
For linear objects, the Kalman filters are the optimal estimators. In the presented example 
dynamics of the tracked target has been described by linear differential equation The 
presented methodology can be applied also in the case when the dynamics of tracked target 
is nonlinear. In this case, instead of formula (27) we use linearization. Let the dynamics of 
the tracked process be described by a nonlinear function: 

 ( ) ( )( ),t t t t+ Δ = Δx F x  (130) 

In order to determine the covariance of the state prognosis we use linearization ( )( ),t tΔF x  
of the function ( )( ),t tΔF x  

 ( ) ( )( ) ( ) ( )( ) ( ), ,
T

t t t t t t t t+ Δ = Δ Δ + ΔP F x P F x Q  (131) 

where: 

 ( ), i

j

ft t
x

⎡ ⎤∂
Δ = ⎢ ⎥

∂⎢ ⎥⎣ ⎦
F  (132) 

In order to increase accuracy, we can decrease time interval. Calculations (131) could be 
done several times. Let: 

 tt
n

δ Δ
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Analogically: 

 ( ) ( )( ) ( ) ( )( ) ( ), ,
T

t t t t t t t tδ δ δ δ+ = +P F x P F x Q  (136) 
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In the past, this approach was rejected due to computer high power requirements. Presently 
it creates no problem at all.  
An interesting case of proposed methodology application is the use of measurements from 
Doppler radar. The Doppler radar measures frequency shifting of received signal permitting 
to detect approaching speed of tracking targets. More precisely, it permits to determine 
speed radial component Rv  of the tracking target. The methodology is analogical to the 
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example presented before. The velocity vector is expanded in order to include all 
components: 

 
R
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v
v
vφ

⎡ ⎤
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v   (138) 

The missing values are calculated utilizing the prediction. The corresponding precision 
matrix has the following form: 

 
0 0

0 0 0
0 0 0

vRδ⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

W  (139) 

After transformation to the global coordinate system XYZ we can use measurements from 
the Doppler radar to improve estimation of the tracking target motion parameters. 
In all so-far considered examples, we assumed that time error does not exist. In practice, the 
time is always measured with certain error. If for example the measuring time is presented 
in seconds, then during one second the tracked target can move several hundreds meters. 
Fortunately, in our case the error of time measuring can be easily taken into consideration. 
Time error tδ  is transformed into the position measurements error xδ  according to 
formula: 

 *x vx tδ δ=  (140) 

Assuming that the time measuring error is independent from the position measurement 
error, the variances of both errors are added: 

 2 2 2 2 2 2'x x x x tC C C vxδ δ= + = +  (141) 

The error of the time measurement can be easily taken into consideration by the proper 
increase of the error covariance value 2

xC  of the measurement component X. Of course, the 
same apply to the remaining components Y and Z. 
When tracking the state of dynamic system by means of the modified Kalman filter the 
assumption that the measurements are done in regular time intervals has been abandoned. 
Nevertheless, it has been assumed that the received measurements are sequential: 

1 2 3 1.... n nt t t t t−≤ ≤ ≤ ≤ ≤ . Sometimes even this assumption is unfulfilled. It may happen that 
due to a transition delay the measurements carried out at earlier time are received later then 
the ones obtained in later time. In order to consider the measurements delay the very simple 
but useful trick can be used. We store in memory the series of last measurements together 
with their estimated parameters values and the corresponding covariance matrices which 
describe accuracy of estimate. When the delayed measurement reaches the system we 
retrieve from the memory an estimation of time 0t  which occurred earlier then the time dt  
(attributed to the delayed measurement). All measurements later then  0t  and delayed 
measurements are rearranged to be sequential in time. Then, the prediction and estimation 
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procedures are performed consecutively for each measurement. This way, the delayed 
measurement is taken into consideration. It must be noted that storing only the values of 
estimated parameters is not enough. In order to make the correct estimation, it is necessary 
to know also the covariance matrix of these parameter estimates.  
The presented method is in 100% correspondence with the well-known least squares 
method (LSM). The careful analysis of the presented examples with taking into 
consideration the different weights of particular errors, existing correlations between them 
as well as the flow of time will provide the same results for the estimated values as the LSM 
method. Therefore the proposed methodology do note give better estimators then the 
classical theory. However the presented methodology avoids the very complicated and 
arduous computations and presents all measurements in a uniform way. Such approach is 
very useful for the automatic data processing by an automatic tracking system.  
Since the presented technique is in 100% correspondence with the LSM, it also it discloses 
the weak points of LSM. In particular, it is not robust methodology. It is not robust for the 
values drastically odd (different) and for large errors. Even the single erroneous 
measurement not fitting the assumed model of errors distribution results in the drastic 
increase of the final error of the estimator. Because of this, it is recommended that the 
preliminary preselection of tracking measurements should be done. Drastically different 
values should be rejected.  
The Kalman filter represents an optimal estimator for linear system only if the real model of 
the process corresponds to the one accepted during Kalman filter (27-34) design. It is 
particularly important when considering the error values. Consider for example the ladar 
(laser radar) which measures the position of an object from the distance of a few tens of 
kilometers with accuracy up to 5 m. Naturally, the error 5Rδ =  should be taken into 
consideration. However, usually other sources of errors exist. For example, the position of 
ladar is known only with the limited precision, the time of measurement is provided with a 
limited accuracy. The Earth curvature can also be a source of errors during calculations. 
Based on the author’s experience some various processes which normally are not taken into 
consideration may be the source of casual and systematic errors. For this reason, asserting 
the error value 5Rδ =  is a wrong idea. According to author it is better to use larger values of 
errors then the small ones. If erroneous values are assumed in the filter design and are larger 
then in reality the resulting filter is not optimal, but it is more flexible and robust with 
respect to drastically different values. For this reason, moderation and caution should be 
used in choosing the parameters of the model utilized to design a filter. 

7. References 
Petersen, Ian R.; Savkin, Andrey V. (1999) Robust Kalman Filtering For Signals and Systems 

with Large Uncertainties A Birkhäuser book ISBN 978-0-8176-4089-7 
Brookner, Eli (1998) Tracking and Kalman Filtering Made Easy John Wiley ISBN: 

9780471184072 
Farina, A.; Studer F.A. (1986). Radar Data Processing Techniques, vol. 2: Advauced Topics and 

Applications Research Studies Press ISBN: 978-0471909491 



 Radar Technology 

 

228 

Blackman, Samuel S; Popoli Robert (1999) Design and Analysis of Modern Tracking Systems 
Artech House ISBN: 9781580530064 

Haykin, S. (2001) Adaptive Filter Theory Prentice Hall ISBN: 0-13-090126-1 



12 

Radar Target Classification Technologies 
Dr. Guy Kouemou 

EADS Deutschland GmbH 
Germany 

1. Introduction    
Apart from object detection, plot extraction and tracking, automatical classification is 
becoming one of the challenges of modern sensor systems. 
In civil applications for example, different classification techniques are used for air traffic 
control (ATC) purposes. The primary purposes of air traffic control systems are collision 
prevention, the organization and control of the air traffic; furthermore it should provide 
information as well as other support for pilots. In most cases the general traffic situation is 
well known (aircraft, flight number, flight road, flight departure and destination, etc.), but 
the exact prediction of natural processes (weather, bird migration, wind mill rotation 
activities, insect migration, etc.) still remains rather difficult. For this reason the demanded 
expectations are stable feature extraction methods and classification technologies. 
In meteorological applications, weather radars use backscattered echo signals to locate 
precipitation, calculate its motion, estimate its type (rain, snow, wind, hail, etc.) and forecast 
its future position and intensity. For this purpose modern weather radars are mostly pulse-
Doppler radars. These are able to detect the motion of rain droplets as well as to estimate the 
intensity of precipitation. The structure of storms and severe weather can be derived from 
these data. In order to improve the efficiency of new weather radar product families, strong 
feature extraction and classification algorithms are required. 
In the automotive industry, due to higher safety measure requirements in road traffic, the 
adaptive cruise control (ACC) is becoming unavoidable. These systems often use a radar 
setup to slow the vehicle down when approaching another vehicle or other obstacles and 
accelerate again to the present speed as soon as traffic allows it. ACC technology is widely 
considered as a key component for future generation's smart cars, as a form of artificial 
intelligence that can be used as a driving aid. For that reason robust signal feature extraction 
and classification methods are required. 
For airborne applications, two kind of radars can be integrated in air platforms, in order to 
support the navigation and missions. The first category encompasses primary radars, the 
second category secondary radars. Civil airborne primary radar systems support the pilot 
by providing actual information like position or weather. Civil secondary surveillance 
radars (SSR) are radar systems supporting air traffic control (ATC). These systems do not 
only detect and measure the position of aircraft but also request additional information from 
the aircraft itself such as its identity or altitude. While primary radar systems measure only 
the range and bearing of targets based on reflected radio signals, SSRs rely on radar 
transponders aboard aircrafts. These transponders reply to interrogation signals by 
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transmitting responding signals containing specific encoded information. The SSR 
technology is based on the military "identification, friend or foe" (IFF) technology, which 
was developed during World War II. These two systems are still compatible today. 
Nowadays monopulse secondary surveillance radars (MSSR) represent a improved version 
of SSR. For military applications radars are used in fighter aircraft for finding enemy aircraft 
and controlling air-to-air missiles, rockets, and guns. It is used in bombers to find surface 
targets, fixed or moving, and to navigate and avoid obstacles. It is used in large aircraft as an 
airborne warning and control system, searching the skies over great distances for enemy 
aircraft, tracking them, and controlling interceptors. It also is used to search the seas for 
surface vessels or surfaced submarines.  
Furthermore special space technology is used in commercial as well as non-commercial 
spaceflight activities. For such purposes spaceborne radar systems are often used in 
spacecraft, in order to locate patterns of activity. Such critical applications need robust 
preprocessing, feature extraction, pattern classification, fusion and recognition methods.  
The knowledge of the target class has significant influence on the identification, threat 
evaluation and weapon assignment process of large systems. Especially, considering new 
types of threats in Anti Asymmetric Warfare the knowledge of a target class is of significant 
importance. The target class can also be used to optimize track and resource management of 
today's agile sensor systems. 
This chapter consists of the following sections (cf. Fig. 1): 1. the data acquisition section part, 
2. introduction to methods of signal preprocessing, 3. introduction to methods of feature 
extraction, 4. basics of classification and sub-classification methods, 5. introduction to fusion 
methods, 6. recognition, typing or identification basics, 7. some experimental results, 8. some 
product examples of modern radar systems and finally 9. a brief conclusion.   
 

 
Fig. 1. Simplified structure of a modern radar classification function chain 
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2. Data acquisition 
For the data acquisition part an active or passive radar frontend can be used. Either a 
primary or a secondary radar is usually taken into consideration. This radar uses self- or 
friendly generated waveform to reconstruct information from the environment with 
different objects or targets. The data acquisition part usually provides backscattered radar 
echo signal in I- and Q-form in the baseband.  
For following chapter parts, we will assume that a backscattered radar echo signal is given. 
A simplified data acquisition chain can be resumed as following: 
 

 
Fig. 2. Simplified diagram of a radar data acquisition process 

3. Methods of signal preprocessing 
The aim of signal preprocessing in modern radar classification function chains is to prepare 
and condition the acquired signal in order to simplify the feature extraction and later 
classification or recognition of the required patterns. 
Generally the following three steps are indispensable: 
1. Filtering and noise suppression; 2. Clutter suppression; 3. Normalisation 
Filtering and noise suppression consists of all processes in the classification chain that are 
required to eliminate deterministical and well-known noise effects. For this purpose finite 
impulse response filters (FIR) as well as infinite impulse response filters (IIR) can be used. 
The filter design requires a good understanding of the defined radar, environment and 
target scenario. The following filter types are commonly used for suppressing noise in low, 
high, bandpass or stopband form (Stimson, 1998; Kouemou et al., 1996; Kouemou, 2000; 
Kammeyer & Kroschel, 2002): 
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Butterworth, Chebyshev filter, Elliptic (Cauer) filter, Bessel filter, Gaussian filter, Optimum 
"L" (Legendre) filter, Linkwitz-Riley filter, Gabor filter.  
The following figure displays the normalized frequency responses of four common discrete-
time filter in eighth-order (Butterworth, Chebyshev type 1, Chebyshev type 2, Elliptic) 
 

 
 

 
Fig. 3. Example of normalized frequency responses of typical simple discrete-time filters  

The normalising process conditions the signal in a way, that, independent of the data 
acquisition situation, the samples, used to train a classifier, will be comparable to each other 
in the matter of characteristical features of a given object class, type or identity. It must be 
differentiated between statical and dynamical normalisation procedures. The problem of the 
statical normalisation procedure is that they often work very well in offline radar 
classification processes but fail in online classification situations. For this reason dynamical 
normalisation procedures are often required for online radar classification purpose. One of 
the simplest methods for designing dynamical normalisation procedure is the usage of 
moving average numeric (Kouemou et al., 1996; Kouemou, 2000).  
A moving average is used to process a set of samples by creating a series of averages of 
different subsets by the given radar data set. A moving average is a vector of real numbers 
which are stored in a window function. The windows will be moved according to rules 
which will be designed by the radar classification experts depending on the given problem. 
Fig. 4 shows such an example for two simple weighted moving average windows. 
The clutter suppression process eliminates land, sea, volume or space clutter information in 
order to reduce the complexity of the feature extraction process on one hand and to reduce 
the number of classes, types or identities of the pattern recognition procedure on the other 
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Fig. 4. Two examples of simple moving average weights, the left one of a weighted moving 
average, the right one of a exponential moving average 

(Stimson, 1998; Skolnik, 1990; Barton, 1988). While designing modern radar systems one of 
the decisions of the designer experts is to decide where to integrate the clutter suppression 
procedure. Depending on the design philosophy this can be integrated in the parameter 
extraction and plot extraction function chain. Another design philosophy predicts 
advantages in integrating the clutter suppression process in a clutter learning map that can 
be updated live by an experienced operator. An advantage of such a philosophy is that the 
classifier learns how to recognise specific clutters offline or online. With this knowledge the 
radar clutter classifier could give a feedback to the parameter and track extractor in order to 
simplify the parameter extraction and plot procedure. This information could also be used 
to improve the results of the tracking system.  

4. Feature extraction 
For the feature extraction part several basic techniques can be used. One of the most 
successful philosophies while designing modern radar systems for classification purpose is 
the best handling of the feature extraction. This philosophy consists of best understanding of 
the physical behaviour of a radar system in its environment. Based on this understanding 
characteristical features must then be mathematically described depending on the given 
requirements. In the literature many methods are described for this purpose. In this chapter 
we will focus on the following basic methods: 
1. Short-Time-Fourier transform; 2. Cepstral analysis; 3. Wavelet transform; 4. Fuzzy-logic. 

4.1 Feature extraction using Short-Time-Fourier-analysis 
The short-time Fourier transform (STFT) is a trade-off between time and frequency based 
views of a radar echo signal. It provides information about both when and what frequencies 
a signal event occurs. However, this information can only be obtained with limited 
precision, and that precision is determined by the size of the chosen window. A particular 
size for the time window is chosen. That window is the same for all frequencies. Many 
signals require a more flexible approach, one where we can vary the window size to 
determine more accurately either time or frequency. 
The STFT is calculated by 
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where h is a windowing function (Kouemou, 2000; Kammeyer & Kroschel, 2002; Kroschel, 
2004). In Fig. 5 an example of a short-time Fourier transform of a time signal can be seen. 
 

 
Fig. 5. Example of a short-time Fourier transform 

4.2 Cepstral-analysis 
The feature extraction process can also use a spectral-based technique similar to those which 
are used in speech processing, namely the Melscale Frequency Cepstral Coefficients 
(MFCC). It is well-known that moving targets create a modulated radar return signal whose 
characteristics in spectrum can be used to distinguish between the classes. This process is 
based directly on the complex I/Q radar Doppler signals. Due to several moving parts with 
different velocities of a target, the radar return signal may cover the whole frequency band, 
depending on the pulse repetition frequency (PRF), from -PRF / 2 to PRF / 2 . Hence no 
linear filter is applied in order to retain any important frequencies. The common MFCC 
process is adapted to complex radar signals. The radar return signal of several hundred 
milliseconds is framed using a half-overlapping Hamming window in order to create signal 
segments representing the short quasi-stationary parts of the Doppler signal. The following 
feature extraction process is done for every frame and each frame results in a feature vector 
(Kouemou, 2000; Kouemou & Opitz, 2007a; Kouemou & Opitz, 2007b): 
1. Apply the Fast Fourier Transform (FFT) to the signal resulting in the spectrum 

( ){ } , 1,...,s n n T=F , where T  is the number of samples.  
2. Calculate the power spectrum 

 ( ){ } ( ){ } ( ){ }∗= ⋅P F Ff fs n s n s n  (2) 

3. Mirror the power spectrum at zero frequency and add the negative frequencies  
( 1,..., /2n T= )  to the positive ones  ( /2 1,...,n T T= + )  to get a positive spectrum 

( ){ }f s nP�  of half the length as the sum of amplitudes of negative and positive 
frequencies, i.e. for 1,..., /2n T= : 

 ( ){ } ( ){ } ( ){ }= + + −P P P� /2 /2f f fs n s T n s T n  (3) 
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4. Apply a k channel mel filter bank to ( ){ }f s nP�  of triangular shaped filters by 

multiplying with the transfer function ( )iH n  of the ith filter to get the filter bank results 

( )Y i . The number of channels is adapted to operator's capabilities.  

5. Calculate the logarithm ( )( )log Y i   
6. Decorrelate the result with the Discrete Cosine Transform (DCT) to get the so called mel 

cepstrum 
7. Take only the first m of the k coefficients of the mel cepstrum result 
8. The feature vector can be extended adding dynamic features by using the first and 

second derivative of the coefficients with respect to time 
9. The zero coefficient is replaced by a logarithmic loudness measure 

  ( ){ }
=

⎛ ⎞⎟⎜ ⎟= ⎜ ⎟⎜ ⎟⎜⎝ ⎠
∑P�

/2

0
1

10log
T

f
n

c s n  (4) 

The mel filter bank in step 4 is based on half-overlapping triangular filters placed on the 
whole frequency band of the signal. The lower edge of the first filter may be placed on a 
frequency greater than zero in order to filter out any dominant ground clutter.  
As a result from the method above we achieve a sequence of MFCC feature vectors which 
represent the radar Doppler signal. 
 

 
Fig. 6. Example of extracted cepstral based feature vectors of person (bottom), and tracked 
vehicle (top) 

4.3 Wavelet-transform 
The Wavelet transform W  of a radar echo signal f (cf. Fig. 7) is basically defined by the 
following equations with normalisation factor a and time shift factor b:         

            { } 1/2( , ) ( ) t bf a b a f t dt
a

ψ− −⎛ ⎞= ⎜ ⎟
⎝ ⎠∫W  (5) 
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 { } ( )/2
, 0 0 0( )m m

m n f a f t a t nb dtψ− −= −∫W  (6) 

where in both cases we assume that the "Mother Wavelet" ψ  satisfies the condition  

  0dtψ =∫  (7) 

By restricting a and b to discrete values one can obtain formula (6) from (5): in this case 
0 0 0,m ma a b nb a= =  with ,m n∈Z , 0 01, 0a b> >  fixed. 

The most popular Wavelets are: the Daubechies (Daubechies, 1992), Meyer, Mallat (Mallat, 
1999), Coiflet, Symlet, Biorthogonal, Morlet and the Mexican Hat. 
The Wavelet based feature extraction methodology that was developed for this study is 
decomposed in five main steps (Kouemou, & Opitz, 2005; Kouemou & Opitz, 2008b): 
1. Design of the Wavelet type 
2. Definition of the Wavelet observation window as subfunction of time on target 
3. Definition  of the Wavelet scaling function 
4. Definition of the Wavelet dependency function to the radar operating pulse repetition 

frequency 
5. Definition of the statistic adaptation model by combining the Wavelet extracted feature 

to the Discrete Hidden Markov Model   
 

 
Fig. 7. Example of Wavelet extracted feature from a given air target using a Pulse-Doppler 
radar 

4.4 Fuzzy-logic 
The calculation by using the fuzzy logic module works slightly different. For this approach 
physical parameters, for example the velocity, the acceleration, the RCS, etc., of the target 
have to be measured. We need supporting points hn to set up the fuzzy membership 
functions. Those membership functions have to reflect physical limits stored in knowledge 
data base (Kouemou et al., 2008; Kouemou et al., 2009; Kouemou & Opitz, 2008a). 
For each class, membership functions are set up and membership values m depending on 
the supporting points are calculated as follows: 
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Radar Target Classification Technologies 

 

237 

where w is the measured value for the considered physical attribute. With those 
membership values, the elements of a matrix P , containing probabilities for each parameter 
and each considered target class, are: 

 ( )

( )
1

,
,

,
N

k

m i j
i j

m i k
P

=

=
∑

 (9) 

An example membership function is illustrated in Fig. 8, where in the upper picture the 
membership function for a knowledge-based module, a special case of the fuzzy-logic 
approach, is shown, while in the lower picture the membership function for a trapezoidal 
fuzzy logic module can be seen. 
 

 
Fig. 8. Example of  membership functions of target classes 'buoy', 'person' and 'boat' for 
knowledge-based and fuzzy logic module 

The next step in order to receive the result vector is the introduction of a so called weighting 
matrix W. The weighting matrix contains elements ωi,j ,with i=1…M and j=1…N. The 
weighting matrix represents the influence of the single physical values i on the classification 
result for a given target class j.  
The elements of W depend on several conditions, like available measurement data of radar, 
quality of knowledge database and terrain character, environmental or weather conditions. 
Further feature extraction methods also considered in modern radar target classification are 
different types of autoregressive filters, auto- and crosscorrelation functional analysis as 
well as linear and non-linear prediciton-codeanalysis (Kammeyer & Kroschel, 2002; 
Kroschel, 2004). 
Further applications use the properties of the Karhunen-Loewe transform as well as 
moments of higher order (Gardner, 1980; Gardner, 1987; Gardener, 1988; Gardner & 
Spooner, 1988; Fang, 1988; Fang, 1991). 
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5. Classification technologies 
In this section two main philosophies for classification and subclassification will be 
presented. The first philosophy consists of a learning process. The second philosophy 
consists of knowledge based evidence. The different kind of classification and 
subclassification methods in most modern radar systems can be divided into deterministical 
methods, stochastical methods and neural methods. The deterministical methods in this 
section are essentially based on the handling of logical operators and knowledge based 
intelligence. The stochastical methods described in this section are based on finite 
stochastical automats. The finite stochastical automats which will be presented are usually 
based on different variants of learning Hidden Markov Models. Furthermore the neural 
methods illustrate the capability of solving pattern recognition problems in modern radar 
systems by using different kind of artificial neural networks. For specific classification or 
subclassification challenges in modern radar applications hybrid classifiers can also be 
recommended. These classifiers use – depending on the situation – learnable or non-
learnable algorithms. The learnable algorithms can be designed using supervised or 
unsupervised learn concepts. 

5.1 Classical knowledge based approach 
For calculation with the classical knowledge-based approach, we need known limits for the 
considered physical values applying to the considered target classes. For example, the 
knowledge database needs to hold maximum velocities for persons as well as for tracked 
vehicles and all others. With the limit interval L from the knowledge database and the 
measured value v, we can calculate the elements of matrix P : 

 
1

, ,
0
Q

i j
if v L

P i j
else

⎧ ∈⎪= ∀⎨
⎪⎩

 (10)   

Q represents the number of classes for which the measured value v is within the limits of the 
interval L. Therefore, the summing up of all 1/Q terms always has to yield 1. 
Three technologies for radar target classification will be described in this section. One based 
on a classical knowledge based approach, one based on neural networks and the other based 
on stochastic automats. 

5.2 Neural networks 
Many different families of artificial neural networks are state-of-the-art in modern radar 
classification and identification issues. They can be divided into statical and dynamical 
networks (Rosenblatt, 1962) on one side, and into self-organising (Kohonen, 1982; Kohonen, 
1984; Kohonen, 2001) and supervised learnable networks  on the other side (Zell, 1994). 
In this section the time delay neural networks (TDDN) as an example for dynamical feed-
forward networks will be briefly introduced. 
The time delay neural networks (TDNN) were developed by Waibel and Lang for 
classifying phonemes of speech in 1987. They belong to the class of forward networks and 
were firstly used in the speech recognition. Nowadays the classical architecture of TDNN 
was extended with special techniques for radar classification purposes. Classically, these 
networks consist of an input layer, an output layer and one or more hidden layers (cf. Fig. 
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9). The hidden layers lie between the input and the output layer. The number of hidden 
layers has to be determined depending on the application. 
 

 
Fig. 9. Exemplary structure of a time delay neural network 

Every layer is described by a matrix. The columns of the input layer represent the created 
frequency bank of the recorded Radar Doppler signals. The rows describe the time delay of 
the input pattern. A layer consisting of 32 rows denotes that an incoming information will 
be included in the calculation for 32 time units. The layers are divided into varying long 
time steps ∆t according to the application. 
The connection between the layers depends on the size of the so called receptive field. A 
receptive field means that a row of the subsequent layer is only connected to a defined 
number of rows of the preceding layer. For instance a receptive field of size 10 means that 10 
rows of the first layer are each connected to a row of the subsequent layer. Thus a row of the 
subsequent layer can only see a short time period of the preceding layer. 
Of course the neurons of a layer can be connected to every neuron of the preceding layer. 
Thus the recognition and training time of the networks would increase significantly. By the 
use of a receptive field of size r the number of connections can be reduced. Without this 
factor the combination of a layer of size 32x16 with a subsequent layer with 23x5 neurons 
would require 58,880 connections (32·16·23·5=58,880). For r=10 a row of the hidden layer 
sees only a temporal sequence over ten rows of the input layer. This reduces the number of 
connections significantly (instead of 58,880 only 10·16·23·5=18,400). Thereby the length of the 
subsequent layer is determined by the receptive size of the previous layer: 

 1l d r= − +  (11) 

whereas the parameters are the following: 
• l  is the length of the subsequent layer 
• d is the number of time pattern frames 
• r is the size of the receptive field 
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The number of components (of columns) of the hidden layers is chosen according to the 
application. The more components exist, the more precise the recognition will be. However, 
the higher the number of components and the longer the layers are, the longer the 
recognition and training time will be. 
The characteristic of this network lies in the recognition of features in time varying patterns 
at different positions and of different lengths. Their architecture permits to recognise the 
components of time varying patterns, in spite of time shift. 

5.3 Stochastic automats 
One of the most important family of classifiers nowadays in modern radar applications 
consists of finite stochastic automats. They are most the time derived from extended 
Bayesian networks. One of the most successfully integrated stochastical automats in 
technical radar systems applications are Markov-based learnable models and networks. In 
this section a brief introduction will made exemplary by taking the Hidden Markov Model 
(HMM) (Kouemou, 2000; Kouemou & Opitz, 2007a; Kouemou & Opitz, 2007b; Kouemou & 
Opitz, 2008a; Kouemou & Opitz, 2008b, Rabiner, 1989).  Some experimental results of 
classification problems using HMMs will be shown in the experimental section. 
A HMM consists mainly of five parts: 
1. The N states { }1,..., NS S S= ; 

2. M  observation symbols per state { }1,..., MV v v= ; 

3. State transition probability distribution { }ijA a= , where ija  is the probability that the 

state at time t+1 is Sj, given the state at time t was Si; 
4. Observation symbol probability distribution in each state ( ){ }jB b k= , where ( )jb k  is 

the probability that symbol kv  is emitted in state jS ; 

5. Initial state distribution { }iπ π= , where iπ  is the probability that the model is in state 

iS at time 0t = . 
Mainly three different types of HMM exist in literature: the HMM with discrete outputs 
(DHMM), HMM with continuous output probability densities (CHMM) and the trade-off 
between both, the semi-continuous HMM (SCHMM).  
 

 
Fig. 10. Example of an HMM 
Further methods for automatic target classification applied in modern radar systems are 
based on alternative methods such as classical learning Bayesian networks (Bayes, 1763; 
Kouemou, 2000; Pearl, 1986; Pearl & Russell, 2003)  as well as polynomial classifiers 
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(Schürmann, 1977), learning support vector machines (Ferris & Munson, 2002; Burges, 1998; 
Drucker, 1997) or evolutionary algorithm (Bäck, 1996; Bäck et al., 1997; Goldberg, 1989). 

6. Classifier fusion technologies 
Different techniques and strategies can be used in order to fuse information from different 
sensor systems. For example beside the Doppler information can also information of a radar 
tracking system be used for classification. From the information of a tracking system 
physical parameters such as velocity, acceleration, etc. of the target can be estimated 
(Kalman, 1960; Bar-Shalom, 1989; Blackman & Popoli, 1999). The introduced data fusion 
techniques can also be integrated in a stand-alone sensor system in order to produce a 
robust classification and recognition result. For this purpose three technologies will be 
presented in order to solve the given problems: 
Bayesian networks based method, Dempster-Shafer rules based fusion methods and finally 
classical rule based methods.  

6.1 Bayesian rules 
For the application of Bayes' Theorem (Bayes, 1763) we assume that the considered physical 
parameters are stochastically independent. This requirement has to be verified. This can be 
done by considering the correlation between the physical values. If the correlation is nearby 
zero, the assumption can be held up. 
The probabilities P(j|I), i.e. the probabilities of the classes j ∈ J under the condition of certain 
measured physical values, are searched. 
From the classification one gets a matrix P whose items can be interpreted as conditional 
probabilities P(i|j). The individual probabilities Pij shall be combined for all j to one 
probability pj of the class j. 
The stochastically independence of the physical values is assumed, as mentioned before. If 
the classes are additionally independent, the following equation holds: 

 ( ) ( ) ( ) ( )1 2| | | |MP I j P i j P i j P i j= ⋅ ⋅ ⋅…  (12) 
To simplify the calculation this assumption is also done. 
Furthermore let all classes have the same a priori probability: 

 ( ) 1      P j j J
N

= ∀ ∈  (13) 

The j ∈ J generate a complete event system, i.e. J=j1∪j2∪…∪jN with jk∩jl=∅ for k≠l. This 
yields: 
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This proceeding can be done inside a trackbased classification considering two or more 
physical parameters. But it can be also used to fuse different classifiers to get a combined 
classification (Kouemou et al., 2008; Kouemou & Opitz, 2008a).   

6.2 Dempster-Shafer method 
The Dempster-Shafer theory of evidence is a generalization of Bayes' theorem. It is based on 
the universal set )J(P  of the set of all considered target classes J. 

 
{

}

( ) ,{ },{ },{ },...,
{ , },{ , },...
{ , , , ,

, }

J O person tracked vehicle helicopter
person tracked vehicle helicopter propeller aircraft
person wheeled vehicle tracked vehicle helicopter

propeller aircraft no match

P /=

 (15) 

For this approach 'No match' denotes the set of all considered target classes and all objects 
which can not be allocated to one of the defined classes. In the Bayesian approach 'No 
match' denotes only all objects not allocated to one of the classes is therefore strictly 
separated from the other classes. 
Compared to the Bayesian approach the target class ‘no match’ is not strictly separated from 
the other classes when using Dempster-Shafer. Evidences are used instead of probabilities. 
So there is an opportunity to deal with uncertain information and illustrate ignorance 
explicitly (Dempster, 1968; Shafer, 1976; Shafer, 1990; Shafer & Pearl, 1990). 
The task is to combine the results coming from Doppler sound classification and from 
trackbased classification. The elements of the vectors are considered to be evidences E.  
The evidences are combined using Dempster’s rule of combination: 

 1 1
1( ) ( ) ( ) ( )

1l l l l
l Y Z j

E j E j E Y E Z
k+ +

∩ =

⊕ = ⋅ ⋅
− ∑  (16) 

 1( ) ( )    with ,l l l
Y Z O

k E Y E Z Y Z J+
/∩ =

= ⋅ ∈∑  (17) 

The factor k expresses the conflict between the propositions, k=1 stands for totally 
contradictory propositions. The result of this combination is the combined vector p, whose 
elements are also evidences. Using these evidences, degrees of belief and plausibility can be 
calculated: 

 
:

( ) ( )
B B A

bel A E B
⊆

= ∑  (18) 

 
:

( ) ( )
B B A O

pl A E B
/∩ ≠

= ∑  (19) 

In doing so, the degree of belief shows how well the evidences support the proposition. On 
the other side, the degree of plausibility shows how well the negation of one proposition is 
supported. With bel(A) being a lower bound for the probability of proposition A and pl(A) 
being an upper bound, one gets a limited interval for the probability of A. 
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Fig. 11. Possible combinations of classifiers 

As several HMMs are available for classification purposes as well as different methods to 
apply the track based classifier, a comparison of possible combinations is necessary. In Fig. 11 
possible combinations are shown. In the track based classification, the evaluation of the target 
dynamics can either be performed in a classical knowledge-based way or by applying fuzzy 
logic, while the combination of the single membership values can be either done by applying 
Bayesian or Dempster-Shafer rules. These methods can be combined resulting in four different 
ways to use the track based classifier (Kouemou et al., 2008; Kouemou et. al, 2009). 

6.3 Classical rule based approach 
For this approach first two vectors p1 and p2, each containing probabilities for the several 
target classes, are considered. These vectors can be derived from each of the methods 
mentioned in the previous section. So the vectors are: 

 1 1,1 1,2 1,    Np p p p⎡ ⎤= ⎣ ⎦  (20) 

 2 2,2 2,2 2,    Np p p p⎡ ⎤= ⎣ ⎦  (21) 

Both vectors shall be fused to one result vector using a rule based approach. This can be 
exemplary done with the following rule: 

 
( )

[ ]

1

1 2,

2,

arg max
,   0

:
  00  0  0  1 ,

i

i

i p
p if p

p if p

=

≠⎧⎪= ⎨ =⎪⎩

 (22) 

The second case is also called rejection, i.e. the classifier makes no decision due to lack of 
information or contradictory results of the stand-alone classifiers. 

7. Object recognition 
In modern radar systems, recorded data as well as recorded intelligence information can be 
used together with the classifier output or data fusion output information in order to exactly 
recognize, identify or type an object. This process is depicted in Fig. 12. 
The recognition can be done for example with an identity data base, with a typing data base 
or with knowledge based intelligence (Kouemou & Opitz, 2005; Schürmann, 1996). 
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Fig. 12. Simplified illustration of an object recognition process 

8. Some experimental results 
In this section some classification results, where the introduced technologies were 
successfully tested, are presented. Due to company restrictions only results based on 
simulated data are presented. 

8.1 Exemplary training algorithm 
The following Fig. 13 illustrates a typical functional flow-chart of a supervised training 
procedure. This can be used for example to train a rapid backpropagation algorithm for an 
artificial network classification process. Similar structures can be used for the training of 
stochastical automats or support vector machines (Ferris & Munson, 2002; Burges, 1998; 
Drucker et al, 1997). 
 

 
Fig. 13. Simplified illustration of an exemplary training proceeding 
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8.2 Exemplary identification results based on Hidden Markov Model and neural 
network technology 
The following results were obtained by simulating a naval based radar target identification 
scenario using special neural network algorithms. It was presented at the International 
Radar Symposium in Berlin, Germany, 2005. Fig. 14 shows the two helicopters to be 
identified. A typical feature extraction process necessary as pre-classification step for the 
neural network is shown in Fig. 15. An exemplary confusion matrix of the classifier result is 
shown in Fig. 16. 
 

                           
Fig. 14. Typical helicopter identification example, on the left side a Bell Jet Ranger 206 B and 
on the right side a Bell UH1D 

 
Fig. 15. Typical feature extraction process necessary as pre-classification step for the neural 
network of a simulated Bell jet helicopter. 
 

      
Fig. 16. Two exemplary identification confusion matrix results using neural network on the 
left side and a Hidden Markov Model on the right side 

8.3 Exemplary classifier results based on a hybrid system with a stochastical automat 
and Dempster-Shafer method 
An Exemplary structure of the simplified hybrid classifier operating with a knowledge 
based fusion technique. It was presented at the IEEE Radar 2008 in Adelaide, Australia. 



 Radar Technology 

 

246 

 
Fig. 17. Simplified structure of fusion process using Dempster-Shafer and knowledge based 
rules. 
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Fig. 18. Typical confusion matrix of a classifier fusion obtained after simulating a testing 
process as described in the scheme above (Fig. 17) 

 
Fig. 19. Typical improvement obtained after fusing a stand-alone trained Doppler classifier 
with two Dempster-Shafer techniques. 
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9. Some application examples with modern radar systems 
9.1 Example of an airport surveillance radar system (ASR-E) 
ASR-E is the latest generation of a modern approach control radar for civil, military and 
dual use airports. ASR-E provides most advanced technologies. It uses a fully solid state S-
band Primary Radar with outstanding, reliable detection performance and a monopulse 
Secondary Radar covering civil, military and Mode S interrogation modes. It is used for 
example by the German Air Force.  
 

 
Fig. 20. Airport Surveillance System (Photo courtesy of EADS) 

9.2 Example of a naval surveillance radar system (TRS-3D) 
The TRS-3D is a multimode surface and air surveillance and target acquisition radar, 
designed for complex littoral environment with excellent clutter performance to detect small 
fast flying threats. 
The TRS-3D is used for the automated detection, track initiation and tracking of all types of 
air and sea targets.  
• Automatic detection and track initiation for air and sea targets  
• Very low antenna weight  
• Proven AAW weapon engagement support  
• Gunfire control for sea targets (no FCR required)  
• Helicopter automatic detection & classification  
• Helicopter approach control  
• Data correlation with integrated IFF interrogator  
• Low risk integration with many CMS systems 
The TRS-3D is used by various navies worldwide and has proven its operational 
performance from arctic to subtropical regions. 

9.3 Example of a tactical radar ground surveillance system (TRGS) 
The TRGS is a high performance ground surveillance radar system for the automatic detection, 
identification and classification of ground targets, sea targets and low flying air targets. 
It is a vehicle integrated system with multi-sensor configuration. The electronically scanning 
antenna is one of the advanced technologies used in this system. One of the key features is 
the particularly high target location accuracy. 
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Fig. 21. TRS-3D on the Finnish guided missile boat "Hamina" (Photo courtesy of EADS) 

 
Fig. 22. TRGS on the armoured vehicle "DINGO2" (Photo courtesy of EADS) 

9.4 Example of an airborne radar integrated in a modern combat helicopter (Tiger)  
The Tiger HAP is an air-to-air combat and fire support medium-weight (6 tonnes) helicopter 
fitted with 2 MTR 390 engines. It is daytime and night combat capable and is operable in 
NBC environments. Three basic parameters were taken into account right from the start of 
the development phase: low (visual, radar and infrared) detectability, which provides 
excellent survivability on the battlefield, maximum efficiency of the weapons and the 
associated fire control systems without heavier workload for the crew, and an optimized 
logistic concept offering minimum possession costs. The integrated airborne high-PRF radar 
fulfils all requirements needed in a critical combat environment. 

9.5 Example of a spaceborne radar integrated in a satellite system (TerraSAR-X, 
TanDEM-X) 
TanDEM-X ('TerraSAR-X add-on for Digital Elevation Measurement') is a radar observation 
satellite, which, together with the almost identical TerraSAR-X radar satellite, will form a 
high-precision radar interferometer system. 
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Fig. 23. Tiger HAP (Photo courtesy of EADS Eurocopter)  
With this TerraSAR-X/TanDEM-X tandem formation, generating images similar to 
stereoscopic pictures, it will be possible to measure all the Earth’s land surface (150 million 
square kilometres) within a period of less than three years. For a 12m grid (street width), 
surface height information can then be determined with an accuracy of under two meters. 
One goal is the production of a global Digital Elevation Model of unprecedented accuracy. 
As for TerraSAR-X, the TanDEM-X project will be carried out under a Public–Private 
Partnership between Astrium and the German Space Agency DLR. TanDEM-X is due for 
launch in 2009, and is designed to operate for five years. 
Use of the data for scientific applications will be the responsibility of the DLR's Microwaves 
and Radar Institute. Commercial marketing of the data will be managed by Infoterra GmbH, 
a wholly-owned subsidiary of Astrium. 
 

    
Fig. 24. TanDEM-X in space (left illustration) and an Ariane 5 at launch (right photo) (Photo 
courtesy of EADS Astrium) 
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10. Conclusion 
In this chapter basics of radar target classification technologies were introduced. A 
classification technology was presented, that decomposes a pattern recognition module of 
any modern radar system in the following components: 
Data acquisition part, signal preprocessing and feature extraction part, classification and 
subclassification part, data and information fusion part and finally object recognition or 
identification or typing part.  
For the data acquisition part an active or passive radar frontend can be used, that uses self- 
or friendly generated waveforms to reconstruct information from the environment with 
different objects or targets. The data acquisition part usually provides such backscattered 
radar echo signal in I- and Q-form in the baseband. 
For the signal preprocessing part some basic techniques were described in order to filter and 
normalise the sampled signal. It was mentioned that some measures must be taken into 
consideration in order to respect the basics of information theory.  
For the feature extraction part several basic techniques can be used. It was also mentioned 
that one of the most successful philosophies in designing modern radar systems for 
classification purpose is the best handling of the feature extraction. This philosophy consists 
of best understanding of the physical behaviour of a radar system in its environment. Based 
on this understanding characteristical feature must then been mathematically described 
depending on the given requirements. For this purpose the following basic methods were 
presented as central components of the feature extraction process: Short-Time-Fourier 
transform, cepstral analysis, wavelet transform and Fuzzy-logic. 
For the classification and subclassification part two main philosophies were presented. The 
first philosophy consists of learning processes. The second philosophy consists of 
knowledge based evidence. The different kind of classification and subclassification 
methods in the most modern radar systems can be divided into deterministical methods, 
stochastical methods and neural methods. The deterministical methods introduced in this 
section were essentially based on the handling of logical operators and knowledge based 
intelligence. The stochastical methods described in this section were based on finite 
stochastical automats. The finite stochastical automats presented in this section were based 
on different variants of learning Hidden Markov Models. Furthermore the neural methods 
presented in this section illustrate the capability of solving pattern recognition problems in 
modern radar systems by using different kinds of artificial neural networks. It was also 
shown that for specific classification or subclassification challenges in modern radar 
applications hybrid classifiers can also be recommended. This classifier uses depending on 
the situation learnable or non-learnable algorithms. The learnable algorithms can be 
designed using supervised or unsupervised learn concepts. 
For the data and information fusion part it was pointed out that different techniques and 
strategies can be used in order to fuse information from different sensor systems. It was also 
shown that the introduced data fusion techniques can also be integrated in a stand-alone 
sensor system in order to produce a robust classification and recognition result. For this 
purpose three technologies were presented in order to solve the given problems: 
Bayesian networks based method, Dempster-Shafer rules based fusion methods and finally 
classical rule based methods.  
For the object recognition, identification or typing part it was mentioned that in modern 
radar systems, recorded data as well as recorded intelligence information can additionally 
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be used together with the classifier output or data fusion output information in order to 
exactly recognize, identify or type an object.  
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1. Introduction     
Since the development of radar systems, extensive researches have been conducted on the 
detection and the identification of radar targets. From the scattered electromagnetic field, 
the aim is to detect and characterize radar targets. In a military context, these targets try to 
get stealthy to assure their security. This can be provided by using composite materials 
which absorb electromagnetic waves in usual radar frequency bands. Consequently, studies 
are involved in lower frequencies. These lower frequency bands correspond to the 
resonance region for object dimensions of the same order as electromagnetic wavelengths. 
Therefore, the energy scattered by the target significantly fluctuates and resonance 
phenomena clearly appear in this region. 
Extensive studies have been performed to extract these resonances, mainly the Singularity 
Expansion Method (SEM) introduced by Baum (Baum, 1976), (Baum, 1991). For years, the 
SEM is used to characterize the electromagnetic response of structures in both the time and 
the frequency domains. The SEM was inspired by observing that typical transient temporal 
responses of various scatterers (e.g. aircrafts, antennas …) behave as a combination of 
exponentially damped sinusoids. Such temporal damped sinusoids correspond, in the 
complex frequency domain, to complex conjugate poles called “natural” poles. The 
knowledge of these singularities is an useful information for the discrimination of radar 
targets and it can be used for different purposes of recognition and identification. For 
example, the E-pulse technique consists in synthesizing “extinction-pulses” signals from 
natural poles of an expected target, then in convolving them with the measured late-time 
transient response of a target under test, what leads to zero responses if both targets match 
(Chen et al., 1986), (Rothwell et al., 1987), (Toribio et al., 2003). In fact, the mapping of these 
natural poles in Cartesian complex plane behaves as an identity card enabling to recognize 
the detected target by comparison with a data base of mapping of poles, created before 
experiments for a set of possible targets. Moreover, the information contained in natural 
poles can give some indications on the general shape, the nature and the constitution of the 
illuminated target. 
Among radar targets identification problems, the scattering characterization of aircrafts is a 
relevant topic. Indeed, jet-engine inlets give a very significant contribution to the overall 
Radar Cross Section (RCS) of an airplane structure. More generally, apertures such as inlets, 
open ducts and air-intakes can be used for aircraft identification. Thus, numerous studies on 
the scattering from open cavities are found in the literature. The reader is invited to read the 
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paper of Anastassiu (Anastassiu, 2003), which presents a quite extensive review of methods 
used to calculate the RCS of such open structures (more than 150 references). 
Particularly, when illuminated in a suitable frequency band, an aperture in a radar target 
body can give access to high-Q internal resonances. Hence the use of natural frequencies of 
resonance, mainly internal ones, is a relevant basis for open targets identification.  
In section 2, we first explain what are the poles corresponding to resonance phenomena and 
we present the extraction of these natural poles from the simulated transfer function of a 
target. Using examples of canonical targets (a sphere and a dipole), we consider resonance 
parameters in the usual Cartesian representation in the complex plane, with real part σ and 
imaginary part ω, but also in a new representation with quality factor Q and natural 
pulsation of resonance ω0. We then introduce the use of these resonance parameters to 
characterize objects. Afterwards, we extend our study to resonances of targets with 
apertures, which can give access to internal resonances. In section 3, we first choose the 
simple example of a perfectly conducting (PC) rectangular open cavity to show how 
resonance parameters depend on object dimensions and permit to distinguish internal and 
external resonances. Finally, in section 4, we present a more realistic example in the case of a 
simulated aircraft with air-intakes, in order to show how to take advantage of internal 
resonances phenomena of air-intakes for the identification of aircrafts. 

2. Resonance parameters of a radar target 
A radar target is illuminated in far field by an incident broadband plane wave including 
resonant frequencies of the target. Consequently, induced resonances occur at these 
particular frequencies. In the frequency domain, the scattered-field transfer function H is 
given by the ratio of the scattered field to the incident field, for each frequency. In the time 
domain, the scattered transient response is composed of two successive parts. First, the 
impulsive part, hE(t), corresponding to the early time, comes from the direct reflection of the 
incident wave on the object surface. In general, for a monostatic configuration, in free space, 
this forced part is of duration 0 < t ≤ TL = 2D/c, where D is the greatest dimension of the 
target and c the celerity of light (Kennaugh & Moffatt, 1965). Next, during the late time 
(t ≥ TL), the oscillating part, hL(t), is due to resonance phenomena of the target. These 
resonances have two origins (Chen, 1998): resonances occurring outside the object are called 
"external resonances" and correspond to surface creeping waves. Conversely, resonances 
occurring inside the object are called "internal resonances" and correspond to potential 
cavity waves. In the case of a perfectly conducting closed target, only external resonances 
occur. The resonant behaviour of the late time is characteristic of the studied target and can 
be used to define a method of identification. 

2.1 Extraction of natural poles 
The Singularity Expansion Method (SEM) (Baum, 1976), (Baum, 1991) provides a convenient 
methodology, describing the late time response of various scatterers as a finite sum of 
exponentially damped sinusoids 
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Conversely, the Laplace transform of equation (1) gives the scattered-field transfer function 
H(s) corresponding to the sum of pairs of complex conjugate poles in the complex frequency 
plane 
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where s = σ + jω is the complex variable in the Laplace plane. M is the total number of 
modes of the series. For the mth singularity, Rm is the residue associated to each natural pole 
sm = σm + jωm (Rm* and sm* are complex conjugate of Rm and sm). The imaginary part, ωm, is 
the resonance pulsation. The real part, σm, is negative, indeed corresponding to a damping 
due to radiation losses and losses on the surface and, eventually, inside dielectric targets. In 
the following, |σm| is named the damping coefficient. 
In order to choose a technique of extraction of such singularities, we present here a brief 
state of the art of existing methods. In time domain, Prony proposed as soon as 1795 (Prony, 
1795) to model transient responses as a sum of damped sinusoids (equation (1)). Concerning 
the characterization of targets, this led to the development of algorithms for finding natural 
poles and their associated residues, by studying either the impulse response of targets in 
time domain or their transfer function in frequency domain (Baum, 1991), (Sarkar & Pereira, 
1995), (Kumaresan, 1990).  
In time domain, the most popular algorithms of poles extraction are based on Prony’s 
methods: The original method of Prony (Prony, 1795), very sensitive to noise in measured 
data, has been later improved in Least Square-Prony (LS-Prony) (Householder, 1950) and 
Total Least Square-Prony (TLS-Prony) (Rahman & Yu, 1987) methods, by using Singular 
Value Decomposition (SVD) (Hua & Sarkar, 1991). However, in the case of a low signal-to-
noise environment, only a few modes can be reliably extracted by this inherently ill-
conditioned algorithm. More recently developed, the Matrix Pencil Method (MPM) (Sarkar 
& Pereira, 1995) is more robust to noise in the sampled data, it has a lower variation of 
estimates of parameters than Prony’s methods and it is also computationally more efficient. 
Moreover, the use of the Half Fourier Transform better separates the early and the late time 
responses (Jang et al., 2004), through a precise determination of the beginning of the late 
time TL. 
An alternative approach to time domain estimators, such as Prony’s and MPM methods, 
consists in extracting poles and residues directly from the frequency data set. Frequency 
domain methods are advantageous when measurements are performed in the frequency 
domain. Thus one does not need to perform an inverse Fourier transform to obtain time 
domain response. Cauchy showed in 1821 that it is possible to approximate a function by a 
rational function approximation (Cauchy, 1821). The original frequency domain method of 
poles extraction is based on this approximation for the transfer function (Adve et al., 1997), 
(Kottapalli et al., 1991). Many papers present and compare these various techniques of poles 
extraction, e.g. in signal processing (Kumaresan, 1990), (Kumaresan, 1990) as well as in 
object scattering (Tesche, 1973), (Moffatt & Shubert, 1977), (Licul, 2004), (Li & Liang, 2004). 
Whereas temporal methods solve polynomial equations of order equal to the number of 
existing poles, frequency domain methods require to solve higher order polynomial 
equations than the number of poles. Consequently, frequency domain methods are not 
suitable when this number of poles is very large. However, in scattering problems, these 
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methods are advantageous in comparison with temporal methods because they avoid the 
choice of the beginning of the late time response. 
For all the examples presented in this paper, we can use any of these existing methods to 
extract poles. We choose to use numerical data obtained with an electromagnetic simulation 
software, which is based on the Method of Moments (FEKO) and gives the scattered field at 
different frequencies. Consequently, we choose a frequency domain method (Cauchy, 1821), 
(Moffatt & Shubert, 1977) and (Kumaresan, 1990). 
As an example, we present in figure 1 the modulus of the scattered-field transfer function 
H(ω) of two perfectly conducting canonical targets: a dipole of length L = 0.15 m and aspect-
ratio L/D = 150 where D is the diameter, and a sphere of diameter D = 0.15 m. Both targets 
are studied in free-space, in the frequency range [50 MHz – 12.8 GHz] which contains the 
resonance region of the studied targets (the pulsation range is [3.108 rad/sec – 8.1010 
rad/sec]). We note that for a very resonant object, such as the dipole, resonance peaks are 
narrow and clearly appear in the response |H(ω)|, what is not the case for a less resonant 
object as the sphere. For efficient target characterization, it is important to define a 
frequency range adapted to scatterer dimensions, such as it really contains not only the 
fundamental pulsation of resonance but also further harmonic pulsations (Baum, 1991). 
 

 
Fig. 1. Modulus of the transfer function H(ω) of the dipole (upper) and the sphere (lower). 
256 samples, monostatic configuration. 
In order to extract poles of resonance, the Cauchy’s method (Cauchy, 1821) is applied for 
approximating the transfer function, H, by a ratio of two complex polynomials (Tesche, 
1973), (Moffatt & Shubert, 1977), (Licul, 2004), (Li & Liang, 2004). The zeros of the 
denominator polynomial, B(s), are the poles of H(s). We obtain 
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where N is the total number of singularities of the development and Rn is the residue 
associated to each pole sn.  
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Among these N poles, we expect to get the M pairs of poles corresponding to resonances, 
called “natural” poles. As stated in (2), they are complex conjugate, with negative real part 
σm, and should be independent of the form of the fitting function and the order N of the 
rational function. It is assumed that all natural poles are simple (Baum, 1976). In fact, we 
find not only these natural poles but also “parasitical” poles, which are not complex 
conjugate by pair and/or have a positive real part. Some of theses parasitical poles 
correspond to the early time effects, which cannot be represented by exponentially damped 
sinusoids. Moreover, these parasitical poles depend of the order N in (3). To be sure to get 
the whole set of natural poles, we choose a high value of the order N (N = 50 for instance). 
In order to separate the 2M natural poles and the N-2M parasitical poles, we vary the value 
of N of some units (N = 50 ± 2). Consequently, extracted poles are natural ones not only if 
they are complex conjugate by pair and have a negative real part, but also if their value is 
stable when N varies. In our examples, we find 2M = 14 (7 resonances) for the studied dipole 
and 2M = 10 (5 resonances) for the sphere. 
In figure 2, we plot the mapping of natural poles for the studied targets, in one quarter of 
the complex plane (σ < 0 and ω > 0), because poles have a negative real part and are complex 
conjugate. Indeed, for canonical targets (sphere, cylinder, dipole …), poles are distributed 
over branches joining the fundamental pulsation of resonance, ω1, and harmonic pulsations 
(Chen, 1998) (Chauveau, 2007-a). For a very resonant target as a dipole, we can notice that 
resonance peaks of |H(ω)| occur at pulsations of resonance ωm (figure 1 - upper). However, 
in the case of a weakly resonant target as the sphere, peaks of resonance, corresponding to 
pulsation of resonance, ωm, overlay and cannot be distinguished in the modulus of the 
transfer function |H(ω)| (Figure 1 - lower). Indeed, low resonant targets have natural poles 
with high value of damping factor, |σm|, corresponding to wide peaks. Moreover, because 
of this low resonant behaviour, natural poles of high order (sm > s5 for the studied sphere) 
become difficult to obtain. Only the fundamental pole and some harmonic poles can be 
obtained. On the contrary, for the dipole, we succeed in extracting all poles existing in the 
studied pulsation range [ωmin ; ωmax]. 
 

 
Fig. 2. Mapping of natural poles extracted from H(ω) of figure 1 in the complex plane {σ,ω}, 
(M = 7 for the dipole, M = 5 for the sphere). 
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The main advantage of using such natural poles is that only 3 parameters {ωm ; σm ; Rm} are 
required to define each resonance mode. Moreover, in a homogeneous medium, the 
mapping of natural poles {σm ; ωm} is independent of the target orientation relatively to the 
excitation (Berni, 1975) and can be used as a discriminatory of targets. Furthermore, among 
the whole set of these possible poles, only a few of them appreciably contribute to the target 
response and are thus sufficient to characterize a radar target (Chauveau, 2007-a). In 
general, the selected poles are those which are close to the vertical axis. 
In order to show that the representation of resonances with natural poles is an efficient way 
to characterize the resonance behaviour of targets, we compare the time domain responses, 
h(t), calculated by inverse Fourier transform of H(ω) and hrec(t), reconstructed using (1) from 
M pairs of natural poles. In figure 3, for the dipole, both temporal responses are almost 
identical, in the late time domain corresponding to resonance phenomena. This comparison 
is performed in the time domain (t > TL) and not in the frequency domain, because the early 
time effect is spread all over the frequency band of the initial response, forbidding any 
comparison between initial and reconstructed frequency responses. 
 

 

Fig. 3. Time domain response h(t) compared with hrec(t) reconstructed with M = 7 natural 
pairs of poles of Fig. 2 (dipole). 

To quantitatively measure the difference between h(t) and hrec(t), we used the normalised 
mean square error 

 ∑∑=
tt

2
rec h(t)(t)h-h(t)  MSE  (4) 

both sums being calculated for t > 2TL, in order to be sure that the resonances are well 
established. In fact, TL can be precisely determined using the Half Fourier Transform (Jang 
et al., 2004). For the dipole response plotted in figure 3, we get a MSE of 10-4, with  
M = 7 pairs of poles. For the studied sphere, we get a MSE of 5.10-3, with M = 5 pairs of 
poles. 
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2.2 Representation of natural poles with the quality factor and the natural pulsation of 
resonance 
In (Chauveau, 2007-b), we propose to represent a natural pole (sm = σm + jωm) not only in 
Cartesian coordinates, {σm; ωm}, but also in the form {ω0,m; Qm}  with the natural pulsation of 
resonance, ω0,m, and the quality factor, Qm.  
 

                             

Fig. 4. Resonator: transfer function (a) and representation of poles in complex plane (b). 

The transfer function of a resonator, mechanical as well as electrical, with a natural 
pulsation of resonance ω0 and a quality factor Q, is given by (figure 4-a) 
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In order to determine the poles of such resonator, we replace, in equation (5), jω by s, 
complex variable in the Laplace plane. Thus, the s-plane transfer function is 
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with s1 and s2, the two roots of the denominator of A(s) 
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For Q > 1/2, the two poles s1,2 are complex conjugate, with respective residue r1,2 
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In the complex plane (figure 4-b), the poles, s1,2 = σp ± jωp , are located on the half-circle of 
radius equal to the natural pulsation of resonance, ω0. The real part of poles (damping 
factor) σp and the imaginary part (damped pulsation) ωp are given by 
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When Q value is high, ωp is very close to ω0. Consequently, the damped pulsation ωP is often 
improperly used instead of the natural pulsation ω0. 
In polar coordinates, we get: s1,2 = ω0 exp ±iθ, with ω0 the modulus and θ the angle of s1,2. We 
prefer to use a modified polar representation in the half complex plane (σ < 0): {ω0 ; Φ} where 
Φ = θ − π/2 is the angle between the pole direction and the imaginary axis ω. We have 
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Indeed, Φ is related to the selectivity (i.e. the width Δω of the peak of resonance (figure 4-a) 
divided by the pulsation of resonance ω0) which is equal to 1/Q. Thus, a high Q corresponds 
to a low Φ and the associated pole is close to the vertical axis.  
Finally, instead of using the Cartesian representation of natural poles in {σp ; ωp}, it is 
interesting to use this new representation in {ω0 ; Q}. 
We apply now this resonator point of view to the scattering transfer function H(s) of a radar 
target, which can be expressed as a sum of transfer functions Am(s) (equation (5)) of 
elementary resonators {ω0,m ; Qm}.  
For the mth singularity (sm = σm + jωm), the natural pulsation of resonance, ω0,m, and the 
quality factor, Qm, are respectively given by 

 mm0, sω =           
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As an example, natural poles of the sphere and the dipole, plotted in Cartesian coordinates 
{σm ; ωm} in figure 2, are now plotted in {ω0,m ; Qm} representation in figure 5. 

2.3 Use of resonance parameters to characterize objects 
Resonance parameters can be used to characterize objects. Indeed, the representation of 
natural poles in {ω0,m ; Qm} provides an efficient means for that because it better separates 
information than the usual Cartesian mapping in the complex plane: ω0,m gives some 
indications on dimensions of the target and Qm brings out the resonance behaviour of 
targets. Moreover, Qm is a discriminatory of the aspect ratio of targets and consequently 
gives some indications on the general shape of targets. We now investigate separately each 
resonance parameter, ω0,m and Qm, for both canonical examples, the sphere and the dipole 
(figure 5). 

2.3.1 Natural pulsation of resonance ω0 
First, we compare the natural pulsation of resonance of the fundamental pole of a target, 
ω0,1, to the natural pulsation of resonance, (ω0)P, of a creeping wave travelling on the surface 
of this object along a given perimeter P with a wavelength equal to this perimeter 
(Chauveau, 2007-b) 

 ( )
P

c 2πω P0 ≈  (12) 

with c, the speed of light in vacuum, and P, the path travelled by the wave over the surface. 
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Fig. 5. Natural poles of the sphere and the dipole in the {ω0,m ; Qm} representation. 

For the sphere, the perimeter is P = πD. With a diameter D = 0.15 m, we get P = 0.471 m and, 
from equation (12), (ω0)P = 4.002 109 rad/sec, to be compared to ω0,1 = 4.001 109 rad/sec, 
while ω1 = 3.465 109 rad/sec. We can notice that (ω0)P nearly equals ω0,1, the modulus of s1, 
and differs from ω1, the imaginary part of s1. Indeed, the representation in {ω0,m ; Qm} 
permits to show that this external resonance belongs to the creeping wave.  
For the dipole, with L = 0.15 m and D = 0.001 m, we get P = 2(L+D) ≈ 2L = 0.30 m. 
From (Harrington, 1961), (Kinnon, 1999), the natural pulsation of resonance of the dipole, 
(ω0)d, is given by (ω0)d = 0.95 (ω0)P, with (ω0)P given by equation (12), thus (ω0)d = 5.969 109 
rad/sec, to be compared to ω0,1 = 5.826 109 rad/sec, while ω1 = 5.807 109 rad/sec. We notice 
here that the natural pulsation ω0,1 and the damped pulsation ω1 are nearly equal as can be 
seen from equation (9) because the dipole is a very resonant object with high Q-factor (Q1 ≈ 
6.19 for the fundamental pole s1) .  
Harmonic pulsations of the fundamental pulsation of resonance follow the same behaviour. 
For the sphere, ω0,m = m ω0,1 (m = 1,2,…), while for the dipole only odd harmonic pulsations 
are present, that is ω0,m = (2m-1) ω0,1 (m = 1,2,…) (Harrington, 1961), (Kinnon, 1999).  

2.3.2 Quality factor Q 
Secondly, we examine the Q parameter: we can see that the conducting sphere is a weakly 
resonant target (Q1 ≈ 1 for the fundamental pole s1). Indeed, it has been shown (Long, 1994) 
(Moser & Überall, 1983), (Moffatt & Mains, 1975} that more a conducting object is 
voluminous as the sphere, less it is resonant (low Q), because more the object surface is large 
relatively to its dimension, more losses on the surface are important. Moreover, this low 
resonant behaviour can also come from the degeneracy phenomenon of the external poles, 
due to geometrical symmetries of the sphere (Long, 1994), (Rothwell & Cloud, 1999). On the 
contrary, the dipole is a very resonant object, with a high quality factor (Q1 ≈ 6.19 for the 
fundamental pole s1). Consequently, the quality factor can give information on the aspect 
ratio of the target (Chauveau, 2007-b). 
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In this general presentation of resonance parameters, we only considered closed objects so 
as to simplify our purpose. Thus, in this case, we only get external resonances. But, we now 
intend to focus on the resonance behaviour of targets with apertures, which can give access 
to internal resonances. First, we choose the simple example of an open rectangular cavity 
(section 3). Next, we present a more realistic example in the case of an aircraft with air-
intakes (section 4). 

3. Study of a PC rectangular open cavity 
When illuminated in a suitable frequency band, an aperture in a radar target body can give 
access to high-Q internal resonances. Hence the use of natural frequencies of resonance, 
mainly internal ones, is a relevant basis for open targets identification. In this way, Rothwell 
and Cloud (Rothwell & Cloud, 1999) calculate analytically natural frequencies of a canonical 
target: a hollow perfectly conducting sphere with a circular aperture. Their study presents 
an interesting behaviour of poles in the complex plane depending on whether the poles 
originate from internal or external sphere resonances. However, they conclude that the 
sphere is probably not a good candidate for target identification studies, because of its 
modal degeneracy. Our approach is different: we intend to show, from the RCS of a target, 
how resonance parameters depend on its dimensions. For this purpose, we choose to study 
a perfectly conducting rectangular cavity with a rectangular aperture. On one hand, this 
example is a more realistic model of air-intake than a spherical cavity; moreover its 
resonance pulsations are well-known. On the other hand, the search of poles no longer uses 
an analytical method but a numerical one, based on SEM and therefore applicable to any 
target and not only to canonical ones. However, the SEM method extracts the whole set of 
poles, without separating internal and external poles. Consequently, our main objective is to 
show how we can discriminate the two origins of these poles: external poles corresponding 
to creeping waves on the surface of the target and internal poles corresponding to internal 
cavity waves. For this purpose, we first compare poles of the rectangular cavity with those 
of a closed rectangular box of the same size (section 3.2). Next, we study the variation of 
these poles with dimensions of the cavity (section 3.3). 

3.1 Parameters of the PC rectangular cavity 
The studied rectangular cavity is open on one side with a centered slot (figure 6). Its 
characteristic dimensions are given in table 1: height h, width w, depth d, and slot height s. 
The configuration of the excitation is 
 

 
 Fig. 6. Geometry of the rectangular cavity (slot centered in the front wall). 
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• frequency band of investigation: [50MHz ; 685MHz] 
• excitation: electric field E parallel to the vertical direction h and direction of 

propagation k perpendicular to the aperture plane (w,h) 
• monostatic study 
• target (inside and outside) in vacuum 
 

dimensions (m) theoretical resonance pulsations (109 rad/sec) 
h = 0.35 
w = 0.50 
d = 0.80 
s = 0.05 

internal cavity modes 
(ω0)011 = 2.22 
(ω0)012 = 3.02 
(ω0)013 = 4.00 

 
Psw = 2(w + s) = 1.10 
Phw = 2(h + w) = 1.70 
Phd = 2(h + d) = 2.30 
Pwd = 2(w + d) = 2.60 

external modes 
(ω0)sw = 1.71 
(ω0)hw = 1.11 
(ω0)hd = 0.82 
(ω0)wd = 0.72 

Table 1. Characteristic dimensions of the cavity and theoretical natural pulsations of 
resonance. 

The internal modes of a closed rectangular cavity have natural pulsations of resonance given 
by equation (13) (Harrington, 1961) 
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where ε and μ are respectively the permittivity and the permeability of the medium inside 
the cavity; and with m = 0,1,2,... ; n = 0,1,2,... ; p = 1,2,3,... ; m = n = 0 being excepted. For an 
open cavity, the presence of the slot slightly perturbs the resonant pulsation ω0 and makes 
the Q-factor finite, corresponding to a non-zero damping factor, σm. 
In the frequency band of investigation, with such dimensions of the target and such 
orientations of the electric field E and the slot, there are only three possible cavity modes, 
(ω0)011, (ω0)012 and (ω0)013, satisfying equation (13). Their values are given in table 1 for 
corresponding dimensions and ε = ε0 and μ = μ0 for vacuum. 
The external modes of resonance are waves creeping on the outside surface of the PC cavity. 
There are four fundamental natural pulsations, given by equation (12), which correspond to 
each perimeter, Psw, Phw, Phd and Pwd. Values of these perimeters and their corresponding 
fundamental natural pulsations are given in table 1. Moreover, for each characteristic 
dimension, it is possible to find further harmonic natural pulsations. 

3.2 Comparison with a PC closed rectangular box 
In order to distinguish internal and external resonances, we propose to compare the PC 
open rectangular cavity with the PC closed rectangular box of same dimensions without the 
slot, both objects being studied with the same excitation configuration. The box being 
closed, internal resonances cannot be excited from an outside illumination, hence only 
external resonances are present. 
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Figure 7 compares the modulus of the scattered-field transfer function |H(ω)| for the open 
cavity (solid line) and the PC closed box (dashed line). The cavity response presents narrow 
peaks of resonance occurring at expected resonance pulsations of each cavity mode, (ω0)011, 
(ω0)012 and (ω0)013. We can see another peak of resonance occurring near the natural 
pulsation corresponding to the resonance of the slot (ω0)sw. Wider peaks are also present 
corresponding to lower quality of resonance. Indeed, these wider peaks also exist for the box 
response. 
 

 
Fig. 7. Comparison between |H(ω)| of the open cavity and the closed box. 

Figures 8 and 9 compare the cavity and the box using both representations of resonance 
parameters (see section 2), respectively the Cartesian mapping of natural poles in the 
complex plane {σm ; ωm} and the quality factor as a function of the natural pulsation of 
resonance {ω0,m ; Qm}. First, we examine poles existing only for the open cavity, i.e. those 
numbered '1', '2', '3' and '4'. We can see that resonance pulsations of poles of the open cavity 
numbered '1', '2' and '3' almost correspond to theoretical pulsations of the closed cavity 
modes, (ω0)011, (ω0)012 and (ω0)013 (see table 1 and figure 9). Indeed, these three pulsations of 
resonance coincide with the narrowest resonance peaks of the open cavity response 
(figure 7). Accordingly, these three poles have a very low damping coefficient |σm| (figure 
8) and correspond to a high quality factor Qm (figure 9). About the pole '4', its resonance 
pulsation corresponds to the resonance pulsation (ω0)sw of the slot with Psw in equation (12). 
This pole has a higher damping coefficient |σm| and a lower quality factor Qm than poles '1', 
'2' and '3'. Indeed, the peak of resonance occurring at the resonance pulsation of the slot 
(ω0)sw is wider than previous peaks corresponding to internal resonances '1', '2' and '3'. 
Concerning natural poles '5', '6', '7' and '8' of the open cavity, we can see that they are very 
close to natural poles of the box. Consequently, we can state that these four poles 
correspond to creeping waves on the outside surface of the perfectly conducting cavity. 
Following equation (12), these natural poles depend on various perimeters of the target 
given in table 1. For example, the pole numbered '5' can correspond to both characteristic 
perimeters Phd or Phw. The three other poles appear to correspond to harmonic poles which 
mainly depend on dimensions h and d. 
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Fig. 8. Comparison of the mapping of poles {σm ; ωm} of the open cavity and the closed box. 

 
Fig. 9. Comparison of resonance parameters in {ω0,m ; Qm} representation of the open cavity 
and the closed box. 

3.3 Effect of dimensions of the rectangular cavity 
In (Chauveau, 2009), we vary each characteristic dimensions of the open cavity and we 
examine how natural poles move. To quantify the dependence of the natural pulsation of 
resonance ω0 on each dimension, we compute the variation of ω0 with each dimension of the 
cavity (y = h, w, d or s), i.e. dω0/dy, relatively to ω0. Results obtained in (Chauveau, 2009) 
are given in table 2: the mean of the absolute value of this variation: <|dω0/dy|/ω0> for 
each dimension of the cavity and each pole. We consider that the natural pulsation of 
resonance of a pole appreciably depends on a dimension of the cavity when this relative 
variation is significant (noted in bold in table 2). 
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Poles numbered '1', '2' and '3' are internal resonances corresponding to the first modes of the 
cavity. Indeed, their pulsations of resonance only depend on dimensions w and d because of 
the orientation of the incident electric field E which points to the direction of h (figure 6) 
involving m = 0 in equation (13).  
The pole numbered '4' corresponds to the resonance of the slot and consequently is an 
external resonance. ω0 depends strongly on the slot width w and to a smaller degree on the 
slot height s. 
In the same way, poles numbered '6', '7' and '8' are external resonances with a similar 
behavior with the variation of dimensions of the cavity: their pulsations of resonance are 
strongly affected by the variation of dimensions h and d. Thus, we deduce that these poles 
depend on the perimeter Phd of the cavity. In fact, these three poles are harmonic poles 
corresponding to the perimeter Phd. Moreover the pole '7' is affected by the slot, its pulsation 
of resonance slightly varying as a function of s. 
The pole numbered '5' is an external resonance, with ω0 mainly depending on the dimension 
h, but also on w and d. Consequently, we cannot determine which perimeter is associated to 
this pole. 
Anyway, the four poles numbered '5', '6', '7' and '8', due to external creeping waves on the 
surface of the cavity, are very close to those of the perfectly conducting box with same 
dimensions, even if they are modified by the slot. 
Concerning the quality of resonance, the Q-factor of internal cavity modes, '1', '2' and '3' 
decreases when the slot height, s, increases, anyway, Q always remains higher than Q of 
external poles, '4', '5', '6', '7' and '8' (Chauveau, 2009). Indeed, radiating losses are much 
stronger for external resonances than for internal resonances, consequently, internal 
resonances are predominant. 
 

              dimension 
pole h w d S 

1 0.05 1.14 0.35 0.15 
2 0.05 0.62 0.70 0.29 
3 0.06 0.35 0.89 0.25 
4 0.02 1.72 0.04 0.60 
5 1.29 0.51 0.44 0.06 
6 1.10 0.06 0.73 0.08 
7 0.74 0.15 0.75 0.46 
8 0.79 0.11 1.03 0.19 

Table 2. Relative variation of ω0 with dimensions of the cavity <|dω0/dy|/ω0> in m-1). 

4. Application to air-intakes of a simulated aircraft 
We have shown in section 3 that resonances of a PC open object (a rectangular cavity) have 
two origins: external resonances corresponding to external surface creeping waves and 
internal resonances corresponding to internal cavity waves. Because of their high Q-factor, 
internal resonances are predominant, and consequently, they are more easily extracted. In 
this section, we propose to use this property in order to characterize a simulated aircraft 
with air-intakes.  
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A complex shape target as an aircraft can often be modelled as a combination of canonical 
objects (figure 10-a), with resonances corresponding as well to canonical objects (here: 
cylinder, cone, three triangular wings and two cylindrical cavities) as structures created by 
the assembly of these canonical objects (for instance: dihedral created by the junction 
between each wing and the cylinder) (Chauveau, 2007-b). Indeed, air-intakes of an aircraft 
are cavities which can exhibit strong resonances for suitable frequency bands. Thus, we 
propose to use their internal resonance parameters to characterize aircrafts. 
 

 

Fig. 10. Simulated aircraft with air-intakes (a) and open cylindrical cavity (b). 

We first study the PC cylindrical open cavity alone (figure 10-b). This cavity has a length 
L = 0.5m and a radius R = 0.04m, it is open on one side and it is studied in free space in the 
pulsation range [1.2 1010 rad/sec ; 1.8 1010 rad/sec]. We choose this pulsation range in order 
to include resonance pulsations corresponding to the first modes of the cavity. Figure 11 
presents extracted resonance parameters of the cylindrical cavity, in both representations. 
We can see that we have a branch of 5 poles with low damping factor σ and high Q-value 
(Q1 ≈ 250). 
 

 

Fig. 11. Poles of the open cylindrical cavity: {σm ; ωm} representation (left) and {ω0,m ; Qm} 
representation (right). 

In order to verify that these poles correspond to internal modes of the cavity, we calculate 
the natural pulsation of resonance of a closed cylindrical cavity of same dimensions, L and 
R, with equation (14) (Harrington, 1961) 
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R

aperture 



 Radar Technology 

 

268 

 ( )
2

2
mnmnpr L

Rpπx
εR

cω ⎟
⎠

⎞
⎜
⎝

⎛+=  (14) 

where ε is the permittivity of the medium inside the cavity; xmn are ordered zeros of Bessel 
functions Jm(x) given in (Harrington, 1961). 
In the frequency band of investigation and with such dimensions of the target, only 5 cavity 
modes satisfy equation (14): m = 1; n = 1; p = [1:5]. In table 3, their values are compared with 
natural pulsations of resonance ω0,m (noted ωopen_cavity) extracted from the transfer function 
H(ω) of the cylindrical open cavity. We can see that resonance pulsations ωopen_cavity of 
extracted poles of the open cavity are nearly equal to theoretical resonance pulsations 
ωclosed_cavity of the closed cavity. Thus, these extracted poles actually correspond to internal 
resonances. 
 

p ωclosed_cavity 

(1010 rad/sec) 
ωopen_cavity 

(1010 rad/sec) 
ωaircraft 

(1010 rad/sec) 
1 1.39 1.41 1.42 
2 1.43 1.45 1.43 
3 1.49 1.51 1.52 
4 1.57 1.59 / 
5 1.67 1.69 / 

Table 3. Comparison of calculated resonance pulsations of the closed cavity ωclosed_cavity, 
extracted resonance pulsations of the open cavity ωopen_cavity and extracted resonance 
pulsations of the aircraft ωaircraft. 
We now compare the previous open cavity alone (figure 10-b) with the simulated aircraft 
(figure 10-a), in the same configuration (free space, pulsation range, excitation …). The 
aircraft has a characteristic dimension D = 1.5 m and both air-intakes have the same 
dimensions as the open cavity.  
 

 

Fig. 12. Comparison of poles of the open cylindrical cavity and the simulated aircraft in 
wideband response: {σm ; ωm} representation (left) and {ω0,m ; Qm} representation (right). 

We are interested only in internal resonances of air-intakes, that is why we choose the 
pulsation range [1.2 1010 rad/sec ; 1.8 1010 rad/sec], corresponding to the 5 first modes of the 
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cavity. In figure 12, we can see that only 3 poles are extracted for the aircraft and these poles 
cannot be associated with poles of the cavity alone. 
In order to intend to retrieve more precisely poles of the open cavity, we calculate poles of 
the aircraft in narrow frequency bands. Indeed, in (Chauveau, 2007-c), we show the 
possibility to extract natural poles one-by-one in tuning narrow frequency bands to 
frequencies of wanted poles. Thus, we apply this method of poles extraction to the 
simulated aircraft in order to find the three first poles of the open cavity. We respectively 
search the first pole in the pulsation range [1.35 1010 rad/sec; 1.44 1010 rad/sec], the second 
pole in [1.40 1010 rad/sec; 1.46 1010 rad/sec] and the third pole in [1.47 1010 rad/sec; 1.55 1010 
rad/sec]. We can see in figure 13 and in table 3 that the pulsations of these poles are now 
correctly extracted. This shows the advantage of the narrow band extraction of poles. 
  

 

Fig. 13. Comparison of poles of the open cylindrical cavity and the simulated aircraft in 
narrow band response: {σm ; ωm} representation (left) and {ω0,m ; Qm} representation (right). 

5. Conclusion and perspectives 
In this chapter, we have first presented how to extract natural poles from the simulated 
transfer function of a target and how to use them for identification purposes. We have 
introduced a new representation of poles with quality factor Q and natural pulsation of 
resonance ω0 in order to better separate information: the Q parameter permits to bring out 
clearly the resonance behaviour of targets (Q is a discriminatory of the aspect ratio of 
targets), and the natural pulsation of resonance ω0 depends on dimensions of targets. Next, 
we have extended our study to resonances of targets with apertures. The simple example of 
a PC rectangular open cavity has permitted to show how resonance parameters depend on 
object dimensions and how internal and external resonances can be distinguished, by  
comparison of poles of the open cavity and the closed box. Internal resonances having a 
lower damping coefficient |σm| than external resonances, they have a higher quality of 
resonance Qm, and can therefore be more easily extracted. That is why, we have used this 
interesting property of internal resonances in order to identify an aircraft with air-intakes. 
Thus, we have shown that the use of selective narrow frequency bands permits a better 
extraction of poles in the case of complex objects, as aircrafts with air-intakes. 
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1. Introduction  
Bistatic synthetic aperture radar (BiSAR), operates with separate transmitter and receiver 
that are mounted on different platforms (Cherniakov & Nezlin, 2007), will play a great role 
in future radar applications (Krieger & Moreira, 2006). BiSAR configuration can bring many 
benefits in comparison with monostatic systems, such as the exploitation of additional 
information contained in the bistatic reflectivity of targets (Eigel et al., 2000; Burkholder et 
al., 2003), improved flexibility (Loffeld et al., 2004), reduced vulnerability (Wang & Cai, 
2007), forward looking SAR imaging (Ceraldi et al., 2005). These advantages could be 
worthwhile, e.g., for topographic features, surficial deposits, and drainage, to show the 
relationships that occur between forest, vegetation, and soils. Even for objects that show a 
low radar cross section (RCS) in monostatic SAR images, one can find distinct bistatic angle 
to increase their RCS to make these objects visible in BiSAR images. Furthermore, a BiSAR 
configuration allows a passive receiver, operating at a close range, to receive the data 
reflected from potentially hostile areas. This passive receiver may be teamed with a 
transmitter at a safe place, or make use of opportunistic illuminators such as television and 
radio transmitters or even unmanned vehicles [Wang, 2007a]. 
However, BiSAR is subject to the problems and special requirements that are neither not 
encountered or encountered in less serious form for monostatic SAR (Willis, 1991). The 
biggest technological challenge lies in synchronization of the two independent radars: time 
synchronization, the receiver must precisely know when the transmitter fires (in the order of 
nanoseconds); spatial synchronization, the receiving and transmitting antennas must 
simultaneously illuminate the same spot on the ground; phase synchronization, the receiver 
and transmitter must be coherent over extremely long periods of time. The most difficult 
synchronization problem is the phase synchronization. To obtain focused BiSAR image, 
phase information of the transmitted pulse has to be preserved. In a monostatic SAR, the co-
located transmitter and receiver use the same stable local oscillator (STALO), the phase can 
only decorrelate over very short periods of time (about 31 10−×  sec.). In contrast, for a BiSAR 
system, the transmitter and receiver fly on different platforms and use independent master 
oscillators, which results that there is no phase noise cancellation. This superimposed phase 
noise corrupts the received signal over the whole synthetic aperture time. Moreover, any 
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phase noise (instability) in the master oscillator is magnified by frequency multiplication. As 
a consequence, the low phase noise requirements imposed on the oscillators of BiSAR are 
much more higher than the monostatic cases. In the case of indirect phase synchronization 
using identical STALOs in the transmitter and receiver, phase stability is required over the 
coherent integration time. Even the toleration of low frequency or quadratic phase 
synchronization errors can be relaxed to 90°, the requirement of phase stability is only 
achievable with ultra-high-quality oscillators (Wei β , 2004). Moreover, aggravating 
circumstances are accompanied for airborne platforms because of different platform 
motions, the performance of phase stability will be further degraded.  
Although multiple BiSAR image formation algorithms have been developed (Wang et al., 
2006). BiSAR synchronization aspects have seen much less development, at least in open 
literature. The requirement of phase stability in BiSAR was first discussed in (Auterman, 
1984), and further investigated in (Krieger et al., 2006; Krieger & Younis, 2006), which 
conclude that uncompensated phase noise may cause a time variant shift, spurious sidelobes 
and a deterioration of the impulse response, as well as a low-frequency phase modulation of 
the focused SAR signal. The impact of frequency synchronization error in spaceborne 
parasitic interferometry SAR is analyzed in (Zhang et al., 2006) and an estimation of 
oscillator’s phase offset in bistatic interferometry SAR is invstigated in (Ubolkosold et al., 
2006). In an alike manner, linear and random time synchronization errors are discussed in 
(Zhang et al., 2005).  
As a consequence of these difficulties, there is a lack of practical synchronization technique 
for BiSAR. But its application is of great scientific and technological interest, several authors 
have proposed some potential synchronization techniques or algorithms, such as ultra-high-
quality oscillators (Gierull, 2006), a direct exchange of radar pulses (Moreira et al., 2004), a 
ping-pong interferometric mode in case of full-active systems (Evans, 2002) and an 
appropriate bidirectional link (Younis et al., 2006a; Younis et al., 2006b; Eineder, 2003). The 
practical work is to develop a practicable synchronization technique without too much 
alteration to existing radars. 
This chapter concentrates on general BiSAR synchronization, aims at the development of a 
practical solution for time and phase synchronization aspects without too much alteration to 
existing radars. The remaining sections are organized as follows. In Section 2, the impact of 
synchronization errors on BiSAR systems are analysed by using an analytical models. A 
conclusion is made that some synchronization compensation techniques must be applied to 
focus BiSAR raw data. Then, possible time synchronization and phase synchronization 
approaches are investigated in Section 3 and Section 4, respectively. Finally, Section 5 
concludes the chapter with some possible future work.  

2. Impact of synchronization errors on BiSAR systems 
2.1 Fundamental of phase noise 
The instantaneous output voltage of a signal generator or oscillator V(t) is (Lance et al., 1984) 

 ( ) ( ) ( )[ ]sin 2o o oV t V t t tδε πν φ δφ= + + +⎡ ⎤⎣ ⎦   (1) 

where oV and oν  are the nominal amplitude and frequency, respectively, oφ  is a start phase, 
( )tδε and ( )tδφ  are the fluctuations of signal amplitude and phase, respectively. Notice 

that, here, we have assumed that (Wang et al., 2006) 
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It is well known that ( )S fφ  defined as the spectral density of phase fluctuations on a ‘per-
Hz’ is the term most widely used to describe the random characteristics of frequency 
stability, which is a measure of the instantaneous time shifts, or time jitter, that are inherent 
in signals produced by signal generators or added to signals as it passes through a system 
(Wall & Vig, 1995). Although an oscillator’s phase noise is a complex interaction of 
variables, ranging from its atomic composition to the physical environment of the oscillator, 
a piecewise polynomial representation of an oscillator’s phase noise exists and is expressed 
as (Rutman, 1978) 
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where the coefficients 2hα−  describe the different contributions of phase noise, and f  
represents the phase fluctuation frequency. As modeled in the Eq. (3), they can be 
represented by several physical mechanisms which include random walk frequency noise, 
flicker frequency noise. Random walk frequency noise (Vannicola & Varshney, 1983) is 
because of the oscillator’s physical environment (temperature, vibration, and shocks etc.). 
This phase noise contribution can be significant for a moving platform, and presents design 
difficulties since laboratory measurements are necessary when the synthesizer is under 
vibration. White frequency noise originates from additive white thermal noise sources 
inside the oscillator’s feedback loop. Flicker phase noise generally is produced by amplifiers, 
and white phase noise is caused by additive white noise sources outside the oscillator’s 
feedback loop (Donald, 2002).  
In engineering, for the condition that the phase fluctuations occurring at a rate of f and are 
small compared with 1 rad, a good approximation is 

    ( ) ( )
2

S f
L f φ=   (4) 

where ( )L f is defined as the ratio of the power in one sideband referred to the input carrier 
frequency on a per-Hertz of bandwidth spectral density basis to the total signal power at 
Fourier frequency f  from the carrier per device.  

2.2 Model of phase noise 
One cannot foresee to simulate the phase noise if one does not have a model for the phase 
noise. In (Hanzo et al., 2000), a white phase noise model is discussed, but it cannot describe 
the statistical process of phase noise. In (Foschini & Vannucci, 1988), a Wiener phase noise 
model is discussed, but it cannot describe the low-frequency phase noise, since this part of 
phase noise is an unstationary process. As different phase noise will bring different effects 
on BiSAR (see Fig. 1), the practical problem is that how to develop an useful and 
comprehensive model of frequency instability that can be understood and applied in BiSAR 
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processing. Unfortunately, Eq. (3) is a frequency-domain expression and not convenient in 
analyzing its impact on BiSAR. As such, we have proposed an analytical model of phase 
noise, as shown in Fig. 2. This model uses Gaussian noise as the input of a hypothetical low-
pass filter and its output is then considered as phase noise, that is this model may represent 
the output of a hypothetical filter with impulse response ( )h t  receiving an input signal ( )x t . 
 

 
(a)                                                                                 (b) 

 
(c)                                                                                 (d) 

Fig. 1. Impacts of various oscillator frequency offsets: (a)  constant offset, (b) linear offset, (c) 
Sinewave offset, (d) random offset. 
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Fig. 2. Analytical model of phase noise. 
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It is well known that the power spectral density (PSD) of the output signal is given by the 
product ( ) ( ) 2

xS f H f , where the filter transfer function ( )H f  is the Fourier transform of 
( )h t . Notice that, here, ( ) 2

H f  must be satisfied with 
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  (5) 

where a sharp up cutoff frequency hf  and a sharp down cutoff frequency lf  are introduced. 
Notice that time domain stability measures sometimes depend on hf  and lf  which must 
then be given with any numerical result, although no recommendation has been made for 
this value. 3hf kHz=  and 0.01lf Hz= are adopted. Thereby, the PSD of phase noise in Fig. 2 
can be analytical expressed as 

    ( ) ( ) ( ) 2
xS f KS f H fϕ =  (6) 

where ( )xS f  is the PSD of Gaussian noise and also the input of filter, and K is a constant. 
An inverse Fourier transform yields  

 ( ) ( ) ( )t K x t h tϕ = ⊗   (7) 

where ( )tϕ  and ⊗  denote the phase noise in time domain and a convolution, respectively.  

2.3 Impact of phase synchronization errors 
Since only STALO phase noise is of interest, the modulation waveform used for range 
resolution can be ignored and the radar can be simplified into an azimuth only system 
(Auterman, 1984). Suppose the transmitted signal is sinusoid whose phase argument is 

 ( ) ( )2T T Tt f t M tφ π ϕ= +   (8) 

The first term is the carrier frequency and the second term is the phase, and M is the ratio of 
the carrier frequency to STALO frequency. After reflection from a target, the received signal 
phase is that of the transmitted signal delayed by the round-trip time τ . The receiver output 
signal phase ( )tφ  results from demodulating the received signal with the receiver STALO 
which has the same form as the transmitter STALO 

 ( ) ( )2R R Rt f t M tφ π ϕ= +   (9) 
Hence we have 

 ( ) ( ) ( ) ( )( )2 2R T T R Tt f f t f M t tφ π π τ ϕ ϕ τ= − + + − −   (10) 

The first term is a frequency offset arising from non-identical STLO frequencies, which will 
result focused image with a drift. Because this drift can easily be corrected using ground 
calibrator, it can be ignored here. The second term forms the usual Doppler term as round-
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trip time to the target varies, it should be preserved. The last term represents the effect of 
STALO frequency instability which is of interest. As a typical example, assuming a X-band 
airborne SAR with a swath of 6km. Generally, a typical STALO used in current SAR has a 
frequency accuracy ( fδ ) of 910 1s− or better (Wei β , 2004). As a typical example, assuming a 
BiSAR system with the following parameters: radar carrier frequency is 101 10 Hz× , the speed 
of light is 83 10 /m s× , the round-trip from radar to target is 12000m , and then the phase error 
in fast-time is found to be  

 
( ) ( )

( )10 9 4
8

2

12000 82 10 10 10
33

T TM t t f

rad

φ φ τ π δ τ

ππ − −

− − = ⋅ ⋅⎡ ⎤⎣ ⎦

≤ × × × = ×
  (11) 

which has negligible effects on the synchronization phase. Hence, we have an 
approximative  expression 

 ( ) ( )T Tt tφ φ τ−�   (12) 

That is to say, the phase noise of oscillator in fast-time is negligible, we can consider only the 
phase noise in slow-time. 
Accordingly, the phase error in BiSAR can be modelled as 

 ( ) ( ) ( )B T Rt M t tφ ϕ ϕ= −⎡ ⎤⎣ ⎦   (13) 

It is assumed that ( )T tϕ  and ( )R tϕ  are independent random variables having identical PSD 
( )S fϕ . Then, the PSD of phase noise in BiSAR is  

 ( ) ( )22
B

S f M S fϕ ϕ=   (14) 

Where the factor 2  arises from the addition of two uncorrelated but identical PSD. This is 
true in those cases where the effective division ratio in frequency synthesizer is equal to the 
small integer fractions exactly. In other instances, an experimental formula is (Kroupa, 1996) 

 ( ) ( )
8

2 14102 10
B

S f M S f
fϕ ϕ

−
−⎡ ⎤

= + +⎢ ⎥
⎣ ⎦

  (15) 

Take one 10MHz  STALO as an example, whose phase noise parameters are listed in Table 1. 
This STALO can be regarded as a representative example of the ultra stable oscillator for 
current airborne SAR systems. Predicted phase errors are shown in Fig. 3 for a time interval 
of 10s . Moreover, the impacts of phase noise on BiSAR compared with the ideal 
compression results in azimuth can be founded in Fig. 4(a). We can draw a conclusion that 
oscillator phase instabilities in BiSAR manifest themselves as a deterioration of the impulse 
response function. It is also evident that oscillator phase noise may not only defocus the 
SAR image, but also introduce significant positioning errors along the scene extension. 
Furthermore, it is known that high-frequency phase noise will cause spurious sidelobes in 
the impulse function. This deterioration can be characterized by the integrated sidelobe ratio 
(ISLR) which measures the transfer of signal energy from the mainlobe to the sidelobes. For 
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an azimuth integration time, sT , the ISLR contribution because of phase errors can be 
computed in dB as  

 ( )2

1

10log 2
sT

ISLR M S f dfϕ

∞⎡ ⎤
= ⎢ ⎥

⎢ ⎥⎣ ⎦
∫   (16) 

 

Frequency, Hz 1 10 100 1k 10 
( ) , /S f dBc Hzϕ  -80 -100 -145 -145 -160 

Table 1. Phase noise parameters of one typical STALO 

  
(a)                                                                               (b) 

Fig. 3. Simulation results of oscillator phase instabilities with ten realisations: (a) predicted 
phase noise in 10s  in X-band (linear phase ramp corresponding to a frequency offset has 
been removed). (b) predicted high-frequency including cubic and more phase errors. 

  
(a)                                                                               (b) 

Fig. 4. Impacts of phase noise on BiSAR systems: (a) impact of predicted phase noise in 
azimuth. (b) impact of integrated sidelobe ratio in X-band. 
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A typical requirement for the maximum tolerable ISLR is 20dB− , which enables a maximum 
coherent integration time sT  of 2s  in this example as shown in Fig. 4(b). This result is 
coincident with that of (Krieger & Younis, 2006). 
Generally, for 10f Hz≤ , the region of interest for SAR operation, ( )L f  can be modelled as 
(Willis, 1991) 

 ( ) 3log
110 fL f L −=   (17) 

Note that 1L  is the value of ( )L f  at 1f Hz= for a specific oscillator. As the slope of Eq. (17) 
is so high, there is 

 ( )
1

1log
s sT

L f df L
T

∞⎡ ⎤ ⎛ ⎞
≈⎢ ⎥ ⎜ ⎟

⎢ ⎥ ⎝ ⎠⎣ ⎦
∫   (18) 

Hence, the deterioration of ISLR may be approximated as 

 ( ) ( )3log2 2
1 110 log 4 10 10log 4 30logsT

sISLR M L M L T≈ = +   (19) 

It was concluded in (Willis, 1991) that the error in this approximation is less than 1dB  for 
0.6sT s> . 

2.4 Impact of time synchronization errors 
Timing jitter is the term most widely used to describe an undesired perturbation or 
uncertainty in the timing of events, which is a measurement of the variations in the time 
domain, and essentially describes how far the signal period has wandered from its ideal 
value. For BiSAR applications, timing jitter becomes more important and can significantly 
degrade the performance of image quality. Thus a special attenuation should be given to 
study the effects of timing jitter in order to predict possible degradation on the behavior of 
BiSAR systems. Generally speaking, we can model jitter in a signal by starting with a noise-
free signal and displacing time with a stochastic process. Figure 5 shows a square wave with 
jitter compared to an ideal signal. The instabilities can eventually cause slips or missed 
signals that result in loss of radar echoes. 
Because bistatic SAR is a coherent system, to complete the coherent accumulation in 
azimuth, the signals of same range but different azimuths should have the same phase after 
between the echo window and the PRF (pulse repetition frequency) of the receiver system 
would be a fixed value to preserve a stable phase relationship. But once there is clock timing 
jitter, the start time of the echo sampling window changes with certain time difference 
between the echo sampling window (or PRI, pulse repetition interval) and the real echo 
signal, as shown in Fig. 5. Consequently, the phase relation of the sampled data would be 
destroyed. 
To find an analytical expression for the impact of time synchronization error on BiSAR 
images, we suppose the transmitted radar is 

 ( ) ( )2
expT o

r

tS t rect j t j t
T

ω πγ
⎡ ⎤

= +⎢ ⎥
⎢ ⎥⎣ ⎦

�� � �   (20) 
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where [ ]rect i is the window function, rT  is the pulse duration, oω  is the carrier angular 
frequency and  is the chirp rate, respectively. Let ( )e t  denote the time synchronization 
errors of BiSAR, the radar echo from a scatterer is given by 

 ( ) ( ) ( ) ( )2expref
r o

w r

t R c e t tS t rect rect j t j t
T T

τ ω τ πγ τ
− −⎡ ⎤ ⎡ ⎤− ⎡ ⎤= − + −⎢ ⎥ ⎢ ⎥ ⎣ ⎦⎢ ⎥ ⎣ ⎦⎣ ⎦

  (21) 

where the first term is the range sampling window centered at refR , having a length of wT , 
c  is the speed of light, and τ is the delay corresponding to the time it takes the signal to 
travel the distance transmitter-target-receiver distance, BR . 
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Fig. 5. Impacts of time synchronization error on BiSAR data. 

  
(a)                                                                               (b) 

Fig. 6. Impact of time synchronization errors: (a) predicted time synchronization errors in 
10s . (b) impact on BiSAR image for one point target. 

Considering only time synchronization error, that is to say, phase synchronization is 
ignored here, we can obtain the demodulated signal as 
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 ( ) ( ) ( )2' expref
r o

w r

t R c e t tS t rect rect j j t
T T

τ ω τ πγ τ
− −⎡ ⎤ ⎡ ⎤− ⎡ ⎤= + −⎢ ⎥ ⎢ ⎥ ⎣ ⎦⎢ ⎥ ⎣ ⎦⎣ ⎦

  (22) 

Suppose the range reference signal is 

 ( ) 2exprefS r j tπγ⎡ ⎤= −⎣ ⎦   (23) 

The signal, after range compression, can be expressed as 

 ( )
( )( )

sinc expBref B o
ref

w

B r R c e tr R R
S r rect j

cT c c
ω⎡ ⎤− + ⋅−⎡ ⎤ ⋅⎡ ⎤= −⎢ ⎥⎢ ⎥ ⎢ ⎥⎣ ⎦⎢ ⎥⎣ ⎦ ⎣ ⎦

  (24) 

where B  is the radar signal bandwidth and ( )R c e tΔ = ⋅  is the range drift because of time 
synchronization errors. 
From Eq. (24) we can notice that if the two clocks deviate a lot, the radar echoes will be lost 
due to the drift of echo sampling window. Fortunately, such case hardly occurs for current 
radars. Hence we considered only the case that each echo can be successfully received but be 
drifted because of clock timing jitter. In other words, the collected data with the same range 
but different azimuths are not on the same range any more. As an example, Fig. 6(a) 
illustrates one typical prediction of time synchronization error. From Fig. 6(b) we can 
conclude that, time synchronization errors will result unfocused images, drift of radar 
echoes and displacement of targets. To focus BiSAR raw data, some time synchronization 
compensation techniques must be applied. 
Notice that the requirement of frequency stability may vary with applications. Image 
generation with BiSAR requires a frequency coherence for at least the coherent integration 
time. For interferometric SAR (InSAR) (Muellerschoen et al., 2006), however this coherence 
has to be expanded over the whole processing time (Eineder, 2003). 

3. Direct-path Signal-based synchronization approach 
A time and phase synchronization approach via direct-path signal was proposed in (Wang 
et al., 2008). In this approach, the direct-path signal of transmitter is received with one 
appropriative antenna and divided into two channels, one is passed though an envelope 
detector and used to synchronize the sampling clock, and the other is downconverted and 
used to compensate the phase synchronization error. Finally, the residual time 
synchronization error is compensated with range alignment, and the residual phase 
synchronization error is compensated with GPS (global positioning systems)/INS (intertial 
navigation system)/IMU (intertial measurement units) information, then the focusing of 
BiSAR image may be achieved. 

3.1 Time synchronization 
As concluded previously, if time synchronizes strictly, intervals between the echo window 
and the PRF (pulse repetition frequency) of the receiver would be a fixed value to preserve a 
stable phase relationship. But once there is time synchronization error, the start time of the 
echo sampling window changes with certain time difference between the echo sampling 
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window (or PRI, pulse repetition interval) and the real echo signal. As a consequence, the 
phase relation of the sampled data would be destroyed. 
It is well known that, for monostatic SAR, the azimuth processing operates upon the echoes 
which come from target points at equal range. Because time synchronization errors (without 
considering phase synchronization which are compensated separately in subsequent phase 
synchronization processing) have no effect on the initial phase of each echo, time 
synchronization errors can be compensated separately with range alignment. Here the 
spatial domain realignment (Chen & Andrews, 1980) is used. That is, let ( )

1t
f r  and ( )

2t
f r  

denote the recorded complex echo from adjacent pulses where 2 1t t t− = Δ  is the PRI and r  is 
the range assumed within one PRI. If we consider only the magnitude of the echoes, 
then ( ) ( )

1 2t tm r r m r+ Δ ≈ , where ( ) ( )
1 1t tm r f r� . The rΔ  is the amount of misalignment, which 

we would like to estimate. Define a correlation function between the two waveforms ( )
1t

m r  
and ( )

2t
m r  as 

 ( )
( ) ( )

( ) ( )

1 2

1 2

1/2

2 2

t t

t t

m r m r s dr
R s

m r dr m r s dr

∞

−∞

∞ ∞

−∞ −∞

−

⎡ ⎤
−⎢ ⎥

⎣ ⎦

∫

∫ ∫
�   (25) 

From Schwartz inequality we have that ( )R s  will be maximal at s r= Δ  and the amount of 
misalignment can thus be determined. Note that some other range alignment methods may 
also be adopted, such as frequency domain realignment, recursive alignment (Delisle & Wu, 
1994), and minimum entropy alignment. Another note is that, sensor motion error will also 
result the drift of echo envelope, which can be corrected with motion compensation 
algorithms. When the transmitter and receiver are moving in non-parallel trajectories, the 
range change of normal channel and synchronization channel must be compensated 
separately. This compensation can be achieved with motion sensors combined with effective 
image formation algorithms. 

3.2 Phase synchronization 
After time synchronization compensation, the primary causes of phase errors include 
uncompensated target or sensor motion and residual phase synchronization errors. 
Practically, the receiver of direct-path can be regarded as a strong scatterer in the process of 
phase compensation. To the degree that motion sensor is able to measure the relative motion 
between the targets and SAR sensor, the image formation processor can eliminate undesired 
motion effects from the collected signal history with GPS/INS/IMU and autofocus 
algorithms. This procedure is motion compensation that is ignored here since it is beyond 
the scope of this paper. Thereafter, the focusing of BiSAR image can be achieved with 
autofocus image formation algorithms, e.g., (Wahl et al., 1994). 
Suppose the n th transmitted pulse with carrier frequency 

nTf  is 

 ( ) ( ) ( )( )exp 2
nn T d nx t s t j f tπ ϕ⎡ ⎤= +⎣ ⎦   (26) 

where ( )d nϕ is the original phase, and ( )s t is the radar signal in baseband  



 Radar Technology 

 

284 

 ( ) ( )2exp
r

ts t rect j t
T

πγ
⎡ ⎤

= ⎢ ⎥
⎣ ⎦

  (27) 

Let dnt  denote the delay time of direct-path signal, the received direct-path signal is 

 ( ) ( ) ( )( ) ( )( )' exp 2 expdn dn Tn dn dn d ns t s t t j f f t t jπ ϕ= − + −⎡ ⎤⎣ ⎦   (28) 

where dnf is Doppler frequency for the n th transmitted pulse. Suppose the demodulating 
signal in receiver is 

 ( ) ( )exp 2f Rns t j f tπ= −   (29) 

Hence, the received signal in baseband is  

 ( ) ( ) ( )( ) ( ) ( )( )exp 2 exp 2 expdn dn Tn dn dn n d nS t s t t j f f t j f t jπ π ϕ= − − + ⋅ Δ ⋅   (30) 

with n Tn Rnf f fΔ = − , where ( )d nϕ  is the term to be extracted to compensate the phase 

synchronization errors in reflected signal. A Fourier transform applied to Eq. (30) yields 

 
( ) ( ) ( )

( )

2

exp 2 exp

exp 2

nn
dn n dn

r

Tn dn dn dn

j f ff f
S f rect j f f t

T

j f f t j

π
π

γ γ

π ϕ

⎡ ⎤− − Δ⎡ ⎤− Δ
⎡ ⎤ ⎢ ⎥= ⋅ − − Δ ⋅⎢ ⎥ ⎣ ⎦ ⎢ ⎥⎣ ⎦ ⎣ ⎦

⎡ ⎤× − + +⎣ ⎦

  (31) 

Suppose the range reference function is 

 ( ) ( )2expref
r

tS t rect j t
T

πγ
⎡ ⎤

= −⎢ ⎥
⎣ ⎦

 (32) 

Range compression yields 

 
( ) ( ) ( )( )

( ) ( ) ( )

2

sin

exp exp 2

dn o n o n dn n

n
n dn n dn Rn dn d n

y t T f c T f t t f

fj f t t f j f f t

γ γ γ

π
π γ π ϕ

γ

⎡ ⎤= − Δ −Δ − + Δ⎣ ⎦
⎧ ⎫⎡ ⎤Δ⎪ ⎪⎡ ⎤× Δ − + Δ ⋅ − + − +⎨ ⎬⎢ ⎥⎣ ⎦
⎪ ⎪⎣ ⎦⎩ ⎭

  (33) 

We can notice that the maxima will be at dn nt t f γ= − Δ , where we have  

 ( )exp 1
dn n

n dn n t t f
j f t t f

γ
π γ

= −Δ
⎡ ⎤Δ − + Δ =⎣ ⎦   (34) 

Hence, the residual phase term in Eq. (33) is 

 ( ) ( ) ( )

2

2 n
dn Rn dn d n

fn f f t π
ψ π ϕ

γ
Δ

= − + − +   (35) 

As nfΔ  and γ  are typical on the orders of 1kHz  and 131 10 /Hz s× , respectively. 2
nfπ γΔ has 

negligiable effects. Eq. (35) can be simplified into  
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 ( ) ( ) ( )2 dn Rn dn d nn f f tψ π ϕ= − + +   (36) 

In a like manner, we have 

 ( ) ( ) ( )( ) ( ) ( )1 1 1 11 2 d n R n d n d nn f f tψ π ϕ+ + + ++ = − + +   (37) 

Let  

 ( ) ( ) ( ) ( )0 01 1 1 1,        d Rd n d n R n R nf f f f f fδ δ+ + + += + = +   (38) 

where 0df  and 0Rf  are the original Doppler frequency and error-free demodulating 
frequency in receiver, respectively. 
Accordingly, ( )1d nfδ +  and ( )1R nfδ +  are the frequency errors for the ( )1n + th pulse. Hence, we 
have 

 
( ) ( ) ( ) ( ) ( )( )

( ) ( )( ) ( )( )
0 01 1

1 1 1

1 2

2

dn R d dnd n d n

dnd n R n d n

n n f f t t

f f t t

ϕ ϕ ψ ψ π

π δ δ

+ +

+ + +

− = + − − + −⎡ ⎤⎣ ⎦

− + −
  (39) 

Generally, ( ) ( )1 1d n R nf fδ δ+ ++  and ( )1 dnd nt t+ −  are typical on the orders of 10Hz  and 910 s− , 

respectively, then ( ) ( )( ) ( )( )1 1 12 dnd n R n d nf f t tπ δ δ+ + ++ −  is founded to be smaller than 82 10π −× rad, 

which has negligiable effects. Furthermore, since ( )1d nt +  and dnt  can be obtained from 

GPS/INS/IMU, Eq. (39) can be simplified into 

 ( ) ( )1 dn ed n nϕ ϕ ψ+ − =   (40) 

With ( ) ( ) ( ) ( ) ( )( )0 0 11 2e R d dnd nt n n f f t tψ ψ ψ π += + − − + −⎡ ⎤⎣ ⎦ . We then have 

 

( ) ( ) ( )

( ) ( ) ( )

( ) ( ) ( )

2 1

3 2

1

1

2

.............................

ed d

ed d

ed n d n n

ϕ ϕ ψ

ϕ ϕ ψ

ϕ ϕ ψ+

− =

− =

− =

  (41) 

From Eq. (41) we can get ( )d nϕ , then the phase synchronization compensation for reflected 

channel can be achieved with this method. Notice that the remaining motion compensation 
errors are usually low frequency phase errors, which can be compensated with autofocus 
image formation algorithms. 
In summary, the time and phase synchronization compensation process may include the 
following steps: 

Step 1, extract one pulse from the direct-path channel as the range reference function; 
Step 2, direct-path channel range compression; 
Step 3, estimate time synchronization errors with range alignment; 
Step 4, direct-path channel motion compensation; 
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Step 5, estimate phase synchronization errors from direct-path channel; 
Step 6, reflected channel time synchronization compensation; 
Step 7, reflected channel phase synchronization compensation; 
Step 8, reflected channel motion compensation; 
Step 9, BiSAR image formation. 

4. GPS signal disciplined synchronization approach 
For the direct-path signal-based synchronization approach, the receiver must fly with a 
sufficient altitude and position to maintain a line-of-sight contact with the transmitter. To 
get around this disadvantage, a GPS signal disciplined synchronization approach is 
investigated in (Wang, 2009). 

4.1 System architecture 
Because of their excellent long-term frequency accuracy, GPS-disciplined rubidium 
oscillators are widely used as standards of time and frequency. Here, selection of a crystal 
oscillator instead of rubidium is based on the superior short-term accuracy of the crystal. As 
such, high quality space-qualified 10MHz quartz crystal oscillators are chosen here, which 
have a typical short-term stability of ( ) 121 10Allan t sσ −Δ = = and an accuracy of 

( ) 111 10rms t sσ −Δ = = . In addition to good timekeeping ability, these oscillators show a low 
phase noise. 
As shown in Fig. 7, the transmitter/receiver contains the high-performance quartz crystal 
oscillator, direct digital synthesizer (DDS), and GPS receiver. The antenna collects the GPS 
L1 (1575.42MHz) signals and, if dual frequency capable, L2 (1227.60MHz) signals. The radio 
frequency (RF) signals are filtered though a preamplifier, then down-converted to 
 

GPS
ReceiverDDS

USO

Transmitter

GPS
Receiver DDS

USO

Receiver

GPS1 GPS2

 
 Fig. 7. Functional block diagram of time and phase synchronization for BiSAR using GPS 
disciplined USOs. 
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intermediate frequency (IF). The IF section provides additional filtering and amplification of 
the signal to levels more amenable to signal processing. The GPS signal processing 
component features most of the core functions of the receiver, including signal acquisition, 
code and carrier tracking, demodulation, and extraction of the pseudo-range and carrier 
phase measurements. The details can be found in many textbooks on GPS (Parkinson & 
Spilker, 1996). 
The USO is disciplined by the output pulse-per-second (PPS), and frequency trimmed by 
varactor-diode tuning, which allows a small amount of frequency control on either side of 
the nominal value. Next, a narrow-band high-resolution DDS is applied, which allows the 
generation of various frequencies with extremely small step size and high spectral purity. 
This technique combines the advantages of the good short-term stability of high quality 
USO with the advantages of GPS signals over the long term. When GPS signals are lost, 
because of deliberate interference or malfunctioning GPS equipment, the oscillator is held at 
the best control value and free-runs until the return of GPS allows new corrections to be 
calculated. 

4.2 Frequency synthesis 
Since DDS is far from being an ideal source, its noise floor and spurs will be transferred to 
the output and amplified by 2 ( denotes the frequency multiplication factor) in power. To 
overcome this limit, we mixed it with the USO output instead of using the DDS as a 
reference directly. Figure 8 shows the architecture of a DDS-driven PLL synthesizer. The 
frequency of the sinewave output of the USO is 10MHz plus a drift fΔ , which is fed into a 
double-balanced mixer. The other input port of the mixer receives the filtered sinewave 
output of the DDS adjusted to the frequency fΔ . The mixer outputs an upper and a lower 
sideband carrier. The desired lower sideband is selected by a 10MHz crystal filter; the upper 
sideband and any remaining carriers are rejected. This is the simplest method of simple 
sideband frequency generation. 
 

10MHz
USO

Divided by
10 DDS Filter

Micro
Processor Comparator Divided by

10000000

PPS_GPS

Filter
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PPS_USO

 
 Fig. 8. Functional block diagram of GPS disciplined oscillator. 

The DDS output frequency is determined by its clock frequency clkf  and an M-bit number 
[ ]( )2 1,j j M∈  written to its registers, where M  is the length of register. The value 2 j  is 

added to an accumulator at each clock uprate, and the resulting ramp feeds a sinusoidal 
look-up table followed by a DAC (digital-to-analog convertor) that generates discrete steps 
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at each update, following the sinewave form. Then, the DDS output frequency is (Vankka, 
2005) 

 [ ]2 , 1,2,3,...., 1
2

j
clk

M

ff j M⋅
= ∈ −   (42) 

Clearly, for the smallest frequency step we need to use a low clock frequency, but the lower 
the clock frequency, the harder it becomes to filter the clock components in the DDS output. 
As a good compromise, we use a clock at about 1MHz, obtained by dividing the nominal 
10MHz USO output by 10. Then, the approximate resolution of the frequency output of the 
DDS is 48 91 2 3.55 10df MHz Hz−= = ⋅ . Here, 48M =  is assumed. This frequency is subtracted 
from the output frequency of the USO. The minimum frequency step of the frequency 
corrector is therefore 9 63.55 10 /10Hz−⋅ , which is 163.55 10−⋅ . Thereafter, the DDS may be 
controlled over a much larger frequency range with the same resolution while removing the 
USO calibration errors. Thus, we can find an exact value of the 48-bit DDS value M to 
correct the exact drift to zero by measuring our PPS, divided from the 10MHz output, 
against the PPS from the GPS receiver. 
However, we face the technical challenge of measuring the time error between the GPS and 
USO pulse per second signals. To overcome this difficulty, we apply a high-precision time 
interval measurement method. This technique is illustrated in Fig. 9, where the two PPS 
signals are used to trigger an ADC (analog-to-digital convertor) to sample the sinusoid that 
is directly generated by the USO. Denoting the frequency of _PPS GPS as of , we have 

 1 2
B A

o

T
f

φ φ
π
−

=   (43) 
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 Fig. 9. Measuring time errors between two 1PPS with interpolated sampling technique. 
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Similarly, for _PPS USO , there is 

 2 2
D C

o

T
f

φ φ
π
−

=   (44) 

Hence, we can get 

 ( ) 0 1 2T n m T T TΔ = − + −   (45) 

Where n  and m  denote the calculated clock periods. Since there is B Dφ φ= , we have 

 0 02 2
C A

o o

T nT mT
f f

φ φ
π π

⎛ ⎞ ⎛ ⎞
Δ = + − +⎜ ⎟ ⎜ ⎟

⎝ ⎠ ⎝ ⎠
  (46) 

To find a general mathematical model, suppose the collected sinewave signal with original 
phase ( )( ),i i A Cφ ∈  is  

 ( ) ( )cos 2 o ix n f nπ φ= +   (47) 

Parting ( )x n  into two nonoverlapping subsets, ( )1x n  and ( )2x n , we have 

 ( ) ( ) ( ) ( )1 1 2 2,      S k FFT x n S k FFT x n= =⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦   (48) 

Thereby we have  

 ( ) ( ) ( ) ( )1 1 1 2 2 2max max
,      S k S k S k S k= =   (49) 

Thus, ( )( ),i i A Cφ ∈  can be calculated by 

 ( ) ( )1 1 2 21.5arg 0.5argi S k S kφ = −⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦   (50) 

Since the parameters m , n , Cφ , Aφ  and of  are all measurable, the time error between 
_PPS GPS and _PPS USO  can be obtained from (50). As an example, assuming the signal-to-

noise ratio (SNR) is 50dB  and 10of MHz= , simulations suggest that the RMS (root mean 
square) measurement accuracy is about 0.1ps. We have assumed that some parts of the 
measurement system are ideal; hence, there may be some variation in actual systems. The 
performance of single frequency estimators has been detailed in (Kay, 1989). 
Finally, time and phase synchronization can be achieved by generating all needed 
frequencies by dividing, multiplying or phase-locking to the GPS-disciplined USO at the 
transmitter and receiver. 

4.3 Residual synchronization errors compensation 
Because GPS-disciplined USOs are adjusted to agree with GPS signals, they are self-
calibrating standards. Even so, differences in the PPS fluctuations will be observed because 
of uncertainties in the satellite signals and the measurement process in the receiver (Cheng 
et al., 2005). With modern commercial GPS units, which use the L1-signal at 1575.42MHz, a 
standard deviation of 15ns may be observed. Using differential GPS (DGPS) or GPS 
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common-view, one can expect a standard deviation of less than 10ns. When GPS signals are 
lost, the control parameters will stay fixed, and the USO enters a so-called free-running 
mode, which further degrades synchronization performance. Thus, the residual 
synchronization errors must be further compensated for BiSAR image formation. 
Differences in the PPS fluctuations will result in linear phase synchronization errors, 

0 0 12 f t a a tϕ π+ Δ ⋅ = + , in one synchronization period, i.e., one second. Even though the USO 
used in this paper has a good short-term timekeeping ability, frequency drift may be 
observed in one second. These errors can be modeled as quadratic phases. We model the 
residual phase errors in the i-th second as 

 ( ) 2
0 1 2 ,     0 1i i i it a a t a t tϕ = + + ≤ ≤   (51) 

Motion compensation is ignored here because it can be addressed with motion sensors. 
Thus, after time synchronization compensation, the next step is residual phase error 
compensation, i.e., autofocus processing.  
We use the Mapdrift autofocus algorithm described in (Mancill & Swiger, 1981). Here, the 
Mapdrift technique divides the i-th second data into two nonoverlapping subapertures with 
a duration of 0.5 seconds. This concept uses the fact that a quadratic phase error across one 
second (in one synchronization period) has a different functional form across two half-
length subapertures, as shown in Fig. 10 (Carrara et al., 1995). The phase error across each 
subapertures consists of a quadratic component, a linear component, and an inconsequential 
constant component of 4Ω radians. The quadratic phase components of the two 
subapertures are identical, with a center-to-edge magnitude of 4Ω  radians. The linear 
phase components of the two subapertures have identical magnitudes, but opposite slopes. 
Partition the i-th second azimuthal data into two nonoverlapping subapertures. There is an 
approximately linear phase throughout the subaperture. 

 ( ) 0 1 ,     t
4
a

ei j j j
Tt t b a tϕ + = + <   (52) 

with ( )( ) [ ]2 1 2 1 2, 1,2j j− − ∈ . Then the model for the first subaperture ( )1g t  is the product 
of the error-free signal history ( )1s t  and a complex exponential with linear phase 

 ( ) ( ) ( )1 1 01 11expg t s t b b t= +   (53) 

Similarly, for the second subaperture we have 

 ( ) ( ) ( )2 02 12expsg t s t b b t= +   (54) 
Let  

 ( ) ( ) ( ) ( ) ( ) ( ) ( )12 1 1 1 2 01 02 11 12expg t g t g t s t s t j b b j b b t∗ ∗ ⎡ ⎤= = − + −⎣ ⎦   (55) 
After applying a Fourier transform, we get 

 ( ) ( ) ( )( ) ( )
1/ 4

12 12 01 02 12 11 12
1 4

expj tG g t e dt j b b S b bωω ω−

−

= = − − +∫   (56) 

where ( )12S ω  denotes the error-free cross-correlation spectrum. The relative shift between the 
two apertures is 11 12b bωΔ = − , which is directly proportional to the coefficient 2ia  in Eq. (51). 
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Fig. 10. Visualization of quadratic phase error. 

 2 11 12ia b bω= Δ = −   (57) 

Next, various methods are available to estimate this shift. The most common method is to 
measure the peak location of the cross-correlation of the two subapterture images.  
After compensating for the quadratic phase errors 2ia  in each second, Eq. (51) can be 
changed into 

 ( ) 0 1 ,     0 1c
i i it a a t tϕ = + ≤ ≤   (58) 

Applying again the Mapdrift described above to the i-th and (i+1)-th second data, the 
coefficients in (58) can be derived. Define a mean value operator 

2
ϕ  as 

 
1/ 2

2
1/ 2

dtϕ ϕ
−

≡ ∫   (59) 

Hence, we can get  

 
( )( )

( )
2

1 0 1 22

2

,     
ei ei

eii i i

t t
a a b t

t t

ϕ ϕ
ϕ

− −
= = −

−
  (60) 

where 
2ei eiϕ ϕ≡ . Then, the coefficients in (51) can be derived, i.e., the residual phase errors 

can then be successfully compensated. This process is shown in Fig. 11. 
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Fig. 11. Estimator of residual phase synchronization errors 

Notice that a typical implementation applies the algorithm to only a small subset of 
available range bins, based on peak energy. An average of the individual estimates of the 
error coefficient from each of these range bins provides a final estimate. This procedure 
naturally reduces the computational burden of this algorithm. The range bins with the most 
energy are likely to contain strong, dominant scatterers with high signal energy relative to 
clutter energy. The signatures from such scatterers typically show high correlation between 
the two subaperture images, while the clutter is poorly correlated between the two images. 
It is common practice to apply this algorithm iteratively. On each iteration, the algorithm 
forms an estimate and applies this estimate to the input signal data. Typically, two to six 
iterations are sufficient to yield an accurate error estimate that does not change significantly 
on subsequent iterations. Iteration of the procedure greatly improves the accuracy of the 
final error estimate for two reasons First, iteration enhances the algorithm’s ability to 
identify and discard those range bins that, for one reason or another, provide anomalous 
estimates for the current iteration. Second, the improved focus of the image data after each 
iteration results in a narrower cross-correlation peak, which leads to a more accurate 
determination of its location. Notice that the Mapdrift algorithm can be extended to estimate 
high-order phase error by dividing the azimuthal signal history in one second into more 
than two subapertures. Generally speaking, N subapertures are adequate to estimate the 
coefficients of an Nth-order polynomial error. However, decreased subaperture length will 
degrade both the resolution and the signal-to-noise ratio of the targets in the images, which 
results in degraded estimation performance. 

5. Conclusion 
Although the feasibility of airborne BiSAR has been demonstrated by experimental 
investigations using rather steep incidence angles, resulting in relatively short synthetic 
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aperture times of only a few seconds, the time and phase synchronization of the transmitter 
and receiver remain technical challenges. In this chapter, with an analytical model of phase 
noise, impacts of time and phase synchronization errors on BiSAR imaging are derived. Two 
synchronization approaches, direct-path signal-based and GPS signal disciplined, are 
investigated, along with the corresponding residual synchronization errors.  
One remaining factor needed for the realization and implementation of BiSAR is spatial 
synchronization. Digital beamforming by the receiver is a promising solution. Combining 
the recorded subaperture signals in many different ways introduces high flexibility in the 
BiSAR configuration, and makes effective use of the total signal energy in the large 
illuminated footprint.  
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1. Introduction 
Planar antennas are common components in sensing applications due to their low cost, low 
profile and simple integration with systems. They can be used commonly at frequencies as 
high as 77 GHz and above, for example in automotive sensing. Also, new ultra-wideband 
communication systems operating around 60 GHz will heavily rely on planar antennas due 
to their unique properties. One special advantage of planar elements is that they can easily 
form array structures combining very simple elements, like microstrip patches. Also phased 
and conformal arrays can be built. Due to all these characteristics, planar antennas are very 
good candidates for building front ends for mm-wave applications in radar, sensing or 
communications. 
For some applications, which are either established today or which will become commercial 
in a few years, general requirements can be given. In addition to automotive radar, this 
mainly applies to 60 GHz ultra-broadband wireless indoor communications. Microwave 
imaging at 94 GHz and above is still much under research, as well as other sensing 
applications in the millimeter-wave region above 100 GHz. Prominent frequency bands are 
in the 122 and 140 GHz range1. 
Typical antenna requirements are multi-beam or scanning capability, high gain up to 30..36 
dBi and moderate to low sidelobes. In monopulse radar systems, the sidelobes may be 
included in the angle determination scheme, then the sidelobe level requirements are rather 
relaxed. 
Loss is generally an important issue. Comparing a planar approach to a commercially 
available dielectric lens, the planar antenna exhibits significantly higher losses, especially if 
the beamforming device is included. The antenna efficiency of 77 GHz planar array columns 
is roughly 50%. These losses are caused by dielectric losses and conductor losses. To attain 
reliable predictions of the losses in full-wave simulations, care has to be taken in the 
                                                 
1 The FCC frequency allocations contain an amateur/mobile band at 122.25-123 GHz and an 
ISM (industrial, scientific, medical) band at 122-123 GHz.  The bands 136-141 GHz and 141-
148.5 GHz are allocated (among others such as radio astronomy) for amateur plus 
radiolocation and mobile plus radiolocation services, respectively by FCC and ECC. 
Therefore, a lot of bandwidth is within technological reach. 



 Radar Technology 

 

298 

modeling of the conductors. Even if the conductors mainly are copper, a typical surface 
finishing consists of 3 to 5 μm nickel and a few hundred nanometers of gold. Comparing 
these numbers with the skin depth, it is found that a significant part of the current flows in 
the nickel. A layered impedance model for the metallization therefore improves the loss 
prediction significantly. 
On the other hand, fabrication aspects have to be taken into account. Nickel acts as a 
diffusion barrier between gold and copper. Although practically not much interdiffusion 
will occur at room temperature, the nickel layer may still prove necessary as soon as 
wirebonding or other mounting technologies at elevated temperature are employed.  
Generally planar antennas are well suitable for mass fabrication with low-cost processing. 
The required minimum feature sizes are realizable with common circuit board processes 
and the reproducibility of an industrial circuit board process is sufficiently good to achieve 
consistent antenna characteristics from lot to lot. For a low cost approach the RF functions 
should be limited to a single layer, which may be complemented with additional layers of 
low-frequency material (e.g. FR-4) for mechanical stabilization and accommodation of 
power supply and baseband circuitry. 

2. Planar antennas for automotive radar applications 
Due to the large number of groups working on planar antennas for automotive radar and 
the multitude of respective publications, an extensive review of the literature is not 
provided here. However, some examples for planar antenna implementations will be given 
below, which illustrate specific and interesting particular solutions.  
Requirements for a multitude of different automotive-radar-based comfort and safety 
functions are compiled in (Mende & Rohling, 2002). While for the long range ACC 
applications an angular range of ±4° to ±8° is usually sufficient, short or medium range 
applications have different requirements in distance and angular range. The angular range 
is covered with a number of mutually overlapping beams intersecting approximately at 
their 3 dB points.  
Conventionally, the beams are generated for example with a dielectric lens, which is fed 
from different positions in the focal plane. If the feed elements are realized as patches, a pre-
focusing may be necessary for optimum illumination of the lens. This can be achieved with 
dielectric rods placed on top of the patches (Kühnle et. al., 2003). Fig. 2-1 a) shows the 
 

 
                     a)                                         b)                                                         c) 

Fig. 2-1. a) Beamforming in conventional lens-based radar systems; b) Block diagram of a 
lens-based automotive radar, c) Target angle determination with monopulse technique 
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concept of beam generation with a dielectric lens. A simple and low-cost circuit concept for 
an FMCW radar multi-beam front end is given in Fig. 2-1 b). All beams are illuminated 
simultaneously. The transmit signal also drives the transceiving mixers, which down 
convert the individual receive signals to baseband (Kühnle et. al., 2003). 
The angular position of a radar target is determined by the amplitude ratio of the received 
signals in adjacent radar beams, typically referred to as monopulse technique, see Fig. 2-1 c). 
To achieve a reasonable angular accuracy, a number of 2 to 5 mutually overlapping beams is 
required to cover the azimuthal angular range of typical long or medium range applications. 
The beam width depends on the aperture size of the antenna, which is limited by practical 
reasons such as available mounting space at the bumper region. 
Whereas the monopulse technique has shown excellent performance in automotive radar 
sensors for a long time, there are extensions and alternative algorithms, such as complex 
monopulse for multi-target situations (Schoebel, 2004b; Schoebel & Schneider, 2007) and 
high-resolution algorithms (Schneider et. al., 2002). Alternatively, a faster but less accurate 
determination of the target angular position can be realized using a larger number of beams 
and determining the target angle in a maximum search of the receive signals of the beams. 
In (Kawakubo et. al., 2004) a system providing pre-crash safety and ACC functions is 
described, which employs 41 digitally generated beams covering an angular range of ±10°. 
A crucial point is the required radar range, which often exceeds 100 to 200 m. Concomitant 
to the narrow beam angles this also calls for a large antenna gain, which may exceed 30 dBi. 
As a result the size of a planar array may become quite large and special attention has to be 
paid to antenna and feed losses. Polarization is not very critical. Some systems use 45° 
polarization, so that radar signals from cars travelling in opposite directions and facing each 
other will be polarization decoupled to reduce interference. Alternatively, vertical 
polarization is less prone to multipath propagation between a car’s bottom and the road 
surface (Schneider & Wenger, 1999), so that signal processing is facilitated by a complexity 
reduction of the radar scenario. 
An early example of a Rotman lens employed for azimuthal beam forming in automotive 
radar is given in (Russell et. al., 1997). In elevation, series-fed columns are employed. Such 
planar antenna columns are elaborated in detail in (Freese et. al., 2000), where element 
widths are tapered to achieve a better sidelobe suppression (see examples in Fig. 3-2 a), b). 
45° polarization is added to this concept in (Iizuka et. al., 2002) by employing inclined 
patches, which are connected to the feed line on a corner (see Fig. 3-2 c). A rather complex 
beam forming system based on several Rotman lenses was developed by (Metz et. al., 2001). 

3. Design of patch elements, patch columns and arrays 
3.1 Single patches 
The design of single patch elements has been treated extensively in the literature (Balanis, 
2005) and is not repeated here in detail. There are many methods for analyzing and 
designing patches, divided into empirical models, semi empirical models and full-wave 
analysis (Bhartia et. al., 1990). In this work, a rectangular patch is designed with the 
Transmission Line Model with the aid of a Matlab program to obtain a starting point for a 
parametric design with a full-wave simulator. With the substrate chosen (5 mil Ro3003), 
parameters of the simulation are patch width and length. 
A single cell is here designed and simulated, in order to obtain the optimum parameters 
when connected in the array. The model consists of the rectangular patch with its initial 
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dimensions. The patch is connected from both sides with the high impedance microstrip 
lines. The impedance of this line is designed to be 100 Ohm, which will make feed 
arrangements easier. This impedance is equivalent for this substrate to a width of 85 μm, 
which can be processed with conventional “fine-feature” circuit board technology. 
The patch model is tuned with the patch length to resonate at the desired operation 
frequency (e.g. around 140 GHz). The patch width is used for balancing the maxima of the 
E-field at the radiating edges of the patch (see Fig. 3-1 a). With the aid of the E-field 
diagrams and by deembedding the input port, the optimum line length is found for a 360° 
insertion phase between input and output of the cell. The respective input and output 
positions are located at the points where the field is minimum on the line (see arrows in Fig. 
3-1 a). These calculations make the design of the final array arrangement and also the 
calculations of the number of elements very easy. A good design with very stable and 
processable dimensions is found. This model resonates at a frequency of 138 GHz (compare 
Fig. 3-1 b), so this model is chosen for designing the whole array.  
 

 
                                     a)                                                                             b) 

Fig. 3-1. a) Single patch cell simulation for column design; b) Return loss of the patch cell 

3.2 Patch array pattern modeling 
Useful array patterns can be derived most straightforwardly by operating the patch in the 
ground (TM01) mode. Therefore, the radiation model needs to cover this mode only. (Carver 
& Mink, 1981) give analytical radiation patterns, which can easily be implemented in a 
numerical model. We implemented this model in a Matlab code, which allows to specify 
positions, excitation voltages, and phases of all individual patches in a planar array. Array 
patterns can easily be optimized or analyzed with this tool. Patch and feed losses are 
empirically taken into account in the excitation. Fig 3-2 e) gives antenna gain measurement 
and simulation of a single patch column of 20 elements in E and H planes. The 
correspondence is very good, only at very large angles some discrepancies can be seen, 
which are partly caused by the feed structure. 
The designs presented in this work are all realized on 5 mil Ro3003 substrate. In the V and 
W bands this substrate is electrically sufficiently thin, so that surface waves play no 
significant role. Consequently, the pattern modeling may neglect surface waves and still 
reproduces the measured patterns very well (cf. Fig. 3-2 e). As patch antennas mainly excite 
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surface waves on their radiating edges in the E plane, the surface waves will travel along the 
series-fed column (see below) but their effect on the amplitude and phase of the excitation is 
negligible. The H plane azimuthal patterns are not much affected by surface waves, because 
their excitation from patch elements in this plane is low. Overall, the effect of surface waves 
is more pronounced at higher frequencies, in our case above 100 GHz. As the examples 
shown below are optimized in 3D or 2.5D simulations, partly for finite substrates, the effects 
of surface waves are implicitly taken into account. 
 

        e)  

Fig. 3-2. a) Patch column with uniform series feed; b) Amplitude-tapered patch column;  
c) Amplitude-tapered inclined patch column; d) Phase and amplitude optimized column;  
e) Gain simulation and measurement of a 20-element patch column for 77 GHz 

3.3 Series-fed columns 
The mutual distance of the antenna columns in azimuth is restricted to not much more than 
half a free-space wavelength to suppress grating lobes, so the space for a feed network 
within each column is very limited. As the column consists of more than a few antenna 
elements, series feeding is the only possible approach and the series feed also has to provide 
the beam forming. 
Once that the single patch cell is designed adjusting the complete column is easy. The most 
critical parameter affecting the matching of the whole array is the length of the high 
impedance line, because it ensures perfect impedance transformation at the edge of the 
patch. This length also contributes to the control of the phase distribution across the array 
and therefore influences the radiation profile.  
Rectangular patches are used as antenna elements. They are directly coupled to the feed line 
at their edges and they are equidistantly placed on the column. As the input impedance of 
the feed point at the patch edge is rather large, the interconnecting lines are also designed 
for this impedance. The main beam should point in the broadside direction, so the 
interconnecting lines’ lengths are adjusted for 360° phase shift between the input edges of 
consecutive patches (see cell design in section 3.1).  
The feed point of the last element is shifted towards the inside of the element to provide a 
termination of the column (see Fig. 3-2 a). The inset length controls the global input 
reactance, so this parameter was used for improving the matching without much affecting 
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the center frequency. Finally, the length of the patch is slightly increased to decrease the 
resonant frequency. 

3.4 Series-fed columns with uniform elements for 77 GHz 
For the 77 GHz array, all elements on the column have the same size and emit 
approximately 10% of the respective input power except for the last element. Therefore, the 
power distribution on the column decreases exponentially except for the terminating 
element, which emits all the remaining power. 
The phase distribution on the column (except the last element) is almost uniform with a 
small phase shift of approximately 3.3° between the elements. Far-field antenna pattern 
calculations for a 20-element column with the Matlab model described above are shown in 
Fig 3-2 e). As long as the phase distribution is uniform, the far-field pattern is symmetrical 
despite the unsymmetrical excitation amplitude pattern. The sidelobe level is between -9 to  
-11 dB for 10 to 20 elements. Due to the shifted feed point of the terminating element, a 
phase shift of this element with respect to the previous element of -50° occurs. The power 
emitted from the terminating element is a function of the number of elements in the column. 
This variation is sufficient to result in a visible squint of the main lobe and also in an 
unsymmetry of the pattern, as can be seen in Fig. 3-2 e).  
This effect was studied experimentally. Fig. 3-3 a) shows antenna gain and squint angle as a 
function of the number of elements in the column. Due to the exponential power 
distribution and the element and inter-element losses, the gain tends to saturate for larger 
numbers of elements. The total loss of the column is around 2.5 dB for 20 elements. The 
squint is also reproduced satisfactorily taking into account an angular measurement 
uncertainty (antenna mounting and angular calibration) of approximately ±0.5° to ±1°. 
These results are confirmed in 3D electromagnetic simulations using HFSS. 

3.5 Optimization of column patterns 
An optimization of the elevation characteristics with respect to lowering the sidelobe level is 
beneficial for reducing the ground clutter, especially the near-range clutter from the road 
surface. To a lesser extent multi-path propagation due to reflections on the road surface will 
be mitigated. A straightforward solution is the implementation of a low-sidelobe excitation 
pattern on the series-fed column, as can be found for example in (Freese et. al., 2000). This 
can easily be achieved by variation of the patch width (cf. Fig. 3-2 b) and c). Due to the 
dependence of the available power of an element on the previous elements, antenna 
elements with rather large emission efficiencies are required. However, the maximum patch 
width is restricted by the excitation of the first transversal mode in the patch and also by a 
minimum distance between the columns of an array in order to suppress coupling between 
the columns.  
For small patch widths, a reliable determination of the emission efficiency is difficult, 
because the radiated power is small and comparatively large measurement or numerical 
errors can easily occur in the development process. In general, the maximum achievable 
sidelobe suppression is a function of the maximum and minimum available patch widths. 
An additional complication results from the matching of the patch elements, which requires 
a length adjustment as a function of patch width. Hence, for equidistant positions of the 
patches, phase errors are introduced, which deteriorate a low-sidelobe pattern. Adjusting 
the positions of the elements to ensure a uniform phase distribution will also affect the 
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antenna pattern as the spacing becomes non-uniform. Therefore, we propose an 
optimization procedure, which uses patch width and patch position as adjustable 
parameters to attain a low-sidelobe pattern with a series-fed antenna column. The excitation 
phase, which results from the position, is taken into account. Generally, this procedure will 
result in a non-uniform phase distribution and non-equidistant patch positions. It has been 
shown, that by controlling the phases of the elements of a linear array, an unsymmetrical 
pattern with low sidelobes on one side of the main beam can be achieved, even if the 
amplitude distribution is uniform (Trastoy & Ares, 1998). In an automotive application, only 
the sidelobes pointing to the road need to be reduced, therefore an unsymmetrical antenna 
pattern can be employed. 
Fig. 3-3 b) shows antenna patterns calculated for Taylor 1-parameter and Chebyshev 
amplitude distributions for 8 elements implemented with a loss-free series feed and certain 
restrictions of maximum and minimum available patch widths. The excitation phase of all 
elements is assumed to be uniform. Due to the limitation of the range of available patch 
widths, the maximum sidelobe suppression is limited.  
 

    
                                           a)                                                                                   b) 
 

Fig. 3-3. a) Antenna gain and elevation squint angle as a function of antenna elements in the 
column. The gain is corrected with respect to the loss of the feed line and interconnect;  
b) Antenna patterns of series-fed columns restricted by the same maximum and minimum 
patch widths 

Under the same conditions the patch widths and positions (and implicitly the excitation 
phases) are optimized for a low sidelobe level on one side of the main lobe. The optimiza-
tion was implemented in Matlab using multidimensional nonlinear function minimization 
with Monte-Carlo and direct search algorithms. As a result, the first sidelobe level improves 
from -22.9 dB (Taylor one-parameter) or -26.4 dB (Chebyshev) to -28.8 dB. Correspondingly, 
the directivity reduces from 0 dB (Taylor, reference) or -0.2 dB (Chebyshev) to -0.7 dB.  
It should be noted that to attain a low sidelobe level on a series feed, a similar optimization 
procedure has to be executed on a conventional amplitude distribution (such as Taylor or 
Chebyshev) in order to account for the changes in electrical and mechanical patch lengths, 
which result from the different patch emission efficiencies. Therefore, the improvement of 
the sidelobe level for the unsymmetrical pattern comes at virtually no extra effort in the 
design. 
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3.6 Patch array 
To achieve a low sidelobe pattern in azimuth, the power divider feeding a corporate array 
has to generate a certain power distribution, here we choose a 20 dB Chebyshev pattern. In 
order to mitigate pattern distortions, which may be caused by reflections on the antenna 
input, the power divider is realized as a 3 stage Wilkinson setup employing uneven 
dividing ratios. As the size and parasitics of available thin-film resistors do not allow to 
mount them directly between the outputs, transformers are introduced between the resistor 
and the outputs of the dividers. This also allows to use other than the ideal resistor values. 
The complete divider is validated in an HFSS simulation including appropriate models of 
the resistors. Fig. 3-4 shows the HFSS model, the complete 8 column / 12 row array and a 
detail of the Wilkinson dividers with mounted resistors. 
 

      
 

Fig. 3-4. HFSS model and photographs of circuit board layout and detail of Wilkinson 
divider with mounted resistors for an 8-output 20dB sidelobe level pattern 

The dividers were analyzed on a wafer prober and excellent agreement of the power and 
phase distribution with the design was obtained. Results are given in Fig. 3-5. Amplitude 
tolerances amount to a maximum of ±7% and phase tolerances of ±6°, this is to be compared 
with probe placement tolerances of ±4°. The total loss is approximately 4.7 dB, where 1.5 dB 
are caused by radiation. The latter number was determined from HFSS simulations. The 
azimuthal pattern is given in Fig. 4-5 a). 
 

 
 
Fig. 3-5. Characterization results of 3-stage 8-output Wilkinson divider 
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4. Beam forming with planar Rotman lenses 
In this chapter we present exemplary designs of a beam forming subsystem for automotive 
radar. These subsystems were originally intended to be used with a RF-MEMS based multi-
throw switch, so that a single beam is active at a time (Schoebel et al., 2004 and 2005). But 
the same beam forming system can also be employed in an approach, in which all beams are 
active simultaneously (Hansen et al., 2006) similarly to the current automotive radar sensors 
as depicted in Fig. 2-1 b). 
The planar Rotman lens consists of a parallel-plate waveguide with the beam ports on one 
side and antenna ports on the other side. The antenna ports are connected to the antenna 
elements via delay lines, which introduce an additional, individual phase shift. The lens has 
an ideal focus on its middle symmetry axis (shown red in Fig. 4-1 a) and two additional 
symmetrical ideal focal points. One is shown blue in Fig. 4-1 a) and the other one lies on a 
symmetrical position in the lower half. The focal lengths corresponding to the focal points 
can be different from each other. 
Compared to an optical lens, the delay line network comprises the actual lens (position 
dependent phase shift), while the parallel plate waveguide corresponds to the free space 
region between the focal plane and the lens surface.  
If additional beam ports are needed, focal spots are found on an approximately circular arc 
between and beyond the exact foci. In principle, the usable beam and antenna port contours 
extend to the point of their intersection (dashed in Fig. 4-1 a), but only the inner parts of 
these edge contours are used, as this improves the field distribution on the beam and an-
tenna ports. The edges between the end points of the port contours are terminated (grey in 
Fig. 4-1 a), e.g. with microstrip ports, which are terminated at their ends. Rubber absorber 
glued on top of 1 to 2 cm of microstrip line is a practical termination for millimeter waves. 
 

     
                        a)                                                                           b) 
Fig. 4-1. a) Operation principle of the Rotman lens, b) Analytical design of a Rotman lens 

4.1 Design principle 
The design of the Rotman lens is conducted using the classical analytical framework of 
(Rotman & Turner, 1963), which has been rewritten in terms of phase shift between the 
antenna elements. From the input parameters, such as desired phase shift, focal lengths and 
geometry and transmission line parameters the positions of the antenna ports and the 
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lengths of the delay lines are determined. In case that more beam ports than the 3 ideal foci 
are required, a numerical optimization of the positions of the additional beam ports is 
conducted. The result of the solution of the analytical design equations is shown in Fig. 4-1 
b). The beam ports are located on the left and the antenna ports are on the right (circles). The 
delay lines are indicated by the horizontal lines at the antenna ports. The feed structures are 
microstrip tapers (“planar horn antennas”) radiating into the parallel plate line. The front 
faces of the tapers are also shown in Fig. 4-1 b).  
We use the total phase error (sum of absolute values of the phase deviation) versus position 
to determine the location of the non-ideal focusing points (beam ports) numerically. The 
same procedure is also employed at the ideal beam port foci and antenna ports2. Results are 
given in Fig. 4-2 a). Here, the results are restricted to two ports on one side of the lens; for 
the other two ports, the outcome is symmetrical. The dark spots give the location of the 
beam and antenna port foci. In our example, good phase accuracy is found for location 
tolerances of a few hundred micrometers. Generally, the light (yellow) regions indicate total 
phase deviations of a few degrees, which would generally be acceptable.  
 

     
                                                       a)                                                                          b) 

Fig. 4-2. a) Phase errors versus port positions; b) 3D simulation of the electric field 
distribution in a Rotman lens. The white line indicates the phase shift of the antenna signals 

It is interesting to note that the low phase error regions at the beam ports have the form of 
an elongated valley. As long as the beam port is on the bottom of this valley, low phase 
errors are obtained. From this observation, we can postulate a new design paradigm: the 
longitudinal orientation of the beam port feeding tapers should be along these valleys. In 
this case, uncertainties in the position of the phase centers of these tapers will have little 
influence on the lens performance, as the phase center of the taper will in any case be on its 
symmetry axis. Classically, the beam port faces are oriented tangentially on a circle around 

                                                 
2 At the antenna ports the phase error is given by the deviation of electrical length between 
beam port and antenna port location. The latter is varied. In Fig. 4-2 a) the phase errors for 
all beam ports are added at each antenna port location. 
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the center of the antenna port contour (position (0,0) in Fig. 4-1b). The intersections of linear 
extrapolations of the valleys with the x axis are given in Fig 4-1 b) as circles to the right of 
the antenna port contour, also the beam port tapers’ front faces are given for both cases3 
(black for the classical circular approach and green for orientation along the valleys).  
Comparing the electrical lengths of the lens and delay line structure using the ideal focus 
points with the desired phase distributions on the antenna ports yields a very good 
agreement, as shown in Fig. 4-3 a). 
The design of the feed tapers has to be conducted with some care. 3D or 2.5D simulations 
have to be employed to determine the phase centers of the tapers for different taper widths. 
The length of the tapers should be fixed to a value which ensures good matching, e.g. a few 
wavelengths. As the design is optimized empirically, the width of the tapers may change 
during the design process. As shown in Fig. 4-1 b) the width of the tapers is typically chosen 
so that negligible space between their edges remains.  
Once the sizes of the feed tapers are know, the transmission in the parallel-plate waveguide 
can be modeled with a 2D radiation model as described in (Smith & Fong, 1983). The 
radiation characteristics of the tapers are calculated assuming a uniform E-field distribution 
at the front face. Taking into account the propagation path length and the overlap between 
beam and antenna port radiation patterns, the transmission properties of the lens and beam 
pointing losses are calculated. Results are given in Fig. 4-3 b).  
 

       
                                              a)                                                                        b) 

Fig 4-3. a) Antenna port phase distribution; b) Antenna port amplitude distribution 

With these results, the lens is empirically optimized for optimum transmission. Typically we 
find that the focal lengths of on- and off-axis focal points should be equal. In addition, 
lateral extensions of beam and antenna port contours should also roughly be equal (compare 
Fig. 4-1). With the overall size of the lens the focusing of the port tapers can be controlled, as 

                                                 
3 Here, the actual phase centers of the ports are not taken into account. In the final layout, 
the front faces of the tapers are somewhat shifted so that the phase centers of the tapers lie 
exactly on the focus points. 
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a larger feed will focus the radiation more strongly towards the middle of the opposite face 
of the parallel-plate waveguide. This may be used to control the sidelobe level. 
Finally, the complete lens design can be validated in a 2.5D or 3D simulation, an example is 
given in Fig. 4-2 b).  

4.2 Design examples 
The design in Fig. 4-1 b) is conducted for 5 mil Ro3003 substrate (ε = 3) and 50 Ω delay lines 
(εeff = 2.428), focal lengths F=G=10 mm and 18° inclination between F and G. The figure is 
drawn to scale. The resulting beam pointing angles are ±6° and ±18° for an 8 element array 
in azimuth, which correspond to a prototypical short-to-medium range automotive radar 
application. The lens combined with 12-element antenna columns is depicted in Fig. 4-4 a) 
and the respective antenna pattern is presented in Fig. 4-5 a). This lens employs a 
conventional delay line network, which consists of a first, mostly linear section in order to 
change the lateral/azimuthal distance of the lines, so that their mutual distance is that of the 
final array (“Azimuthal distance control” in Fig. 4-4 b). Then, sinus-shaped sections are 
added, with which the specific delay is realized. The loss of the lens with delay line network 
amounts to approx. 4 dB. 
Additional designs were conducted for long-range applications, for which a large antenna 
gain and beam angles of ±4° and ±8° are envisaged. Different focal lengths were tested, as 
can be seen in Fig. 4-4 a). If the size of the parallel-plate waveguide is made larger, the delay 
line network becomes shorter. We employ a novel routing scheme, which consists of a 
number of lines and circular arcs. This network is generally smaller than the conventional 
one and induces less radiation loss due to the larger radii of the arcs (compare Fig. 4-4 b). 
 

 

 

a) b) 

Fig 4-4. a) Rotman lens examples for different automotive radar applications; b) Delay line 
network layout principles 

Additionally, multiples of a guided wavelength are added towards the outer antenna ports, 
so that an additional amplitude taper comes in effect. This normally reduces the sidelobe 
level. Fig. 4-5 b) shows the antenna pattern of the largest lens in comparison to a commercial 
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dielectric-lens based radar sensor (Kühnle et. al., 2003). As can be seen, the pattern of the 
latter can be reproduced quite well by the inner four beams of the Rotman lens, but the 
overall gain of the Rotman-lens based antenna is smaller. The Rotman lens with delay line 
network induces losses of 6.5 dB. 
 

 
                                            a)                                                                             b) 

Fig 4-5. a) Antenna patterns for Wilkinson divider and first Rotman lens; b) Antenna pattern 
for 8-beam-port Rotman lens (beams for the 4 inner beam ports are shown) compared to 
dielectric-lens based automotive radar system (gain maximum normalized to Rotman lens) 

The design with 8 beam ports resulted from the empirical optimization of the lens 
performance. The desired 4 beam ports would occupy only a small part of the beam port 
contour, so additional ports were added. If the beam ports were increased in size, their 
radiation into the parallel-plate waveguide would be too much focused and would not 
illuminate the antenna ports at the edges sufficiently. 

5. Patch antenna arrays for future automotive radar 
5.1 Rationale 
Even from the early beginning in automotive radar the key driver of all these investigations 
has been the idea of collision avoidance. Currently these systems are moving from 
autonomous cruise control and crash warning to real pre-crash reaction. Control systems of 
the vehicle (throttle, brakes) act when the radar system detects an unavoidable collision. The 
future concept of these systems is to create a virtual safety belt around the vehicle with 
multiple sensors, enhancing the current scenario towards the goal of autonomous driving. 
To achieve this goal, higher resolution radars and better accuracy is required. 
A frequency of about 140 GHz is proposed here because radar antennas with better 
resolution and narrower beams than the actual 77 GHz sensors can be developed. Also, the 
very high frequency allows an easy integration, because the antenna size is very small. In 
addition, this band has been investigated as a serious candidate for future automotive radar 
systems (Schneider, 2007). 
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5.2 A case study for 140 GHz 
The proposed antenna consists of a number of parallel patch columns, which are driven by a 
corporate feed network printed on one side of a grounded substrate as shown in Fig. 5.1 a) 
(Herrero et. al., 2008). Patches are connected by high impedance lines, while the main feeder 
is a 50 Ohm microstrip line. This feeding concept enables beam steering in an easy way and 
the area consumption is kept low. In this arrangement, the main lobe points to the broadside 
direction, which is usually required in an automotive radar antenna sensor. Moreover, as 
the main feeder is a corporate line, this direction is independent of the frequency. Sidelobe 
level in elevation should be low, as it determines the amount of clutter that the final system 
may have. The performance in this aspect was improved by using a tapered power 
distribution across the patch column, so more power is concentrated in the broadside 
direction. This is done by changing the width of the patch along the column. 
For the single element, a patch antenna was chosen, because of its flexibility and easiness of 
design and fabrication. For designing the whole array, first a single cell was optimized for 
operation at a frequency of 140 GHz (see 3.1 above). The array calculator of HFSS was then 
used for finding the right number of cells for a 12 dBi gain array. The last patch was 
designed with an inset to allow an easy control of the whole antenna matching. 
Results of matching show very good agreement between the simulated design and the 
measured one. The matching bandwidth (Fig. 5-1 b) is about 3 GHz, which is enough for a 
radar of this kind. Best matching is moved in frequency with respect to the original design 
due to inaccuracies of the lab-scale fabrication. Nevertheless, the fabrication process can be 
optimized because the behavior of the photolithography and etching process is very 
predictable. Also, a proper oversizing of layouts may be employed or dry etching 
techniques may be used. The radiation pattern measured also shows good agreement with 
the simulated one, showing a gain of about 11 dBi. A main lobe of about 20º width at -3 dB is 
observed, which makes the array suitable for short-to-medium range radar or other sensing 
applications. 
 
 

 
                               a)                                                                                       b) 
 

Fig. 5-1. a) Prototypical 140 GHz array with E-field simulation and photograph compared to 
a 1-Eurocent coin; b) Return loss of the array 
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A setup for planar antenna measurement in the 110-170 GHz range was designed and real-
ized in-house. It was used for all antenna measurements. The system is designed to measure 
return loss and radiation pattern in E and H planes in an accurate and repeatable way. 
In consists of a vectorial network analyzer with external WR6 test heads, a rectangular 
waveguide-to-microstrip transition and some accessories, like a horn antenna and a rotary 
station controlled by a software programmed in python in conjunction with the network 
analyzer software.  
The transition is proposed here as a low-cost solution for waveguide and microstrip 
interconnection and as a feed structure for planar antennas. Fig. 5-2 a) shows the concept of 
the proposed transition. It consists of a microstrip line printed on a dielectric substrate 
terminated with a radial stub. The ground plane of this microwave circuit has an H-shaped 
slot aligned with the waveguide aperture. Proper placement is achieved using alignment 
holes on the waveguide flange and a housing, which also contains a rectangular cavity 
designed to avoid power loss by back radiation. An H-shaped slot is used here to increase 
the bandwidth of the transition. It also contributes to improve the front-to-back radiation 
ratio. Moreover, the transition is easier to scale to other frequency ranges, contrary to a 
classical rectangular slot approach. 
 

 
                                     a)                                                                                b) 

Fig. 5-2. a) Concept of the waveguide to microstrip transition with E-field simulation;  
b) Return loss of the waveguide port in the back-to-back double configuration 

A value of 0.5 dB loss per interconnect can be obtained within the band of interest. 
Measured return loss yields a bandwidth around 10 GHz, typically enough for the 
requirements here. Matching also shows consistency between simulation and measurement. 
Performance of an exemplary transition centred at the frequency of 140 GHz is shown in 
Fig. 5-2 b). The fringes in the return loss are caused by standing waves in the characterized 
back to back configuration consisting of two transitions connected with a microstrip line. 

6. Antennas for next generation applications in communications and sensing 
In addition to the automotive radar, many other applications are expected to arise in the 
higher mm-wave range. In fact, an ISM (Industrial, Scientific and Medic) free to use band is 
allocated at the frequency of 122 GHz. This will partially solve the problem of the 
overcrowded spectrum in the low frequency ISM bands, like 2.45 GHz, where the current 



 Radar Technology 

 

312 

most popular microwave systems work. The 122 GHz band will have at least 1 GHz of 
bandwidth, enough for various future sensing applications. 
Probably the most appealing feature of going to such a high frequency would be the 
integration of systems. Sensors working at a frequency of 122 GHz can be even as tiny as the 
size of a coin, and therefore their integration possibilities increase substantially. Examples of 
these could be sensing devices for detecting gas particles, or microwave imaging systems. 
As an example, a very small sensor built in the safety belt, airbag cap, or dashboard of a 
regular car can improve the functionality of the airbag system by sensing distance and 
position of the persons in the front seats. 

6.1 Patch antenna arrays 
As demonstrated in the chapter above, planar antenna systems can be used at such high 
frequencies as 140 GHz. In this part we describe more patch arrays working at the frequency 
of 122 GHz for future sensing applications (Herrero et. al., 2009). Two arrays are presented, 
designed keeping in mind the typical requirements of a mm-wave radar sensor: low 
sidelobes for one antenna and scan capability for the other antenna. 
Fig. 6-1 a) shows the concept of the proposed antennas. The first one shown is a serially fed 
patch array. The second one is a corporate fed patch array. The rectangular patch used as a 
single element in both arrays was chosen due to its simple design and manufacturing, and 
because is very flexible when building phased and conformal arrays. 
 

 
Fig. 6-1. a) Concepts of 122 GHz series and corporate feed arrays; b) Frequency-dependent 
E-plane antenna patterns of the series-fed array 

The array column consists of a traveling wave transmission line, where fractions of power 
are coupled into the single elements. Last patch in the column is a matching element, 
avoiding the array to be a resonant array. This is done by introducing an inset in the patch, 
canceling the reactance at the microstrip main feed input. The whole configuration 
consumes very little area of substrate and it does not have impedance transformations, 
which keeps the loss of the feeding line low, which is important at such frequencies. This 
type of configuration allows beam steering in a simple way by changing the operating 
frequency of the array. The number of elements determine the scan range of the array 

a) 

b)
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(Bhartia et. al., 1990) being 4 in this configuration. Simulated radiation patterns in Fig. 6-1 b) 
show the scan capability of the antenna.  
The corporate line fed patch array consists in this case of one input and two outputs 
terminated by radiating patches. The power distribution chosen in this configuration is 
uniform. This is done by using a symmetrical structure, which also yields a uniform phase at 
the patch inputs. This makes the main beam independent of frequency, and points to the 
broadside direction. The width of the radiating elements was tuned so the matching to the 
high impedance line is optimum, improving the array's bandwidth. 
For the measurements of the array column, we will focus on the elevation plane of the 
radiation pattern. The antenna has scan capability of the main lobe in this plane when 
changing the frequency of operation. Fig. 6-2 a) shows gain vs. angle and frequency in the E-
plane. The scanning capability and range of the device can be clearly seen. Scan range is 
approx. between 25º and 5º with only four elements. Gain of the main lobe in this plane is 
about 6 dBi. Matching of the antenna is shown in Fig. 6-3 a) showing about 5 GHz 
bandwidth under -10 dB. 
 

    
                                       a)                                                                            b) 

Fig. 6-2. a) Frequency-dependent E-plane radiation pattern of the series-fed array;  
b) Frequency-dependent H-plane radiation pattern of the corporate array 

  
                                                a)                                                                        b) 
Fig. 6-3. a) Return loss of the series-fed array; b) Return loss of the corporate array 
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For the corporate feed array configuration, return loss and both radiation patterns on E and 
H planes were measured. Matching of the antenna is depicted in Fig. 6-3 b) showing an 
excellent agreement between measurement and simulation. Bandwidth under -10 dB is 
about 7 GHz. A complete radiation profile including all the frequencies is shown in Fig. 6-2 
b) for the in azimuth (H-) plane. It clearly shows two sidelobes more than -10 dB below the 
main beam. The radiation pattern is very stable for all frequencies. Subtracting losses of the 
transition and the microstrip line, which are known, the gain is found to be about 5 dBi.  

6.2 Monopoles and dipoles 
Another typical sensor antenna is the well known monopole. Planar monopoles yield a wide 
bandwidth, an omnidirectional radiation pattern, a simple low-profile structure and are 
easy to fabricate. Because of these reasons modern communication systems like UWB or 
WLAN use such antennas. In our case a metal strip of 100 μm width, extended above the 
ground plane and fed by a 50 Ohm microstrip line serves as radiating element (see Fig. 6-4 
a). Different designs for 122 GHz were developed, fabricated and measured. Fig. 6-4 b) and 
Fig. 6-4 c)  show the matching and the radiation patterns (H (yz) plane) of an exemplary 
antenna. The measured bandwidth accounts for 11 GHz between 121 and 132 GHz limited 
by the waveguide transition of the measurement setup. The simulation of the return loss in 
Fig. 6-4 b) yields a very large bandwidth of approx. ~30 GHz without the waveguide 
transition, so in the final application a similarly large bandwidth would be usable. 
 

 
Fig. 6-4. a) Concept of the monopole with E-field simulation, dimensions and photographs; 
b) Return loss of the monopole; c) H (yz) plane radiation pattern 

b)

a) 
c)
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The microstrip dipole is a very good choice for integrating antennas and arrays in a future 
generation of high frequency applications. It is quite popular in WLAN systems because is 
intrinsically a quite broadband element, mandatory in bandwidth demanding applications. 
Also is a very compact and flexible structure when building arrays. In these, the level of 
cross coupling between elements is typically very low. Moreover, the structure is easily 
fabricated using conventional photolithography techniques. 
Fig. 6-5 a) shows the concept of one of the proposed antennas. The double sided printed 
dipole consists of two arms formed by microstrip lines printed on different faces of a 
dielectric substrate and linear matching stubs (Tefiku & Grimes, 2000). The structure is fed 
by a 50 Ohm microstrip line. Its ground plane is truncated where the antenna element is 
connected to the line. The microstrip line is fed by a rectangular waveguide using a 
transition to microstrip line, allowing accurate and repeatable measurements. 
 

 

 
a) b) 

 
 

c) d) 

Fig. 6-5. a) Concept of the dipole; b) Return loss of the dipole; c) E plane radiation pattern 
versus frequency; d) E plane radiation pattern at 122 GHz  

Key points in the design are the length of the dipole, which controls the main resonance. The 
length and width of the stub and the distance between the dipole and the stub are used to 
transform the “single ended” 50 Ohm microstrip line to the impedance of the dipole's bal-
anced structure, thus acting as a balun. Dimensions of the whole structure are chosen 
keeping in mind also repeatable fabrication. The structure so designed is simple and does 
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not need a complicated balun to match the microstrip line. This balun usually consists of a 
tapered transition, which would be very complicated to implement at this frequency. The 
target frequency is around the 122 GHz ISM band. The bandwidth envisaged is at least 10 
GHz for enabling future multimedia and communication applications (cf. matching in Fig. 
6-5 b). The antenna is built on a commercial Rogers Ro3003 (12 μm metallization, 130 μm 
dielectric, ε = 3) substrate. Common photolithography tools and techniques are used in 
fabrication, yielding a very low-cost approach. 
The radiation pattern observed is dipole like with two beams in the azimuth plane and a 
fan-like beam in the endfire directions (Fig. 6-5 d). The radiation characteristics are very 
uniform over the operation frequency range (Fig. 6-5 c). This characteristic, combined with 
the very integrable shape of the antenna makes the structure very suitable for future sensing 
systems using very wide bandwidths.  

7. Conclusions 
We have presented a selection of different planar antenna designs with different properties 
suitable for a multitude of applications in the higher mm-wave range.  
Beamforming with power dividers or Rotman lenses was discussed in detail. We 
investigated the focusing properties of the Rotman lens and concluded with a new design 
concept for the positioning and orientation of the beam ports.   
Smaller arrays and monopole and dipole elements were demonstrated in the 122 and 140 
GHz ranges, which are interesting candidates for future applications in radar and sensing. 
It was shown that a low-cost approach relying on commercial circuit board processes is 
feasible. The fabricated antennas generally exhibit properties very close to the design values, 
so detrimental effects such as fabrication inaccuracies and surface waves can be well under 
control, even for frequencies as high as 140 GHz. 
The results shown in this work are generally also applicable to indoor ultra-wideband 
communications in the 60 GHz band. Here, antenna gains on the order of 15 dBi for 
transmitter and receiver are required to achieve a sufficiently high signal-to-noise ratio 
supporting data rates of several Gb/s under today’s technological constraints (mainly 
transmitter power and receiver noise figure). Due to the high gain, the transmission is very 
directed and may be blocked, e.g. by moving people. This calls for beamsteering solutions 
such as the Rotman lens, which can be integrated in an essentially flat device setup. 
Ultimately, such a flat antenna front ends could be easily mounted on a laptop cover lid or 
in a PCMCIA card. 
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1. Introduction 
High-gain and large-aperture antennas with fixed beams are required to achieve high S/N 
ratio for point-to-point high-speed data-communication systems in the millimeter-wave 
band. Furthermore, beam-scanning antennas are attractive to cover wide angle with high 
gain for applications of high-speed data-communication systems and high-resolution 
sensing systems. High-gain pencil-beam antennas are used for mechanical beam-scanning 
antennas. Although high antenna efficiency can be obtained by using dielectric lens 
antennas or reflector antennas (Kitamori et al., 2000, Menzel et al., 2002), it is difficult to 
realize very thin planar structure because they essentially need focal spatial length. By using 
printed antennas such as microstrip antennas, the RF module with integrated antennas can 
be quite low profile and low cost. Array antennas possess a high design flexibility of 
radiation pattern. However, microstrip array antennas are not suitable for high-gain 
applications because large feeding-loss of microstrip line is a significant problem when the 
size of the antenna aperture is large. They are applied to digital beam forming (DBF) 
systems since they consist of several sub-arrays, each of which has small aperture and 
requires relatively lower gain (Tokoro, 1996, Asano, 2000, Iizuka et al., 2003).  
Slotted waveguide planar array antennas are free from feeding loss and can be applied to 
both high-gain antennas and relatively lower-gain antennas for sub-arrays in beam-scanning 
antennas. Waveguide antennas are more effective especially in high-gain applications than 
low-gain since a waveguide has the advantage of both low feeding loss and compact size in 
the millimeter-wave band even though the size of the aperture is large (Sakakibara et al., 
1996). However, the production cost of waveguide antennas is generally very high because 
they usually consist of metal block with complicated three-dimensional structures. In order 
to reduce the production cost without losing a high efficiency capability, we propose a novel 
simple structure for slotted waveguide planar antennas, which is suitable to be 
manufactured by metal injection molding (Sakakibara et al., 2001). 
We have developed two types of planar antenna; microstrip antenna and waveguide 
antenna. It is difficult to apply either of them to all the millimeter-wave applications with 
different specifications since advantages of the antennas are completely different. However, 
most applications can be covered by both microstrip antennas and waveguide antennas. 
Microstrip antennas are widely used for relatively lower-gain applications of short-range 
wireless-systems and sub-arrays in DBF systems, not for high-gain applications. Waveguide 
antennas are suitable for high-gain applications over 30 dBi. 
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With regard to the microstrip antennas, comb-line antennas are developed in the millimeter-
wave band. In the comb-line antenna, since radiating array-element is directly attached to 
the feeding line, feeding loss could be quite small in comparison with other ordinary patch 
array antennas connected via microstrip branch from feeding lines. The branch of the comb-
line antenna is no longer feeding circuit but radiating element itself. Radiation from the 
discontinuity at the connection of the radiating element joins to the main radiation from the 
element. Consequently, equivalent circuit model can not be used in the design any more. 
Electromagnetic simulator must be used to estimate the amplitude and phase of radiation from 
the elements accurately. Traveling-wave excitation is assumed in the design of comb-line 
antennas. Reflection waves from the elements in the feeding line degrade the performance of 
the antenna. When all the radiating elements are excited in phase for broadside beam, 
reflection waves are also in-phase and return loss grows at the feeding point. Furthermore, 
reflection waves from elements re-radiate from other elements. Radiation pattern also 
degrades since it is not taken into account in the traveling-wave design. Therefore, reflection-
canceling slit structure is proposed to reduce reflection from the radiating element. Feasibility 
of the proposed structure is confirmed in the experiment (Hayashi et al, 2008). 
On the other hand in the design of conventional shunt and series slotted waveguide array 
antennas for vertical and horizontal polarization, radiation slots are spaced by 
approximately a half guided wavelength for in-phase excitation. Interleave offset and 
orientation from waveguide center axis are necessary to direct the main beam toward the 
broadside direction (Volakis, 2007). Since the spacing is less than a wavelength in free space, 
grating lobes do not appear in any directions. For bidirectional communication systems in 
general, two orthogonal polarizations are used to avoid interference between the two 
signals. In the case of automotive radar systems, 45-degrees diagonal polarization is used so 
that the antenna does not receive the signals transmitted from the cars running toward the 
opposite direction (Fujimura 1995). However, in the design of the slotted waveguide array 
antenna with arbitrarily linear polarization such as 45-degrees diagonal polarization for the 
automotive radar systems, slot spacing is one guided wavelength which is larger than a 
wavelength in free space. All the slots are located at the waveguide center with an identical 
orientation in parallel unlike conventional shunt and series slotted waveguide array. 
Consequently, grating lobes appear in the radiation pattern. Antenna gain is degraded 
significantly and ghost image could be detected in the radar system toward the grating-lobe 
direction. In order to suppress the grating lobes, dielectric material is usually filled in the 
waveguide (Sakakibara et al. 1994, Park et al. 2005). However, it would cause higher cost 
and gain degradation due to dielectric loss in the millimeter-wave band. 
We have proposed a narrow-wall slotted hollow waveguide planar antenna for arbitrarily 
linear polarization (Yamamoto et al., 2004). Here, we developed two different slotted 
waveguide array antennas with 45-degrees diagonal linear polarization. One is quite high 
gain (over 30 dBi) two-dimensional planar array antenna (Mizutani et al. 2007) and the other 
one is a relatively lower gain (around 20 dBi) antenna which can be used for a sub-array in 
beam-scanning antennas (Sakakibara et al. 2008). Microstrip comb-line antenna is also 
developed for lower-gain applications of the sub-array. Both waveguide antennas consist of 
the same waveguides with radiating slots designed by traveling-wave excitation. The 
number of the radiating waveguide and the structures of the feeding circuits are different in 
the two antennas. Traveling-wave excitation is common technique in the designs of the 
slotted waveguide array antennas and the microstrip comb-line antenna. Array fed by 
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traveling-wave excitation suffer beam shift from frequency deviation, which causes narrow 
frequency bandwidth. However, in the case of narrow band application, traveling-wave 
excitation is quite effective to achieve high antenna efficiency. 
 

 
(a) Two-dimensional 

waveguide planar antenna 
(b) Waveguide planar antenna 

composed of sub-arrays 

(c) Microstrip comb-line 
antenna composed of  

sub-arrays 

Fig. 1. Configurations of three planar antennas 

2. Antenna configurations 
Three different planar antennas are developed in the millimeter-wave band. Configurations 
of the antenna systems are shown in Fig. 1. Figure 1(a) shows a high-gain slotted waveguide 
antenna which has only one feeding port. Feeding network is included in the antenna. 
Second one in Fig. 1(b) is also a slotted waveguide antenna. However, the antenna system 
consists of some sub-arrays, each one of which has its own feeding port. Feeding network 
could be DBF systems or RF power divider with phase shifters for beam scanning. The 
waveguide antennas can be replaced by microstrip comb-line antenna for sub-arrays as 
shown in Fig. 1(c). 

2.1 Slotted waveguide array antenna 
We developed a design technology of slotted waveguide array antennas for arbitrarily linear 
polarization without growing grating lobes of two-dimensional array. Here, we designed an 
antenna with 45-degrees diagonal polarization to apply to automotive radar systems. Novel 
ideas to suppress grating lobes are supplied in the proposed structure of the two slot 
antennas in Fig. 1(a) and (b), which is still simple in order to reduce production cost. The 
configurations of the proposed antennas are shown in Fig. 2(a) and (b). All the radiating 
slots are cut at the center of the narrow wall of the radiating waveguides and are inclined by 
identically 45 degrees from the guide axis (x-axis) for the polarization requirement. The 
slotted waveguide planar antenna is composed of one feeding waveguide and two or 24 
radiating waveguides. Spacing of slots in x-direction is one guided wavelength of the 
radiating waveguide. It is larger than a wavelength in free space. Grating lobes appear in zx-
plane for one-dimensional array. Therefore, the radiating waveguides are fed in alternating 
180 degrees out of phase since adjacent waveguides are spaced in a half guided wavelength 
1/2 λgf of the feeding waveguide. Slots are arranged with a half guided wavelength shift 
alternately in x-direction on each waveguide in order to compensate the phase difference 
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between the adjacent waveguides. Consequently, the grating lobes do not appear in zx-
plane because the slot spacing becomes about a half guided wavelength in x-direction. 
However, the grating lobes still appear in the plane including z-axis and diagonal kk’-
direction due to the triangular lattice arrangement since the slot spacing in kk’-direction 
becomes the maximum as is shown in Fig. 2(a). In order to suppress the grating lobes, we 
propose the post-loaded waveguide-slot with open-ended cavity shown in Fig. 3. 
 

 

(a) Waveguide antenna with 24 radiating 
waveguides 

(b) Waveguide antenna with two 
radiating waveguides 

Fig. 2. Configuration of slotted waveguide planar antennas 

 
Fig. 3. Configuration of a post-loaded waveguide slot with open-ended cavity 

A slot is cut on the narrow wall of the radiating waveguide. The spacing of radiating 
waveguides in y-direction can be short because the narrow-wall width is much smaller than 
the broad-wall width which is designed as a large value to reduce guided wavelength and 
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slot spacing in x-direction. Broad-wall width can be designed independently from slot 
spacing in y-direction. Slot length is designed for required radiation. Resonant slot is not 
used in this design. Radiation is not enough because slot length is limited by narrow-wall 
width. Furthermore, since broad-wall width is designed to be large in order to reduce 
guided wavelength, power density is small around the slot. So, in order to increase 
radiation, we propose to locate a post on the opposite side of the slot at the bottom of the 
radiating waveguide as is shown in Fig. 3. In the case that post is located in the waveguide, 
as the size of the cross section of the waveguide is small above the post, power density 
increases around the slot. Thus, radiation from the slot increases depending on the height of 
the post. 
In order to improve the return loss characteristic of the array, previously mentioned 
conventional slotted waveguide arrays are often designed to have some degrees beam-
tilting. However, in this case, it becomes the cause to generate grating lobes or to enhance 
their levels because the visible region of array factor changes. In terms of the proposed 
antenna, the post in the waveguide is designed to cancel the reflections from the slot and 
from the post by optimization of their spacing. Therefore, it is not necessary to use the 
beam-tilting technique because the reflection from each element has already been small due 
to the effect of the post. Furthermore, we set an open ended cavity around each slot. Since 
the cavity shades the radiation toward the low elevation angle, the grating lobe level is 
reduced effectively. Thus, we can suppress the grating lobes in the diagonal direction. 
The proposed structure has a following additional advantage for low loss. The antenna is 
assembled from two parts, upper and lower plates to compose a waveguide structure. Since 
radiating slots are cut on the narrow wall of the waveguides, cut plane of the waveguide is 
xy-plane at the center of the broad wall, where the current flowing toward z-direction is 
almost zero. Therefore, transmission loss of the waveguide could be small. High efficiency is 
expected even without close contact between the two parts of the waveguide. The electric 
current distribution would be perturbed by existence of slots. However, since the current in 
z–direction is still small at the cut plane, it is expected that the proposed antenna structure is 
effective to reduce transmission loss in the antenna feed. 

2.2 Microstrip comb-line antenna 
A microstrip comb-line antenna is composed of several rectangular radiating elements that 
are directly attached to a straight feeding line printed on a dielectric substrate (Teflon-
compatible Fluorocarbon resin film, thickness t = 0.127 mm, relative dielectric constant εr = 
2.2 and loss tangent tan δ = 0.001) with a backed ground plane, as shown in Fig. 4. The 
width of the feeding microstrip line is 0.30 mm. The characteristic impedance of this line is 
60 Ω. The radiating elements are inclined 45 degrees from the feeding microstrip line for the 
polarization requirement of automotive radar systems. The radiating elements with length 
Len and width Wen are arranged on the both sides of the feeding line, which forms an 
interleaved arrangement in a one-dimensional array. The resonant length Len is identical to a 
half guided wavelength. Element spacing den is approximately a half guided wavelength so 
that all the elements on the both sides of the microstrip line are excited in phase. A matching 
element is designed to radiate in phase all the residual power at the termination of the 
feeding line. Coupling power of radiating element is controlled by width Wen of the 
radiating element. Wide element radiates large power. 
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Fig. 4. Configuration of microstrip comb-line antenna with reflection-canceling slit structure 

A radiation pattern with broadside beam is often used in many applications. However, 
when all the radiating elements are designed to excite in phase, all the reflections are also in 
phase at the feeding point, thus significantly degrading the overall reflection characteristic 
of the array. In the conventional design with beam tilting by a few degrees, reflections are 
canceled at the feed point due to the distributed reflection phases of the radiating elements. 
This means that the design flexibility of beam direction is limited by the reflection 
characteristics. 
To solve this problem, we propose a reflection-canceling slit structure as shown in Fig. 4. A 
rectangular slit is cut on the feeding line near the radiating element. A reflection from each 
radiating element is canceled with the reflection from the slit. As the reflection from a pair of 
radiating element and slit is suppressed in each element, a zero-degree broadside array can 
be designed without increasing the return loss of the array. Because the sizes of all the 
radiating elements are different for the required aperture distribution, the slit dimensions 
and spacing of slit from the radiating element are optimized for each radiating element. 
Simple design procedure is required in the array design. 

3. Design of linear array with traveling-wave excitation 
Both waveguide antenna and microstrip antenna are designed in common procedure based 
on the traveling-wave excitation. Reflection wave is neglected in the design since reflection-
canceling post and slit are used for the waveguide antenna and the comb-line antenna, 
respectively. Simple and straight-forward design procedure is expected in traveling-wave 
excitation. Here, design procedure based on traveling-wave excitation of the waveguide 
antenna is presented in this section. 
A configuration of a post-loaded waveguide slot with open ended cavity is shown in Fig. 3. 
A slot element with post is designed at 76.5 GHz. The slot is cut on the waveguide narrow 
wall and is inclined by 45 degrees from the guide axis. The slot spacing becomes one guided 
wavelength which is larger than a wavelength in free space. The guided wavelength of the 
TE10 mode in the hollow waveguide is given by  
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where λ0 is a wavelength in free space and a is the broad-wall width of the waveguide. In 
order to become the guided wavelength short, the broad-wall width is determined to be 
large within the limit that only TE10 mode propagates. Broad-wall width is 3.92 mm in 
which cutoff frequency of TE10 mode is 76.5 GHz. The width is designed to be 3.6 mm taking 
production error and required frequency bandwidth into account. The guided wavelength 
of the radiating waveguide (3.6 mm X 1.6 mm) is 4.67 mm which is shorter than 5.06 mm of 
standard waveguide (3.1 mm X 1.55 mm). Slot spacing in x-direction can be short by 
increasing the broad-wall width a of the waveguide. The spacing in y–direction is about 2.6 
mm because the wall thickness is about 1.0 mm. Consequently, the spacing in kk’-direction 
becomes about 3.48 mm (0.89 λ0 ) and the grating lobe would be suppressed.  
Radiation is controlled by both the slot length Ls and the post height hp. The slot width Ws is 
0.4 mm. Edge of slot forms semicircle of radius 0.2 mm for ease in manufacturing. Narrow-
wall width b of waveguide is determined as 1.6 mm to cut the 45-degrees inclined slot of 
maximum slot length 2.0 mm. The post width Wp is 0.5 mm. Each slot element with post is 
designed to obtain the desired radiation and reflection lower than −30 dB at the design 
frequency. The reflection characteristic is controlled by changing the post height hp and the 
post offset dp from the center of the slot for several slot lengths. They are calculated by using 
the electromagnetic simulator of finite element method. Coupling C is defined as radiating 
from the waveguide to the air through the slot and is given by 

 C = { 1−|S11|2−|S21|2 } × 100 [%]  (2) 

where S11 is reflection and S21 is transmission of the waveguide with slot in the analysis 
model shown in Fig. 3. Figure 5 shows simulated frequency dependency of reflection S11, 
transmission S21 and coupling C in the case of maximum slot length 2.0 mm. The coupling 
was approximately 56.9%, where hp and dp are 1.6 and 0.6 mm, respectively. It is more than 
three times as large as coupling 18% from the slot without post. It is confirmed that large 
coupling is achieved due to the post even though the broad-wall width is large. Figure 6 
shows the slot length Ls, the post height hp and the post offset dp from the center of the slot 
depending on coupling. Large slot length Ls is required for large coupling. In order to cancel 
the reflections from slot and post, amplitude of the reflections should be equal and phase 
difference should be 180 degrees out of phase. The post height hp is also large for large 
coupling to satisfy the amplitude condition. The post offset dp from the center of the slot 
gradually increases for the phase condition because perturbation of reflection phase grows 
for increasing slot length.  
An open ended cavity is set on each slot. Since the cavity shades the radiation from the slots 
to the low elevation angle, the grating lobe level is reduced. Figure 7 shows calculated 
element radiation pattern and array factors in kk’-z plane. Element radiation pattern without 
cavity is ideally identical to isotropic radiation pattern because it is the radiation pattern of 
slot element in the perpendicular plane to the slot axis (E-plane). Difference of the levels in 
the element radiation patterns with and without cavity is approximately 14 dB at 90 degrees 
from broadside direction. Sidelobes of total radiation pattern are suppressed in large angle 
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Fig. 5. Simulated frequency dependency of S11, S21 and coupling C 
 

 
Fig. 6. Slot length, post height and offset from the center of the slot versus coupling 
from the broadside. It is observed that the grating lobe level of antenna without cavities is 
−22 dB, which is suppressed to −36 dB by using cavity. However, radiation pattern near 
broadside is almost the same and independent on the cavity. No mutual coupling between 
slots are taken into account in the design because the mutual coupling is very small due to 
the element radiation pattern of cavity. Simple design procedure can be applied. The effect 
of the circular cavity to the slot impedance and coupling is shown in Fig. 5. High-Q 
resonance characteristic of cavity structure is observed, that is, maximum coupling power is 
larger when cavity is installed, on the other hand, coupling power from slot with cavity is 
smaller than without cavity in lower frequency than resonance. Since optimum parameters 
for minimum S11 are slightly different between with and without cavity, level of S11 without 
cavity does not fall down at the design frequency. 
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Fig. 7. Element radiation pattern of slot with cylindrical cavity and total radiation pattern 
which is product of array factor and element radiation pattern of slot with cylindrical cavity 
in diagonal plane (kk’-z plane) 

A 13-element array is designed at 76.5 GHz. Thirteen radiating slots are arranged on one 
radiating waveguide, which corresponds to a linear array antenna. A terminated element 
composed of a post-loaded slot and a short circuit is used at the termination of each 
radiating waveguide. All the remaining power at the termination radiates from the element 
and also contributes antenna performance. Reflections from all the elements are suppressed 
by the function of post-loaded slot. So, design procedure for traveling-wave excitation is 
implemented (Sakakibara, 1994). Thirteen slot elements are arrayed and numbered from the 
feed point to the termination. Required coupling from slots are assigned for Taylor 
distribution on the aperture to be a sidelobe level lower than −20 dB. Incidence Pw(n), 
transmission Pw(n+1) and radiation Pr(n) of nth slot shown in Fig. 8 are related by 

 Pw (n+1) = Pw(n) – Pr(n)  (3) 
 

 
Fig. 8. Relation of radiation and transmission versus input. Slot spacing is related to 
transmission phase. 
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Coupling Cn is defined by 
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The previously mentioned parameters Ls, hp and dp are optimized in each slot element 
shown in Fig. 9. A required variety of coupling is 3.5% ~ 54.9%. Element spacings s(n) are 
determined to realize uniform phase distribution. This condition imposes  
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where kg ( = 2π/λg ) is the wave number of the waveguide and ∠ S21(n) is phase advance 
perturbed by the slot element as is shown in Fig. 8. As ∠ S21(n) is positive value, element 
spacing becomes slightly larger than a guided wavelength. This phase perturbation is 
simulated accurately by using electromagnetic simulator. So, the above design procedure 
dispenses with iteration. 
 

 
Fig. 9. Assigned coupling and dimensions of array elements for Taylor distribution on the 
aperture to be a sidelobe level lower than −20 dB. 

4. Design of feeding circuits 
The developed linear arrays are arranged to compose two-dimensional planar array. 
Required feeding circuits depend on the transmission lines and the number of the linear 
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arrays. Waveguide 24-way and two-way power dividers are developed to feed the 
waveguide antennas. Microstrip-to-waveguide transition is also developed to feed the 
microstrip comb-line antenna from waveguide. 

4.1 Waveguide feeding 24-way power divider 
In the development of the two-dimensional planar waveguide antennas, a single-layer 24-
way power divider composed of E-plane T-junctions feeding narrow-wall slotted 
waveguide planar array are designed as is shown in Fig. 2(a). It is composed of one feeding 
waveguide and 24 radiating waveguides slotted on the narrow walls. The antenna input 
port is located at the center of the feeding waveguide. All the radiating waveguides are fed 
from the feeding waveguide. The radiating waveguides are connected on the broad wall of 
the feeding waveguide, which forms a series of E-plane T-junctions shown in Fig. 10(a) 
(Mizutani et al. 2005). The broad-wall width of the feeding waveguide is determined so that 
the guided wavelength of feeding waveguide corresponds just twice the narrow-wall width 
of the radiating waveguide including the wall thickness between the radiating waveguides 
since adjacent waveguides are fed in an alternating 180 degrees out of phase. A coupling 
window is opened at each junction. Coupling to the radiating waveguide is controlled by 
the window width Wf in the H-plane. A post is set at the opposite side of the coupling 
window to obtain large coupling into the radiating waveguide and to cancel the reflections 
from the window and the post out of phase. Reflection level and phase of the post are 
adjusted to cancel both reflections by changing the post length Lf and the post offset df from 
the center of the window, respectively. Two edge radiating waveguides are fed from  
 

 
Fig. 10. Configuration of several parts of feeding circuit. (a) T-junction. (b) Terminated E-
bend. (c) H-plane T-junction for input. (d) Top view and analysis model of the input H-
plane T-junction on bottom plate around the antenna feed port with adjacent radiating 
waveguide. 
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terminated E-bends, shown in Fig. 10(b), in order to make all the remaining power 
contribute to the antenna performance. The size of the post is designed for matching and the 
width T of the waveguide is a parameter for phase adjustment of wave into the radiating 
waveguide. The feeding waveguide is fed through the H-plane T-junction at the input port 
shown in Fig. 10(c). Since the two adjacent radiating waveguides are very close to the input 
port, the H-plane T-junction is designed taking the effect of the two radiating waveguides 
into consideration as the analysis model is shown in Fig. 10(d). Phase perturbation of each 
E-plane T-junction is evaluated by electromagnetic simulator. The phase delay is 
compensated by adjustment of the spacing between radiating waveguides. 
In order to feed radiating waveguides in alternating 180 degrees out of phase, we designed 
the E-plane T-junctions. The broad-wall width af of the feeding waveguide is designed to be 
2.45 mm. So, the guided wavelength of the feeding waveguide is 6.6 mm calculated by 
equation (1). Required coupling to each radiating waveguide is assigned for Taylor 
distribution on the aperture as is shown in Fig. 11 to be a sidelobe level lower than −20 dB as 
well as the design of slotted linear array mentioned in the previous section. Geometrical 
parameters of each junction are also shown in this figure. Input port is at the center of the 
feeding waveguide and aperture distribution is designed to be symmetrical. So, only one 
half from port 13 to 24 is shown here. A required variety of coupling is 13.8% ~ 51.6%. The 
previously mentioned parameters Lf, Wf and df are optimized for each T-junction by using 
the electromagnetic simulator of finite element method. The window width Wf gradually 
increase with port number because required coupling increases. Relatively large windows 
are used at the center of the port numbers 12 and 13 to compensate the effect of the mutual 
coupling from the closely-located input port. The post length Lf also increases with port 
number to cancel the reflection from the window because the reflection coefficient of the 
large window is large. Furthermore, the post offset df from the center of the window 
gradually increases for the phase condition to cancel reflections because perturbation of 
reflection phase grows for increasing window width Wf and post length Lf.  
 

 
Fig. 11. Coupling of T-junctions for Taylor distribution and geometrical parameters of  
T-junction to be a sidelobe level lower than −20 dB. 
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A 24-way power divider is designed at 76.5 GHz. Field amplitude and phase distributions of 
the twenty four output ports are shown in Fig. 12. The simulated and measured results 
almost agree well with the design having the error smaller than 1 dB in amplitude and 5 
degrees in phase. Simulated frequency dependency of reflection of the input T-junction with 
and without all the twenty four input ports is shown in Fig. 13. Resonant frequency is 
observed at the design frequency 76.5 GHz. Bandwidth of the reflection below −20 dB is 
approximately 8 GHz. 
 

 
Fig. 12. Output amplitude and phase distributions of the single layer power divider 

 
Fig. 13. Simulated frequency dependency of reflection of the input T-junction with and 
without 24-way power divider 

4.2 Waveguide feeding two-way power divider 
In order to excite all the slots in phase with a triangular lattice arrangement in the two-
waveguide antenna, two radiating waveguides are fed in 180 degrees out of phase each 



 Radar Technology 

 

332 

other. We propose the compact power divider for the feeding circuit of the sub-array as 
shown in Fig. 14. The feeding waveguide is connected at the junction of the two radiating 
waveguides from the opposite side of the slots. There is a feeding window at the boundary 
between the radiating waveguide and the feeding waveguide for matching. A matching post 
is installed at the opposite side of the feeding window. The reflection characteristic is 
controlled by changing the size of the feeding window Wa, Wb and the height hp of the 
matching post. The size of the feeding waveguide is Wa0, Wb0 (3.10 X 1.55 mm) and the broad 
wall width of the radiating waveguide is hp0 (3.6mm). Figures 15(a), (b) and (c) shows the 
reflection characteristic depending on the height of the matching post hp, the broad width Wa 
and the narrow width Wb of the feeding waveguide, respectively. Minimum reflection is 
obtained when the height hp of the matching post is 0.40 hp0 and the broad width Wa and 
narrow width Wb of the feeding window are 1.0 Wa0 and 0.65 Wb0, respectively. 
 

Feeding
waveguide

Feeding
window

Matching
post

Radiating
waveguide

Wa0 Wｂ０

Radiating
slot

hp
hｐ0

Wｂ

Wa

 
 
Fig. 14. Configuration of waveguide two-way power divider. 

4.3 Design of microstrip-to-waveguide transition for feeding microstrip antenna 
For feeding circuit of microstrip comb-line antenna from waveguide, microstrip-to-
waveguide transition is developed. Ordinary microstrip-to-waveguide transitions require 
back-short waveguide on the substrate. In order to reduce number of parts and assembling 
error of the back-short waveguide, transition with planar structure is developed (Iizuka et 
al. 2002). Figure 16 shows a configuration of the planar microstrip-to-waveguide transition. 
A microstrip substrate with metal pattern is on the open-ended waveguide. Microstrip line 
is inserted into the ground pattern of waveguide short on the upper plane of the substrate. 
Electric current on the microstrip line is electromagnetically coupled to the current on the 
patch in the aperture at the lower plane of the substrate. Via holes surround the waveguide 
in the substrate to prevent leakage. Figure 17 shows S11 and S21. Resonant frequency of S11 is 
observed at the design frequency 76.5 GHz. Insertion loss of the transition is approximately 
0.3 dB at 76.5 GHz. 
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Fig. 15. Reflection characteristics of the waveguide two-way power divider 
 

 
Fig. 16. Microstrip-to-waveguide transition with planar structure 
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Fig. 17. Simulated S-parameters of the transition 

5. Experiments 
5.1 24-waveguide antenna 
A 24-waveguide planar antenna is fabricated to evaluate the antenna performance. The 
photograph of the antenna is shown in Fig. 18. The fabricated antenna is assembled from 
two parts, upper and bottom aluminum plates with groove structures to compose 
waveguides. Cut plane is at the center of the broad wall of the waveguide and are fixed by 
screws. Twenty-four waveguides with 13 slots are arranged in parallel. Consequently, 
aperture size of antenna is 71.5 mm (in x-direction) × 64.7 mm (in y-direction). 
 

 
Fig. 18. Photograph of the fabricated antenna composed of the two plates 
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We discuss performance of the fabricated planar antenna in this section. Figure 19(a) shows 
the measured and designed radiation patterns in zx-plane at 76.5 GHz. The measured main 
beam direction results in −0.5 degrees from z-axis. This beam squint is due to error in the 
estimation of phase perturbation for transmission through the radiating elements of slots. 

      
Fig. 19(a) Radiation patterns in zx-plane         Fig. 19(b) Radiation patterns in yz-plane 

The sidelobe level is −16.8 dB which is 3.2 dB higher than design. Figure 19(b) shows 
radiation patterns in yz-plane. The main beam directs to the broadside as the same with 
design. Measured sidelobe level is −20.0 dB, which also almost agrees well with the design. 
Measured cross-polar patterns are also shown in Figs. 19(a) and (b). XPD (cross polarization 
discrimination) is 28.7 dB. Figure 20 shows the measured two-dimensional radiation 
patterns. In contrast to the general slotted waveguide arrays, maximum grating lobe level of 
the proposed antenna is suppressed to −28.6 dB. Figure 21 shows the measured gain and 
antenna efficiency at the frequency from 74 to 78 GHz. The center frequency shifts in 500  
MHz from the design frequency 76.5 to 76.0 GHz. The gain is 33.2 dBi and the antenna 
efficiency is 56% at 76.0 GHz. Total loss 44% is estimated to consist of mismatch 3%, 
directivity of Taylor distribution 1% and cross-polarization 1%. Rest of them 39% is 
considered to be a feeding loss due to the imperfect waveguide in the millimeter-wave 
band. Bandwidth of gain over 30 dBi is approximately 1.9 GHz. High gain and high antenna 
 

 
Fig. 20. Two-dimensional radiation pattern 
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Fig. 21. Measured gain and antenna efficiency 

 
Fig. 22. Measured frequency dependency of reflection at the input port 

efficiency are achieved. The measured reflection characteristics are indicated in Fig. 22. The 
measured reflection level is −22.0 and −16.5 dB at 76.0 and 76.5 GHz, respectively. On the 
other hand, large reflection is observed at 77.0 GHz, whose level is −10 dB. It is one of the 
causes of gain degradation. The cause of reflection increasing at 77.0 GHz would be that the 
proposed slot element is narrow frequency band width as is shown in Fig. 5. All the 
reflections from antenna elements due to frequency shift of fabrication error would be 
summed up in phase at 77.0 GHz. 

5.2 Two-line waveguide antenna 
The designed antenna was fabricated and feasibility was confirmed by experiments. 
Photograph of the developed antenna is shown in Fig. 23. Two metal plates of aluminium 
alloy were screwed together. Cut plane is at the center of the waveguide broad wall as well 
as the 24-waveguide antenna shown in the previous section. Posts were located in the 
waveguide to increase radiation from slots and to improve reflection characteristics. The 
cavity was set on each slot. 
Figure 24(a) shows measured and simulated radiation patterns in the plane parallel to the 
waveguide axis at the design frequency 76.5 GHz. Beam direction was approximately 0 
degree as was the same with the broadside beam design. Sidelobe level was around −20 dB 
as was almost the same level with the design of Taylor distribution for −20 dB sidelobe level.  
 



High-gain Millimeter-wave Planar ArrayAntennas with Traveling-wave Excitation 

 

337 

 
Fig. 23. Photograph of the two-line waveguide antenna 

 
Fig. 24(a) Radiation pattern in the plane parallel to the waveguide 

 
Fig. 24(b) Radiation patterns in the plane perpendicular to the waveguide 

Some portion of the grating lobes were observed in 50 degrees which were about 7 dB 
higher than the simulation and still lower than −20 dB. Figure 24(b) shows measured and 
simulated radiation patterns at 76.5 GHz in the plane perpendicular to the waveguide. 
Almost symmetrical radiation pattern was obtained in the experiment. Sidelobe level was 
around −20 dB as was the same with the simulation. Figure 25 shows reflection 
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characteristics. Since the resonant frequency corresponded to the design frequency 76.5 
GHz, reflection level was lower than −20 dB at the frequency. Although the bandwidth was 
wider than 3 GHz for reflection lower than −10 dB, the center frequency of the bandwidth 
shifted by a few GHz lower than the design frequency. Figure 26 shows gain and antenna 
efficiency. Gain and antenna efficiency were 21.1 dBi and 51 %, respectively. They were 
degraded in the lower frequency band due to the return loss mentioned in Fig. 25. However, 
the efficiency was still relatively high compared with other millimeter-wave planar antennas. 
 

 
Fig. 25. Reflection characteristics 

 
Fig. 26. Gain and antenna efficiency 

5.3 Microstrip comb-line antenna 
Microstrip comb-line antenna with two lines of 27 elements and with broadside beam is 
fabricated for experiments as is shown in Fig. 27. Reflection level of the fabricated antenna is 
−12.9dB at the design frequency 76.5 GHz as shown in Fig. 28. Measured beam direction in 
the plane parallel to the feeding line is −1.0 degree, and sidelobe level is −17.9 dB shown in 
Fig. 29(a). Symmetrical radiation pattern is obtained in the plane perpendicular to the 
feeding line as shown in Fig. 29(b). The measured radiation pattern almost agrees well with 
the array factor. High antenna efficiency 55 % with antenna gain 20.3 dBi is obtained at the 
design frequency 76.5 GHz. The efficiency is almost the same level with the two-waveguide 
antenna. 
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Fig. 27. Photographs of the developed 
microstrip comb-line antenna 

Fig. 28. Measured reflection characteristics 

 
Fig. 29(a) Radiation pattern in the plane 
parallel to the feeding line 

Fig. 29(b) Radiation pattern in the plane 
perpendicular to the feeding line 

6. Conclusion 
We have developed three types of millimeter-wave low-profile planar antennas; high-gain 
two-dimensional planar waveguide array antenna with 24 waveguides, two-line waveguide 
antenna and microstrip comb-line antenna which can be applied to the sub-arrays for beam-
scanning antennas. Microstrip comb-line antenna is advantageous at the points of low cost 
and lower feeding loss compared with other microstrip array antennas. High efficiency is 
achieved, which is almost the same level with the waveguide when the aperture size and 
gain is relatively small. Waveguide antenna possesses much higher performance capability 
due to the low loss characteristic of waveguide feeding when the aperture size and gain is 
large. However, cost reduction is one of the most serious problems for mass production. 
Metal injection molding could be a solution for the waveguide antenna. 
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1. Introduction  
Wideband antennas have received much attention in wireless communications and 
broadcasting systems. With a wide bandwidth, the signals can be transmitted by ultra-short 
impulses or by using multi-band groups. More information and applications can be carried 
through the radio frequency channels with a high data rate and accuracy. Also, there are 
numerous military and commercial sensing systems that require wide bandwidth to 
increase the range accuracy, imaging resolution, jamming/anti-jamming, and hardware 
flexibility. For various modern radars, such as air defense, air traffic control, astronomy, 
Doppler navigation, terrain avoidance, and weather mapping, the design of wideband 
antennas would have different considerations and specifications in order to meet the 
requirements of specified signals and waveforms. 
The key issues of emerging radar antennas are low-profile, low cost, conformal, and 
compact design. Currently many researchers focus on omni-directional wideband antennas 
because their widely-covered beamwidth enables them to detect and communicate with 
targets anywhere. However, this may cause the radar to confuse where the target is located. 
Therefore, in certain aspects, directional antennas present more interest. The effective 
isotropic radiated power of a directional antenna is directed to reduce power consumption 
at the transmitter. This is also beneficial for the receiver’s link budget. According to the 
radar range equation, the antennas can significantly determine the radar performance owing 
to its power handling, aperture dimension, beamwidth resolution, and potentials of 
beamforming and scanning. It may spend large amount of the budget for the antenna 
system cost depending on required functions. 
In this chapter, we investigate state of the art wideband radar antennas and focus on 
applications for airborne radars, ground penetrating radars, noise radars, and UWB radars. 
The design concepts and considerations of these antennas will be addressed. Following the 
performance overview of these antennas, we introduce state of the art wideband antennas 
recently developed for new radar applications. Design details, examples, and profiles of the 
wideband antennas will be reviewd and discussed. 

2. Antenna design and performance requirements 
In this section, we introduce important parameters to describe the antenna performance. 
Instead of theoretically deriving them, we just simply pose these parameters and connect 
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them with performance. Here, only basic antenna knowledge for understanding the 
characteristics of antenna and array antenna will be presented. 

2.1 Antenna basics 
Before knowing the antenna basic parameters, we should know in what range the antenna 
works in its normal function. The radiation filed close to the antenna includes both radiation 
energy and reactive energy. For most radar applications, the target is far from the antenna 
that satisfies the far-field region condition. In this region, only the radiating energy is 
present and the power variation is related to direction, independent of distance, which is at 
a radius R given by 

 R = 2L2/λ  (1) 

where L is the diameter of the antenna and λ is the free space wavelength of the operation 
frequency. Within that radius is the near-field region (Fresnel region) in which the radiation 
field changes rapidly. In the far-field region (Fraunhofer region), the wavefronts are actually 
spherical, but a small section of the wavefronts can be approximately considered as a plane 
wave. This way, only the power radiated to a particular direction is concerned, instead of 
the shape of the antenna. The above condition is determined based on the error due to 
distance phase (< π/8) from the observing point to the antenna. If requiring more accurate 
phase, the far-field radius has to be increased (Balanis, 1982). 
The radiation pattern is a plot of the power radiated from the antenna per unit solid angle, 
which is usually plotted by normalizing the radiation intensity to its maximum value. The 
characteristics of the radiation pattern are determined by the aperture shape of the antenna 
and the current distribution on the aperture. Important parameters to present the radiation 
patterns are briefly described. The mainlobe expresses the maximum radiation direction that 
is opposite to the backlobe, and the other minor lobes are called sidelobes, which are 
separated by nulls where no radiations. The sidelobe level (SLL) means the amplitude of the 
peak sidelobe; the sidelobe just beside the mainlobe is called the first sidelobe. The front-to-
back ratio (FBR) is the amplitude ratio of the peak mainlobe and the backlobe. The 
beamwidth, or more specifically, half power beamwidth (HPBW), is the angle subtended by 
the half-power points of the mainlobe.  
The directivity D of an antenna is a measure of radiation intensity as a function of direction, 
i.e., the ratio of the radiation intensity in direction (θ, φ) to the mean radiation intensity in all 
directions, or to the radiation intensity of an isotropic antenna radiating the same total 
power. An approximate value of the D can be calculated in terms of the beam solid angle Ω, 
or the HPBW in the two orthogonal plane, i.e.,  

 .)(deg4125344
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In general, the directivity without specifying a direction means the maximum value of the 
D. Most radars usually adopt the antenna with large aperture and high directivity. The 
relationship between the directivity and the power gain G are 
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where A is the antenna aperture area, ηeff  is the radiation efficiency of the aperture, and Aeff 
= ηeffA is the effective aperture area. The power gain G is the product of directivity and 
radiation efficiency, which is the ratio of power radiated to power fed into the antenna. This 
is due to the antenna mismatch and transmission loss, which can be observed from the 
transmission line theory shown in Figure 1. The source impedance Zs = Rs + jXs and the 
antenna impedance Za = Rr + Rl + jXa are complex conjugates so that the transmitter is 
matched to the antenna and the maximum power can be delivered to the antenna and 
radiated. Then the radiation efficiency can be expresses by 
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Since the power source is connected to the antenna, as the load, through the transmission 
line (feed-line), the antenna has to be matched to the feed-line to effectively radiate the 
power into the space. If mismatched, the part of power will be reflected and form standing 
wave, which can be measured using the reflection coefficient Γ or the voltage standing wave 
ratio (VSWR): 
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The power radiated out is equivalent to the source power (Ps) minus the reflected power 
(Pref) at the terminal of the antenna and feed-line, and the power dissipated at the antenna 
(Pl), i.e., Pt = Ps – Pref – Pl = Ps(1-|Γ|2) – Pl. In fact, the efficiency consists of reflection 
efficiency, conductor efficiency, and dielectric efficiency, so ηeff = ηref × ηcond × ηdi. For a well 
designed antenna, the conductor and dielectric efficiencies are close to 1 and the reflection 
efficiency is dependent on the impedance matching.  
 

 
Fig. 1. Equivalent circuit of the transmitting antenna. 

The polarization of an antenna can be determined by the electric field in the far-field region 
consisted of Eθ and Eφ. These two components will have a phase difference. When the phase 
difference is 0o or 180o, in the plane orthogonal to the propagation direction, these vectors 
oscillate in a straight line and this situation is called linearly polarized. When the phase 
difference is ±90o, it is called circularly polarized. For any other phase differences, it is 
generally called elliptically polarized. In practice, perfect circularly polarization does not 
exist, which means certain amount of ellipticity exists. This amount is expressed by the axial 
ratio (AR).  Perfect circular polarization has AR = 1 (0 dB), and generally a circularly 
polarized antenna requires AR ≤ 3 dB.  
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2.2 Antenna array 
Array antennas are often used in communication and radar systems to improve sensitivity 
and range extension without increasing power levels. Here, important design parameters 
for pattern synthesis and array scanning will be discussed. The configuration of the array 
antenna for different radar systems will be dressed and design considerations will be 
highlighted later. 
 

 
Fig. 2. Configuration of a linear array antenna.  
A) Array pattern and grating lobe 
The radiation pattern F(θ) of an array antenna is the product of the antenna element factor 
Fe(θ) and the array factor (AF) Fa(θ), i.e., F(θ) = Fe(θ)·Fa(θ). The antenna element factor is the 
radiation pattern of a single antenna. To obtain the AF, we can start from the simplest array 
configuration, the linear array of N elements, as shown in Figure 2. The elements are 
separated in a distance d and it is assumed the phase reference is at the first element. The 
radiated field in far field from the array is given by 
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with 

 βθψ += coskd   (7) 

where k = (2π/λ0) is the wave number, θ  is the arrival angle of the far-field, and β is the 
excitation phase for each element. The amplitude term An-1 is used for the array amplitude 
taper that can be controlled by the tunable power amplifier; the phase term ψ is used for the 
phase taper that can be controlled by the phase shifter. If the phase reference is set at the 
center of the array that excited with a uniform amplitude equal to one, i.e., An = 1, the 
radiated field can be normalized as 
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It can be observed that the pattern has peak vaule of 1 every 2π. The mainlobe at ψ = 0 is the 
mainbeam and the mainlobe at ψ = ±2nπ are the grating lobes. The grating lobe should be 
avoided becasue of receiving from unwanted directions. The condition to have the element 
spacing d satisfies  
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where θ0,max is the maximum directional angle that the mainbeam points to. The theory of 
the array scanning will be shortly described later. Here, let‘s consider the broadside array 
first which means the mainbeam is directed to boresight (θ0 = 0o).  
 

(a) 
 

(b) 

Fig. 3. Radiation patterns of a broadside uniform linear array with 8 elements: (a) d = λ0 /4 
and (b) d = λ0 /2. 

 
Fig. 4. Radiation patterns of a 20-element array with different element distances, while the 
mainbeam is at broadside direction. 
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A broadside array of N elements has a radiation pattern perpendicular to the array plane 
while the amplitude and the phase of each element are equal. In this case, Equation (7) can 
be reduced to 

 θψ coskd=   (10) 

Then the maximum field occurs at θ = π/2 and θ = 3π/2. Figure 3 shows the simulated 
radiation patterns of an 8-element broadside linear array with different element spacings, 
where the antenna element is an elliptical patch antenna. Comparing these two results, the 
patterns on the E-plane are almost the same. However, the H-plane pattern with d = λ0/2 
has a narrower HPBW compared to that with d = λ0/4. As the element distance increases, 
the mainlobe become sharper but the grating lobe may appear which is not desired.  
Figure 4 shows the radiation patterns with different element distances (0.5λ0, 0.75λ0, 1λ0, and 
1.58λ0), when the antenna elements is a microstrip patch antenna. When the mainbeam is at 
the broadside direction, the array with d = 0.5λ0 does not have any grating lobe and the 
magnitude of grating lobes of the array with d = 0.75λ0 are very small. However, when the 
spacing is larger than one wavelength, there are two obvious grating lobes. In the case of d = 
1.58λ0, the angle range between the mainbeam and the grating lobe is only 40o, which 
significantly interference the desired signals. 
B) Amplitude tapering and sidelobes 
Array antennas can be employed in advanced radar systems to achieve the required power, 
high-resolution beam pattern, electronic beam steering, and interference suppression 
through nulling sidelobes. An array antenna can be excited by uniform or non-uniform 
amplitude taper, which can be implemented by using the tunable power amplifiers. As 
shown in Figure 2, all antenna elements can be turned on/off by the switch, which can 
decide how many elements to be used. Various combinations may happen, for example, 
eight or more elements could be used simultaneously as a sub-array. All of these elements 
are then connected to a power distributor, and then the summed signals can be processed 
and analyzed. 
To implement a non-uniform amplitude taper for the array, several amplifiers are needed, 
as shown in Figure 2. In this case, assume all switches are turned on. To avoid the result of 
amplitude taper being obscured by grating lobe effects, the element spacing has to be equal 
to or less than half-wavelength. The easiest way to apply the amplitude taper is to linearly 
decrease the contribution of the array elements from the center to the edge of the array, 
which is called triangular amplitude taper. For an 8-element linear array, a triangular 
amplitude taper are given by: A1 = A8 = 0.25; A2 = A7 = 0.5; A3 = A6 = 0.75; A4 = A5 = 1. The 
uniform and triangular tapered radiation patterns of this broadside array with d = λ0/2 are 
shown in Figure 5. It is observed that the triangular amplitude taper leads a lower SLL 
where the highest sidelobe is now −28 dB, compared to −13 dB of the uniform amplitude 
taper array. However, its mainbeam is broadened a little and increases from 12.8° to 16.4°. 
It is possible to remove all sidelobes at the same time by using a proper amplitude taper 
such as the coefficients of a binomial series. The binominal amplitude taper for an 8-element 
is given by: A1 = A8 = 0.03; A2 = A7 = 0.2; A3 = A6 = 0.6; A4 = A5 = 1. Similar to the previous 
two cases, the resulting patterns are shown in Figure 5. While the sidelobes are suppressed, 
it can be seen that a more broadened mainbeam is the price of removing the sidelobes. In 
this case, the HPBW is about 22.2°. 
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In this example, it seems that using a linear method is the simplest approach for 
implementation in an array with only eight elements. However, as the element number 
increases, different non-uniform amplitude tapers should be chosen to narrow the mainlobe 
beamwidth or to suppress the sidelobe levels. Besides the binomial and trianular 
distributions, popular techniques for the amplitude tapering and sidelobe level control 
include circularly symmetric distribution, Bayliss Distribution, Hamming distribution, 
Hanning distribution, Chebyshev distribution, Taylor distribution, and Elliott distribution et 
al (Milligan, 2005). 
 

 
Fig. 5. Radiation patterns of an 8-element broadside linear array with different amplitude 
taperings. Solid line: uniform amplitude taper; dash line: triangular amplitude taper; dot 
line: binomial amplitude taper. 
C) Phased array antenna 
Based on the equation of the AF, if we want to direct the mainbeam of the array antenna to a 
desired direction θ0, the AF will have the maximum value while ψ = 0 and hence  
β = -kdcos θ0. Then the AF can be rewritten as: 
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The concept of the linear array can be easily extended to the planar array such as 
rectangular array and circular array (Rudge et al., 1983). Same as the linear array, the 
mainbeam of a planar array can scan toward any interested point. It is straight forward to 
have the AF of a x-y rectangular array directed to (θ0, φ0): 
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Where Am is the amplitude taper of the element in x-axis, An is the amplitude taper of the 
element in y-axis, dx is the element spacing in x-axis, and dy is the element spacing in y-axis. 
Figure 6 shows the radiation patterns of a 20×20 array with d = 0.5λ0. It can be seen there is 



 Radar Technology 

 

348 

no grating lobe even if the mainbeam is directed at 60o. As the scanning angle increases, the 
sidelobes close to ±90o becomes larger. However, they are still about 17 dB lower than the 
mainlobe. Therefore, from the view point of beamsteering, the element spacing, 
theoretically, has to be less than half wavelength if the mainbeam need scan to ±90o. In 
practical, we can have only ±60o scanning range at most, due to the degrading of the 
radiation patterns and the limitation of hardware. 

 
Fig. 6. Radiation patterns of a 20×20 array with different scanning angles, when d = 0.5λ0. 

 
Fig. 7. Radiation patterns of a 20×20 array with different scanning angles, when d =  1λ0. 

Figure 7 shows the radiation patterns of d = 1.05λ0, while the mainbeam is directed at 
different angles. Here radiation patterns of three scanning angles (θ = 5o, 30o, and 60o) are 
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shown. No matter how large angle the mainbeam scans, besides the mainlobe, there is at 
least one grating lobe directed at the unwanted direction. In Figure 4, it can be observed, 
when d = 1.58λ0 there are two grating lobe when the mainbeam is at the broadside. The 
angle range between mainlobe and grating lobe decrease when the element spacing 
increases. From these results, it can be observed how the raidaiton pattern is affected by the 
element spacing. 
There are many design considerations for the phased array antenna including mutual 
coupling and correlation, beam broadening, phase shifting, nulling undesired lobes, and 
feed network. Interested readers can review these topics in many published resources 
(Skolnik, 1990; Mailloux, 2005; Volakis et al, 2007). It should keep in mind that, from above 
discussion, to obtain a desired array pattern, we can vary: (1) array geometry, (2) array 
element spacing, (3) pattern of individual element, (4) element excitation amplitude, and (5) 
element excitation phase. After giving required array antenna characteristics, preliminary 
aperture and feed network designs will be conducted. Aperture distribution (amplitude 
taper) can be determined by aperture systhesis techniques, considering gain, beamwidth, 
sidelobe level, and etc. After optimization of the array antenna design, the fabrication and 
the testing can be implemented to verify the performance and readjust the design. The 
design process of an array antenna is shown in Figure 8. Based on these important concepts 
just reviewed, now we can look forward to see some antennas designed for different radar 
systems. In next section, we will look state-of-the-art radar antennas where their design 
concept and performance will be presented.  
 

 
Fig. 8. Array antenna design process. One or more design iterations will be needed to 
achieve the design goal. 

3. Radar antennas 
3.1 Antennas for the airborne radar 
Popular antennas for the ground-based and airborne radar systems include horn antennas, 
reflector antennas, and slotted waveguide antennas (Skolnik, 2001). These antennas can 
provide narrow beamwidth and high power handling. The airborne survillance radars and 
the air fighter radars usually need phased array antennas to conduct the beam steering for 
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the prupose of detection and tracking, which requires narrow mainbeam and very low 
sidelobes. The slotted waveguide antennas are better candidates for the large array antenna 
design because of the waveguide structure, which can couple energy in a very precise 
manner (low loss) and can be used for the feed network of the array antenna to simplify the 
phased array antenna design. The slotted waveguide array antennas (multiple slots on a 
single waveguide) have potential of low cost, low weight, ease of fabrication, high gain, and 
easier amplitude tapering for extremely low sidelobe. Today, they have been widely used in 
the airborne phased array radar systems.  
The radiation magnitude and phase of the slotted waveguide antenna can be determined by 
the size and orientation angle of the slot. The apperance of grating lobes and the elemetn 
spacing govern the locations of slots. To optimze the bandwidth, the slots can resonate for 
either resonant array (standing wave array) or non-resonant array (traveling wave array). 
Basically, the radiation power is proportional to the slot resistance or conductance. 
Normalized series-slot resistance (r) and shunt-slot conductance (g) are given by 

 r = 2P/I2; g = 2P/V2  (13) 

where P is the required power; V and I are the voltage and current across the slot, 
respectively, which can be determined by the transmission line or scattering matrix theories, 
and hence r and g. Then, the slot array can be designed using on known, or measured, slot 
characteristics or design curves based on the slot geometry. Watson and Stevenson 
pioneered the slot characteristics for different slot geometries in a rectangular waveguide 
(Waston, 1949; Stevenson, 1948). Most of the closed form solutions can correctively predict 
the performance of the single slot. However, since the mutual coupling effect is neglected, 
the slot array based on these analyses will have higher VSWR and the aperture 
illumincation may not be the desired distribution. Several techniques have been proposed to 
overcome this difficulty (Volakis et al, 2007). 
A) Resonant array (standing wave array) 
The slotted waveguide array antenna cab be fed at edge or center with shorted port at the 
waveguide end. When the element spacing ds is λg/2, the electrical fields inside the 
waveguide form standing waves, and hence the array antenna is called a standing wave 
array or resonant array. Figure 9 shows two types of the resonant arrays. Since the standing 
wave array is a narrow band antenna, to have the desired bandwidth, the slot number on 
each waveguide has to be analytically designed. Then, several subarrays, which consisted of 
several waveguides with different slot numbers, are shunt connected to form a planar array 
 

(a) 
 

(b) 

Fig. 9. The resonant slotted waveguide array antennas and their equivalent circuits using (a) 
shunt slots and (b) series slots. 
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that excited by another waveguide coupling the energy to the subarrays. Generally, the 
more slots on a waveguide, the narrower bandwidth. When the operation frequency offsets 
from the designed center frequency, the gian decreases and the SLL increases, due to the 
change of the electric field (standing wave) distributions in the waveguide that deteriorate 
the amplitude and phase excited. Large planar arrays of uniformly spaced longitudinal-
shunt-slots are commonly used for many airborne radar applications. 
B) Non-resonant array (traveling wave array) 
The traveling wave array is fed from one port of the waveguide and the other port connects 
a matched load to terminate the waveguide that absorbing energy not radiated. The non-
resonant array has more slots on each waveguide than the resonant array. The element 
spacing of this array is not eqaul to λg/2 (may be larger or smaller) to avoid reflection, so the 
reflected wave from each slot do not generate large standing wave due to constructively 
field accumulation. The reflected power from the termination has to keep sufficiently small 
so the spuriois beam is below the required SLL. Also, becasuse of unequal element spacing, 
there are phase differences between slot elements, which results in the mainbeam deviates 
the broadside direction and changes with the operation frequencies.  
C) Frequency scanning array  
One of the important applications of the slotted waveguide array antenna is to design the 
frequency scaning array (FSA) antenna, which is a kind of electrically scanning array by 
controlling the operation frequencies. Frequency scanning array have two feeding 
meethods: series-fed and cooperated-fed. It usually uses slow wave to feed the slotted 
waveguide. The feed line network of a linear FSA can be analyzed in equivalent slow wave 
structure, whose phase speed (vp) is 

 c
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Where L is the length difference of the feed-lines for neighboring elements, c is the light 
speed, and λg is the wavelength in the waveguide, which is given by  
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λcf is the cutoff wavelength of the waveguide, which is equal to twice of the waveguide 
width (2a). Assume the frequency scanning occurs relative to a desired center frequency (fs). 
From the far-field pattern of the slotted waveguide array, it can be shown that the maximum 
pattern exists while 
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δ = 2πd/λg is the phase difference between slot elements. Using the condition of broadside 
(ψm = 0) at the center frequency and Equation (15), we can derivate  
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Now, let fcf = κ·fs, then this equation can be re-written as 
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This equation gives the relationship between these frequencies and how to scan the 
mainbeam by tuning the operation frequency for the slotted waveguide array. In fact, the 
scanning angle with frequency is rather confined, due to the fixed path length limited by the 
waveguide configuration. If a larger scanning angle is required, the waveguide can be bent 
to lengthen the path. However, this will change the feeding structure and waveguide 
configuration, and results in larger volumn and higher cost. 
 

 
(a) 

 
(b) 

Fig. 10. A circular slotted waveguide array antenna: (a) antenna configuration and (b) 
antenna photo. 

The frequency scanning array antenna can support 3-D scanning while it uses mechanical 
scan in the azimuth plane and electrical scan in the elevation plane. The advantages include 
small volume, light weight, and good mobility. Several engineering concepts should be 
considered to evaluate the phased array antenna performance: 
1. To satisdy the requirements of broadband and low sidelobe, the traveling wave arrays 

using the rectangular waveguide are generally adopted. 
2. To suppress the cross-polarization of the planar array, the inclined angles between 

waveguides should be in the opposite direction. The phase of the excitation source for 
each waveguide needs be carefully designed. 

3. To lower the weight of the waveguide, the materials with low specific gravity can be 
used. 

4. While electrically scanning in the elevation plane, the feeding waveguide forms an 
array in the azimuth plane so the mainbeam in the azimuth plane will be affected. This 
angle deviation has to be corrected to avoid detection error. 

5. The temperature variaion due to the envioronment or the materials heated by the 
radiation power will result in the mainbeam direction shift and thus has to be 
considered for high power applicaitons. 

Besides, some of the second-order effects such as the slot alternating displacement, inclined 
angle alternation, edge effects, non-uniform aperture illumination, slot length error, and 
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mutual coupling through the high-order modes would degrade the array performance than 
what expected. Manufacturing tolerance also affects the accuracy of the array. These 
parameters should not be ignored in the phased array antenna design. It is normally to 
overdesign the array antenna for analysis and fabrication deficiencies that would rely on 
experience. Figure 10 shows a Ku-band slotted waveguide array antenna for airborne radar 
applications (Sekretarov & Vavriv, 2008). 

3.2 Antennas for the ground penetrating radar 
Ground-penetrating radar (GPR) is a geophysical method that uses radar to image the 
subsurface. This non-destructive method uses electromagnetic radiation in the microwave 
band (3-30 GHz) of the radio spectrum, and detects the reflected signals from subsurface 
structures. GPRs can be used in a variety of media, including rock, soil, ice, fresh water, 
pavements and structures. It can detect objects, changes in material, and voids and cracks. 
Landmine detection is also an emergent application for GPRs. Unfortunately, there is little 
international effort to detect and clear the landmines due to shortage of funding. Before they 
can be removed, they must be located and the ultra-wideband (UWB) GPR technology is 
ideal for finding the location of these deadly devices. Here we present the antennas 
popularly used in the GPR applications, which can provide desired bandwidth. 
A) TEM horn antenna 
For air-launched GPR systems, TEM horn antenna is a good choice because it meets the 
demand in the aspects of a wide bandwidth, small distortion, directional radiation pattern, 
and small reflection. It is usually made from two tapered metal plates, including 
exponentially tapered or linearly tapered. There are a narrow feed point and a wide open 
end at both sides of the TEM horn antenna (Milligan, 2004). Figure 11 shows a TEM horn 
antenna which is most widely-used as the GPR antenna (Chung & Lee, 2008). 
 

  
Fig. 11. A TEM horn antenna which can cover 1-10 GHz (VSWR < 2). 
B) Monopole antennas 
Plenty modifications of monopole antennas are used for broadband applications. The cone 
antenna is a typical representative, which is usually made as three dimensional structures 
with a direct coaxial feeding, as shown in Figure 12. The basic electric property of 
elementary monopole antennas is linearly polarized omni-directional radiation, which 
changes to a common one with increasing frequency. From this reason, these antennas are 
used especially in mobile terminals. Typical fractional impedance bandwidth of the 
monopole antenna is about 70-80%. Further improvements can be made by means of 
forming the ground plane shape. 
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The development of high-frequency substrates has enabled the planar design of the 
monopole antennas. Planar monopole antennas are made single-sided, fed by a coplanar 
waveguide (CPW), or dual-sided with a microstrip feed line. An example is shown in Figure 
13. The advantages are in a manufacture and in an occupied space. However, it is noted that 
antennas on the planar substrate may have lower radiation efficiency/gain. 
 

 
Fig. 12. Cone antenna. 

 
Fig. 13. Planar CPW-fed monopole antenna. 

 

 
(a) 

 
(b) 

Fig. 14. (a) Experimental adaptive wire bow-tie antenna and (b) its feed region. The wires 
are hold together by a PVC support. 

It has been known that when an antenna is situated in a proximity to the ground, its input 
impedance varies significantly with the antenna elevation and the type of the ground. From 
the system point of view, such input impedance variation is disadvantageous since it leads 
to difficulty in maintaining a matched condition at the antenna’s terminal. When the 
maximum power transferring from the transmitter to the antenna, via a transmission line, is 
considered critical, one should provide a variable matching device which is capable of 
coping with such impedance variation to achieve a matched termination of the antenna for 
different antenna elevations and ground types. The new design of the GPR antenna allows 
such a fast and convenient way for controlling the bow-tie flare angle required in a real GPR 
survey, while the antenna could promptly adapt to any changes in antenna elevation and 
soil type, as shown in Figure 14 (Lestari et al., 2005). 

3.3 Antennas for the noise radar 
Wideband random noise radar technology works by transmitting a random noise waveform 
and cross-correlating the reflected echoes with a time-delayed (to obtain range information) 
and frequency-shifted (to ensure phase coherence) replica of the transmit signal. Random 
noise signals are inherently difficult to detect and jam. Since signal reflected from the target 
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is compared with reference from noise generator. Any distortions added to the reflected 
signal from the target to receiver will have an influence on radar properties, for example, 
accuracy of target position measurement or resolution of the target. One of the important 
elements of distortions is antenna. Noise radars usually have separated antennas for transmit 
and receive due to the need of good cross-coupling isolations. Specific features of noise radars 
causes that requirements for its antenna systems are similar to other wideband radars. 
Some types of antennas are especially compatible with requirements for wideband noise 
radars, including horn antennas, notch antennas, log-periodic antennas and spiral antennas. 
The common properties of those antennas are their wide bandwidth. However, most of the 
noise radar systems will need high gain and high directivity to increase the probability of 
detection for the short-distance target which is less than 200 meter in front of the radar. The 
noise radars usually require CW amplifier which has its limitation of maximum transmit 
power. High gain (> 7 dBi) and wideband antennas are always preferred. 
Below there are presented the most popular antennas for wideband applications with 
described their main properties from the point of view of the noise radar systems. The 
distortions introduced to the system by antennas can be divided in two main parts: 
amplitude and phase distortions. The amplitude distortions are caused mainly by antenna 
gain fluctuations or VSWR properties. In case of phase distortions the main reason are 
dispersive properties of the antenna. Only non-dispersive antennas are free of that problem 
(Wisniewski, 2006). 
A) Ridged horn antenna 
To extend the maximum bandwidth of horn antennas, ridges are introduced in the flared 
part of the antenna. This is commonly implemented in waveguides to decrease the cutoff 
frequency of the dominant propagating mode and thus expands the fundamental mode 
range before high-order modes occur (Hopfer, 1955; Chen, 1957). While the bandwidth of a 
standard horn is typically up to 2:1, the bandwidth of ridged horns can be up to 18:1. One 
ridged horn antnena is shown in Figure 15. The ridged horn antenna has high gain 
directional pattern and shaped radiation pattern in both planes. It can be linear (double-
ridge) or dual-polarized (quard-ridged) and dispersive that depend on the ridge design. The 
main application for noise radars lies in ground penetrating, foliage penetrating, SAR 
imaging, and tracking.  
B) Log-periodic antenna 
One good candidate for the noise radar availiable in the market is the Log-Periodic Yagi  
antenna, as shown in Figure 16. From our radar experiment (Lai & Narayanan, 2005), it was 
found that this antenna has very good performance over UHF frequency band (400–1000 
MHz). It can provide an extended bandwidth of 50 MHz beyond the mentioned lower cutoff 
frequency of the antenna. Their maintenance free construction on rugged FR-4 material 
boasts of the added advantages of tuning-free, non-fragile antenna elements. The small size 
and wide bandwidth makes them ideal for feeding reflector antennas such as the easily 
constructed corner reflectors or parabolic grids. This antenna also features an SMA Female 
connector, and their wide bandwidth characteristic ensures total reliability within their 
respective ranges. 
C) Spiral antennas 
The bandwidth of spiral antennas is even up to 40:1 and directional in both E- and H-planes. 
Beamwidth has small changes along with frequency changes. It is usually circular polarized 
and dispersive. Possibility of application is for noise radar antenna arrays and penetrating 
detection. More information about the spiral antennas will be presented in next section. 
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Fig. 15. Construction of the ridged horn antenna 

 
Fig. 16. Planar log-periodic antenna 

3.4 Antennas for the UWB system 
The development of the ultra-wideband (UWB) sources and antennas has been significantly 
progressed. UWB antennas need a constant phase center and low VSWR across the whole 
operation bandwidth. A change in phase center may result in distortion of the transmitted 
signals and worse performance at the receiver. Hence, UWB antenna design is one of 
primary challenges in the design of UWB radar systems, especially when low-cost, 
geometrically small, and radio-efficient structures are required for typical radar 
applications. It is difficult to compare a UWB antenna with a conventional antenna because 
the performance considerations for the conventional antenna are based on continuous wave 
or narrowband theory. However, basic concepts for antenna design should be kept in mind 
when a conventional approach is used for UWB antennas (Allen et al., 2007). 
In the UWB antenna desing, perhaps the most significantly question is: what kind of 
structures result in ultra-wideband radiation? It has been knonw that several mechanisms 
can give such a wide bandwidth, and their combinations would be an alternative way to 
implement (Wiesbeck et al., 2009). These includes: 1) frequency independent antennas (the 
antenna shape is in terms of angles); 2) self-complementary antennas; 3) traveling-wave 
antennas; 4) multiple resonance antennas. However, none of anyone structure can guarantee 
constant radiation patterns over the whole bandwidth. In most cases, the radiation patterns 
distort from the omni-directional pattern or dipole-like pattern as the operation frequency 
increases. Also, current commercial UWB systems with impulse signals is seeking for 
compact antenna solution so that the antenna can be easily packaged with the transceiver 
module. Therefore, it is obviuosly that the design of UWB antennas should consider the 
following requirements. First, the bandwidth of the antenna has to satisfy the specification 
and not interfere the frequency bands used by other wireless systems. Recently, many 
frequency-notched UWB antennas have been reported to avoiding the conflict between the 
ISM band. Secondly, the size of the antenna should be miniaturized and compatible to the 
UWB unit. Thirdly, the UWB antenna should have a omni-directional coverage, indepent of 
the frequency. Forthly, the antenna would require good time-domain characteristics 
subjected to the UWB system specification. In this seciton, we will introduce two UWB 
antennas with the performance qualified the requirements mentioned above. 
A) Coupled sectorial loop antenna 
The coupled sectorial loop antenna (CSLA) is designed based on the magnetic coupling of 
two adjacent sectorial loop antennas in a symmetric geometry (Behdad & Sarabandi, 2005). 
Figure 17(a) shows the topology of a coupled loop antenna arrangement. Two loop antennas 
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(Antenna 1 and Antenna 2) are placed in close proximity of one another. The antennas are 
located in the near field of each other and thus a strong mutual coupling between them 
exists. This mutual coupling can be controlled by changing the separation distance between 
the two loops and the shape of the loops. If the two antennas are fed with a single source in 
parallel at the feed location, then 

 Zin = (Z11 + Z12)/2  (19) 

where Zin is the input impedance of the double-element antenna, Z11 is the self impedance of 
each loop in the presence of the other one and Z12 is the mutual coupling between the two 
loop. The self impedance of each loop (Z11) is mainly a function of its geometrical 
dimensions and does not strongly depend on the location and separation distance of the 
other loop. On the other hand, the mutual coupling (Z12) is mainly a function of separation 
distance between the two loops as well as the geometrical parameters of each loop. It is 
possible to choose the dimensions of each loop and the separation distance between the two 
loops in a manner such that the variations of Z11 vs. frequency cancel the variations of Z12. 
Consequently, a relatively broadband constant input impedance as a function of frequency 
can be obtained. 
Since the antenna topology shown in Figure 17(a) needs a balanced feed, a coaxial cable is 
used to fed half of the antenna along the plane of zero potential (z = 0) over a ground plane, 
as shown in Figure 17(b). The CSLA is printed on a dielectric substrate of 3 cm × 1.5 cm,  
 

 
(a) 

 
(b) 

Fig. 17. (a) Topology of the CSLA; (b) Half of the CSLA is used, which is balanced fed by a 
coaxial probe. 

(a) 
 

(b) 

Fig. 18. (a) Measured return losses of the CSLAs. The original CLSA is shown in Fig. 17(b). 
M1-CSLA and M2-CSLA are the modifed CLSAs with controlled arch angle or notched 
metal radiator (topologies not shown); (b) time-domain impulse response using two 
identical CLSAs. 
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with a relative dielectric constant of 3.4 and thickness of 0.5 mm, and the ground plane size 
is 10 cm × 10 cm. The self and mutual impedance of the CSLA can be changed by changing 
the antenna dimensions including the arch angle, α, which gives an additional degree of 
flexibility in shaping the frequency response. It has been shown that this compact topology 
can provide an impedance bandwidth in excess of 10:1, as shown in Figure 18(a). Figure 
18(b) shows the normalized time-domain impulse responses using two identical CLSAs, 
which are very close to that of the coaxial cable with the same electrical length. Figure 19 
shows the azimuthal radiation patterns and these remains similar up to 8 GHz. They start to 
change as the frequency is higher than 10 GHz. The gain of this antenna is between -5 dBi to 
+4 dBi when the operation frequency is lower than 10 GHz. 
 

 
Fig. 19. Measured radiation patterns in the azimuth plane. The solid line and the dash line 
are co-polarized (Eθ) and cross-polarized (Eφ) components, respectively. 
B) Frequency independent antenna 
An UWB antenna that is able to cover the lower frequency bands such as HF-UHF is 
challenging due to the requirement and limitation of the bandwidth and physical-size. The 
spiral antenna is a frequency independent antenna and is a good candidate for UHF and 
below applications. To have a broadband operation frequency, the integration of multi-arm 
spiral antennas with broadband balun and feed structures can present numerous challenges. 
Many innovative designs have been implemented that provide the broadband differential 
excitation to the complimentary arms of the spiral. In these designs, the Dyson balun 
provides a very compact form that can be integrated into the structure of the antenna. 
However, since this balun’s implementation typically involves coaxial line, its 
implementation can create difficulties within the context of IC fabrication techniques. Thus, 
a design that integrates the spiral antenna, balun, and feed network into a multi-layer 
structure can provide many possibilities, including antenna miniaturization and bandwidth 
maximization. 
The design of spiral antennas has four primary components: (1) the geometry of antenna, (2) 
the finite-ground stripline structure, (3) a stripline impedance transformer, and (4) the 
balun. The spiral antenna is created by winding the finite-ground stripline structure  into 
one arm of the spiral, and extending the center-conductor through the middle of the spiral 
(the balun) into the complimentary arm of the spiral. The stripline grounds in this 
configuration will act as both a part of the feed structure and a distributed arm of the spiral 
antenna. The impedance transformer can then be positioned along the feed section into the 
center of the spiral to provide the impedance match. 
The spiral antenna properties and performance of the finite-ground stripline will have an 
intimate relationship based around the arm-width constant K (or slot-to-metal ratio). This 
parameter impacts the input impedance and radiated fields of the spiral, but can also be 
treated as a degree of freedom between the spiral and stripline geometries. For the finite-
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ground stripline, this parameter will impact the guiding properties and effectively create a 
lower bound for its characteristic impedance. Therefore, the parameter K can be used to 
create a spiral with an input impedance that corresponds to a desired width of the stripline 
center-conductor for both guidance and obtaining an impedance match with the spiral 
antenna. By using a high impedance line that corresponds to a narrower line width, small 
feature sizes can be created. The use of an impedance transformer along the winding of 
spiral will match the input impedance of the spiral with the system impedance. 
An Archimedean spiral with a slot-to-metal ratio of 0.75 has been designed on Rochelle 
foam for the experimental validation of the stripline-based spiral antenna design using 
Dyson-style balun (Huff & Roach, 2007). The antenna is designed to operate from 800 MHz 
to 4.5 GHz. Figure 20 shows the spiral geometry with the simulated input impedance and 
VSWR. Note that this spiral only has single turn. With more turns, the lowest operation 
frequency of the antenna can be decreased. Theoretically, the effective frequency of the 
spiral should not have an upper limit. 
The radiation pattern of the spiral antenna is stable within the whole operation frequencies 
due to its constant proportionality ratio, as shown in Figure 21. The planar spiral antenna 
exhibits a bidirectional radiation property. By placing a cavity-backed absorbing material, or 
using a ground plane, behind the antenna, the antenna will have a unidirectional pattern. 
This constant pattern characteristic avoids the use of beamforming for certain incident 
angles and reduces the attenuation due to the multi-paths. Considering the role of the 
mobile platform where the antenna installed, it can behave as a special reflector to  
 

 
Fig. 20. Geometry of the spiral antenna, with its simulated input impedance and VSWR. 

 

 
Fig. 21. Measured radiation patterns of the fabricated spiral antenna. 
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constructively add signals in phase and hence strengthen the radiation gain, which can 
increase the efficiency of the radio link and decrease power consumption to amplify the 
transmitted or received signals. Also, the spiral antenna can be used to from a high gain 
array by using a well-designed impedance matching network. 
C) Polarization and antenna miniaturization 
In some wireless applications, circular polarization is preferred to linear polarization due to 
the following reasons. First, while using a linear polarized antenna, the strength of the 
reflected signal from an object will depend on the azimuthal position of the antenna relative 
to the object. Secondly, if the direction of the transmitting antenna and the receiving antenna 
is orthogonal, the receiving antenna cannot detect the reflected signal from the object. 
Broadband dipole antennas, log-periodic antennas, and Yagi-Uda antennas are linear 
polarized broadband antennas and broadband circular polarization is relatively difficult to 
implement, compared to realize the circular polarization of spiral antennas. 
Since the physical size of the low frequency antenna would be very large, the antenna 
miniaturization should be considered. The resonant frequency of the antenna can be 
reduced by using pieces of dielectric material to sandwich the antenna. In other words, it is 
also possible to reduce the size of the antenna at a given resonant frequency. On the other 
hand, both the thickness and permittivity of the substrate influence the antenna 
performance. A thick substrate with a low dielectric constant provides better efficiency and 
wider bandwidth at the expense of larger antenna element size. The same result can be 
obtained using a thin substrate with a high dielectric constant. Therefore, there is a trade-off 
between the efficiency and the physical size of a designed structure. 

4. Antenna protection and filtering 
4.1 Radome 
For radar applications, a radome (a contraction of radar and dome) capable of protecting the 
antenna from the effect due to harsh environmental and other physical conditions must be 
developed. The radome should be capable of shielding the antenna from various hazardous 
conditions and not adversely affect the performance of the antenna. Therefore, investigation 
of the antenna protecting issue is an important task that must be carried out concurrently 
with development of the radar systems.  
The antenna radome has many important parameters to be considered. Firstly, it has to 
withstand specified vibration, shock, and acceleration levels, including explosion and 
gunfire. In general, the radome may be used in the following scenarios:  
1. For the ground use, it works form -50oC to 60oC, with relative humidity of 0-95%. It can 

not be damaged in wind speed of 67m/s and can afford ice/hail/snow load by 300 
kg/m2 at least.  

2. For the airborne use, it works from -50oC to 70oC, with relative humidity of 0-95%. The 
altitude ranges from 0 to 12,000 meter.  

3. For air fighter, the requirement is harder. The temperature is -50oC to 180oC and the 
altitude is 0-20,000 meter.  

Besides, it has to be resistant for rain adhesion, rain erosion, and hail impact, should be fire 
retardant and lightening-protected, and is able to withstand solar radiation and even 
damage from nuclear explosions, if applicable.  



Wideband Antennas for Modern Radar Systems 

 

361 

The parameters list below can be used to evaluate the performance of the radome after 
integrated with the antenna:  
1. Transmission and reflection coefficients: determines how much energy may loss or be 

reflected from surfaces, both internal and external diffraction and refraction effects. 
2. Half-power beamwidth of the antenna: affects the coverage range and resolution. 
3. Error in broadside: the mainbeam of the antenna may deviate from the broadside 

direction. 
4. Pattern distortion and sidelobe change: the mainbeam shape of the antenna may change 

and the sidelobe level of the antenna may becomes worse. Also, the reflection due to the 
radome may result in new sidelobes. 

5. Cross-polarized isolation: the cross-polarized pattern of the antenna may change, and 
the cross-polarized isolation may be enhanced/degraded. 

6. Scanning error: the scanning range may be changed. 
Several kinds of wall contruction have been used in radomes such as homogeneous single-
layer (monolithic), multilayer and metallic-layer: 
1. Monolithic wall includes thin wall and half-wave wall, which consists of a single slab 

whose thickness is less than 0.1λ0/(εr)0.5  (thin wall), or is an multiple of half-wavelength 
(nλ0/2), where n is the order of the radome wall. More strictly, the thickness of the 
monolithic wall is given by 
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The thin wall can provide good electrical property, adequate strength, and regidity. 
However, it can be structrally weak. The half-wave wall should have no reflection at its 
incidence angle θ and thus the energy can be transmitted with minimal loss within a 
range of incidence angle. The ohmic loss is the primary loss of such material. 

2. Multilayer wall includes A-sandwich, B-sandwish, C-sandwich, and the sandwich with 
even more layers. The A-sandwich have two thin, high-dielectric skins seperated by a 
low-dielectric core material of foam or honeycomb. The B-sandwich  is a inverse version 
of the A-sandwich whose core is a high-dielectric skin.  The C-sandwich consists of two 
back-to-back A-sandwichs for greater strength and rigidity.  

3. Metallic radome can provide the necessary frequency filtering, which can be combined 
with the dielectric radomes.  Conducting metal material with features of periodic 
patterns can be designed to have the characteristics of the lumped element shunted 
across a transmission line (thin layer), or of the waveguide with cuf-off frequency. Such 
elements can results in a planar or conformal frequency selective surface (FSS), which 
will be introduced in next section. Metallic radomes have better potential for higher 
power handling, suppressed signal interference, reduced static charge buildup, and 
strong resistance to rigid weather such as heat, rain, and sand. 

It is expected that the use of radomes should have the following goals and advantages for 
the antenna operation: (a) the antenna can work in all-weather operation, (b) a cheaper 
antenna is produced because it requires less maintenance, (c) the overall system 
performance may be more accurate and reliable, and (d) the structural load of the antenna is 
reduced due to the removal of environmental forces. In terms of the fabrication process and 
tolerance, the radome has to be designed and optimized concurrently with the platform 
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geometry and critical design parameters for the antenna systems. Furthermore, through the 
radome to reduce the antenna RCS is an efficient way to protect the antenna and extend it 
lifetime, because the antenna may be detected and attacked by the enemy. More information 
of the performance analysis and materials for radomes can be found in (Rudge et al., 1983; 
Kozakoff, 1997; Skolnik, 2001). 

4.2 Frequency selective surface 
A frequency selective surface (FSS) is a periodic surface that exhibits different transmission 
and reflection properties as a function of frequency. Two basic types are the array of wires 
(dipoles) and the array of slots, which are followed by a dielectric slab to form the FSS. As 
shown in Figure 22, an array of resonant dipoles acts as a spatial bandstop filter; an array of 
slots acts a spatial bandpass filter. However, unlike microwave filters, the frequency 
response of an FSS is not only a function of frequency but also a function of the polarization 
and incidence angle. In general, a FSS can be designed based on the transmission line theory 
to predict the desired transmission characteristics. 
Figure 23 shows a newly developed low profile muti-layer FSS (Behdad et al., 2009), which 
applied the third-order bandpass frequency response, with an overall thickness of 
only  λ/24. Each layer is a two-dimensional periodic structure with sub-wavelength unit cell 
dimensions and periodicity, where both resonant and non-resonant elements have been 
combined and miniaturized. It also shows that the multi-layer FSS can be analyzed using the 
transmission line model to calculate required parameters for the periodic structures. This 
new design demonstrates a rather stable frequency response as a function of the incidence 
angle without the aid of any dielectric superstrates that are commonly used to stabilize the 
frequency response of FSS‘s for oblique incidence. The polarization has to be considered in 
the FSS deisng. Various periodic structures and unit elements have been proposed for 
single- and dual-polarized FSS’s (Wu, 1995; Munk, 2000). 
Besides, to minimize the size and weight of the FSS structures, high-dielectric ceramic 
materials can be used. Dielectric breakdown measurement could be first performed at 
macro-level to give the guideline on the FSS element designs. When properly designed, 
these ceramic materials are capable of reducing significantly the size of the FSS element and 
can handle high-power energy. To understand the microscopic structures of materials, 
mixing-law can be used to obtain microscopic-level field distribution within the materials 
that help further understand the dielectric breakdown mechanism. In addition, by mixing 
  

(a) (b) 
 

(c) 

Fig. 22. Basic frequency selective surfaces: (a) dipole array, (b) slot array, and (c) frequency 
responses.  
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(a) 
 

(c) 

 
(b) 

Fig. 23. A multi-layer third-order FSS: (a) topology, (b) equivalent circuit, (c) measured 
transmission coefficients for various incidence angles. 

materials of two or more different dielectrics, synthetic dielectrics with different textured 
substrates can be developed for impedance matching. Combining all of these characteristics 
with the FSS configuration, it is possible to improve upon past benchmarks of bandwidth 
and power handling while maintaining significant miniaturization. 
FSS’s can be used to limit electromagnetic interference (EMI) and radar cross section (RCS) 
associated with antennas. When designing high power microwave (HPM) systems, 
problems associated with air and material breakdown must be addressed. However, at the 
present time, many advanced materials, including FSS’s, are not employed in HPM systems 
due to breakdown concerns. The major reason for this is that both the macro-level electric 
field distribution within FSS unit element and the micro-level electric field distribution 
within dielectric materials have to be modeled simultaneously. For example, even two 
composite dielectric materials may have the same dielectric constant, due to the internal 
microscopic level construction, the breakdown voltages of these materials can be 
significantly different. Innovative designs are needed to allow FSS’s to be employed in HPM 
systems. In addition to the power handling capability, other performance parameters, such 
as resonant frequencies and bandwidth, as well as compactness of FSS structure are also 
important. Good methodology to predict, test, and validate the power handling capability of 
FSS designs are hence highly desired for future FSS applications. 
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5. Conclusion 
In this chapter, the basics of the antenna and phased array are reviewed and different 
wideband antennas for modern radar systems are presented. The concepts of the radome 
and frequency selective surface are also reviewed. The main contents include important 
parameters of the antenna, and theory and design consideration of the array antenna. 
Various wideband antennas are introduced and their performances are demonstrated, 
including: (1) for the phased array radar, the slotted waveguide array antenna has been 
widely used in airborne and marine radar systems; (2) for the ground penetrating radar, 
TEM horn antenna, broadband monopole antennas, and adaptive bow-tie antenna are 
presented; (3) for the noise radar, ridged horns and log-periodic Yagi antenna are 
introduced; (4) for the UWB systems, radiation characteristics of two newly developed UWB 
antennas (a coupled sectorial loop antenna and a spiral antenna with Dyson-style balun) are 
demonstrated. Furthermore, the radome and frequency selective surface used to protect the 
antenna/radar systems are brought in, whose functions, requirements, structures, and 
performance evaluation are presented, including state-of-the-art designs. The design 
considerations and future trend of the radar antennas and associated devices have been 
discussed and suggeted. More detailed can be referred to given references.  
The development of the wideband antenna technology triggers the advancement of the 
antenna in the radar system. The progress of the antenna design also reveals applications of 
many innovative materials and structures. Designing low-profile, ultra-wideband, and 
electrically small antennas have become one of the primary goals in the antenna society. 
Future radar systems will require ultra-wide/multi-band antennas with capabilities of high-
speed, high resolution, and high reliability. Wideband antennas covering ELF-VLF and HF-
UHF will be challenging but eagerly desired. Smart impedance matching network should 
integrate with the miniaturized wideband antennas to form high efficiency antenna system. 
Also, fast and low-cost conductive printing technology can assist antennas conformal to 
various mobile platforms and hence become invisible. These innovative technologies will 
benefit future radar systems that may initiate a new research field for the wideband 
antennas. 
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1. Introduction 
Over the years, instrumentation design has benefited from technological advancements, 
and, simultaneously suffered adverse effects from increasing design complexity. Among 
these advancements has been the shift from traditional instrumentation, defined by a 
physical front-panel interface controlled and monitored by the user; to modern 
instrumentation, which utilize specialized hardware and provide interactive, software-
based interfaces, from which the user interacts using a general-purpose computer (GPC). 
The term virtual instrumentation (VI) (Baican & Necsulescu, 2000) is used to describe such 
systems, which generally use a modular hardware-based stage to process or generate 
signals, and a GPC to provide the instrument with a layer of reprogrammable software 
capabilities. A variety of instruments can be emulated in software, limited only by 
capabilities of the VI’s output stage hardware. In more recent years, the popularity of 
reconfigurable hardware (Hsiung et al., 2009), more specifically field programmable gate 
arrays (FPGAs) (Maxfield, 2004), have revolutionized capabilities of electronic 
instrumentation. FPGAs are complex integrated circuits (ICs) that provide an interface of 
digital inputs and outputs that can be assembled, using specialized development tools, to 
create customized hardware configurations. By incorporating FPGA technology into 
traditional VI, the instrument’s capabilities are expanded to include an additional layer of 
hardware-based functionality. 
In this chapter we explore the use of such enhanced instruments, which are further 
augmented by the use of object-oriented programming techniques and the use of open-
source development tools. Using low-cost FPGAs and open-source software we describe a 
design methodology enabling one to develop state-of-the-art instrumentation via a 
generalized instrumentation core that can be customized using specialized output stage 
hardware. Additionally, using object-oriented programming (OOP) techniques and open-
source tools, we illustrate a technique to provide a cost-effective, generalized software 
framework to uniquely define an instrument’s functionality through a customizable 
interface, implemented by the designer. The intention of the proposed design methodology 
is to permit less restrictive collaboration among researchers through elimination of 
proprietary licensing; making hardware and software development freely available while 
building upon an existing open-source structure. Beginning with section 2, the concept of a 
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virtual instrument, its inherent properties, and improvements through reconfigurable 
hardware will be discussed. Section 3 will cover object-oriented software design principles 
and its application to instrumentation. Finally, section 4 will provide an application of these 
techniques applied to radar instrumentation, where we present the design of a radar pulse 
generator used to synchronize transmit and receive stages for the 430 MHz radar at the 
Arecibo Observatory (AO). 

2. Virtual instrumentation 
In this section, an overview of VI and related concepts will be provided in conjunction with 
an introduction to reconfigurable hardware and tools necessary for design. 

2.1 Virtual instruments 
VI, like traditional instrumentation, is used for systematic measurement and control of 
physical phenomena; but, unlike its counterpart, VI contains additional software layer 
which defines the VI’s functionality. This additional functionality is used to emulate 
traditional instrumentation and is bounded solely by physical limitations imposed by the 
instrument’s output stage hardware. A block diagram illustrating the virtual instrument is 
shown in Figure 1. Popularity of VI has flourished in scientific and research-oriented 
environments, largely driven by the necessity and ubiquitousness of general-purpose 
computing. Many commercially available (Baican & Necsulescu, 2000) systems exist today 
and all provide some form of modular, specialized hardware configurations to augment the 
number of emulable instruments available to the user. These specialized hardware units 
commonly utilize some form of analog-to-digital (A/D) or digital-to-analog (D/A) circuitry 
combined with a standard interface to communicate information to and from the GPC. 
 

 
Fig. 1. A block diagram illustrating the concept of the virtual instrument 

2.2 Reconfigurable logic 
Reconfigurable, or programmable, logic devices come in many forms including: simple 
programmable logic devices (SPLDs), complex programmable logic devices (CPLDs), field 
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programmable logic devices (FPGAs), application-specific integrated circuits (ASICs), and 
application-specific standard parts (ASSPs). The general term, programmable logic device 
(PLD), is used to describe both SPLDs and CPLDs, which contain coarsely defined groups of 
logic, determined by the manufacturer, that can be customized by the end-user. These 
devices are more beneficial for special-purpose hardware applications, and are typically 
chosen when the design engineer has a well-defined set of specifications to work from, but 
the potential for variability in specifications or the instrument's functionality exists. At the 
opposite end of the programmable logic spectrum lies both ASICs and ASSPs. These devices 
are also used in special-purpose hardware applications, but these applications require 
stringent design specifications, allowing the design engineer to finalize and send the design 
to a special-purpose ASIC/ASSP manufacturer. Any engineering changes made to an 
ASIC/ASSP require retooling by the manufacturer, thus making this technology more costly 
in design environments with variability. FPGAs fall somewhere between the more complex 
CPLD design and the rigidness of the ASIC design, providing smaller groups of internal 
logic that can be combined to create CPLD-like designs and even larger, complex designs 
like that of the typical ASIC application. This amount of flexibility, combined with costs 
much lower than ASIC design, and comparable to CPLDs, make the FPGA a strong 
candidate for reconfigurable VI design. 
In addition to these advantages, many FPGA vendors provide free software design tools 
that can be used with many of the vendor’s low-cost devices, which are suitable for most VI 
applications. FPGA designs follow a well-defined design structure, known as the design flow 
(Navabi, 2006), which consists of several stages including: 
1. Design Entry 
In this stage the design engineer translates the design requirements into a language 
recognized by FPGA vendor tools. There are several languages to choose from and the field 
of FPGA language design is growing at a rapid rate. The five most common of these are: 1) 
Verilog, 2) SystemVerilog, 3) VHDL, 4) SystemC, and 5) pure C/C++ (Maxfield, 2004). 
Future trends appear to be moving towards higher-level (i.e. object-oriented) languages to 
better accommodate the ever-growing size and complexity of FPGAs. 
2. Design Validation 
After entering the design, the design engineer must create a simulation test-bench to ensure 
that the design entry functions as expected. A number of tools are available for test-bench 
simulation, and, depending on the language used for design entry, many of these tools are 
available in open-source, including: iverilog and gplcver for Verilog; ghdl for VHDL; and 
SystemC. 
3. Synthesis 
The Synthesis stage compiles the given design entry into a bitstream file format that can be 
used to program the device. Several sub-stages in the synthesis process optimize the design 
to meet requirements using vendor-specific tools. 
4. Post Synthesis Verification 
During the synthesis stage, timing information and loading effects for each electrical  
path in the design are collected. This information is contained in the bitstream file generated 
at the final stage of synthesis and is used to perform secondary simulations to ensure  
that timing delays and loading effects, not apparent in the design entry phase, are 
understood. 



 Radar Technology 

 

370 

2.3 Reconfigurable virtual instruments 
Combining the concepts presented in sections 2.1 and 2.2, an even more powerful form of VI 
can be constructed, providing the designer with the ability to utilize a reconfigurable 
hardware module to assist in time-critical applications or application-specific algorithms 
(e.g. FFTs, image processing, filtering, etc...) more suitable for hardware-based platforms. 
An illustration of reconfigurable virtual instrumentation (RVI) is depicted in Figure 2 along 
with each component’s responsibilities. RVIs distribute the virtual instrument component 
among the GPC and reconfigurable hardware module, with the partitioning ratio dependent 
upon the application and the intentions of the design engineer. RVIs provide opportunities 
for areas of instrumentation development unachievable using standard VI, due to the GPC’s 
computational inefficiencies and scheduling delays inherent in GPC-based systems. High-
performance computing is now commonplace using GPC platforms assisted by 
reconfigurable hardware (Bishof et al., 2008), with results often tens to hundreds of times 
faster than equivalent multiprocessor systems. The benefits of such systems can also be 
applied to radar-based problems, including computational problems and instrumentation 
design; an example of the latter will be detailed in section 4. 
 

 
Fig. 2. A block diagram illustrating the introduction of a reconfigurable hardware module to 
enhance the basic VI concept. 

3. RVI design methodology using a generic framework 
In this section, additional specifications are given to the RVI definition provided in section 
2.3 to further generalize the design and alleviate difficulties typically encountered in the 
implementation phase. Furthermore, relevant details concerning principles of software re-
use and object-oriented principles will be discussed. 
RVIs provide a basic instrumentation platform for a user to interface with the instrument 
through a software interface, typically supplied by a Personal Computer (PC), which also 
controls the reconfigurable hardware module and output stage hardware through a 
common communication peripheral. Although useful, in this section we present a more 
robust solution providing a stand-alone instrumentation core that can be customized to a 
variety of applications, including radar instrumentation. 
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3.1 Small form factor general-purpose computers 
In recent years, GPC technology has become an imposing competitor to more traditional 
standards (e.g. PC104 and Single Board Computers) in the embedded market, primarily due 
to price/performance ratios, but also from the surge in small, custom hardware modules 
supporting standard communication interfaces (e.g. PCI, Ethernet, USB 1.0/2.0). Small form 
factor (SFF) GPCs provide four form factors, shown in Figure 3, suitable for compact, stand-
alone instrumentation. All SFF GPCS are commercial-off-the-shelf (COTS) products and 
 

 
Fig. 3. Comparison of Small Form Factor Motherboards available today 

incorporate standard peripherals, such as integrated video cards, keyboard/mouse 
connections, USB 1.0/2.0, IDE connectors, RS-232, and 100Mbps Ethernet ports. These 
systems are competively priced, provide impressive processing capabilities, and can be 
readily replaced in the event of failure. Capitalizing on these factors, we propose a generic 
RVI core that can be integrated into a standard rack-mount chassis; providing a packaged 
instrument accessible directly by keyboard, video, and mouse; or remotely accessible using 
an Ethernet-based communication protocol. The instrument provides a generalized 
framework from which customizations can be made to meet specifications determined by 
the designer. The overall design is intended to provide a packaged, customizable system, 
that can operate in remote locations accessible to Internet. This concept is illustrated in 
Figure 4 

 
Fig. 4. An illustration of a reconfigurable virtual instrument with a remote interface. 
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3.2 Software description and structure overview 
Designing a generalized software framework conducive to customization is a crucial 
component in VI designs. In this section, we will provide a framework for generic, object-
oriented interfaces that can be easily extended to meet requirements of custom applications. 

3.3 Object-oriented programming and open-source software 
Object-oriented programming, popularized in the mid 1980s, has long been considered a 
method for managing ever-increasing software complexity through a structuring process 
known as object-oriented decomposition (Booch, 1994). Objects, with respect to software design, 
can be considered tangible entities providing an interface through which interactions take 
place. The description, or definition, of the object is usually referred to as a class. In a 
program, a class is instantiated to create an object. Details of these actions are hidden behind 
the interface using a technique referred to as encapsulation, which separates the behavior of 
the object from its interface. Concerning instrumentation development, we can use these 
techniques to define software utilizing well-defined interfaces (Pugh, 2007), and then 
subsequently define its behavior to emulate that of the instrument being designed. 
An instrument is defined by its inputs, outputs, control parameters, and its function. 
Mathematically, an instrument can be represented by 

 (1) 

where y is the output vector, x represents the input vector, and c is the control vector. 
Design of the instrument requires definition of the instrument’s function T(⋅, ⋅) and c. 
Additionally, careful consideration must be given to users of the instrument by ensuring 
that the instrument’s control parameters use familiar terminology and provide expected 
behavior. These criteria are typically provided in the instrument’s planning stages, known 
as design requirements. Modern VI designs commonly use graphical user interfaces (GUIs) 
to simplify the instrument’s input interface. Although useful, designs utilizing command-
line interfaces provide important advantages over GUIs, primarily relating to system 
debugging, upgrades, and, in some cases, performance. In addition to these benefits, the 
command-line system can be easily augmented to accommodate a GUI after completing the 
initial design, which also removes the tendency for the designer to couple code describing 
system functionality with the GUI framework, leading to difficulties when making 
necessary revisions. For this reason, focus will be given to a command-line driven system. 
To provide a generic framework for customization, the instrument’s design is divided into 
two categories: 
• Instrument configuration 

Describes the instrument’s static configuration, which includes the instrument’s type 
and its initial control parameter values. 

• Instrument run-time operation 
Defines the dynamic portion of the instrument, namely its dynamic command-set (e.g. 
start, stop, reset, etc...) as well as control parameter values that can be changed 
dynamically, while the system is in operation. 

3.4 Instrument configuration design 
The instrument’s configuration is defined by the user through a plain-text input file, either 
located directly on the instrument, or, in the case of a remote-interface, the user’s local 
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machine. Reasons (Hunt & Thomas, 1999) for using plain-text input files are numerous, 
including: 
• Universally understood by all Operating Systems (OS) and programming languages. 
• Consists of printable characters interpretable by people with the use of special tools. 
• Can be made more verbose, more representative of human language, thus making it 

self-describing (i.e. no documentation required) and obsolescent-proof. 
• Expedites debugging and development. 
 

 
Fig. 5. Sample Human Interpretable File illustrating simplicity and ease of use. 

This plain-text file is referred to as a Human Interpretable File (HIF) and contains a number 
of parameters necessary to define the instrument and its configuration. These parameters 
include, but are not limited to: instrument type, control parameters, FPGA bitstream file, 
and, if necessary, the output stage hardware. An example HIF is shown in Figure 5. The HIF 
structure and content are chosen at the designer’s discretion, but the instrument’s type must 
be consistent, as it is required to load the proper interface for parsing and translating the 
remaining portion of the file, which contain control parameters particular to the specified 
instrument type. This interface is referred to as the Instrument Definition Interface (IDI) and 
its responsibilities include: 
• Contains the instrument’s control parameter specifications, which are used to verify 

settings requested in the HIF. 
• Formats the HIF into an intermediate format more suitable for use in the verification 

and post-verification processes. 
• Creates an Instrument Interpretable File (IIF) formatted for direct use by the 

reconfigurable hardware. 
 

 
Fig. 6. Block diagram illustrating the Instrument Definition Interface 

A block diagram of the IDI is shown in Figure 6. The IDI, in terms of OOP-style 
programming, defines an interface that accepts an input file and produces an output file. 
The implementation details are coded by the instrument’s designer, who must provide a 
customized instrumentation class that implements the IDI. The resulting output file, or IIF, is 
structured to provide information concerning the required bitstream file, output stage 
hardware, and a custom data structure directly readable by the reconfigurable hardware. A 
sample IIF file is illustrated in Figure 7. As an example, a class diagram, depicted in Figure 
8, is used to illustrate how a specialized instrument class implements the IDI. Additionally, 
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Fig. 7. Sample Instrument Interpretable File illustrating structure. 
 

 
 

Fig. 8. Block diagram illustrating the Instrument Definition Interface 

the concept of inheritance can also be seen, where the WaveFormGenerator class is further 
specialized into a RadarPulseGenerator class, which, in turn, is a derivative of the 
WaveFormGenerator class. Several instrumentation classes can coexist in the RVI’s storage and 
a particular class is chosen by the instrument type, which is defined by the HIF. It should be 
noted that all information provided by the IDI is considered static information, meaning this 
file is used to initialize the system; including the instrument’s type, the instrument’s control 
parameters, and the FPGA bitstream file. These concepts are realized through creation of a 
generator program, which is a command-line program used to read an HIF, validate its 
inputs, and create an IIF readable by the run-time program described in section 3.5. 

3.5 Instrument run-time operation design 
After defining the instrument’s specifications and control parameters, a mechanism is 
needed from which the user can select and load the virtual instrument and reconfigurable 
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hardware definitions into the system. All information necessary to accomplish this task is 
contained in the IIF, which was produced by the configuration program presented in section 
3.4. These operational tasks are performed by the run-time program, which provides a 
command-line interface through which the user interacts with the system. The run-time 
program begins with a minimal interface, and, after the user chooses an IIF, this interface is 
expanded to include functionality provided by the instrument described in the file. A 
specialized helper class is used to parse the IIF, determine the instrument's type, and load 
the specified Instrument Operating Interface (IOI) into the system. Next, the system 
programs the reconfigurable hardware with a generalized bitstream file, whose purpose is 
to retrieve identification information (e.g. reading an EEPROM device) from the output 
stage hardware and verify compatibility with the user’s requested instrumentation type. 
After verification, the system initializes the reconfigurable hardware with the bitstream file 
provided in the requested IIF. Finally, the system can accept commands provided by the 
loaded virtual instrument. A diagram illustrating this process is shown in Figure 9. Software 
encompassing these concepts is referred to as the run-time program, which operates in a 
shell environment incorporating a command-line user interface. As previously mentioned, 
these concepts can easily be expanded to include a GUI-based display system, depending on 
the user’s requirements. 
 

 
 

Fig. 9. Block diagram illustrating the interactive run-time interface. 

4. Implementation of a radar pulse generator 
In this section, discussion of a specialized radar instrument, referred to as the radar pulse 
generator (RPG), is developed using concepts defined in earlier sections. The sections that 
follow will provide details of hardware components, software, and all tools necessary for 
implementation. The RPG (Seal, 2008) was designed for use at AO and served as a starting 
point for concepts developed in sections 2 and 3. 
RPGs provide logic-level signals to control and synchronize a radar’s transmit and receive 
stages in pulsed radar applications as shown in Figure 10. These pulses ensure the  
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Fig. 10. Monostatic radar overview illustrating the pulse generator used to control both 
transmitter and receiver. 

transmitter operates within a safe regime while simultaneously controlling the receiver’s 
sampling mechanism to record user-defined ranges. The transmitted pulse is given by 

 (2) 

where ω0 is the transmitter’s carrier frequency and m(t) is a periodic waveform that 
modulates the carrier signal with pulse width δt and period Tt. For monostatic radars, a 
pulse is transmitted, and after a specified delay, the radar switches into receive mode. The 
RPG, in its most basic form, supplies the receiver’s gating circuitry with a periodic pulse 
(gating pulse) of width δr and period Tt, as specified by m(t). The rising edge of δr represents 
the first range sample r0. The radar’s received signal is given by 

 (3) 

where α is a generalized attenuation factor reflecting power loss in the returned signal, w(t) 
represents additive noise, and τ is a specified delay determined by 

 (4) 

where r is the range in meters, and vp is the wave’s velocity in meters per second. In addition 
to timing control between transmit and receive modes, the RPG must also generate the 
transmitter’s modulating waveform m(t), which can potentially consist of moderately 
complex pulse modulation patterns. The RPG’s design must accommodate a large number 
of these patterns, as well as an efficient, user-friendly interface to create, modify, and store 
them. 

4.1 Hardware 
Specifications for the design were taken from existing hardware in operation at AO and new 
capabilities were suggested from the scientific staff. Primary suggestions included: an 
efficient, easy-to-use interface for designing moderately complex bit patterns; the ability to 
store and cycle bit patterns without clocking glitches; flexibility, with minimal hardware 
modifications, to expand system functionality for new research as well as future needs; and 
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the ability to monitor, configure, and control the system remotely. Given these specifications 
and requirements, an RVI-based system, utilizing a GPC and COTS FPGA module, was 
chosen, and a block diagram illustrating these components is shown in Figure 11. 
 

 
Fig. 11. Block diagram illustrating radar pulse generator components. 
Small form factor general-purpose computer 
Remote configuration and control were an important aspect of the system; allowing 
engineers to operate, diagnose, and monitor the instrument’s status from an off-site location 
(e.g. home). To accomplish this, a small on-board computer, supplied with an Ethernet 
interface, was chosen. The computer, a Mini-ITX form factor mainboard, depicted in Figure 
12, contains a number of standard peripherals (e.g. USB, RS-232, video, etc...) commonly 
found in PCs. The Linux Operating System was chosen for the design due to scalability and 
availability of existing open-source tools (e.g. VNC, ssh, sockets) for remote access. 
 

 
Fig. 12. VIA ML6000 Mini-ITX form factor mainboard 
On-site system status 
To assist on-site monitoring, debugging, and maintenance; a USB-controlled liquid crystal 
display (LCD) was used. Software was written to display a number of parameters to 
indicate the system’s operational state. 
System power 
The instrument’s mainboard and FPGA carrier are powered from a standard PC power 
supply. Although smaller, more-efficient solutions were available, these supplies are more 
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readily available and less costly to replace. LCD power is derived directly from the 
mainboard’s USB interface, and output stage hardware is powered from the FPGA carrier. A 
momentary pushbutton switch mounted on the rear panel is used to power the system. 
FPGA module 
For experiments requiring sub-microsecond timing, reconfigurability, and the ability to 
produce lengthy bit patterns, a low-cost COTS FPGA module was chosen. The module, 
shown in Figure 13, uses a consumer-grade Xilinx Spartan-3A FPGA and provides an on-
board clock oscillator and phase lock loop (PLL) circuitry. The module is controlled using a 
USB 2.0 interface with greater than 32 MBPS downstream (GPC to FPGA) transfer rates and 
nearly 18 MBPS upstream data rates. Verilog HDL was used for coding and verification was 
performed using icarus and gtkwave. FPGA synthesis was performed using the Xilinx 
Webpack development suite, which is freely available and supports a number of Xilinx 
FPGAs. Further details of the FPGA code implementation is described in section 4.3 
 

 
Fig. 13. XEM3001V2 Opal Kelly FPGA module 
FPGA carrier 
The FPGA carrier board was designed to provide both signal buffering and access using 20- 
pin dual-header connectors. In total, 32 signal outputs, divided into two 16-bit ports labeled 
PORTA and PORTB, are provided, along with external clock inputs, synchronization 
sources, and an external trigger. These modifications allow the FPGA module to 
synchronize with an external system clock, and provide precision timing through an on-site 
atomic clock. A 256Kx16 SRAM module is mounted on-board, allowing PORTA to 
optionally function as a dedicated SRAM controller. Additionally, PORTB can be dedicated 
to use a quadrature 10-bit AD9761 DAC. A block diagram of the board is shown in Figure 
14. Schematic capture, board layout, and overall design were completed using the GPL’d 
Electronic and Design Automation software (gEDA), a popular open-source development 
suite for schematic capture and printed circuit board (PCB) design. 

Output stage hardware 
The output stage hardware is composed of two boards, each providing 8 signals, to drive a 
50-ohm coaxial transmission line using TTL-level signals. Each board mounts to the 
instrument’s front-panel using BNC pcb-to-panel connectors and provides socketed ICs for 
quick, in-field replacement. Power and signals are supplied from ribbon cables connected to 
the FPGA carrier board’s 20-pin port connectors. 

4.2 System design and operation 
Software design consists of two independent programs: 1) the system’s generator program, 
which is responsible for bit pattern creation and system configuration; and 2) the run-time  
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Fig. 14. FPGA carrier board block diagram 

shell, which allows the user to control the system via command-line. These programs follow 
design approaches presented in sections 3.4 and 3.5 and all software was written using the 
C++ program language (Stroustrup, 2000). 
Generator program 
The RPG is capable of producing any number of arbitrary, indefinitely repeatable, bit 
patterns. Generation of such patterns must account for operating limits of the radar system, 
and an effective, efficent entry method who use the system. To lessen complexity, the 
approach discussed in section 3.4 was utilized by designing an HIF to store common system 
parameters specific to the radar’s transmitter. These parameters are passed to the IDI, where 
they are analyzed using a language parser. The parser translates the data into a bit-vector 
format which passes through rule-checking and verification stages that contain custom-
defined transmitter specifications. If verification succeeds, an IIF is written to the system’s 
hard drive; otherwise the system exits and reports the error to the user. This particular IIF 
contains an ASCII-based structure of 1’s and 0’s, representing digital logic levels. The 
FPGA’s bitstream file is configured to parse this structure and instruct the hardware of the 
requested bit pattern sequence, clock source, and synchronization method. 
 

 
Fig. 15. The Configuration Interface implements the Instrument Definition Interface. 
Run-time shell program 
After bit pattern generation and verification, a run-time shell program is used to operate the 
instrument; communicating directly with the FPGA through a library-based interface 
provided by the manufacturer. This library is free and currently available in the following 
languages: C/C++, Python, Ruby, Matlab, and LabView. Although we present an 
implementation using C++, any of these languages can be substituted to independently 
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develop a customized system that may be more suitable for a particular development group, 
depending on the developer’s experience and skill set. The program resides in the on-board, 
Linux-based computer and provides the following control commands: 1) load and unload 
any number of bit patterns; 2) start and stop the system; 3) request hardware status; 4) 
switch bit patterns; and 5) select the desired clock and trigger source. Using a separate 
thread of execution (i.e. multi-threading), system status is polled from the FPGA at a user-
defined rate (25 ms default) and an overall status is displayed on the instrument’s LCD. 
Figure 16 illustrates an overview of program operation. 
 

 
Fig. 16. Block diagram illustrating interaction between the user and the radar pulse 
generator’s run-time shell. 

4.3 HDL design and operation 
Code for FPGA implementation was written in Verilog HDL and functionality was divided 
into a number of small, well-defined modules designed to improve readability and alleviate 
code maintenance. The Opal Kelly XEM3001v2 FPGA module, used in this design, utilizes a 
Xilinx xc3s400 FPGA containing 400,000 gates, 208 I/O, and 288 kbits of on-board RAM. 
Other features provided by the XEM3001v2 limit the potential number of I/O to 90. 
Considering the system’s requirements, it was determined that the memory structure 
implemented in the design and clock routing choices would be the primary factors 
determining performance. Design of the FPGA module began with an analysis of 
communication methods provided by the Opal Kelly library’s Application Programming 
Interface (API). The Opal Kelly API operates using firmware to establish FPGA/PC 
communication and a small HDL module integrates into the user’s FPGA design to provide 
communication with the host API. For data transfers implemented in this design, two types 
of communication were chosen: 1) multi-byte data transfers using the Opal Kelly PIPE 
modules, and 2) simple status/control commands using the Opal Kelly WIRE modules. 
Opal Kelly PIPE modules are designed to efficiently transfer a known number of 16-bit wide 
integers between the host PC and FPGA module while the WIRE modules are more suitable 
for controlling or monitoring a single 16-bit state. An overview of the FPGA’s HDL data 
flow design is depicted in Figure 17 and a description of relevant modules is given in the 
sections that follow. 
InputControl module 
This module was designed to act as a simple state machine and makes use of a single Opal 
Kelly PIPE input module to transfer data into the FPGA. When data is present on the PIPE  
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Fig. 17. Overview of FPGA HDL model and illustration of data flow from the module’s 
input to output. 

port, the InputControl module routes data to the proper memory buffer and maintains a 
count of bytes transferred. When the proper number of bytes have been transferred, the 
module sends a signal back to the host PC and returns to the idle state. The module also 
communicates with other modules in the FPGA to perform synchronization and hand-
shaking internal to the system. 
OutputControl module 
After system initialization is complete (i.e. bit patterns are loaded), the user can send a start 
command to the FPGA. This signal is sent to the OutputControl module and the first state of 
the active buffer’s bit pattern is loaded onto the output ports. An internal state counter is 
decremented at a rate determined by clock divider variable until the count reaches zero. At 
this point, the next state is loaded onto the output ports and the state counter is initialized 
with the new state count. When the process reaches the last state in the bit pattern, the 
system checks for a switch or stop signal. The switch signal tells the module to switch buffers 
and continue with the new bit pattern. Additionally, the host is alerted of the successful 
switch and prompted to load a new bit pattern into the preload buffer. This dual-layer 
buffering allows the system to cycle, glitch free, through any number of bit patterns without 
delay. The stop signal will halt the module’s execution and go into an idle state. If neither 
signal is present, the module will reload the first state in the current buffer and repeat the bit 
pattern. Since this module monitors the switch signal, it controls the buffering system, 
alternating the designation of preload and active buffers. The OutputControl module is 
responsible for sending bit patterns to the output ports, incrementing through the states via 
the state counter, and selecting the active and preload buffers, which change when signaled 
from the PC using a command. Additionally, the module synchronizes the states to the user 
selected source and implements a clock divider module for seamless switching of the state 
machine’s operating rate. 
ControlSignals module 
The ControlSignals module relies on a 16-bit word that is responsible for controlling the 
FPGA’s changeable states. The word uses 14 bits, with each bit controlling states on the 
port’s input and output modules. The 2 remaining bits provide custom functionality specific 
to the 430 MHz transmitter at AO. This behavior is easily customizable to match needs for 
any system. Among the various controls are: 1) system start, 2) system stop, 3) switch 
patterns, and 4) sync source selection. 
StatusSignals module 
Similar to the ControlSignals module, the StatusSignals module monitors the status of both 
InputControl and OutputControl modules. This 16-bit word is read by the calling program as 
often as necessary. Currently, the shell program creates a separate thread and reads the 
status word at 25 ms intervals. The module’s primary function is to provide feedback to the 
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PC and synchronize data transfers; preventing any aliasing of data buffers and providing 
verification of the control commands sent the FPGA. 
Results 
System performance can be characterized in terms of resource usage, clock speed, and GPC-
to-FPGA communication rates. At the start of the design, specifications were given requiring 
the FPGA module to accept 3 possible clock sources: an on-board oscillator and 2 external 
clock sources. The on-board oscillator was provided by the FPGA module and is used for 
isolated system debugging. The 2 external clock sources both required a maximum reference 
frequency of 20 MHz, which specified a minimum pulse resolution of 100 ns (i.e. one half 
the clock rate). The memory requirements were taken from the existing equipment and 
specified by 4kx16 blocks for each port. Loading new bit patterns into the machine required 
real-time scheduling and had to be scheduled precisely with the site’s clock reference (i.e. 
atomic clock). After the initial design entry and functional verification, synthesis and 
various optimizations were performed using the provided Xilinx Webpack tools. All of the 
system’s timing requirements were met and clock inputs up to ≈ 68 MHz were achieved; 
well above the specified 20 MHz clock rate. According to generated reports, approximately 
25% of the FPGA’s resources were utilized. All available block RAM was allocated to 
pattern storage and communication rates were limited by the 25 ms refresh rate imposed on 
the status and control lines. The FPGA employed a dual-stage buffer to provide real-time 
mode switching. Precision of the pattern switching was accomplished through 
  

 
Fig. 18. Radar Pulse Generator prototype top view with component labeling 
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synchronization with a 1 PPS timing signal derived from the on-site atomic clock. This 
enabled the user to request a new pattern from the non-real-time run-time shell program, and 
still maintain real-time scheduling requirements. Machining of the prototype took place in-
house at AO and the FPGA carrier and output stage hardware boards were sent to a 
manufacturing facility. The device is contained in a 3U size rack-mount chassis and three 
different views of the instrument are illustrated in Figures 18, 19 and 20. 
 

 
Fig. 19. Radar Pulse Generator prototype front view with component labeling 
 

 
Fig. 20. Radar Pulse Generator prototype rear view with component labeling 

5. Conclusion 
In this chapter, we have presented principles and techniques enabling the design and 
implementation of high-speed, low-cost instrumentation employing COTS components and 
reconfigurable hardware. Several open-source tools were introduced to provide viable 
alternatives to expensive, proprietary software requiring maintenance fees and limiting the 
ability to promote code sharing due to licensing restrictions. Emphasis was also given to 
object-oriented programming techniques, which help reduce design complexity and 
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promote software reuse through interface-oriented techniques. Finally, a radar-based 
application was presented, demonstrating a number of concepts developed throughout the 
chapter. 
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1. Introduction  
The discovery of superconductivity is one of the greatest achievements in fundamental 
sciences of 20th century. Nearly one hundred year ago, the Dutch physicist H. Kamerlingh 
Onnes found that the resistance of pure mercury abruptly dropped to zero at liquid helium 
temperature 4.2K (Kammerlingh Onnes, 1911). Since then scientists tried very hard to find 
more superconducting materials and to understand this microscopic quantum phenomenon, 
which has greatly pushed forward the development of modern physics. Enormous progress 
has been made since 1986, when the so called high temperature superconductors (HTS) 
were discovered (Bednorz & Mueller, 1986). Superconductivity becomes not only a branch 
of fundamental sciences but also a practical technology, ready for applications.  
It is commonly recognized that the first application of HTS thin films is in high performance 
microwave passive devices, especially filters. As a successful example the application of 
HTS filter in meteorological radar will be introduced. In this chapter firstly the fundamental 
concepts of superconductivity will be summarized and then the basic principles of 
superconducting technology at microwave frequency will be briefly outlined. Then the 
design and construction of superconducting filters and microwave receiver front-end 
subsystems will be discussed. Finally results of field trial of the world first superconducting 
meteorological radar will be introduced and conclusions will then be drawn. 

2. Superconductivity and superconducting technology at microwave 
frequency 
2.1 Basic concepts of superconductivity 
Superconductivity is a microscopic quantum mechanical phenomenon occurring in certain 
materials generally at very low temperatures, characterized by exactly zero DC electrical 
resistance and the exclusion of the interior magnetic field, the so called Meissner effect 
(Meissner & Ochsenfeld, 1933). Superconductivity is a thermodynamic phase of condensed 
matters, and thus possesses certain distinguishing properties which are largely independent 
of microscopic details. For example, the DC resistance of a superconductor drops abruptly 
to zero when the material is cooled below its "critical temperature Tc ". Conventional 
superconductors are in a wide variety, including simple elements like Al, Pb and Nb, 
various metallic alloys (e.g., Nb-Ti alloy) and compounds (e.g., Nb3Sn) as well as some 
strong correlated systems (Heavy Fermions). As of 2001, the highest critical temperature 
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found for a conventional superconductor is 39 K for MgB2, although this material displays 
enough exotic properties that there is doubt about classifying it as a "conventional" 
superconductor. 
A revolution in the field of superconductivity occurred in 1986 (Bednorz & Mueller, 1986) 
and one year later a family of cuprate-perovskite ceramic materials was discovered with 
superconducting transition temperature greater than the boiling temperature of liquid 
nitrogen, 77.8 K, which are known as high temperature superconductors (hereinafter 
referred to as HTS). Examples of HTS include YBa2Cu3O7, one of the first discovered and 
most popular cuprate superconductors, with transition temperature Tc at about 90 K and 
Tl2Ba2CaCu2O8, HgBa2Ca2Cu3O8, of which the mercury-based cuprates have been found 
with Tc in excess of 130 K. These materials are extremely attractive because not only they 
represent a new phenomenon not explained by the current theory but also their 
superconducting states persist up to more manageable temperatures, beyond the 
economically-important boiling point of liquid nitrogen, more commercial applications are 
feasible, especially if materials with even higher critical temperatures could be discovered. 
Superconductivity has been well understood by modern theories of physics. In a normal 
conductor, an electrical current may be visualized as a fluid of electrons moving across a 
heavy ionic lattice. The electrons are constantly colliding with the ions in the lattice, and 
during each collision some of the energy carried by the current is absorbed by the lattice and 
converted into heat, which is essentially the vibrational kinetic energy of the lattice ions. As 
a result, the energy carried by the current is constantly being dissipated. This is the 
phenomenon of electrical resistance. The situation is different in a superconductor, where 
part of the electrons is bounded into pairs, known as Cooper pairs. For conventional 
superconductors this pairing is caused by an attractive force between electrons from the 
exchange of phonons whereas for HTS, the pairing mechanism still being an open question. 
Due to quantum mechanics, the energy spectrum of this Cooper pair fluid possesses an 
energy gap, meaning there is a minimum amount of energy ΔE that must be supplied in 
order to break the pair into single electrons. In the superconducting state, all the cooper 
pairs act as a group with a single momentum and do not collide with the lattice. This is 
known as the macroscopic quantum state and explains the zero resistance of 
superconductivity. More over, when a superconductor is placed in a weak external magnetic 
field H, the field penetrates the superconductor only a small distance λ, called the London 
penetration depth, decaying exponentially to zero within the bulk of the material. This is 
called the Meissner effect, and is a defining characteristic of superconductivity. For most 
superconductors, the London penetration depth λ, is on the order of 100 nm.  

2.2 Superconductivity at microwave frequency 
As mentioned above, in a superconductor at finite temperatures there will be normal 
electrons as well as Cooper pairs, which has been successfully depicted by an empirical two-
fluid model, proposed by Gorter and Casimir (Gorter & Casimir, 1934). In this model it 
simply assumes that the charge carriers can be considered as a mixture of normal and 
superconducting electrons, which can be expressed as n=nn+ns, where n, nn, ns are the 
numbers of total, normal and superconducting electrons, respectively, and ns=fn, nn=(1-f)n. 
The superconducting fraction f increases from zero at Tc to unity at zero temperature. At 
microwave frequencies, the effect of an alterative electromagnetic field is to accelerate both 
parts of carriers or fluids. The normal component of the current will dissipate the gained 



Superconducting Receiver Front-End and Its Application In Meteorological Radar 

 

387 

energy by making collisions with lattice. In the local limit the conductance of a 
superconductor can be represented by a complex quantity 

 1 2jσ σ σ= −  (1) 

where the real part σ1 is associated with the lossy response of the normal electrons and the 
imaginary part is associated with responses of both normal and superconducting electrons. 
In his book (Lancaster, 1997) M. J. Lancaster proposed a simple equivalent circuit, as shown 
in Fig. 1, to describe the physical picture of the complex conductivity. The total current J in 
the superconductor is split between the reactive inductance and the dissipative resistance. 
As the frequency decreases, the reactance becomes lower and more and more of the current 
flows through the inductance. When the current is constant this inductance completely 
shorts the resistance, allowing resistance –free current flow.  
 

 
Fig. 1. Equivalent circuit depicting complex conductivity (Lancaster, 1997) 

The microwave properties are determined by currents confined to the skin-depth, in the 
normal metal state and to the penetration depth, λ, in the superconducting state. The surface 
impedance of a superconductor should be considered, which is defined as 

                 
0Z

ExZs Rs jXs
Hy

=

⎛ ⎞
= = +⎜ ⎟
⎝ ⎠

  (2) 

where Ex and Hy are the tangential components of the electric and magnetic fields at the 
surface (z=0). For a unit surface current density, the surface resistance Rs is a measure of the 
rate of energy dissipation in the surface and the surface reactance Xs is a measure of the 
peak inductive energy stored in the surface. Relating to the complex conductivity, the 
surface impedance can be then written as 
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In the case of the temperature is not too close to Tc, where more superconducting carriers are 
present, and σ1 is finite but much smaller than σ2, approximation of σ1<< σ2 can be made. It 
then turns out that 

 2 2 3
0 1 0

1
2

Zs jω μ λ σ ωμ λ= +   (4) 

with the frequency independent magnetic penetration depth ( )1/22
0/ sm n eλ μ= , where m is 

the mass of an electron and e is the charge on an electron.  
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From Equation (2), important relations for surface resistance and reactance can be easily 
derived,                                                   

 2 2 3
0 1

1
2

Rs ω μ λ σ=   (5) 

and   

 0Xs ωμ λ=   (6)  

It is well known that for a normal metal, the surface resistance increases with ω1/2, whereas 
for a superconductor, that increases with ω2 (Equation 5). Knowledge of the frequency 
dependence of the surface resistance is especially important to evaluate potential microwave 
applications of the superconductor. It can be seen from Fig. 2 that YBa2Cu3O7 displays a 
lower surface resistance compared to Cu up to about 100 GHz. 
 

 
Fig. 2. Frequency dependence of surface resistance of YBa2Cu3O7  compared with Cu . 

2.3 Superconducting thin films for microwave device applications 
Superconducting thin films are the main constituent of many of the device applications. It is 
important for these applications that a good understanding of these films is obtained.   
Superconducting thin films have to be grown on some kind of substrates which must meet 
certain requirements of growth compatibility, dielectric property and mechanical peculiarity 
in order to obtain high quality superconducting films with appropriate properties for 
microwave applications. First of all the substrates should be compatible with film growth. In 
order to achieve good epitaxial growth the dimensions of the crystalline lattice at the surface 
of the substrate should match the dimensions of the lattice of the superconductor, otherwise 
strains can be set up in the films, resulting in dislocations and defects. Chemical 
compatibility between superconductors and the substrates are also important since impurity 
levels may raise if the substrate reacts chemically with the superconductor or atomic 
migrations take place out of the substrate. Appropriate match between the substrate and the 
film in thermal expansion is also vital so as to avoid cracks during repeated cooling and 
warming processes. For dielectric properties, the most important requirement is low enough 
dielectric tangent loss, without which the advantage of using superconducting film will be 



Superconducting Receiver Front-End and Its Application In Meteorological Radar 

 

389 

counteracted. The high value of dielectric constant is also good for the miniature of the 
microwave devices. It should be convenient and easier for the design if the dielectric 
constant is isotropic in the plane of the film. From the machining and processing point of 
view, the surface of the substrate should be smooth and free from defects and twinning if 
possible. It should also be mechanically strong, environmentally stable, and capable of being 
thinned to a certain extent. As a matter of fact, no existing substrate can meet all of the 
above requirements. Some of the problems can be overcome by certain technologies, e.g., 
introduction of buffer layer between the films and the substrates. There are indeed a number 
of good substrates being used and excellent superconducting films with satisfactory 
microwave properties were produced on them. Table 1 shows the common used substrates 
for HTS thin films in microwave device applications.   
 

Substrate εr  (typical) tgδ  (typical) 
LaAlO3 24.2@77K 7.6×10-6@77K and 10GHz 
MgO 9.6@77K 5.5×10-6@77K and 10GHz 

11.6∥c-axis @77K 
Sapphire 

9.4⊥c-axis @77K 
1.5×10-8@77K and 10GHz 

Table 1. Substrates of HTS thin films for microwave device applications 

The properties of superconducting thin films and their suitability for microwave devices are 
critically dependent on processing. So far almost all HTS thin film microwave devices have 
been fabricated from two materials, i.e., YBa2Cu3O7 (Tc~85-93 K in thin film form) of which 
element Y may be substitute by some other rare-earth elements, e. g., Dy and Tl2Ba2CaCu2O8 
(Tc ~100-110 K in thin film form). There is a variety of methods for preparing 
superconducting thin films, including pulsed laser ablation, magnetron sputtering, and 
evaporation etc. In principle, a film in some kind precursor phase is grown first and then 
followed by in-situ or post-deposition anneal treatments. For example, oxygen deficient 
YBa2Cu3O6 phase can be grown at about 850°C, which is later converted into the YBa2Cu3O7 
phase by a low temperature (~500°C) anneal in oxygen atmosphere. Using this process 
YBa2Cu3O7 (or more accurately YBa2Cu3O7-δ, with δ<1) films can be made with surface 
resistance at the order of a few hundred micron ohms.  
Handling of HTS films must be with great care. Once formed the properties of the films can 
degrade under some environmental conditions. Aqueous environments are very deleterious. 
Therefore the superconducting films should be always kept dry and away from water 
vapour. Care must be also exercised during all fabrication processes. A protection layer on 
the top of the superconducting patterns of the devices will be helpful.  It should be advised, 
however, to keep the devices always away from humidity.  

2.4 Superconducting transmission lines  
In microwave circuits, a transmission line is the material medium or structure that forms all 
or part of a path from one place to another for directing the transmission of electromagnetic 
waves. It not only serves as interconnections between components in the circuits, but also 
often forms the basic element of components and devices. It is indeed the foundation of the 
microwave circuits and most microwave theories are originated directly or indirectly from 
transmission theory, which is also true for superconducting devices. 
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The most important effect of superconducting transmission lines is their very low loss. A 
superconducting transmission line is dispersionless, provided the wave propagated is in a 
TEM mode. This is due to that the penetration depth is not varying with frequency, 
contrasting with normal conductors where the skin depth is a function of frequency.  
The realistic transmission line model represents the transmission line as an infinite series of 
two-port elementary components, each representing an infinitesimally short segment of the 
transmission line with distributed resistance R, inductance L, and capacitance C. Commonly 
used transmission lines include wires, coaxial cables, dielectric slabs, optical fibers, electric 
power lines, waveguides, and planar transmission lines etc. Considering most 
superconducting filters are based on superconducting films, in this book we will concentrate 
on the planar transmission lines, i.e., microstrip, coplanar, and stripline. 
Microstrip is a widely used type of microwave transmission line which consists of a 
conducting strip with a width w and a thickness t separated from a ground plane by a 
dielectric layer known as the substrate with a dielectric constant ε and a thickness d. The 
general structure of a microstrip is shown schematically in Fig. 3 (a). The fields in the 
microstrip extend within two media: air above and dielectric below and in general, the 
dielectric constant of the substrate will be greater than that of the air, so that the wave is 
traveling in an inhomogeneous medium. In consequence, the propagation velocity is 
somewhere between the speed of microwaves in the substrate and the speed of microwaves 
in air. This behavior is commonly described by stating the effective dielectric constant (or 
effective relative permittivity) of the microstrip; this being the dielectric constant of an 
equivalent homogeneous medium. Due to this inhomogeneous nature, the microstrip line 
will not support a pure TEM wave; both the E and H fields will have longitudinal 
components. The longitudinal components are small however, and so the dominant mode is 
referred to as quasi-TEM. The field propagation velocities will depend not only on the 
material properties but also on the physical dimensions of the microstrip. Comparing to 
other transmission lines, e.g., the traditional waveguide technology, the advantage of 
microstrip is much less expensive as well as being far lighter and more compact. Whereas 
the disadvantages of microstrip compared with waveguide are the generally lower power 
handling capacity, and higher losses, of which, the later can be greatly improved by 
employing superconducting materials. 
 

 
                       (a)                                                    (b)                                               (c) 

Fig. 3. Cross-section geometries of microstrip (a), coplanar line (b), and stripline (c). 

A coplanar line is formed from a conductor separated from a pair of ground planes, all on 
the same plane, at the top of a dielectric medium. In the ideal case, the thickness of the 
dielectric is infinite; in practice, it should be thick enough so that EM fields die out before 
they get out of the substrate. The advantages of coplanar line are that active devices can be 
mounted on top of the circuit, like on microstrip. More importantly, it can provide 
extremely high frequency response (100 GHz or more) since connecting to coplanar line 
does not entail any parasitic discontinuities in the ground plane. For superconducting 
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coplanar line it means only single side superconducting film is required, which will greatly 
reduce the difficulties in film making since double-sided films need special technology, 
especially for those newly discovered superconductors. One of the disadvantages of the 
coplanar line is the imbalance in the ground planes, although they are connected together at 
some points in the circuit. The potential of the ground planes can become different on each 
side, which may produce unwanted mode and interference. The problem can be solved in 
some extent by connecting the two ground planes some where in the circuit with “flying wire” 
(air bridge) over the conducting plane. It, however, will bring complexity and other problems.   
A standard stripline uses a flat strip of metal which is sandwiched between two parallel 
ground planes. The width of the strip, the thickness of the substrate (the insulating material 
between the two ground plans) and the relative permittivity of the substrate determine the 
characteristic impedance of the transmission line. The advantage of the stripline is that the 
radiation losses are eliminated and a pure TEM mode can be propagated in it. The 
disadvantage of stripline is the difficulty in construction, especially by superconducting 
films. It requires two pieces of superconducting films of both double-sided or one single- 
plus one double-sided film. The air gap, though extremely small, will cause perturbations in 
impedance and to form contacts to external circuits is also very difficult. Besides, if two 
pieces of double-sided films employed, the precise aiming between the very fine patterns of 
two films brings another problem. 

2.5 Application of transmission lines: Superconducting resonators 
A microwave resonator is a simple structure which can be made of cavity or transmission 
line and is able to contain at least one oscillating electromagnetic field. If an oscillating field 
is set up within a resonator it will gradually decay because of losses. By using 
superconductors the losses can be greatly reduced and high Q-values can be than achieved. 
Resonators are the most fundamental building blocks in the majority of microwave circuits. 
By coupling a number of resonators together, a microwave filter can be constructed. A high 
Q-resonator forms the main feed back element in a microwave oscillator.  
The quality factor for a resonator is defined by 

 0 2 wQ
p

π=   (7) 

where w is the energy stored in the resonator, and p is the dissipated energy per period in 
the resonator.  
The losses in a resonator arise due to a number of mechanisms. The most important are 
usually the losses associated with the conduction currents in the conducting layer of the 
cavity or transmission line, the finite loss tangent of dielectric substrate and radiation loss 
from the open aperture. The total quality factor can be found by adding these losses 
together, resulting in  

 
0

1 1 1 1

c d rQ Q Q Q
= + +   (8) 

where Qc, Qd, and Qr are the conductor, dielectric and radiation quality factors, respectively. 
For conventional cavity or transmission line resonators at microwave frequency, usually Qc 

dominates. This is why superconductor can greatly increase the Q-value of the resonators. 
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For superconducting resonators, the resonant frequency and Q value are temperature 
dependent and the variation is remarkable when close to Tc, as shown in Fig.4 (Li, H. et al., 
2002). It is therefore preferable to operator at a temperature below 80% of Tc, where more 
stable resonant frequency and high enough Q value being achieved.  
 

 
Fig. 4. Temperature dependence of resonate frequency and Q value of superconducting 
resonator (Li, H. et al., 2002)  

Beside the Q-value, size is also important to HTS resonator not only because the commercial 
consideration for reducing the cost but also because that the HTS filters need to work at low 
temperature and large size will increase burden of the cryo-cooler. However, the high 
quality factor and the minimized size are often a pair of contradiction, because the reduction 
of the size always causes the reduction of the stored energy and hence the Q-vales. The 
quality factors and volumes of various kinds of HTS resonators are shown in Fig.5 in dual-
log coordinate at frequency around 5 GHz. All the data come from literatures published 
over the last decades. Here the volume of the planar resonators is calculated by assuming it 
has a height of 8 mm. 
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Fig. 5. The quality factor vs. volume of different kind of HTS resonators 

HTS Cavity resonators are usually designed to resonate in the TE011 mode. In this mode, the 
current flow is circumferential, so there is no current flow across the joint of the side wall 
and the end plates. Although such structures have very high Q-values, their volume 
becomes prohibitively large at low frequencies. HTS dielectric resonators usually consist of a 
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dielectric rod of single crystal material sandwiched between two planar HTS films. They can 
have very high Q-values (if very large area high quality superconducting films applied), but 
are smaller than unloaded resonant cavities. Due to their large volume and difficulty in 
realizing cross couplings, HTS Cavity resonators and HTS dielectric resonators are often 
used to construct low phase-noise oscillators and, for the dielectric ones, to measure the 
surface resistance of HTS thin films. They are seldom used in filters. Patch resonators, which 
are two dimensional resonators, are of interest for the design of high power handling HTS 
filters. An associated advantage of them is their lower conductor losses as compared with 
one dimensional line resonators. However, patch resonators tend to have stronger radiation, 
so they are not suitable for designing narrow band filters. The frequently used one 
dimensional HTS transmission line resonators in applications are Coplanar Waveguide 
(CPW) resonators and Microstrip resonators. Because the circuit structure and the ground 
planes are fabricated on a single plane, CPW resonators offer the possibility of integration 
with active components. But the electromagnetic energy in the CPW resonators are more 
confined to a small area between the HTS line and the grounds so they tend to have lower 
quality factors compared to other type of HTS resonators. Microstrip resonators are the most 
popular type of resonators used in HTS microwave filters. Besides their relatively high 
quality factor and small size, the ease with which they can be used in a variety of coupling 
structures is a big advantage. For most applications the basic shape of a HTS microstrip 
resonator is a half-wavelength (Fig. 6 (a)) line instead of the grounded quarter-wavelength 
(λ/4) line, due to the difficulty in realizing ground via HTS substrate. The conventional λ/2 
resonators can be miniaturized by folding its straight rectangular ribbon. The height of a 
folded resonator, called a hairpin resonator (Fig. 6 (b)), is usually less than λ/4. Meander-
line resonators (Fig. 6 (c)), meander-loop resonators (Fig. 6 (d)), spiral resonators (Fig. 6 (e)) 
and spiral-in-spiral-out resonators (Fig. 6 (f)) can be considered as modifications of 
conventional straight ribbon (λ/2) resonators by folding the ribbons several times and in 
different ways. In principle, the λ/2 resonators can be folded or transformed to any other 
shapes according to the demands of miniaturization or other purpose. 
 

 
Fig. 6. Typical one dimensional microstrip resonators: (a) half-wave length line resonator; 
(b) hairpin resonator; and (c) to (f) other open loop resonators. 

2.6 A brief survey of superconducting microwave passive devices 
Passive microwave device is an ideal vehicle for demonstrating the advantage of HTS and in 
deed the first commercial application of the HTS thin film was in passive microwave device. 
The main advantage gained from HTS is the low surface resistance, which is tens to 
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hundreds times lower than those of copper under the same condition at frequencies from 
100 MHz up to, say close to 40 GHz. Such a low resistance can be directly converted into 
small insertion loss or high Q-values for the microwave devices. Another unique property of 
superconductors is the dispersionless due to the penetration depth not varying with 
frequency, which is extremely useful in many devices, e.g., wide band delay lines. Further 
more the substrates with high dielectric constants, used for superconducting films, make 
device miniaturization possible. In this brief survey, only some of the passive devices, i.e., 
superconducting delay line, antenna, and filter will be discussed. 
A delay line consists of a long transmission line, which is used to delay the incoming signals 
for a given amount of time while minimizing the distortion caused by crosstalk, dispersion 
and loss. The conventional delay lines, e.g., coaxial cables, printed circuit delay lines etc., 
have the problem of large volume and unacceptable insertion loss. HTS delay lines with 
extremely small losses and compact sizes provide a promising solution for solving these 
problems. The advantages of using HTS coplanar lines to make delay lines are distinctive. 
Firstly, the ground planes in between the signal line provide a shield to reduce the crosstalk. 
Secondly, the line width of the signal line is quite flexible since the impedance of a coplanar 
line is mainly determined by the ratio between the signal line width and the gap width. 
Whereas the disadvantage is that the unwanted odd mode can be excited by turnings, 
curvatures, or any asymmetry with respect to the signal line, which can be resolved by 
bonding “flying wires” (air bridges) between the ground planes over the top of the signal 
line. Stripline is the only planar transmission line without modal dispersion. It has longer 
delay per unit length since the signal propagation velocity is slower than that in the other 
two lines. It also has less cross talk than the microstrip line for the existence of the top plane. 
An excellent example of the application of stripline can be found from the work reported by 
Lyons et al. (Lyons et al., 1996), where HTS delay line was used for chirp-response tapped 
filter and installed in a 3 GHz band width spectral analysis receiver.  
Antennas can be benefit in a number of ways when superconductors are used. The obvious 
application is in the improvement of the radiation efficiency of small antennas. For antennas 
with the size comparable with wavelength their efficiency are fairly high. However, for 
those with dimensions being small compared with wavelength, which is defined as 
electrically small antenna, the efficiency reduces due to the increasing dominance of the 
ohmic losses. By using extremely low loss superconductors, reasonable efficiency can be 
achieved. Superconductors are also useful in feeding and matching networks for super-
directive antennas, which are very inefficient. High Q value matching networks provided by 
superconducting circuit helps considerably in performance improvement. Another 
application of superconductors to antenna is in the feed networks of millimeter-wave 
antennas. The losses associated with long narrow microsrip feed lines ca be improved 
considerably if superconductors are used. This is especially true for arrays with a large 
number of elements. 
The most attractive applications of HTS in passive devices are those of filers. Due to the very 
small surface resistance of HTS films, filters can be constructed with remarkably high 
performance, e.g., negligible insertion loss, very large out-of-band rejection, and extremely 
steep skirt slope. It can reduce the band width and makes ultra-narrow band filter possible. 
With the above excellent performance HTS filters can eliminate unwanted interference while 
keeping the system with minimized noise figure. More over, by using HTS films the filter 
can be miniaturized due to not only special substrates being employed but also new 
geometry designs being invented. In the past twenty years, various kinds of HTS filters have 
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been constructed and successful applications in many fields have been realized, including 
those in direct data distribution between earth to satellite and satellite to satellite 
(Romanofsky el al., 2000),  detection of deep space of radio astronomy (Wallage et al., 1997; 
Li, Y. et al., 2003), base stations of mobile communications (STI Inc., 1996; Hong et al., 1999) 
and meteorological radar for weather forecasting (Zhang et al., 2007). 

3. Superconducting filter and receiver front-end subsystem 
3.1 Principles and theories on filter design 
Electrical filters have the property of frequency-selective transmission, which enables them 
to transmit energy in one or more passbands and to attenuate energy in one or more 
stopbands. Filters are essential elements in many areas of RF/microwave engineering.  
For linear, time-invariant two port filter networks, the transmission and reflection function 
may be defined as rational functions,  

 21 11
( ) ( )( ) ; ( )
( ) ( )

N p E pS p S p
D p D pε

= =  (9) 

where ε is a ripple constant, N(p), E(P) and D(p) are characteristic polynomials in a complex 
frequency variable p=σ+jΩ, Ω is the normalized frequency variable. For a lossless passive 
network, σ=0 and p=jΩ. The horizontal axis of the p plane is called the real axis, while the 
vertical axis is called the imaginary axis. The values of p at which S21(p) becomes zero are the 
transmission zeros of the filter, the values at which S11(p) becomes zero are the reflection 
zeros of the filter, and the values at which S21(p) becomes infinite are the poles of the filter. 
Filters may be classified into categories in several ways. The main categories are defined in 
terms of the general response type of low-pass, bandpass, high-pass, and bandstop. Filters 
can also be classified by the transmission zeros and poles. Butterworth filter is called 
maximum flat response filter because its amplitude-squared transfer function has maximum 
number of zero derivatives at Ω=0. Chebyshev filter exhibits equal-ripple passband 
response and maximally flat stopband response. All the transmission zeros of S21(p) of 
Chebyshev and Butterworth filters are located at infinite frequencies. When one or more 
transmission zeros are introduced into the stopband of Chebyshev filter at finite frequencies 
the filter is known as a generalized Chebyshev filter or as a quasi-elliptic filter. The special 
case where the maximum number of transmission zeros are located at finite frequencies 
such that the stopbands have equal rejection level is the well-known elliptic function filter. 
This is now rarely used since it has problems in practical realization. Gaussion filter, unlike 
those mentioned above, has poor selectivity but a quite flat group delay in the passband.  
Chebyshev filters have, for many years, found frequent application within microwave space 
and terrestrial communication systems. The generic features of equal ripple passband 
characteristics, together with the sharp cutoffs at the edges of the passband and hence high 
selectivity, give an acceptable compromise between lowest signal degradation and highest 
noise/interference rejection.  
As the frequency spectrum becomes more crowded, specifications for channel filters have 
tended to become very much more severe. Very high close-to-band rejections are required to 
prevent interference to or from closely neighboring channels; at the same time, the 
incompatible requirements of in-band group-delay and amplitude flatness and symmetry 
are demanded to minimize signal degradation. With generalized Chebyshev filter it is easy 
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to build in prescribed transmission zeros for improving the close-to-band rejection slopes 
and/or linearizing the in-band group delay. Therefore generalized Chebyshev filters have 
been extensively investigated by many researchers over the last few decades. Coupled 
resonator circuits are of importance for design of generalized Chebyshev filters. This design 
method is based on coupling coefficients of inter-coupled resonators and the external 
quality factors of the input and output resonators. One of the fundamental methods of 
synthesis of generalized Chebyshev filters, based on cross-coupled resonators and proposed 
by Atia & Williams (Atia & Williams, 1972; Atia et al., 1974), is still commonly used. 
Alternative synthesis techniques were also advanced by many scientists (Cameron & 
Rhodes, 1981; Chambers & Rhodes, 1983; Levy, 1995; and Cameron, 1999). 
The first step of design a generalized Chebyshev filter is to determine all the positions of the 
transmission zeros and reflection zeros of the filter that satisfy the specifications. 
The amplitude-squared transfer function for a lossless low-pass prototype is defined as 

 2
21 2 2

1( )
1 ( )N

S j
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Ω =
+ Ω
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where ε is related to the passband return loss (RL) by 
1
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−
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represents a filtering or characteristic function with N being order of the filter. 
For a generalized Chebyshev filter CN(Ω) may be expressed as 
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n
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, and Ωn is the position of the nth prescribed transmission zero.   

It can be proved (Cameron & Rhodes, 1981) that CN(Ω) can be expressed as a ration of N(p), 
E(P). Given all the transmission zeros and RL various methods exist for evaluating the 
characteristic polynomials N(p), E(P) and D(p) (Cameron, 1999; Amari, 2000; and 
Macchiarella, 2002). Then the reflection zreos and poles of the filter may be found by rooting 
EN(p) and D(p), respectively. Then the complete transmission response LA, reflection 
response LR and phase response Ф21, including the group delay τd, can be computed by 
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and so does the lowpass to bandpass frequency transformation 0

0

1
FBW

ωω
ω ω

⎛ ⎞Ω = ⋅ −⎜ ⎟
⎝ ⎠

, 

where ω0 is the center frequency of the bandpass filter, FBW is the fractional bandwidth. 
Knowing all the positions of the zeros and poles, the next step of filter synthesis is to choose 
an appropriate topology of the coupled resonators and to synthesis the coupling matrix. 
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Fig. 7 shows the schematic illustration of a filtering circuit of N coupled resonators, where 
each circle with a number represents a resonator which can be of any type despite its 
physical structure. mi,j with two subscript numbers is the normalized coupling coefficient 
between  the two (ith and jth)  resonators  And qe1 and qe2  are the normalized external quality 
factors of the input and output resonators. Here we assume ω0=1 and FBW=1. For a practical 
filter, the coupling coefficient Mi,j and external quality factors Qe1, Qe2 can be computed by 
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Fig. 7. The general coupling structure of a filtering circuit of N coupled resonators 

The transfer and reflection functions of a filter with coupling topology in Fig. 7 are 
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where p is complex frequency variable as defined before, [U] is the N×N identity matrix, [q] 
is an N×N matrix with all entries zero except for q11=1/qe1 and qNN=1/qe2, and [m] is an N×N 
reciprocal matrix being named as the general coupling matrix. The nonzero values may 
occur in the diagonal entries of [m] for electrically asymmetric networks representing the 
offsets from center frequency of each resonance (asynchronously tuned). However, for a 
synchronously tuned filter all the diagonal entries of [m] will be zero and [m] will have the 
form 
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The minor diagonal entries of [m] all have nonzero values. They represent couplings 
between adjacent resonators, and in the remainder of the paper, they are called direct 
couplings. The other entries represent couplings between nonadjacent resonators. It is this 
type of couplings who create transmission zeros of filter response. Those entries may all 
have nonzero values in theory, which means that in the filter network that [m] represents, 
couplings exist between every resonator and every other nonadjacent resonator. This is 
clearly impractical in the case of cavity type resonators. In the case of planar resonators such 
as HTS microstrip resonators, couplings may exist between every resonator and every other 
nonadjacent resonator. However, it is still impractical to handle all those couplings as 
expected. So it is important to choose a realizable coupling topology to design a practical 
filter, which means some particular nonadjacent couplings are chosen to exist and the others 
are not. Generally, the desired nonadjacent couplings are called cross-couplings while the 
others called parasitical couplings.  
 

 
Fig. 8. Three frequently used coupling topology in generalized Chebyshev filters 

There are three frequently used coupling topology in design of generalized Chebyshev 
filters as shown in Fig. 8, where each circle with a number represents a resonator, full lines 
indicate the direct couplings, and the broken lines denote cross-couplings. In the cascaded 
quadruplet (CQ) topology, four resonators construct a quadruplet section as illustrated in 
Fig. 8 (a), and then it can be cascaded to other resonators or quadruplets. Each quadruplet 
section will create a pair of transmission zeros which are symmetric with respect to the 
center frequency. Similar to the CQ filter, three resonators can construct a trisection 
structure as shown in Fig. 8 (b), and it can be then cascaded to other resonators or trisections 
to form a cascaded trisection (CT) filter. Each trisection structure, however, will only create 
one transmission zero. So the frequency response in a CT filter could be asymmetrical. The 
cross-couplings between different CQ or CT sections are independent to each other, which 
make the tuning of filter relatively easy. The coupling topology shown in Fig. 8 (c) is the so-
called canonical fold form. The canonical fold coupling section always contains even 
numbers of resonators. And for 2n resonators, 2n-2 transmission zeros can be realized. So for 
a given out-of-band rejection specification the canonical fold filter can meet it by fewer 
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resonators than the CQ or CT structure. However, the effect of each cross-coupling in a 
canonical fold filter is not independent, witch makes the filter tuning more difficult.  
Once an appropriate coupling topology is determined, the synthesis from characteristic 
polynomials to coupling matrix may follow the steps of Atia and Williams (Atia & Williams, 
1972; Atia et al. 1974). They used the orthonormalization technique to obtain the general 
coupling matrix with all possible cross-couplings present and repeated similarity 
transformations are then used to cancel the unwanted couplings to obtain a suitable form of 
the prototype. Unfortunately, the process does not always converge. In that case 
optimization technique is a good alternative to derive the sequence of transformations 
allowing annihilation of the unwanted elements and provide the matrix with the required 
topology (Chambers & Rhodes 1983; Atia et al., 1998; and Levy, 1995). Generally, the desired 
couplings in the optimization are evaluated by minimizing a cost function involving the 
values S11 and S21 at specially selected frequency points such as those transmission and 
reflection zeros. The entries of the coupling matrix are used as independent variables in the 
optimization process.  
The final step in the design of a filter is to find an appropriate resonator and convert the 
coupling matrix into practical physical structures. Readers can find detailed instructions on 
how to establish the relationship between the values of every required coupling coefficient 
and the physical structure of coupled resonators in the book by J. Hong & M. J. Lancaster 
(Hong & Lancaster, 2001).  
It is essential in this step to employ helps of computer-aided design (CAD), particularly full-
wave electromagnetic (EM) simulation software. EM simulation software solves the 
Maxwell equations with the boundary conditions imposed upon the RF/microwave 
structure to be modeled. They can accurately model a wide range of such structures. 

3.2 Resonators for superconducting filter design 
Resonators are key elements in a filter which decide the performance of the filter in a large 
part. The HTS resonators suitable for developing narrow-band generalized Chebyshev 
filters should have high-quality factors, minimized size, and conveniency to realize cross 
couplings. For a n-pole bandpass filter, the quality factors of resonators directly related to 
the insertion loss of a filter as  
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where ΔLA is the dB increase in insertion loss at the center frequency of the filter, Qui is the 
unloaded quality factor of the ith resonator evaluated at the center frequency, and gi is either 
the inductance or the capacitance of the normalized lowpass prototype.  
In design of narrow band microstrip filters, one important consideration in selecting 
resonators is to avoid parasitical couplings between nonadjacient resonators. Those 
parasitical couplings may decrease the out-of-band rejection level or/and deteriorate the in-
band return loss of the filter. For demonstration, consider a 10-pole CQ filter which has a 
pair of transmission zeros (the design of this filter will be detailed in next section). The 
transmission zeros are created by two identical cross-couplings between resonators 2, 5 and 
between resonators 6, 9. All the other nonadjacent couplings should be zero according to the 
coupling matrix. However, because all the resonators are located in one piece of dielectric 
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                                            (a)                                                                                 (b) 
Fig. 9. Illustration of how the parasitical couplings affect the response of a narrow band 
bandpass filter.  
substrate and in one metal housing, parasitical couplings between nonadjacent resonators are 
inevitable. We have performed a series of analyses by computer simulation on how the 
parasitical couplings affect the transmission response of this 10-pole CQ filter and the results 
are plotted in Fig. 9. In Fig.9 (a) different levels of parasitical coupling between resonator 1 and 
10 (M1,10) were assumed. It’s magnitude is scaled to the main coupling M1,2. Significant 
degeneration of the out-of-band rejection level can be seen when M1,10 is higher than 0.1 
percent of M1,2. In Fig. 9 (b) the effects of parasitical coupling between resonator 1 and 9 (M1,9) 
with different strengths were also simulated. It can be seen that in addition to the degeneration 
of the out-of-band rejection level, the presence of M1,9 also causes the asymmetric transmission 
response of the filter. To solve these parasitical coupling problems, it is necessary to employ 
some unique resonators. For example, the hairpin and spiral-in-spiral-out resonators, as 
depicted in Fig. 6, behave as they have two parallel-coupled microstrips excited in the odd 
mode when resonating. In this case the currents in these two microstrips are equal and 
opposite resulting in cancellation of their radiation fields. This characteristic should be of great 
help in reducing parasitical couplings when design narrow band filters. 

3.3 Superconducting filter and receiver front-end subsystem 
So far the theory and principles for HTS filter design have been discussed generally. In this 
section the design, construction and integration of a real practical HTS filter and HTS receiver 
front-end subsystem will be introduced as an application example with one special type of 
meteorological radar, the wind profiler. The frequencies assigned to the wind profiler are in 
UHF and L band, which are very crowded and noisy with radio, TV, and mobile 
communication signals and therefore the radar is often paralyzed by the interference. To solve 
this problem, it is necessary to employ pre-selective filters. Unfortunately, due to the extremely 
narrow bandwidth (≤0.5%) no suitable conventional device is available. The HTS filter can be 
designed to have very narrow band and very high rejection with very small loss, therefore it is 
expected that HTS filter can help to improve the anti-interference ability of the wind profiler 
without even tiny reduction of its sensitivity. In fact, because the low noise amplifier (LNA) in 
the front end of the receiver is also working at a very low temperature in the HTS subsystem, 
the sensitivity of the radar will actually be increased.  
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Fig. 10. Coupling topology of the 10-pole CQ filter designed for the wind profiler. 

The center frequency of the wind profiler introduced here is 1320 MHz. In order to reject the 
near band interference efficiently the filter was expected to have a bandwidth of 5 MHz and 
skirt slope as sharp as possible. It has been decided in the real design to employ a 10-pole 
generalized Chebyshev function filter with a pair of transmission zeros placed at Ω =±1.3 so 
as to produce a rejection lobe better than 60 dB on both side of the passband. For the 
implementation of this filter, the CQ coupling topology shown in Fig.10 was employed. The 
cross couplings M2,5 and M6,9 in Fig.10 are introduced to create the desired transmission 
zeros. In the present design they are set to be equal to each other to create the same pair of 
transmission zeros. Introducing two identical cross couplings can make the physical 
structure of the filter symmetric. With this strictly symmetric physical structure, only half 
part (e.g., the left half) of the whole filter is needed to be simulated in the EM simulation 
process, which will simplify the EM simulation and save the computing time remarkably.  
The transfer and reflection functions and the coupling matrix can then be synthesized 
following the instructions in section 3.1. For this filter with topologic structure shown in Fig. 
10, the finally coupling parameters are: Qe1= Qe2=237.3812, and  
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The synthesized response of the filter is depicted in Fig.11. The designed filter shows a 
symmetric response which gives a rejection lobe of more than 60 dB on both side of the 
passband as expected. The passband return loss is 22 dB and the band width is 5 MHz 
centered at 1320 MHz. Two transmission zeros locate at 1316.75 MHz and 1320.25 MHz 
respectively.  
The resonator used in this filter is spiral-in-spiral-out type resonator as shown in Fig.12 (a), 
which is slightly different from that shown in Fig.6 (f). The main change is that both end of 
the microstrip line are embedded into the resonator to form capacitance loading, making the 
electric-magnetic field further constrained. More over the middle part of the microstrip line 
where carries the highest currents at resonance was widened to increase the quality factor of  
 



 Radar Technology 

 

402 

1310 1315 1320 1325 1330
-100

-80

-60

-40

-20

0
 synthesized
 Simulated

M
ag

ne
tit

ud
e 

(d
B

)

Frequency (MHz)  
Fig. 11. Synthesized (circles) and simulated (solid line) responses of the 10-pole CQ filter. 

the resonator. The resonator with center frequency of 1320 MHz is 10.64 mm long and 2.86 
mm wide. The cross coupling needed for the transmission zeros can be introduced by a 
microstrip line as shown in Fig. 12 (b). Fig. 12 (c) shows the simulated coupling coefficient κ 
between two resonators using a full-wave EM simulation software Sonnet as a function of 
the space s. For the simulation, the substrate is MgO with thickness of 0.50 mm and 
permittivity of 9.65. It can be seen that κ decreases rapidly with s. When s changes from 0.2 
mm to 3 mm (about a resonator’s width), the coupling coefficient k becomes more than 3 
orders on magnitude less than its original value, making this resonator very suitable for 
ultra-narrow bandpass filter design.  
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Fig. 12. The resonator used in the present work (a), the way of cross coupling being 
introduced (b), and the simulated coupling coefficient k between two adjacent resonators as 
a function of the separation space s 

The filter layout was simulated and optimized using Sonnet and the final layout of the filter 
is shown in Fig.13. The final full-wave EM simulated responses of the filter is shown in Fig. 
11 as solid lines. Comparing the full-wave EM simulated responses with the synthesized 
theoretical responses, the out-of-band response are very similar. The passband response of 
the EM simulated return loss is 21dB, only slightly worse than the theoretical return loss of 
22dB. 
The filter was then fabricated on a 0. 5 mm thick MgO wafer with double-sided YBCO films. 
The YBCO thin films have a thickness of 600 nm and a characteristic temperature of 87K. 
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Fig. 13. The final layout of the 10-pole quasi-elliptic filter (not to scale). 

Both sides of the wafer are gold-plated with 200 nm thick gold (Au) for the RF contacts. The 
whole dimension of the filter is 60 mm×30 mm×20 mm including the brass housing. The RF 
measurement was made using a HP 8510C network analyzer and in a cryogenic cooler. 
Fig.14 shows the measured results at 70K and after tuning the filter. The measured center 
frequency is 1.319 GHz, and the return loss in the passband is better than 15 dB. The 
insertion loss at the passband center is 0.26 dB, which corresponds to a filter Q of about 
45,000. The transmission response is very similar to the theoretically synthesized and the 
full-wave EM simulated responses as shown in Fig. 11. The fly-back values in the S21 curve 
are 60.7 dB and 62 dB at the lower and upper frequency sides, respectively. Steep rejection 
slopes at the band edges are obtained and rejections reach more than 60 dB in about 500 kHz 
from the lower and upper passband edges. 
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Fig. 14. The measured response of the 10-pole filter at 70K 

Combining this filter together with a low noise amplifier (LNA) as well as a Sterling cryo-
cooler, a HTS subsystem was then constructed as shown schematically in Fig. 15 (a). There 
are many types of cryo-coolers in the market which are specially built for a long life under 
outdoor conditions in order to provide high cooling power at a cryogenic temperature. 
What we chose for the HTS wind profiler subsystem is Model K535 made by Ricor 
Cryogenic & Vacuum Systems, Israel, for its considerably compact volume and longer life 
time (Fig. 15 (b)). The advantage of integrating the LNA together with HTS filter inside the 
cryo-cooler is obvious, as the noise figure of LNA is temperature dependent (Fig. 16 (a)). 
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Since the cost of a cryo-cooler is inevitable for HTS filters. Extra benefit of significant 
reduction of noise figure can be obtained by also putting the LNA in low temperature 
without any new burden of cooling devices. The noise figure of the HTS receiver front-end 
subsystem measured using an Agilent N8973A Noise Figure Analyzer at 65 K is about 0.7 
dB in major part (80%) of the whole passband, as shown in Fig. 16 (b). 

               
                                          (a)                                                                       (b) 

Fig. 15. Sketch and photograph of the HTS receiver front-end subsystem 

    
                                          (a)                                                                               (b)  

Fig.16. Temperature dependence of the noise figure of the LNA used in the HTS subsystem 
(a) and the noise figure of the HTS front-end subsystem measured at 70K (b)  

4. Superconducting meteorological radar 
4.1 Basic principle and configuration of wind profiler 
A wind profiler is a type of meteorological radar that uses radar to measure vertical profiles of 
the wind, i.e., detecting the wind speed and direction at various elevations above the ground. 
The profile data is very useful to meteorological forecasting and air quality monitoring for 
flight planning. Pulse-Doppler radar is often used in wind profiler. In a typical profiler, the 
radar can sample along each of three beams: one is aimed vertically to measure vertical 
velocity, and two are tilted off vertical and oriented orthogonal to one another to measure the 
horizontal components of the air's motion. The radar transmits an electromagnetic pulse along 
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each of the antenna's pointing directions. Small amounts of the transmitted energy are 
scattered back and received by the radar. Delays of fixed intervals are built into the data 
processing system so that the radar receives scattered energy from discrete altitudes, referred 
to as range gates. The Doppler frequency shift of the backscattered energy is determined, and 
then used to calculate the velocity of the air toward or away from the radar along each beam as 
a function of altitude. The photograph of a typical wind profiler is shown in Fig. 17. Two 
antennas can be clearly seen in the middle of the photograph, one is vertical and the other is 
tilted. The third antenna is hidden by one of the four big columns, which are used for 
temperature profile detection by sound waves (SODAR). The circuit diagram of a typical wind 
profiler is shown in Fig 18. The “transmitting system” transmits pulse signal through the 
antenna, then the echoes come back through the LNA to the “radar receiving system”, that 
analyzes the signal and produces wind profiles. 
 

 
Fig. 17. Photograph of a typical wind profiler 

The wind profiler measures the wind of the sky above the radar site in three directions, i.e., 
the roof direction, east/west direction and south/north direction, and produces the wind 
charts correspondingly. The collected wind chart data are then averaged and analyzed at 
every 6 minutes so as to produce the wind profiles. Typical wind profiles are shown in Fig. 
19 (a). In the profile the horizontal axis denotes the time (starting from 5:42 AM to 8:00 AM 
with intervals of every 6 minutes); the vertical axis denotes the height of the sky. The arrow-
like symbols denote the direction and velocity of the wind at the corresponding height and 
in corresponding time interval. The arrowhead denotes the wind direction (according to the 
provision: up-north, down-south, left-west, right-east), and the number of the arrow feather 
denotes the wind velocity (please refer to the legend). 
 

 
Fig. 18. Circuit diagram of a typical wind profiler. 
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                                     (a)                                                                             (b)  

Fig. 19. Wind profiles produced by a wind profiler of a weather station in the suburb of 
Beijing.  Data in (a) was collected in the morning of August 4, 2004 from 5:42 to 8:00 in a 
interval of every 6 minute and no reliable data in (b) can be seen which was collected in the 
afternoon of April 13, 2005, demonstrating clearly that this radar was paralyzed by 
interference. 

The frequencies assigned to the wind profiler are in UHF and L band, which are very 
crowded and noisy with radio, TV, and mobile communication signals and therefore the 
radar is often paralyzed by the interference, which did happened, especially in or near the 
cities. For example, the wind profiles presented in Fig. 19 are actually real observation data 
recorded by a weather station in the suburb of Beijing.  It is interesting to point out that the 
detecting range (or the height above the radar) is gradually getting shorter (from 3000 m 
down to 1700 m or so) after 6:30 AM in the morning as people were getting up and more 
and more mobile phones switched on, indicating the sensitivity of the radar was affected by 
increasing interference (Fig 19 (a)). Eight months later, with rapid expanding of the number 
of mobile phones in Beijing, the electromagnetic environment became much worse and this 
radar was blocked by the massive interference noise and totally lost the ability of collecting 
reliable data at all, as shown in Fig 19 (b).  

4.2 Laboratory tests of superconducting meteorological radar 
To solve the problem above, it is necessary to employ pre-selective filters. Unfortunately, 
due to the extremely narrow bandwidth (≤0.5%) no conventional device is available. The 
HTS filter can be designed to have very narrow band and very high rejection with very 
small loss, so it is expected that it can help to improve the anti-interference ability of the 
wind profiler without even tiny reduction of its sensitivity. In fact, because the LNA was 
also working at a very low temperature in the HTS subsystem, the sensitivity of the whole 
system will actually be increased. To prove these, two stages of experiments have been 
conducted and the performance of the conventional wind profiler was compared with the 
so-called HTS wind profiler, i.e., the corresponding part (the front-end, i.e., the LNA) of a 
conventional radar being substituted by the HTS subsystem. The first stage experiments are 
sensitivity comparison tests and anti-interference ability comparison tests, by measuring the 
sensitivity and the anti-interference ability with quantitative instruments such as signal 
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generator and frequency spectrometer, etc. The second stage experiments are the field trail 
of superconducting meteorological radar with the conventional counterpart, which will be 
introduced in next section.  

4.2.1 Sensitivity comparison experiments 
The circuit diagram for the experiment is shown in Fig. 20. In this experiment, an IFR2023B 
signal generator was used as a signal source whose output frequency was set to the wind 
profiler operating frequency. The signal is emitted from a small antenna and received by the 
antenna of the radar system. The received signal reaches the radar receiver front-end (in Fig. 
20 between B and C) via the R/T switch, then passes the down-converter and finally is 
converted as the intermediate frequency (IF) signal. The IF signal is then sent to a frequency 
spectrometer (HP E44118) and finally being measured. The wind profiler sensitivity is 
defined as the signal source output power (in dBm) when the measured signal-to-noise ratio 
of the intermediate frequency signal is equal to 1.  
During the experiment the sensitivity of the conventional system was measured first. Then 
the conventional front-end (i.e., the LNA, in Fig. 20 between B and C) of the wind profiler 
was replaced by the HTS subsystem (in Fig. 20 between B’ and C’). Here a “HTS Filter + 
LNA” configuration was used instead of a “LNA + HTS Filter” configuration in order to 
avoid saturation of the LNA. Due to the very small insertion loss of the HTS filter, this 
configuration should not have any noticeable effect to the dynamic range of the LNA. The 
measured data show that the sensitivity of the profiler employing HTS subsystem is –43.6 
dBm, the sensitivity of the system employing the conventional front-end is –39.9 dBm. Thus 
we get that the sensitivity of the HTS subsystem is 3.7 dB higher than that of the 
conventional subsystem. 
 

 
Fig. 20.  The circuit diagram for the sensitivity comparison experiment 

4.2.2 Anti-interference ability comparison experiments 
The circuit diagram for the experiment is similar to Fig. 20. The difference is that in this 
experiment the signal source was linked to point A, bypassing the receiving antenna and 
introducing an interference signal with a frequency of 1323 MHz. Similar to Experiment 
4.2.1, the IF signal is monitored by a spectrum analyzer while the interference signal is 
gradually increased. The anti-interference ability is defined as the power of the interference 
signal (in dBm) when the IF output is about to increase. The measured data show that for 
the conventional subsystem, an interference signal as low as –92.4 dBm brings influence to 
the wind profiler, whereas for the HTS subsystem the corresponding value is –44 dBm. It 
can thus be concluded that the anti-interference ability of the HTS subsystem is 48.4 dB 
higher than that of the conventional subsystem.  
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4.3 Field trail of superconducting meteorological radar 
As already mentioned the wind profiler measures the wind of the sky above the radar site in 
three directions and produces the wind charts correspondingly. A typical wind chart of the 
east/west direction is presented in Fig. 21, where the horizontal axis is the wind velocity 
(m/s, corresponding to the frequency shift due to the Doppler effect) and the vertical axis is 
the height of the sky above the radar site (from 580 m to 3460 m with intervals of every 120 
m) corresponding to the time when different echo being received. The negative values of the 
wind velocity indicate the change in wind direction. Each curve in Fig 21 represents the 
spectrum of corresponding echo. The radar system measures the wind charts of the sky 
above every 40 seconds. The collected wind chart data are then averaged and analyzed at 
every 6 minutes so as to produce the wind profiles. 
The procedure of the second stage experiments (field trail) is as follows: firstly, the wind 
charts and the wind profiles were measured using the conventional wind profiler without 
any interference signal. Then an interference signal with a frequency of 1322.5 MHz and 
power of -4.5 dBm was applied and a new set of wind charts and wind profiles being 
obtained. Finally, the wind charts and the wind profiles were measured using the HTS wind 
profiler (the LNA at the front end of the conventional wind profiler being replaced by the 
HTS subsystem) with the same frequency but much stronger (+10 dBm) interference signal.  
It can be seen that a series of interference peaks appeared in the wind chart measured using 
the conventional wind profiler while the interference signal was introduced (Fig. 21 (b)). 
However, no influence of the interference can be seen at all in the wind charts produced by 
the HTS wind profiler (Fig. 21 (c)), even when much stronger (up to +10 dBm) interference 
signal being applied. Moreover, the ultimate height of the wind in the sky being able to be 
detected reaches to 4000 meters when HTS subsystem was used (Fig. 21 (c)), in contrast with 
those of 3400 meters of conventional ones (Fig. 21 (a) and (b)), which is consistent with the 
picture that sensitivity of the HTS radar system is higher than that of the conventional 
system. 
 

 
                   (a)                                                      (b)                                                  (c) 

Fig. 21.  Wind charts produced by (a) using the conventional wind profiler without 
interference, (b) using the conventional wind profiler with  interference (1322.5 MHz, -4.5 
dBm), (c) using the HTS wind profiler with interference (1322.5 MHz, +10 dBm)  
Fig. 22 shows the wind profiles produced from the wind charts measured in the same day 
by the conventional wind profiler and the HTS wind profiler, respectively. It can be clearly 
seen that the conventional wind profiler cannot attain wind profiles above 2000 m due to the 
influence of the interference signal, which reproduced the phenomena observed in Fig 19. 
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On the contrary the HTS wind profiler functioned well even with much serious interference 
signal.  
 

 
Fig. 22. Wind profiles obtained under three different conditions by the conventional wind 
profiler and the HTS wind profiler, respectively 

5. Summary  
Due to the atrocious electromagnetic environment in UHF and L band, high performance 
pre-selective filters are requested by the meteorological radar systems, e.g. the wind 
profilers. Unfortunately, due to the extremely narrow bandwidth (≤0.5%) no conventional 
device is available. To solve this problem, an ultra selective narrow bandpass 10-pole HTS 
filter has been successfully designed and constructed. Combining this filter together with a 
low noise amplifier (LNA) as well as a cryocooler, a HTS receiver front-end subsystem was 
then constructed and mounted in the front end of the receiver of the wind profiler. 
Quantitative comparison experiments demonstrated that with this HTS subsystem an 
increase of 3.7 dB in the sensitivity and an improvement of 48.4 dB in the ability of 
interference rejection of the radar were achieved. Field tests of this HTS wind profiler 
showed clearly that when conventional wind profiler failed to detect the velocity and 
direction of the wind above 2000 meters in the sky of the radar site due to interference, the 
HTS wind profiler can produce perfect and accurate wind charts and profiles. A 
demonstration HTS wind profiler is being built and will be installed in a weather station in 
the suburb of Beijing. Results of this HTS radar will be reported in due course.  
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