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Preface

We live in the Information Age. This term often alludes to the global economy's shift in
focus away from the Industrial Age. The relatively recent field of information technology
concerns the use of computer-based information systems to convert, store, protect, process,
transmit and retrieve information. Technological advances in this field have changed life-
styles all over the world.

Some years ago a well-known book captured one of the essences of the ongoing changes.
It discusses similarities and differences between products made of atoms and products
made of bits. It was pointed out as it is becoming more and more cheaply and quickly mak-
ing - or better saying “modelling” - a bits made copy of a product (for instance a letter)
and ship it around the world at very low cost. The negative historical connotation of the
word “simulation”, that referred to the meaning of let appear events different from reality,
quickly faded out, giving way to the modern and among all accepted meaning of virtual re-
production of physical systems.

Since 1960’s the idea of emulating reality in a computer environment rapidly spread
among researchers, being accepted as one of the most powerful tool both for understanding
phenomenological aspects of a chosen physics and for predicting functional or operative
conditions of technological systems. The main concept standing on the basis of the simulat-
ing approach consists in numerically solving a mathematical model that governs a chosen
physical system, whose the analytical solution is not known or difficult to reach for a spe-
cific application. In spite of many efforts spent in the past for formulating accurate and ro-
bust algorithms for solving mathematical models, the effectiveness of that approach
strongly depends on computational resources. This explains why we are only since few
years attending at the large scale diffusion of the simulating approach in solving both scien-
tific and industrial problems.

The advances in computer hardware have led to new challenges and opportunities for re-
searchers aimed at investigating on complex systems. The actual computational speed and
capability, very often related to the opportunity of exploiting parallel distributed memories
and processors, allow to carry out simulation of real world problems, characterized by in-
terdependent effects of multiple, coupled and simultaneous physical phenomena, whether
they be structural, fluid, acoustic, chemical, electromagnetic or thermal in nature.



\

This book collects original and innovative research studies concerning modeling and
simulation of physical systems in a very wide range of applications, encompassing micro-
electro-mechanical systems, measurement instrumentations, catalytic reactors, biomechani-
cal applications, biological and chemical sensors, magnetosensitive materials, silicon pho-
tonic devices, electronic devices, optical fibers, electro-microfluidic systems, composite ma-
terials, fuel cells, indoor air-conditioning systems, active magnetic levitation systems and
more. Some of the most recent numerical techniques, as well as some of the software among
the most accurate and sophisticated in treating complex systems, are applied in order to ex-
haustively contribute in knowledge advances.

Heterogeneous just at first sight, all original contributions collected in this book are
strictly jointed by a recursive leitmotiv: recognized as one of the keys for the present and fu-
ture developing in numerical simulation, the multi-physical based analysis can be credited
as the most important modelling tool for the complex systems comprehension.

Editors

Giuseppe Petrone and Giuliano Cammarata
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Braking Process in Automobiles: Investigation
of the Thermoelastic Instability Phenomenon

M. Eltoukhy and S. Asfour
Department of Industrial Engineering, College of Engineering, University of Miami
USA

1. Introduction

During the braking action, the kinetic energy produced at the wheel is transformed into heat
energy, which doesn’t dissipate fast enough into the air stream from the brake to the brake
disk; as a result, the thermal conductivity plays a critical role in handling such heat
generated.

Thermal judder, which is a result of non-uniform contact cycles between the pad and the
disk brake rotor, which is primarily an effect of the localized Thermo-Elastic Instabilities
(TEI) at the disk brake rotor surface. Localized TEI act at the friction ring surface generating
intermittent hot bands around the rubbing path which may in turn leads to the development
of so-called hot spots.

In this chapter a case study regarding a transient analysis of the thermoelastic contact
problem for disk brakes with frictional heat generation, performed using the finite element
analysis (FEA) method is described in details. The computational results are presented for
the distribution of the temperature on the friction surface between the contacting bodies (the
disk and the pad).

Also, the influence of the material properties on the thermoelastic behavior, represented by
the maximum temperature on the contact surface is compared among different types of
brake disk materials found in the literature, such as grey cast iron (grey iron grade 250,
high-carbon grade iron, titanium alloyed grey iron, and compact graphite iron (CGI)),
Aluminum metal matrix composites (Al-MMC'’s), namely Al203 AI-MMC and SiC AI-MMC
(Ceramic brakes).

This comparison was performed in order to improve the conceptual design of the disk
brakes. The results obtained from the suggested model are compared with actual
measurements obtained from experiments performed by Cueva et al.(2003). The FEA results
were in excellent agreement with the actual measurements reported by Cueva et al. for all of
the suggested brake disk materials.

A comparison between two different brake disk rotor designs was performed as well in
order to study the effect of the perforated brake disks on the maximum temperature, the
temperature distribution, and the heat flux produced under the same braking conditions.
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1.1 Braking process

By pressing the brake pedal the car transmits the force from the driver’s foot to the brakes
through a fluid then the brakes transmit the force to the tires by friction, as a result the tires
transmit that force to the road using friction as well. Figure 1 depicts a simple braking
system. One important conclusion can be drawn from the shown figure, that the force
applied by the driver is multiplied by a certain factor (about 36) through two mechanisms,
first is through the distance from the cylinder to the pivot, and second is the difference in
the brake cylinder compared to the pedal cylinder.

Pedal
cylinde

Rotar

Brake
cylinde

Pedal

Figure 1. Simple braking system

In this chapter, the main type of brakes that are investigated is the single-piston floating
calliper disk brakes. Figure 2 shows the main components of that type of disk brakes, which
are; the calliper, the rotor, and the pads.

Caliper
Rotor

X /
Brake £

Pads

v

L2
Figure 2. Disk brake components

2. Vehicles Dynamics

Load transfer refers to the shifting of weight around a vehicle during acceleration. This
includes braking, and deceleration. It is important to differentiate between two terms that
are used, in the literature, interchangeably although they are not synonymous; load transfer
and weight transfer. The difference between the two terms is that, load transfer is an
imaginary shift in the weight due to acceleration while the weight transfer involves the
actual movement of the vehicle’s centre of gravity relative to the wheel axes. These two
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terms are used to describe the redistribution of the total vehicle load among the different
tires. The traction at each wheel to accelerate the vehicle in such direction is affected by load
transfer; if the load is equally distributed among the tires then more total traction will be
available.

The main forces that accelerate a vehicle occur at the tires' contact patches. Since these forces
are not directed through the vehicle's CoG, one or more moments are generated whose
forces are the tires’ grip forces, the other one, which is equal in magnitude but opposed in
direction, is the mass inertia located at (CoG). These moments cause variation in the load
distributed among the tires.

According to Newton’s second law written for the x-direction (see Fig.3.), the braking forces
can be written as:

Figure 3. The major forces acting on the vehicle

Fx:M.ax:—%Dx:—Fﬁ—Frx—Da—Wsin@ 1)
Where:
F.: Forces in the x-direction D,: Linear deceleration
M: Mass Ftx: Front braking force
ay: Acceleration in the x-direction Fix: Rear braking force
W: Body weight D.: Aerodynamic drag
g: Gravitational acceleration O : Uphill grade

A number of important terms related to the braking performance are described below; these
terms are constant deceleration, rolling resistance, and aerodynamic drag.
Constant deceleration
Based on the assumption that the forces acting on the vehicle will remain constant during
the braking application, and according equation (1), the following can be obtained:
_F __adr

K VR @
Where:
Fi: The total deceleration forces in the x-direction
V: Velocity
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Assume that the vehicle initial velocity is V1 and the final velocity is V2, and the time
needed for the velocity to be changed from V1 to V2 is T. By integrating equation (2) the
following will be obtained:

V. r
2dV=—iJ'dz 3)
" M Jo

F,
V-V, =T 4
1=, (4)

In case of complete stop (V2=0), and according to the relationship between distance and
velocity, the distance (Xs) and time (Ts) needed for the vehicle to reach complete stop can be
determined as follows;

2
Xy = ﬁ ©)
X
v
I=7- (6)

Rolling Resistance

This resistance helps the brakes stopping the vehicles; a typical value to this type of
resistance is 0.3 ft/sec2.

Aerodynamic Drag

Depends on the dynamic pressure, and its proportional to the speed squared. This type of
drag is to be neglected at low speeds.

3. Thermo-Elastic Instability (TEI)

As shown before, the brake pads squeeze against the rotor, thus friction between the pads
and the disc slows the vehicle down. The brakes then have to remove the kinetic energy
from the vehicle, and in turn it converts it into heat.

Frictional heat generated due to friction as well as the thermoelastic deformation alters the
contact pressure distribution between the two contacting surfaces , as a result and above a
certain speed (critical speed), hot spots are observed due to the localization of heat
generated (Barber, 1969 and Kennedy & Ling, 1974). Hot spots can be a source of frictional
vibrations known as hot judder (Zagrodzki, 1990).

Once the brake pads come in contact with the sinusoidal surface during braking severe
vibrations are induced. Thermal stresses due to high temperatures may induce a number of
unfavorable conditions such as surface cracks and permanent distortions. Frictional heating,
thermal deformation and elastic contact in sliding contact systems affect the contact pressure
and temperature on the friction surfaces.

Accordingly, TEI imposes design constraints on systems such as automotive brakes and
clutches, thus it has been investigated by a number of researchers. The mechanism of TEI in
sliding systems involving frictional heating was first explained by Barber (1967), who
observed experimentally the resulting hot spots in railway brakes. Kennedy and Ling (1974)
were first to obtain numerical simulations of thermomechanical behaviours occurring in
aircraft-type multidisk brakes.
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Zagrodzki et al.(1990) implemented a transient finite element simulation for the 2-D
thermoelastic contact problem of a stationary layer between two sliding layers with frictionally
excited thermoelastic instability using the Petrov-Galerkin algorithm. Choi and Lee developed
a finite element model for an axisymmeric coupled thermoelastic contact problem simulating a
disk brake and investigated the TEI phenomena of disk brakes during the drag braking
process.

3.1 Thermo-Mechanical Distortion of Disk Rotors

Due to the non equilibrium thermal expansion of the rotor, increase in the thermal
deformation takes place which in turn results in further localization of the friction contact.
Thermal deformation contributes to a number of geometrical distortions in the disk rotor, it
may lead to warped friction ring (thermal buckling), and also it may results in disk coning
(Sterne, 1989). The thermal judder phenomenon may also lead to radial cracking as a result
of the high generated compressive hoop stresses and / or plastic flow of the rotor surface.
The pattern of surface temperature variation in the radial direction of the friction ring being
seen to be the same for both sides of the friction ring. Lateral / axial, Side-face RunOut of
the disc brake rotor has also been shown to make some contribution to the phenomenon of
hot spotting and thus to thermal judder (Inoue, 1986). As a result of the high thermal
stresses involved, permanent deformations of the rotor geometry may also persist beyond
the braking applications where judder phenomena are experienced. Also, the occurrence of
hot spots places high thermal load on the rotor material and may lead to phase
transformations within the cast iron.

A number of approaches have been suggested to help solving the thermal judder problem,
these approaches have in common that they try improving the distribution of the heat
generated, some of the solutions suggested includes improving the thermal conductivity
and specific heat capacity of the rotor material, and reducing the friction contact arc length.

4. Case study

4.1 Problem definition

During the braking action, the kinetic energy produced at the wheel is transformed into heat
energy, which doesn’t dissipate fast enough into the air stream from the brake to the brake
disk, because of that, one of the disk brake material properties; the thermal conductivity plays
a critical role in handling such friction heat generated. Thermal judder occurs as a result of
non-uniform contact cycles between the pad and the disk brake rotor, which is primarily an
effect of the localized Thermo-Elastic Instabilities at the disk brake rotor surface.

Localized TEI act at the friction ring surface generating intermittent hot bands around the
rubbing path which may in turn leads to the development of so-called hot spots (Eggleston,
2000).The mechanism of the TEI phenomena taking place during the braking process has
been of interest to many researchers (Lee, 2000; Jang & Khonsari, 2003; Lee & Brooks, 2003;
Dufrenoy, 2004; Jacobsson, 2003).

The suggested FEA model simulates the braking action by investigating both the thermal
and elastic actions occur during the friction between the two sliding surfaces (the disk brake
and the pad). The TEI phenomenon of disk brakes is investigated during repeated brake
cycles. Also, the influence of the material properties on thermoelastic behaviours is
investigated to facilitate the conceptual design of the disk brake system.
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4.2 Methodology

In this case study (Based on the work done by Eltoukhy et al., 2006) an assumption has been
made that the thermomechanical phenomenon of each disk are in symmetry about the disk’s
mid-plane. Also, the wear action taking place during the braking process, resulting from the
friction between the disk brake and the pad, is assumed to be so small and thus to be
neglected in the analysis.

The simulation was divided into two parts: thermal and elastic. During the analysis, the
braking parameters are set to certain values based on the values that have been stated in the
literature. These parameters include the rotational speed of the disk brake and the cycle of
the pressure applied. Figure 4 depicts the change in pressure during the braking process,
and the time period of the different phases of, braking, dragging, and release.

As shown in figure 4, it is assumed that the pressure will first increase linearly until it
reaches the maximum value Prax (point A to B) within a period of time depends on the
vehicle’s dynamics, then the pressure remains constant (point B to C), then it drops to zero
(point D).

The governing equation for the transient heat transfer problem is:

oT
pC§+V-(—kVT) =Q-pCu-VT ®)
Where:
P . Densit k : Thermal conductivity
C . Heat cgpacity Q : Heat source or heat sink
T :Temperature C » + Specific heat capacity

u : Velocity filed

While the governing equation for the elastic problem is:

p—z—V'CVH:K (9)
ot
Where, K is the force vector.
A Pressure
(MPa) Direction of progression
[ [\ —_ [\ [
T il ’ :
Time

Figure 4. The change in the applied Pressure during the braking process
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Boundary Conditions
Figure 5 shows the boundary conditions assumed during the simulation of the heat transfer
problem.

Disk rotor

Pressure, P

Heat source

I 2 2 T 2

Conduction Conduction

\AA

Disk

Figure 5. Heat transfer boundary conditions

The boundary conditions stated for the elastic problem are shown in figure 6.

Pressure, P

ved bbbl

u Pad

<

Disk

& & & & &

Figure 6. Elastic problem boundary conditions

The objective of this case study is to simulate the thermoelastic phenomenon taking place
during the braking process. In addition, a comparison of the thermal behavior of the different
brake disk materials found in the literature. Another comparison is performed between two
different brake disk designs (perforated and the notched disks), in which the temperature
distribution and the heat flux developed under the same operating condition was conducted.
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The comparison performed between different types of brake disk rotor materials reported in
the literature, was namely between grey cast iron (grey iron grade 250, high-carbon grade
iron, titanium alloyed grey iron, and compact graphite iron (CGI)), Aluminum metal matrix
composites (AI-MMC'’s), namely Al203 AI-MMC and SiC Al-MMC (Ceramic brakes). The
comparison was performed in order to improve the conceptual design of the disk brakes.
The results obtained from the model were compared with actual measurements obtained
from experiments performed by (Cueva et al.,, 2003). Also, a comparison of the different
brake disk designs was performed in order to study the effect of the perforated brake disks
on the maximum temperature, temperature distribution, and the heat flux produced as well,
under the same braking conditions.

The elastic problem was simulated in order to investigate the mechanical action taking place
at the disk’s contact surface during the braking process, the deformation obtained from the
elastic problem was relatively small (200 pm).

4.3 Results

The developed finite element analysis model contains a total of 278 elements and 597
degrees of freedom, while the time step used during the numerical computation was
0.01sec. The initial temperature used during the simulation was set as 20 °C.

Figure 7 depicts one of the typical temperature distributions developed using the suggested
finite element analysis model. It's shown how the temperature increases further from the
centre of the disk rotor to the point of the maximum temperature within the contact area
between the disk and the pad, and then it decreases.

160

140

N\
/ \
) / N

60

Temperature (C)

40

20

0.00 0.02
X (m)

Figure 7. Typical temperature distribution produced during the braking process



Braking Process in Automobiles: Investigation of the Thermoelastic Instability Phenomenon 9

300

270 +

240 |-

temperature, T(°C)

—e— Suggested FEA model
180 | o —6— Ji-Hoon Choi et al

150 Il | 1 1 L
0.08 0.08 0.10 0.11 0.12 0.13

radius, r(m)

Figure 8. Comparison between the temperature distribution plot obtained by Choi et al.
(2004) and the suggested model output

A comparison between the produced temperature distribution using the proposed finite
element analysis model and the distribution presented by Choi et al. (2004), under the same
operating conditions, is shown in figure 8. A very close fit between the proposed model and
the one developed by Choi et al. was obtained.

Figure 9.a presents a 3D plot of the temperature distribution along the contact surface
during and after the braking action (time steps 1 to 10 s). While figure 9.b shows the line plot
of the temperature distribution at each time step during the same periods of time. As shown
in the figure, the temperature produced increases till it reaches its maximum value at the
time step 4s, then it decreases after the applied pressure is released.

The temperature distributions during the braking process at 4 different time instants (1,3,4,
and 5 seconds) are shown in figure 10 for one of the brake disk materials investigated,
namely GI250.

As shown in the figure, at time step 5sec. localization of the heat generated is noticed, which
is represented by the dark area on the contact surface, resulted in the development of a hot

spot.
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Figure 9. a) 3D temperature distribution during a 10 seconds time period. b) Temperature
distribution plot at the different time steps
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Figure 10. Change of the surface temperature across the disk brake, at time steps, 1, 3, 4, and 5s
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A comparison between the temperature distributions produced during the braking process
for the suggested different brake disk materials is shown in figure 11, as shown in the figure,
the temperature distributions along the contact surface are plotted for the suggested disk
materials, figure 11.a shows the temperature produced at an applied pressure of 4 MPa,
while figure8.b shows the temperature distribution produced at a pressure of 2 MPa.

From figures 11l.a and b it can be concluded that both the Aluminum Metal Matrix
composites and the ceramic brakes give better temperature distribution than the carbon-
carbon composites. In other words, the AI-MMC'’s and the ceramic brakes provided evenly
distributed temperature than the carbon-carbon composites, i.e. no localization of heat is
expected compared to the carbon-carbon brakes.

In order to validate the proposed model and testing how accurate the model is, the
maximum temperature obtained from the proposed model were compared to the actual
measurement performed. A comparison was performed between the maximum temperature
produced during the braking process using the proposed finite element analysis model and
the actual measurements performed by Cueva et al. (2003), which is shown in table 1.

In their study, Cueva et al. measured the actual temperature produced during the braking
process for 4 different types of iron, at different values of the applied pressure, as shown in
the table a maximum difference of 10% between the calculated and the measured
temperature was obtained. That percentage difference was considered as an accepted
deviation between the simulated and the actual maximum temperature values produced.

Actual Simulated Differ- | Actual Simulated Differ-
temperature |temperature |ence temperature temperature |ence
(°C) at4MPa | (°C) (%) (°C) at2MPa | (°C) (%)
GI250 200 £10 190 5 90 £5 86 4.4
GIHC 210 £10 189 10 85 15 82 3.5
GI250Ti |210 +10 191 9 95 +5 94 1
CaGl 240 £10 219 8.75 115 +5 107 7

Table 1. comparison between the actual temperature measures by Cueva et al. and the
simulated values obtained from the suggested finite element analysis model

Also, another comparison between two brake disk designs was conducted, in which the
perforated and the notched disks were compared from the point of view of the temperature
distribution and the heat flux as well. Figure 12 shows the temperature distributions for the
two mentioned designs. Figure 12.a shows both the temperature distribution and the heat
flux produced in the perforated disk brakes at time steps 4 and 10 s.

On the other hand, figure 12.b illustrates both the temperature distribution and the heat flux
for the notched disk at the same time steps. As shown in Figure 12.a and b, both the
perforated and the notched disks provided better results as far as the temperature
distribution and the heat flux compared to the solid disk brakes, despite the fact that the
maximum temperature produced is the same. It can be also concluded that the perforated
disks gives better temperature distribution and heat flux compared to the notched ones.
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Figure 11. Comparison between the temperature distribution produced in Grey CI,
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Figure 12. Comparison between the temperature distribution and the heat flux produce in
a) the perforated disks b) the notched disks
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4.4 Discussion

A finite element analysis model was developed in order to investigate both the thermal and
mechanical behaviours taking place between the disk brake and the pad, during the braking
process. The developed model was compared with actual measurements performed by
Cueva et al. (2003) in order to validate the proposed model, and it showed very close
simulated results compared to the actual ones. One of the obtained temperature
distributions obtained during the braking action using the proposed model was compared
to the one obtained by Choi et al. (2004) and it showed an excellent agreement.

The temperature distributions produced for five different disk’s materials (Grey CI, CGI,
GI250, Ceramic, and AI203) were compared to each other. Among the investigated
materials, the ceramic and AI203 disk showed a better thermal behaviour during the
braking process, as far as the maximum temperature and the temperature distribution
produced, thus eliminating the localization of the produced heat, which means minimizing
the probability of having hot spots.

Another comparison was performed between the perforated and the notched disks, in
which the two designs were investigated under the same braking conditions. It was found
that despite the fact that the maximum temperature produced in both was the same; the
perforated disks produced better temperature distribution as well as heat flux as compared
to notched disks.

An interesting article by Kevin C. (2006), published at the New York Times, discussed the
potential of the ceramics disk brakes and how that type of brakes represents the future of
the disk brakes, he also mentioned a number of advantages that it possess, yet taking in to
consideration the high cost of such rotor material. One of the advantages that the ceramic
disk brake possesses is the outstanding hardness, the ability to maintain its strength and
shape at extremely high temperature conditions, and more importantly it's considerably
light in weight (almost half the weight of the conventional iron disk brakes).

One of the good reasons to consider the ceramic brakes is that they are light weight which
will help reduce the weight of the vehicle which in turn will allow car manufacturers to
meet the corporate average fuel economy standard (CAFE), which is now mandatory upon
automakers. The importance of reducing the weight of the disk brakes in particular is
because that as a vehicle accelerates, its rotating parts require more energy to accelerate than
non rotating parts like engine blocks. This is because they gain energy from both their
accelerating forward motion and from their increasingly rapid rotation and this gives brake
discs a special importance in fuel economy.
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1. Introduction

Photoacoustic spectroscopy is based on the photoacoustic effect, that was discovered in 1880
by A. G. Bell (Bell, 1880). One year later, W. C. Rontgen published a paper on the application
of photoacoustic spectroscopy on gas (Rontgen, 1881). Sensors based on the photoacoustic
effect are devices which allow the detection of molecules of very low concentration. It is
even possible to discriminate different isotopes of one molecule.

In a photoacoustic sensor (PAS) a gas sample contained in the measuring cell is subjected to
a laser beam. The wavelength of the laser is tuned to a vibrational or rotational line of the
searched molecules. The technique takes advantage of the fact, that absorbed
electromagnetic radiation is due to non-radiant transitions partially transferred into thermal
energy of the surrounding molecules. This leads to an increase of the pressure in the sample. A
modulated emission generates a sound wave. The resulting acoustic wave is detected by a
microphone and phase-sensitively measured. A typical set-up for photoacoustic investigation
is shown in Figure 1.

To detect low molecule concentrations one enhances the microphone signal by utilizing the
acoustic resonances of the measuring chamber. The achievable amplification depends on the
shape of the resonator and on the precise coupling of the laser profile and the acoustic
modes. Experimental investigations of different PAS set-ups are very time consuming and
expensive. Addressing the related questions numerically is much more efficient.

The theoretical treatment of PAS has a long history. Analytical calculations have been
performed for cylinder shaped resonators, which play an important role among the variety
of measuring chambers. Resonator shapes of higher complexity, however, are not
amenable to these methods. Numerical techniques like the finite element method (FEM)
represent a suitable tool to investigate such systems.

Generally, the investigation of the excited gas requires the solution of a system of coupled
partial differential equations. The FEM allows the treatment of such coupled problems.
However, this is rather computer time consuming and, considering the numerous design
variants, should be avoided. In literature, methods are discussed, that allow to circumvent
the coupled problem. We combine these methods with the FEM and are now able to
calculate the photoacoustic signal for arbitrary resonator shapes. This offers the possibility



18 Recent Advances in Modelling and Simulation

to compare different photoacoustic cells by numerical means. In this paper we review the
applied methods and compare the achieved results with experimental data.

photoacoustic cell

\ | / LASER beam
71N
chopper microphone

signal

reference -
lock-in analyzer

Figure 1. Principle set-up of a photoacoustic sensor used for the investigation of gaseous
samples

2. Photoacoustic spectroscopy

2.1 Absorption of the radiation field
If a sample is irradiated with resonant light, a small fraction of the molecules is excited from
the ground state E; into an energetic higher level E; by absorption of photons of the energy

hy = EQ — El. (1)

Here, v is the frequency of the radiation and h is Planck’s constant. The intensity Iaps
absorbed in the sample can be derived from Lambert-Beer’s law

Iabs = IO(l - e_aL)? (2)

where Iy is the input intensity and L the cell length. This applies for linear absorption, i. e. no

saturation or multi-photon absorption (Haken & Wolf, 1993).

The absorption coefficient c of the transition E; to E; is defined by
OZ=O'(N1—'N2). (3)

N1 and N> are the population densities of the ground state E; and excited state E,

respectively, and o is the absorption cross-section of the transition. If the upper level E; is

not thermally populated, Nj is approximately the total population density N

N1~ N (4)
and the absorption coefficient & becomes
a=coN. ()

The change of the population density N> of the higher level E; is derived from the number of
molecules that are excited from E; to E>, minus the number of those, that relax from E, to E;.
Collisional excitation is negligible, as long as hv > kgT , with Boltzmann’s constant kg and
the gas temperature T (Zharov & Letokhov, 1986). This condition is fulfilled at room
temperature in the near and mid infrared spectrum (vibrational transition). Only the
excitation by absorption of hv as well as the relaxation through fluorescence and collision
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have to be considered. With the excitation rate R and the time constant 7 of relaxation, the
rate equation is as follows
dN:
—2=NR-Nor%. ©)
dt
The relaxation rate 7-1 can be expressed as the sum over the reciprocal time constant 7,71
for non-radiant relaxation and the reciprocal time constant 7,~for radiant relaxation

—1 = -1
T =T T s %)
For the infrared region it applies that 7> 7. Therefore, we can use the simplification
-1 -1
T =Ty - (8)

The excitation rate R of the molecules in the ground state equals
R=Uco )

where the irradiated photon flux W is, for a harmonically modulated source, given by the
real part of

U = Uy(1 +e“?). (10)

For the generation of a photoacoustic signal, only the time dependent term with the
modulation frequency w is relevant. Using Equation (9) and (10) in Equation (6) leads to the
solution of the rate equation

NU :
— R0 i(wi—¢)

5 =

V1+ (wr)? (11)
For the phase shift ¢ between the population density N of the higher level and the photon
flux applies (Zharov & Letokhov, 1986)

¢ = arctan(wr). (12)

2.2 Production of heat

The heat production by non-radiant relaxation is given by the number of molecules in the
higher level multiplied with the rate of non-radiant relaxation 7,1 and the average energy
per molecule hv

H = Nohvr[t (13)
Using Equation (11) in Equation (13) together with the simplification Equation (8) results in
H = Hoei(Wt7¢) (14)

with the phase shift ¢ from Equation (12) and the amplitude
_ Nol 0

Hy = e
V14 (wr) (15)

The amplitude Iy of the radiation intensity is described by
I() = \I/th/ . (16)
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For low modulation frequencies with w < 106 s-1 it follows that w7 << 1 and Equation (15)
can be simplified to

HU :N(TIU, (17)

with the phase shift ¢ being practically zero, according to Equation (12). With the time
dependent and position dependent radiation intensity I (7, t)as well as Equation (5) and the
simplification Equation (4), the heat production in the gas can be derived to

H(7,t) = al(Ft). (18)

Equation (18) applies as long as the modulation frequency is not higher than the kHz-range,
i. e. wK 7, and saturation effects are negligible, i. e. R < 71 It is assumed that the
absorbed energy is completely transferred into heat via inelastic collisions.

2.3 Cell geometry and resonance

A specialty of the PAS, compared to other spectroscopic techniques, is taking advantage of
acoustic resonances of the sample cell. Constructive interference of the sound waves leads to
the formation of a standing wave in the sample cell, that allows for a signal boost and hence
for an immense enhancement of the sensitivity. The prevalent geometry of sample cells is
cylindrical, however, a large variety of other cell shapes has been investigated (Miklos et al.,
2001). In (Wolff et al., 2005) the so called T cell has been introduced (see Figure 2 and Table
1). The advantage of the T cell compared to the cylinder cell is that this design allows
independent optimization of the key parameters affecting sound generation and signal
enhancement.

>

resonance
cylinder

diminution

absorption
cylinder

Figure 2. T cell. For technical reasons there is a diminution at the connection of absorption
and resonance cylinder

Absorption Cylinder Diameter D4 =26 mm
Length La=82mm
. Diameter Dr=11 mm
R 1
esonance Cylinder Length Ix=10-140 mm
Diminuti Diameter Dp =89 mm
tution Length Lp=2mm

Table 1. Dimensions of the photoacoustic T cell. The length of the resonance cylinder is
adjustable
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3. Theoretical treatment of the sound field

3.1 Balance equations

For the calculation of the pressure distribution inside a cavity and at resonance, it is
required to include loss. Therefore, the lossless wave equation is not an appropriate
description of the fluid dynamics. Since it is well known, that loss in the PA resonator
appears mainly at its walls, the inclusion of a loss term in the wave equation is also not a
proper approach for the problem at hand. Balance equations, however, represent an
adequate starting point. In this case, the continuity equation (mass balance)

Dp -
A = 19
Dt+pV u =0, 19)

(D/Dt substantive derivative, p density, © velocity), the Navier-Stokes equation
(momentum balance)

0t S 2o, 1 > o
pop = ~Vp+ Vi (gn+ V(Y- 1) (20)
(p pressure, 1 coefficient of viscosity, u expansion coefficient of viscosity) and the equation
that expresses the energy balance (1. law of thermodynamics) are required. In the present
context the 1. law is most useful in the form (Temkin, 1981)

DT Dp o = 2
perpy AT =V (RVT) + <N = 577) (es)? + 2neie5 1)

(cp specific heat at constant pressure, T absolute temperature, 3 coefficient of thermal

expansion, K coefficient of heat conduction, €;; := % (g:’, + a—Z]) rate of strain tensor).
] k3

These partial differential equations have to be supplemented by an equation of state
(equilibrium conditions are assumed to be approximately appropriate except for very high
frequencies), i. e.

p=p(p,T). 22)
This results in six equations for the six field quantities a,T, pand p.

A first step towards the solution of these equations is linearization. All field quantities
except U are split into a large static and a small varying (acoustic) part:

T(’F, t) = T0+T(F7t)v (23)
p(Ft) = po+p(7t), (24)
p(Ft) = po+ p(Ft). (25)

U is assumed to be small. Insertion into the differential equations and dropping all terms,
that are proportional to small quantities, leads to the linearized counterparts of the balance
and state equations. When combined, the following two equations can be derived (Morse &
Ingard, 1981):

=0 ’)/ 82 8 =9 w5 i~ . .
Vh= 553 e V) (0 — avT) (modified wave equation) (26)
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and

2o~ O [~ ~v—1
2 - g .
T=——|T- .
l.cV 5 < o p) (modified heat equation) (27)

7 denotes, as usual, the ratio of the specific heat at constant pressure cp to the specific heat at
0, .
constant volume cy and oy = (5‘%)‘/. c refers to the speed of sound. The characteristic

lengths [, and [,; are defined in Section 3.3. The quantity of greatest interest  decouples
from all field quantities but from 7.

3.2 Reduction to an uncoupled problem

In order to avoid the coupled system (Equations (26) and (27)) different possibilities of

simplification are possible:

1. Disregard heat conduction (k = [,; = 0). In this case, temperature and acoustic pressure
are proportional to each other (T = (y — 1)p/(ay~)) and ¥(p — avT) equals 3,

which implies

- 1 (o =
V=525 e V2 | B. 28
P=a (8752 ot B 29)
The problem decouples and the resulting wave equation includes a dissipative term.
2. Maintaining heat conduction and assuming l. = [, leads to the following modified
wave equation
- 1 [/ 0? 0 =
V== |75 — eV P (29)
c? <(’9t2 7t ¥
where [ is the mean value of I, and [, (Hess, 1989).
The mathematical structure of the two differential equations is identical. Performing a
Fourier Transformation, we obtain
k2

ﬁzp(f:w) =+ ('F: w) =0

1—iAk? (30)
where A = [, in the first case and A = 4l in the second case. p(7,w) is the Fourier
transform of the acoustic pressure p(7,t) and k = £ is the wave number. In the case of
photoacoustic cells, the sound waves are a result of the interaction of the laser beam and the
molecules. Therefore, the differential equations above have to be supplemented by a source
term which accounts for the sound generation.

Instead of attempting to solve the differential Equation (30) we discuss a further solution
procedure that has been widely used in the theoretical treatment of photoacoustic cells of
cylinder shape (Kreuzer, 1977). Combined with the finite element method it can be applied
to cells of arbitrary geometry. Starting point is the loss free Helmholtz equation which
describes the generation and propagation of sound waves:

- . -1 .

V2p(F,w) + k*p(F,w) = 1w702 H(F,w) . (31)
H(7,w) is the Fourier transform of the power density H (7, t). Assuming that the absorbing
transition of the molecules is not saturated and that the modulation frequency of the light
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source is considerably smaller than the relaxation rate of the molecular transition, the
relation H(7,w) = oZ(7,w) applies, where 7 (7, w) is the Fourier transformed intensity of
the electromagnetic field and o is the absorption coefficient (see Section 2.1 and 2.2). It is
assumed that the walls of the photoacoustic cell are sound hard which is adequately
described by the boundary condition

dp
= 32
on 0, (32)

i. e., the normal derivative of the pressure is zero at the boundary.
It is well known that the solution of the inhomogeneous wave equation can be expressed as
a superposition of the acoustical modes of the photoacoustic cell:

p(fyw) = Z Aj(w)p; (7). (33)

The modes p;(7) and the according eigenfrequencies w; = ck; are obtained by solving the
homogeneous Helmholtz Equation

V2p(7) + k*p(7) = 0 (34)

under consideration of the boundary condition (32). Equation (33) requires the modes to be
normalized according to

/ pi - p; AV = Vodi; (35)
Vo

where V¢ denotes the volume of the photoacoustic cell and p; is the conjugate complex of p;.
The amplitudes A (w)of the photoacoustic signal are determined from

. Ajw
Aj(w) = e _ 2 J2 (36)
with the excitation amplitude
Aj=——— pi-ZdV. 37
! Vo Jw’ 7

The inhomogeneous Helmholtz Equation (31) does not contain terms that account for loss.
Therefore, loss effects are included via the introduction of quality factors Q; in the amplitude
Formula (36):

.Ajw

Aj(w) — A;(w) = Loz — w3 +iww; /Q;°

(38)

There is a whole collection of loss mechanisms, each contributing to the quality factor. The
combined effect of all loss mechanisms is calculated from

1 1
Q—jZXi:Q—;' (39)
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w(@)||u(x + dz)

T v &
Figure 3. Sound waves are accompanied by temperature waves. Heat flows from regions of
elevated temperature to regions of lower temperature (left). Due to the different fluid

velocity of neighboring fluid layers, viscosity results in shear stress and, therefore, in loss
(right)

3.3 Volume and surface loss
The wave equation for sound waves is derived under the assumption that the fluid behaves
adiabatically, i. e. thermal conductivity of the fluid is negligible. Then, no heat is exchanged
between neighboring pressure maxima and minima. If on the other hand this heat exchange
cannot be neglected, the energy density fluctuations will die out and the sound wave
dissipates (Figure 3, left). A second loss mechanism is due to viscosity. Neighboring layers
of the fluid move at different velocities when the sound wave travels through the resonator
(Figure 3, right). This generates shear stress and therefore, viscous friction. The characteristic
lengths of these loss mechanisms can be estimated by
4 n K

by = 3 pc and b, = PEsE (40)
These lengths are very small for many fluids of practical interest, which means that a
substantial attenuation occurs only after the wave has traveled over large distances. Stokes-
Kirchhoff loss due to viscosity and thermal conduction in the gas volume is described by

1 Wy
T (Inp+ (v = D). (41)

The dominant loss effects happen at the wall of the photoacoustic cell. They are due to heat
conduction and viscosity as well. Typical cells are manufactured out of metal which has a high
coefficient of thermal conductivity compared to the fluids. Therefore, temperature waves occur
far away from the cell wall whereas the wall itself constitutes a region of isothermal behaviour.
This results in a heat exchange as is indicated in Figure 4 (left). The transition from the
adiabatic to the isothermal behaviour takes place in a boundary layer of thickness

2K
dy, = .
\/ cppw 42)

Thermal conductivity surface loss results in

11 dy, 2
o —5(’7—1)70/50 p;[” dS. (43)
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If viscosity is taken into account, one has a "no slip” condition at the wall, whereas the fluid
moves due to the wave propagation in the interior of the container. Again, neighboring
layers of the fluid have different velocities which results in viscous friction (Figure 4, right).
The thickness of Prandtl’s boundary layer is

/20
d = e
1 o (44)
and the corresponding quality factor

11 ( c )2 d, /
Q;" 2 Ld] VC Sc
Ya p; is the component of the pressure gradient tangential to the cell wall. There exist

further loss mechanisms which are not discussed in this article (Kreuzer, 1977; Morse &
Ingard, 1981).

o 2
Vi pj‘ ds. (45)

adiabatic region gas

Prandtl’s boundary layer

UL

I

isothermal region metal

Figure 4. Boundary loss of temperature wave due to heat conduction (left) and velocity
profile in the vicinity of Prandtl’s boundary layer (right)

density p =2.376 kg/m3
sound velocity c=211m/s

viscosity n=7.6 -10¢Pas
coefficient of heat conduction =162 -102W/m K

specific heat capacity at constant volume | cy =1.598 - 103 J/kgK

specific heat capacity at constant pressure | cp =1.735 103 J/kgK

Table 2. Gas parameters of n-butane under atmospheric conditions (7= 300 K, p = 1013 hPa)
(VDI-Wirmeatlas, 2002)

4. Results of numerical investigations

4.1 Resonator modes

In this chapter results of finite element calculations performed with the FE tool COMSOL
Multiphysics (see www.comsol.org) are reviewed. In addition, these results are compared to
corresponding experiments. The FE calculations are based on the quality factor approach
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described in Section 3.2. Since in this approach the acoustic pressure field inside the
measuring chamber of the PA sensor is expressed as a sum over eigenmodes, a first and
important step consists in the determination of the modes. Cylinder cells represent a perfect
testing ground for the numerical analysis, because in this case the eigenfrequencies can be
calculated analytically. Excellent agreement of analytical and numerical results has been
found (Baumann et al., 2006). This confirms the reliability of the FE model used for the
calculation of the modes of the T cell, where no analytical results are available. The physical
parameters of n-butane used for the experiments and the simulations described in this

article can be found in Table 2.

In the following, we present results for T cells with different lengths Lr of the resonance

cylinder (see Table 3 and Figures 5 and 6).

Lr = 320 mm: All three lowest eigenmodes (1-3) are basically eigenmodes of the resonance
cylinder (one end open, one end closed), see Figure 5. This interpretation is
confirmed by Table 3 and the observation that the acoustical pressure in the
absorption cylinder is approximately zero (Figure 5, left). Only for the lowest
eigenmode, a minor deviation from zero is observed. This and the deviation
between finite element frequency and ﬁ, the frequency of the half-open pipe,
indicates, that the ground state (lowest eigenmode) is not a pure cylinder mode.
The ground mode has been observed experimentally and the deviation between
measured frequency and finite element result is small.

Lr = 160 mm: The two lowest eigenmodes (1-2) are longitudinal modes of the resonance
cylinder whereas the third mode is associated with the first longitudinal mode of
the absorption cylinder (two closed ends). Because this mode shows a node at the
opening of the resonance cylinder, it does not excite an oscillation in the resonance
cylinder. Again, this interpretation is supported by Table 3 and the agreement
between numerical result and measurement is excellent.

Lr = 80 mm: The interpretation of the spectrum is essentially the same as in the case of the
Lr = 160 mm-T cell. Merely the order of the eigenmodes has changed: The first
longitudinal mode of the absorption cylinder is now the second mode of the T cell.
The agreement with the measured frequency is good.

Lr = 40 mm: The ground state represents the first longitudinal mode of the resonance
cylinder. The second mode is the first longitudinal mode of the absorption cylinder
(see Figure 6). The length of the resonance cylinder now almost equals the length of
the absorption cylinder. Therefore, the third mode shows an interesting
characteristic: The second longitudinal mode of the absorption cylinder is excited.
This mode shows an antinode at the opening of the resonance cylinder. Therefore, a
N2 -wave is excited in the resonance cylinder. That is, both the A-wave of the
absorption cylinder and the )\2-wave in the half-open resonance cylinder are
present. The latter would not be possible in the case of a single halfopen cylinder.
The mode is depicted in Figure 7. Agreement with the measured frequency is good.

Lr = 20 mm: Now, the first longitudinal mode of the absorption cylinder constitutes the
ground state of the T cell. This mode cannot be detected experimentally due to the
node at the opening of the resonance cylinder. The experiment detected the
remnants of the resonance cylinder’s first longitudinal mode. The length of the
resonance cylinder has now become similar to the diameter of resonance and
absorption cylinder. Therefore, the formula of the half-open cylinder is not
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applicable anymore. Figure 7 shows that the third mode cannot be disentangled
into two cylinder modes.
Lr =10 mm: The ground state is again the first longitudinal mode of the absorption cylinder.
The two higher modes cannot be brought into connection with cylinder modes.
Both of these modes are detected experimentally.
For large lengths of the resonance cylinder one observes essentially modes, which are
compatible with the well known formulae for the vibration of gas columns whereas for short
resonance cylinders, this is no longer true. These observations are consistent with
expectations and, therefore, we have a coherent picture of the T cell’s spectrum.

FEM Resonance Cyl. Absorption Cyl. Experiment
Lr f f Dev. f Dev. f Dev.
Mode Type Type
[mm] Mzl | Mzl | (%] | P¢| Hz | (%] | 7P| M | %]
320 | 1 1979 | 165.6 | -16.3 A4 203 2.6
2 497.9 4969 | -0.2 3)\/4
3 813.7 | 828.1 | 1.8 5)\/4
160 | 1 3540 | 3313 | -6.4 A4 356 0.6
2 9532 | 9938 |43 3\/4
3 1295.2 12927 | 0.2 A2
1 636.5 662.5 41 A4 629 -1.2
80 | 2 1295.2 1292.7 | -0.2 A2
3 1788.4 | 19875 | 11.1 3\/4
40 | 1 1114.6 | 1325.0 | 189 A4 1092 | -2.0
2 1295.2 12927 | 0.2 A2
3 2583.2 | 2650.0 | 2.6 A/2 | 25854 | 0.1 A
20 |1 1295.2 1292.7 | 0.2 A2
2 1824.2 1722 | -5.6
3 2684.3
10 | 1 1295.2 12927 | -0.2 A2
2 2424.0 2392 | -1.3
3 3124.0 3003 | -3.9

Table 3. Eigenfrequencies of the T cell for different lengths Lr of resonance cylinder. The
frequencies for resonance and absorption cylinder are calculated using the formula for
gas columns. End corrections have not been included. The experimental frequencies are
measured with an accuracy of about 1%. Due to the chosen frequency ranges not all of
the numerically found eigenmodes have been measured
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Figure 5. Pressure distribution of the three lowest nontrivial eigenmodes (1, 2, 3) of the T cell
along the symmetry axis of the absorption cylinder and the resonance cylinder for Lg = 320
mm , Lr =160 mm and Lr = 80 mm. The actual length of the abscissa in the figures on the
right-hand side is Da +Lp +Lr (see Table 1). The absolute values of the pressure is of no
significance
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Figure 6. Pressure distribution of the three lowest eigenmodes of the T cell for Lg = 40 mm,
Lr =20 mm and Lg = 10 mm. For details consult the caption of Figure 5
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4.2 Quality factors and amplitudes

To calculate quality factors for PA resonators requires the evaluation of the surface integrals
(43) and (45). If one even wants to calculate PA signals, in addition the volume integral (37)
has to be calculated. Fortunately, for pure modes of low order of cylinder cells the surface
integrals can be calculated analytically. Therefore, cylinder cells again have been used as a
test case. Very good agreement of numerical results and exact formula has been observed
(Baumann et al., 2007).

We performed the calculations of the quality factors for T cells of various lengths of the
resonance cylinder filled with n-butane and compared the results to measurement. For the
numerical modeling of sound waves the characteristic FE size is required to be smaller than
h = 0.2¢/f, where c is the speed of sound and f the frequency of the sound wave. In our case
the largest frequency of relevance is 3500 Hz. When calculating amplitudes, not only the
sound waves but also the heat generating laser beam has to be resolved in the finite element
mesh. Here, element sizes of i = 0.05¢/f result in a satisfactory numerical accuracy. Modes of
order higher than eight have no considerable contribution to the simulation. Therefore, we
truncated the sum (33) after the 8th term.

We have extracted resonance frequencies, quality factors and amplitudes by fitting
Lorentzian profiles

Ajf
2-2+iff;/Q; (46)

to the experimental data. The quality factor is related to the half width (FWHM) of the
resonance by Af; = f;/Q;. Two sets of data, together with the fit functions are exemplarily
depicted in Figure 8.

In Figure 9, values of the quality factors for resonance cylinders of length 1 cm to 14 cm are
depicted. The obvious parallelism of the two curves demonstrates the suitability of the
model for the description of sound propagation in photoacoustic measuring cells. For very
short resonance cylinders only a deviation of the parallelism is observable. The fact, that
experimental values are consistently smaller than FE values, is understandable because the

A(f) =1
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FE simulation does not include all effects that contribute to loss of the photoacoustic signal.
For example, the microphone and its surrounding are not modeled in detail. The sharp
edges and non-sound hard parts are not considered. Also, we did not model the gas inlet
and gas outlet of the cell, which also add sharp edges. There might be impurities in the gas,
that we do not have control of. Also, non negligible coupling of the sound wave with the gas
container might occur. These and other origins of loss are not included in the FE model.
Therefore, we expect higher loss, i. e. smaller quality factors, in the experiment than in the
simulation. This is exactly what we observe.

Furthermore, the amplitudes according to Equation (37) have been calculated. In order to
evaluate the volume integral, we use the following description of the radiation intensity of
the laser beam:

I(7) = Ty exp (—2 (%)2> . (47)

We assume that the z-axis coincides with the symmetry axis of the absorption cylinder and

r1 = /2% +9? is the distance perpendicular to this axis (see Figure 10). w is the beam
radius estimated to be 2 mm. The analytical calculation of the amplitudes according to
Equation (37) with the Gaussian laser beam profile (47) is not even possible for the simple
case of cylinder cells and numerical methods are necessary.

Since we compare our FE results to the phase-sensitively amplified photoacoustic signals of
T cells, absolute pressure values are not relevant. Therefore, the value of the product oy can
be used to rescale the numerical data. We performed a least square fit to adjust the
parameter alp. Results are displayed in Figure 11. Numerical results and experimental
results are in very good accordance.

Once modes, quality factors and amplitudes are known, the PA signal can be calculated.
Experimental and FE signals for a large variety of T cells are depicted in Figure 12. The good
agreement is obvious. The experimental resonance amplitudes at low frequencies are
smaller than the FE amplitudes. This could be attributed to the frequency characteristic of
the microphone used for the measurements (Baumann et al., 2007).

4.3 Laser beam location fora T cell

The sensitivity of a photoacoustic sensor depends on a variety of influences. Possible system
variables of a photoacoustic cell could be e. g. geometrical dimensions, shape parameters,
the location of the laser beam, the location of the resonance cylinder and the number and
locations of microphones.

In the following investigations as a measure of the signal strength of the photoacoustic cell
the absolute value of the pressure field p at the microphone position will be used, i. e. the
signal F' := maxycr{|p|}, where F is the considered frequency range, can be calculated
by a finite element analysis as described in Section 3. For the investigations described in this
and in the following section the previously mentioned diminution has not been taken into
account.

Depending on how the laser beam is crossing the photoacoustic cell, different eigenmodes
can be excited. The task is to find the beam position which leads to the strongest signal.

The laser beam is assumed to be parallel to the z-axis (i. e. the axis of the absorption
cylinder). For the investigation of the influence of the laser beam position the cross-sectional
area has been covered by a regular grid (x; yi) of evaluation points (see Figure 10 for the
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coordinate system of a T cell). The grid points have to fulfill the inequaltity
z? 4+ y> —r? <0 where 'y = % — W is a given limit for the radius. This constraint has
been imposed to ensure a proper energy input into the system.
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Figure 8. Experimental response function (dashed line) and corresponding fit (solid line) for

the Lr = 4 cm (upper) and Lr = 8 cm (lower) T cell
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In Figure 13 the signal strength function F(x, y) is depicted for different lengths of the
resonance cylinder. For Lg =1 cm and Lr = 2 cm the signal function is not concave. In Figure
14 the distribution of the dominant mode over the cross-sectional area of the absorption
cylinder is shown. The open and filled circles represent different frequency values. It can be
seen that the decrease of the signal strength function and its non-concavity is due to a
frequency switch.

300

200~

0 1 2 3 4 5 6 7 8 9 0 1 12 13 14 15
Liem]

Figure 9. Q-factors of T cell as a function of resonance cylinder length. The upper (solid)

curve represents the numerical Q-factors, where the lower (dashed) curve shows the
experimental values

y

resonance cylinder

absorption cylinder

Figure 10. Coordinate system of T cell. In the following the use of “top”, “bottom”,
“horizontal” etc. refers to this system

The strongest influence of the laser beam position occurs for Lg =1 cm. For larger resonance
cylinder lengths the function F tends to be uniform. In all cases the maximum value Fnax on
the response surfaces can be located at the position (0, ymin) which suggests that a laser beam
going through the lower part of the absorption cylinder results in the best signal.

In Figure 15 the extremal values, Fmax and Fumin, of the response function and the value For
for the coordinate system origin have been depicted for different resonance cylinder length.



34 Recent Advances in Modelling and Simulation

The difference Fnax —Fmin can be interpreted as a measure for the influence of the laser
position on the signal strength. Considering this difference the tendency of the function to
become uniform with larger resonance cylinder lengths is clearly visible. For Lr > 6 cm
Fori®Fmax and this indicates that a laser beam going through the central position (0, 0) could
be sufficient to obtain approximately the maximal response value.

The most important information of Figure 15 is the fact that a strong signal strength can be
achieved with a small resonance cylinder length in the range of Lg = 1 cm. The maximum for
a resonance cylinder length of 1 cm is approximately the same as for Lr = 16 cm (not shown
in the figure). This offers the opportunity to build small and compact T cell sensors. But in
this context it has to be taken into account that the sharp peak in the graph displays the
sensitivity against length variations.

Amplitude in a. u.

0 1 2 3 4 5 3 7 9 0 i 12 13 14 15
Lfem]

Figure 11. Photoacoustic signal amplitudes of T cell as a function of resonance cylinder
length. The solid curve represents the numerical amplitudes, where the dashed curve shows
the experimental values. The numerical values have been fitted to the data by a one-
parameter least square fit for the scale factor

4.4 Resonance cylinder location

For the investigation in this section the laser beam has been held fixed, going in z-direction
through the center of the absorption cylinder.

Starting from a T cell configuration with a resonance cylinder on top of the absorption
cylinder the resonance cylinder has been shifted step by step in the negative y-direction. The
shift has been performed in such a way that the total length L of the resonance cylinder has
been split up in two parts located at the top and at the bottom of the absorption cylinder. A
shift value of y, = Lg/2 refers to the symmetrical situation, i. e., the so called X cell, and y, =
Lr is a T cell with resonance cylinder at the bottom of the absorption cylinder. The
microphone is mounted on top of the upper part of the two resonance cylinders; in case of ys
= LR that means on the surface of the absorption cylinder (it is worth mentioning, that this
design is not equivalent to the original T cell design). The results of these investigations can
be seen in Figure 16 (left). For all inspected parameter values Lr the T cell with resonance
cylinder on top of the absorption cylinder (ys = 0) gives the strongest signal.
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Figure 12. Experimental (upper) vs. finite element (lower) response function for various T
cells. From right to left the peaks correspond to the Lr=1, 1, 2, 4, 6, 8, 10, 12, 14, 18, 20, 24, 32,
44 cm T cell

A closer examination of Figure 16 (left) leads to a suggestion with respect to the design of
the photoacoustic sensor. If two microphones will be used, one located at the top of the
upper, the second at the bottom of the lower resonance cylinder part, the two signals could
be combined. A possible difference of phase could be compensated electronically so that the
in-phase signals are considered only. Figure 16 (right) shows an estimation of this effect. The
signal strength function values F(s) of Figure 16 (left), where s = y; /Lr is the normalized
shift, are processed according to F(s) + F(1 — s) to simulate the presence of two microphones.
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The positions of the maxima in Figure 16 (right) show that the strongest signal can be
achieved with asymmetrical cell types.

Lr =4 cm Lr =8 cm

Figure 13. Signal strength function of T cells with different resonance cylinder length L for
the laser beam position problem

5. Conclusion

We have performed the complete modeling of photoacoustic signal generation and
detection using the finite element method. The model allows the calculation of
photoacoustic response functions for any given cell geometry. Experimental and numerical
results were found to be in good agreement.

Furthermore the influence of certain design parameters on the signal has been investigated
numerically. With respect to T cells the exploration shows that the laser position may have a
strong effect depending on the length of the resonance cylinder. For short resonance
cylinders strong signals can be achieved provided the laser beam is no longer centrally
aligned. Additionally, it could be shown, that it might be useful to build asymmetrical
photoacoustic cells with two microphones at the ends of the resonance cylinders.
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Multi-Agent Systems for the Simulation of Land
Use Change and Policy Interventions

Pepijn Schreinemachers and Thomas Berger
Universitit Hohenheim
Germany

1. Introduction

Multi-Agent Systems (MAS) are increasingly used as simulation tools to disentangle and
explore the complex relationships between environmental change, human actions, and
policy interventions. The strength of these models lies in their ability to combine spatial
modelling techniques, such as cellular automata or geographical information systems (GIS),
with biophysical and socioeconomic models at a fine resolution (Parker et al. 2003). MAS are
flexible in their representation of human decisions concerning natural resources and
therefore appeal to scholars from diverse backgrounds, such as sociology, geography, and
economics.

The behaviour of individual actors can be modelled one-to-one with computational agents
which allows for direct observation and interpretation of simulation results. Large part of
their fascination—especially to scholars who are otherwise sceptical of any attempt to
quantify and model human behaviour—rests on this intuitive and potentially interactive
feature. Scholars have combined MAS with role-playing games in which a group of resource
users, typically farmers using some common-pool resource, specify the decision rules of
computational agents and study how these rules affect people’s well-being and their natural
resources (Bousquet et al. 2001; Becu et al. 2003; D'Aquino et al. 2003).

In this chapter we reflect on the use of multi-agent models for the ex-ante assessment of
policy interventions on land use dynamics with emphasis on developing country
agriculture. Field experiments can be costly and time-consuming or might be infeasible
when it involves social experimentation; for example, assessing the impact of new policies in
the area of water privatization, a control group might have to be deprived of public services.
Simulation models can be useful under such circumstances. For instance, plant breeders and
agronomists can use simulation models to study the effect of water shortages on crop yields
instead of measuring it in the field.

Understanding the dynamics of coupled human-environmental systems is, however, more
complicated than non-coupled systems due to nonlinearities and emergent behaviour.
Scientific disciplines usually focus on isolated aspects of the system, such as hydrology,
crops, or farm households but even if knowledge on all parts of the system were available,
these pieces of knowledge could not simply be aggregated to predict the overall system
behaviour. MAS can be one approach to combine various disciplinary models; by allowing
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interactions between components as well as between elements within each component such
model can reproduce nonlinear patterns and emergent behaviour.

At Hohenheim University, we have developed a software package called MP-MAS for
empirical applications to study sites in Thailand, Uganda, Chile and Ghana (Berger 2001;
Berger et al. 2006; Berger et al. 2007b; Schreinemachers et al. 2007). MP-MAS distinguishes
itself clearly from most other agent-based land use models in its use of a constrained
optimisation routine, based on mathematical programming (MP), for simulating agent
decision-making. Section 2 discusses options for representing human behaviour in MAS and
explains the rationale for choosing MP as the core decision-making routine of agents.
Section 3 describes the implementation of MP-MAS and its various features. Section 4
outlines how we parameterise our software with empirical data and section 5 explains the
procedures for model validation. Section 6 presents results from a case study in Uganda and
section 7 concludes.

2. Modelling human behaviour with computational agents

Agent-based models of land use and land cover change couple a cellular component that
represents a landscape with an agent-based component that represents human decision-
making (Parker et al. 2002). MAS have been applied in a wide range of settings, for
overviews see Janssen (2002) and Parker et al. (2003), yet have in common that model agents
are autonomous decision-makers who interact and communicate and make decisions that
can alter the environment. Most MAS applications have been implemented with software
packages such as Cormas, NetLogo, RePast, and Swarm (Railsback et al. 2006). The
philosophy of agent-based modelling has always been to replicate the complexity of human
behaviour with relatively simple rules of action and interaction. In the following we discuss
options for implementing the decision making of agents in MAS applied to land use
simulation.

2.1 Agent behaviour based on heuristics

Agent decision-making in most land-use MAS has been represented as behavioural
heuristics, also called condition-action rules, stimulus-response rules, or if-then rules. One
simple example would be a rule that agents must grow maize to meet their subsistence
needs, but if subsistence needs are met then agents grow coffee on the remaining plots. The
use of heuristics can be justified from the concept of bounded rationality, which refers to the
limited cognitive capabilities of humans in making decisions. Herbert Simon described
bounded rationality as a search process guided by rational principles, what he called
satisficing—a word created by blending satisfying with sufficing (Gigerenzer and Goldstein
1996). Satisficing is a decision-process that goes on until an aspiration level is reached
(Selten 2001). This process not only holds for the decision to grow maize but also for the
selection of maize varieties. Before planting, the farmer does not endlessly shop around to
find the optimum variety for his soils (with the optimum being some weighted calculation
of all relevant criteria: yield, maturity, disease resistance, tolerance, fodder quality, etc.).
Instead he is much more likely to go to the usual farm shop and buy the same seed as last
year or, if perhaps not so satisfied with last year’s crop, to try a different variety
recommended by a peer or the shopkeeper.
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Behavioural heuristics have been implemented in most land-use MAS with fairly simple
decision trees. For instance, Jager et al. (2000) in a theoretical application used six decision
nodes, Becu et al. (2003) in an empirical application to Thailand used 13 nodes, and Castella et
al. (2005) used 24 nodes with these last two applications also employing continuous feedback
loops. The use of decision trees, and heuristics in general, is intuitive as agent behaviour is
straightforward to follow from the tree’s structure. Because they are transparent, they are easy
to validate by farmers or experts. Constructing a decision tree is, however, not
straightforward. The researcher needs to identify not only the most important decisions, but
also in the correct sequence and appropriate values at which the tree branches (e.g. saturation
levels). Decision trees can be parameterised using sociological research methods (Huigen
2004), data-mining techniques applied to survey data (Ekasingh et al. 2005), participatory
modelling and role-playing games (Barreteau et al. 2001, Becu et al. 2003), laboratory
experiments (Deadman 1999), group discussions (Castella et al. 2005), or expert opinion.

2.2 Agent behaviour based on optimisation

Several studies justified the use of heuristics on the grounds that the economic model of
utility maximisation is unrealistic or that empirical evidence has shown that people use
simple heuristics to make decisions (Parker et al. 2003). Optimising agents would be
cognitive supermen able to process large amounts of information on all feasible alternatives
and always select the best one. For this ability, optimising behaviour is frequently criticised
(and occasionally ridiculed) as unrealistic and not describing the way real people think (e.g.
Todd & Gigerenzer 2000).

Agricultural economists will agree that farm households in developing countries do not
perform complex algebra to make optimal decisions. Applied models of farm household
decision-making in developing countries are also much different from textbook examples of
pure profit maximisation and regularly include risk and uncertainty, limited information,
and non-profit goals. Yet the assumption of optimal decision-making clears the way to focus
on the hypothesised sources of inefficiency: lack of physical infrastructure, failing
institutions, market imperfections, and limited information flows, all of which have clear
policy relevance. This points us to a key difference between the heuristics and optimisation
approach in that the latter seeks to identify inefficiencies not in the limited cognitive
capacity of the human mind but in structural factors external to the decision-maker, which
may be addressed through policy intervention.

In land-use simulation, optimising agents have been implemented in MAS using a variety of
optimisation techniques. For instance, Balmann (1997), Berger (2001), and Happe (2006) used
mathematical programming while Manson (2005) used genetic programming to optimise
agent land-use decisions. Neural networks could also be used to optimise land-use decisions
but we are unaware of any such empirical application. Different form the heuristic approach,
MP requires the explicit specification of an objective function. In applications to farm
households in developing countries, objectives of agents usually include cash income, food,
and leisure time, which can be either specified in monetary units or in terms of utility. It is
noted that heuristic approaches commonly use the same objectives (Deadman et al. 2004).

2.3 Synthesis
As argued above, MAS have traditionally been multi-disciplinary approaches in which a
large variety of theories and methods co-exist. This also holds for the representation of agent
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decision-making in these models. There is no superior decision-model as the choice of
decision model depends as much on the research question as on the taste and scientific
background of the researcher. Table 1 synthesises the main points of discussion.

Criterion Heuristic agents Optimising agents

1 | Focus Decision process as much as Decision outcomes
decision outcomes

2 | Sources of Internal: the limited cognitive External: imperfect markets,

inefficiency | capacity of the mind physical infrastructure, etc.

3 | Strengths Simulating broad categories of Representing heterogeneity
land use (e.g. pasture, fallow, through detailed crop and input
crops) choices

Can capture economic trade-offs
Inclusion of multiple Flexible as agents are object-
stakeholders, each with their oriented (rather than decision-
own heuristics oriented)
Validation through stakeholder | Providing quantitative policy
interaction support

4 | Dataneeds | High for well-designed and High for well-designed and
detailed heuristics detailed optimisation models

5 | Calibration | Relatively quick and easy Time consuming, especially for

detailed models

6 | Data source | Laboratory experiments, role- Surveys, crop-yield experiments,
playing games, expert opinion expert opinion

Table 1. Comparison of approaches

The heuristic approach works especially well in abstract and experimental applications or in
empirical applications where the objective is not to quantify change but, for instance, to
support collective decision-making processes (e.g. D’Aquino et al. 2003). In group
discussions it is much easier to present a decision tree than to explain an MP model. If the
objective is to quantitatively support policy intervention and to get detailed knowledge
about the agricultural land-use systems then an MP model including detailed production
and consumption functions is perhaps the more suitable method.

One advantage of MAS is the flexibility to combine and integrate different decision models.

The use of one type of agent decision-making does certainly not exclude the use of other

types as some heuristic models can easily be formulated in terms of an MP model and vice

versa (Schreinemachers and Berger 2006). When using an optimisation approach, heuristics
can additionally be used to capture many other aspects of household decision-making.

These heuristics can either be directly included in the MP model or implemented in the

source code. In Schreinemachers and Berger (2006) we defined four categories of heuristics:

e Behavioural heuristics directly related to production and consumption decisions of farm
households: For instance, crop rotation requirements or the observation that vegetables
are only grown close to the farmstead. These rules should be included as constraints in
the MP model as they constrain production decisions.

o Behavioural heuristics indirectly related to production and consumption decisions: For
instance, Berger (2001) in a MP-based application to Chile included a rule that if the
income of an agent is below the opportunity cost of labour then the agent migrates out
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of the region. Such rules should be implemented outside the MP in the MAS source
code because they do not constrain production decisions but are an evaluation of
decision outcomes.

e Behavioural heuristics of agent interaction: For instance, the communication of information
among agents. These rules should be implemented outside the MP as they go beyond
the decisions of an individual agent.

o Behavioural heuristics related to exceptional circumstances: For instance, how to re-allocate
the land if an agent’s last household member deceases, and what to do if the household
agent does not produce enough food and income to sustain itself? In the case where no
household members are left, the rule should be implemented outside the MP as the
agent seizes to exist. Yet, when the agent does not immediately seize to exist, as is the
case when income is not enough for subsistence, the rule is best handled inside the MP.

3. Description of MP-MAS

3.1 Component-based architecture

The modelling approach we developed for land use simulation is called MP-MAS, which
stands for mathematical programming based MAS. It builds on previous work by Berger
(2001); a freeware version and manual are available for download at http://www.uni-
hohenheim.de/mas/software. MP-MAS has a component-based architecture with its source
code written in C++. Depending on the needs of a particular application, existing
components can be included or excluded while new components can be developed and
plugged into the model. Input data for each component are organized in separate Microsoft
Excel workbooks, which are converted into plain text ASCII files at the start of the model
run. The following sections are largely based on Schreinemachers et al. (2007) and describe
the application of MP-MAS to a case study in Uganda, in which we simulated the
introduction of new maize varieties and policy programs to address soil degradation and
rural poverty. For an application of MP-MAS to water management we refer to Berger et al.
(2007a).

Initial conditions

Agent Landscape Crop and soil Basic
population parameters parameters

Soil property
dynamics &
crop yields

Agent decision- :>
making  G—

Animal growth | [ Tree growth Demography Technology Price trends
diffusion

Dynamics

Figure 1. Components of the MP-MAS as applied to Uganda



44 Recent Advances in Modelling and Simulation

Figure 1 shows the model design with each box representing a separate component. Three
groups of components can be distinguished. At the nucleus of the model is the bio-economic
component that simulates the decision-making process, crop yields, and soil fertility
changes. A group of four components define the initial conditions for each agent, such as the
location of plots, the fertility of the soil, the composition of the households, and parameter
values that initiate the model. Another group of five components define the dynamics,
including animal and tree growth, technology diffusion, demography, and price changes.

3.2 The agent-based decision model

The agent component consists of an economic model, which uses recursive MP models to
simulate the decision-making of real-world farm households. It builds on a long tradition of
whole farm programming models in agricultural economics (Hazell and Norton 1986; Dillon
and Hardaker 1993). Any MP model has three parts. The first part is an explicit specification
of all possible decisions related to agriculture (also called activities or decision variables);
these include growing crops, raising livestock, and selling, consuming, and purchasing
agricultural products. The second part is a utility function that specifies how much each
activity contributes to the attainment of the decision-makers’ objectives; in the model here
these objectives include household net cash income - i.e., the farm cash surplus plus other
household receipts, household consumption of food produced on the farm, and the expected
future farm cash surplus and home consumption from investments. The third part is a set of
equations that link the decision variables and constrain them to only feasible solutions; for
instance, they ensure that an agent does not cultivate more land than it actually has
available.

Agent decision-making is simulated by a computerised search for a combination of activities
that yield the greatest objective value while not violating any constraints. The non-linear
response of crop yields to different combinations of inputs was captured using a piecewise
linear segmentation. The model includes 11 crops and 7 intercrop combinations; each crop
was segmented into various activities by specifying different combinations of land quality,
management, and fertilizers. The full matrix has 2350 activities and 556 constraints. For
more details about the model equations and parameters the reader is referred to
Schreinemachers (2006).

Two novelties about the MP model are worth mentioning. First, the consumption part
includes a detailed budgeting system that allocates the income from farm and non-farm
activities to savings, non-food expenditures (using a modified Working-Leser model), and
eight categories of food products (using a Linear Approximation of the Almost Ideal
Demand System (LA/AIDS)). By converting the expenditures on each food category into
energy units, it gives an estimate of (consumption) poverty. A second innovation is a three
stage decision model that separates the decisions to invest, to produce, and to consume
while capturing the interdependencies between each stage; this is described in
Schreinemachers & Berger (2006).

Figure 2 conceptualizes the annual sequence of farm household decision-making as three
horizontally ordered rectangles (this sequence is repeated for all agents over the simulation
horizon, here: 15 years). An MP model is solved for each agent at each stage. Investment and
production decisions are based on expected yields and expected prices. The biophysical
model, simulating crop yields, intersects the decision sequence after input decisions have
been made in the production stage. Expected yields and expected prices are then replaced
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by simulated actual yields and actual prices after which the obtained income is allocated to
consumption and savings in the consumption stage. This figure also shows the
interdisciplinary nature of the MAS model, as impact indicators (nutrient stocks and food
consumption) are incorporated into the model’s kernel where they interact through the crop
yield equation.

Updating

1. Initial soil
properties

0

1. Investment 2. Production 2. Yield 3. Consumption
decisions decisions estimation decisions

. Soil
dynamics

(i)
VIV

Updating
Figure 2. Dynamics and interaction of soil processes and farm decision-making

3.3 Soil fertility dynamics and crop yield

Following the vertically ordered ovals in Figure 2, crop-soil processes are modelled as a

continuous sequence of three stages:

e The computation of yield limiting factors based on soil properties (at the start of the
period) and applied levels of variable inputs (fertilizer and labour).

¢  The computation of crop and residue yields.

¢ The updating of soil properties based on the harvested amounts of crop yields and
residues and natural processes such as erosion, deposition, leaching, and
decomposition.

These three phases were modelled using an extended version of the Tropical Soil

Productivity Calculator TSPC (Aune and Lal 1995, 1997; Aune and Massawe 1998). The

TSPC was specifically designed for tropical soils and includes nitrogen, phosphorus,

potassium, soil organic carbon, and acidity (pH) as determinants of crop yield. Following

Figure 2, initial soil properties together with farm management decisions determine crop

yields. The TSPC simulates crop yields based on empirical crop yield functions that

resemble a Mitscherlich-type of crop yield response as factors are assumed complementary

and yields plateau if a factor is in limited supply. This non-linear crop yield equation

computes the yield of crop i at plot k and at time ¢ as:

— 1 * * * * * * * %
Yie =P Frasie ™ Fruavie™ Feaviee ™ Fraviee - Fsocik FpHikt hij gi @
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with Y denoting yield (kg/ha/season) and p; the yield potential of crop i, the subsequent
six variables are reduction factors for management (Fpap), available nitrogen in the soil
(Fnav), available phosphorus (Fpav), available potassium (Fxav), soil organic carbon (Fsoc),
and acidity (Fpn). The factor h; adjusts the yield of crop i if intercropped with a crop j.
Finally, g; is an adjustment factor that fits the equation to an observed level of yield. All
reduction factors were specified as logarithmic functions while soil organic carbon was
taken as a quadratic function. Factors were scaled from 0 to 1; the closer to zero, the stronger
it constrains yields and the lower the efficiency of all other factors. Factors with a value of
one do not limit crop yield. The crop reduction factors can be obtained by analysing
fertilizer experiments and corresponding soil data.

3.4 Agent interactions

Various types of agent interactions can be captured in MP-MAS, ranging from exchange of
water and land rights on local markets, upstream and downstream use of irrigation water,
to diffusion of innovations. In the present application, technology diffusion was
implemented as a behavioural heuristic of agent interaction and based on individual
network-thresholds as described in Berger (2001). An individual network threshold is the
proportion of peers in a network who must have adopted before the individual will
consider adoption. An agent with a low threshold value is risk-taking, while an agent with a
threshold value closer to unity is risk-averse as it needs much information before it will
consider adopting. The advantage of using this approach is that network-thresholds can be
estimated from empirical data.

The diffusion of innovations can then be simulated as a two stage procedure as shown in
Figure 3. In the first stage, the agent compares the adoption level in the network with its
own threshold; if the first exceeds the second then the innovation becomes accessible to the
agent and enters the MP model, which by solving simulates the adoption decision. The
innovation is adopted if it is selected among the decision variables, which increases the
aggregate adoption level in the network, making the innovation accessible for agents with
higher threshold values in the following periods of the simulation.

[ Adoption level in network J

Personal threshold value

2

Mo access Enterinnovationin

the MP model

Not sefected in Selected in

solution solution

Mot adopted Adopted

Figure 3. Decision tree for technology adoption
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4. Empirical parameterization

When generating empirically based MAS, every computational agent must represent a
single real-world farm household. Our method for this was previously described in Berger
and Schreinemachers (2006) and this section is largely based on this.

To increase the quality and detail of empirical data, random samples are typically preferred
to population censuses or censuses of agriculture (Carletto 1999). In the Uganda study, data
were collected for about 17 percent of the 520 farm households in the study area by means of
a random sample survey. The challenge was to extrapolate the sample population to
parameterise the remaining 83 percent of the agents that have no corresponding farm
household in the survey. The most obvious strategy would be to multiply every farm
households in the sample by a factor six. Average values in such agent population would
exactly equal those of the sample survey. This copy-and-paste procedure, however, is
unsatisfactory for the several reasons:

First, it reduces the variability in the population. A sampling fraction of 17 percent gives six
identical agents, or clones, in the agent population. This might affect the simulated system
dynamics, as these agents are likely to behave analogously. It becomes difficult then to
interpret, for instance, a structural break in simulation outcomes: is the structural break
endogenous, caused by agents breaking with their path dependency, or is the break simply
a computational artefact resulting from the fact that many agents are the same? This setback
becomes the more serious the smaller the sampling fraction is, because a higher share of the
agents is identical.

Second, the random sample contains a sampling error of unknown magnitude, which is also
multiplied in the procedure. When using the copy-and-paste procedure, only a single agent
population can be created, while for sensitivity analyses a multitude of alternative agent
populations is needed. For these reasons, the procedure for generating agent populations is
automated using a Monte Carlo approach, to generate a whole collection of possible agent
populations.

4.1 Monte Carlo approach

Monte Carlo studies are generally used to test the properties of estimates based on small
samples. It is thus well suited to this study, where data about a relatively small sample of
farm households is available but the interest goes into the properties of an entire population.
The first stage in a Monte Carlo study is modelling the data generating process, and the
second stage is the creation of artificial sets of data.

The methodology applied here is based on empirical cumulative distribution functions.
Figure 4 illustrates such a function for the distribution of goats over farm households. The
figure shows that 35 percent of the farm households in the sample have no goats; the
following 8 percent has one goat, etc. This function can be used to randomly distribute goats
over agents, as well as all other resources in an agent population. For this, a random integer
between 0 and 100 is drawn for each agent and the number of goats is then read from the y-
axis. Repeating this procedure many times recreates the depicted empirical distribution
function. By varying the random seed number, the procedure yields a different agent
population each time.
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Figure 4. Empirical cumulative distribution of goats over all households in the sample

This straightforward procedure can allocate all resources to the agents; but each resource
will then be allocated independently, excluding the event of possible correlations between
different resources. In reality resource endowments typically correlate; for example, larger
households have more livestock and more land. To include these correlations in the agent
populations, first the resource that most strongly correlates with all other resources is
identified and used to divide the survey population into a number of clusters. Empirical
cumulative distribution functions are then calculated for each cluster of sample
observations.

In the Uganda study, the sample was divided into clusters defined by household size
because this was the variable most strongly correlated with all other variables. Cluster
analysis can also be used for this purpose if several variables show strong correlations, but
clusters produced this way are more difficult to interpret, especially when many variables
are used. Nine clusters were chosen, as this number captures most of the different
household sizes and allocates at least five observations to each cluster. Each agent was then
allocated quantities of up to 80 different resources in the Monte Carlo procedure. These
resources included 68 different categories of household members (34 age groups of two
sexes), 4 livestock types (she-goats, billy goats, cows and young bulls), area under coffee
plantation, female head of household, liquidity, ratio of equity and debt capital, plus
innovativeness. Agents were generated sequentially, that is, agent No.1 first draws 80
random numbers in 80 different cumulative distribution functions before agent No. 2 does
the same.

As most resources only come in discrete units, a piecewise linear segmentation was used to
implement the distribution functions. Five segments were chosen as this captured most
resource levels; more segments would be needed if the number of resource levels per cluster
is larger than five or if many resources have continuous distribution functions.
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4.2 Checks for statistical consistency

In order to get both statistically consistent and realistic agents, the generated agent

populations were submitted to three tests at various levels of aggregation:

o Checks for inconsistencies at the population level: The average resource endowments of the
agent population have to lie within the confidence intervals of each estimated sample
mean. If not, the agent population generated from this seed value is rejected, and the
agent random assignment is repeated with a new seed.

o Checks for inconsistencies at the cluster level: The generated average resource endowments
have to lie within the confidence interval of the estimated sample mean, and the
correlation matrix of the agent population has to reflect the correlation matrix of the
sample population. Otherwise the agent population is rejected.

o Checks for inconsistencies at the agent-level: An agent with 20 household members is very
unlikely to have only one plot of land. Yet, because of the randomness of the resource
allocation, unrealistic settings can occur in the agent population. By defining a lower
and/or upper bound for some critical combinations, this problem can be overcome. If a
resource combination lies outside such bound the generated agent is rejected, and the
random assignment of this particular resource combination is repeated. Two sets of
bounds are included. The first set defines minimum land requirements for livestock and
the second set defines demographic rules to ensure realistic family compositions.

The Monte Carlo approach outlined here works well if correlations among agent
characteristics are not too tight. If individual agents, clusters of agents or entire agent
populations are continuously being rejected on one of the above three criteria, then the
cluster-specific distribution functions have to be fine-tuned. By skewing the distribution
functions towards otherwise under-represented combinations of agent characteristics —as
was necessary in on-going research in Chile—the random assignment may then still yield
statistically consistent agent populations.

5. Model Validation

McCarl & Apland (1986) separated model validation into ‘validation by construct’ and
‘validation by results’. The first type of validation we have sought to tackle by building the
MAS model on well-established theories in economics and agro-ecology and by including
model components, such as production functions and expenditure models, which are little
disputed. The validation of the results was accomplished in three steps. First,
econometrically estimated functions were validated using standard statistical methods
(signs of the parameters, significance, and predictive power of the model). Second, separate
components (expenditure model, production functions, crop-soil model, agent populations)
were validated by comparing observed values with predicted values. Third, the MP-MAS
model - combining all the separate components - was validated by comparing observed
values with predicted values from running the baseline scenario.

This baseline scenario was defined as the simulation run that reflects the present situation
and the present sources of change. The baseline assumes that current trends in demography,
soil processes, and the diffusion of innovations will continue and that there are no new
external interventions. This third step in the validation procedure was performed for the
main indicators in the model: soil nutrient balances, crop production, and poverty levels.
We here give an example for the validation of poverty levels while the reader is referred to
Schreinemachers et al. (2007) for more details.



50 Recent Advances in Modelling and Simulation

Poverty levels were validated by comparing the distribution of food energy consumption
between the survey population and the agent population, using a kernel density function as
shown in Figure 5. The vertical line in the figure indicates the poverty line, which was
defined as the minimum food energy intake of an average male adult (3.259 billion Joules
per annum). The kernel estimates were not fully comparable because the survey estimate of
food energy consumption was based on a much larger area of Uganda. Yet, the figure shows
the similarity between both distribution functions; both have a positive skew as a small
share of the households reaches high per capita food energy intakes. The share of
households in poverty is somewhat greater in the MAS than in reality as indicated by a
larger area under the curve left of the poverty line.

Survey MAS
0.20 0.20

0.15 [\ 0.15

Density
Density

Ji TN

0.00 0.00

0 5 10 15 20 25 0 5 10 15 20 25

paverty line
poverty line

billion joules / capita billion joules / capita

Notes: In male adult equivalents. Epanechnikov kernel used. The survey estimate is based on the farm
households in southeast Uganda as recorded by the 1999-2000 UNHS.
Figure 5. Validation per capita food energy consumption

6. Simulating the impact of improved maize and mineral fertilizer

In the following, we present results of simulation experiments from a case study in Uganda,
previously published in Schreinemachers et al. (2007). The study is about soil fertility
decline in Uganda, which is a problem in many countries of sub-Saharan Africa. High
population pressure and rapid population growth put pressure on the capacity of the land
to supply food in sufficient amounts. The Ugandan government has therefore prioritized the
introduction of improved maize varieties and mineral fertilizers. The model was used to
analyze the potential impact of improved access to short-term credit and technologies. The
baseline scenario, which assumes the continuation of current dynamics, was compared with
two alternative scenarios. In the first policy scenario, a new credit program for technology
innovation was introduced. The credit could only be used for purchasing two types of
innovations: seeds of two improved maize varieties and two types of mineral fertilizers. In
the baseline scenario the access to these technologies is constrained by the network diffusion
model. In the second scenario this constraint was relieved and agents were given full access
to these technologies and short-term credit so as to analyze the maximum effect that this
policy program could have.
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Figure 6 shows the simulation results for these scenarios in terms of three indicators:
poverty (measured in per capita food energy consumption), the total stock of nitrogen in the
soil, and the amount of available nitrogen for plants. The results are shown as kernel density
graphs, which are suitable to show the distributional effects of the three scenarios. For this,

the values for each indicator were averaged per agent over all time periods.
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Figure 6. Simulated effect of credit and technologies on poverty (A), available nitrogen (B),

and the stock of soil organic nitrogen (C)
Diagram (A) compares the average 15-year well-being of agents between the three scenarios.
In the baseline scenario, 28.9 percent of the agents fell below the poverty line, which was
defined as the level of consumption where food supply equals the physical food demand.
Access to credit and innovations reduced poverty, as indicated by the shift of agents across
the vertical poverty line. The incidence of poverty in this scenario was 24.4 percent, which
corresponds to a 15.3 percent reduction in poverty. Results of the third scenario show that
the incidence of poverty would be further reduced to 19.8 percent by improving the access
to technologies in addition to credit, as 31.3 percent of the agents moved across the poverty
line as compared to the baseline scenario. It is, however, noted that the present model does
not expose the agents to the vagaries of pests, weather, and prices, which could reduce the
simulated positive impact of mineral fertilizers, improved varieties, and short-term credit.
In terms of the sustainability of the agro-ecosystem, the results are mixed. The increased use
of mineral fertilizers adds much to the amount of available nitrogen to the crops (Diagram
B), thereby increasing crop yields and the well-being of agents. Yet, it does not improve the
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stock of nitrogen in the soil (Diagram C) and hence does not guarantee long-term ecological
sustainability.

7. Conclusion

This chapter showed how MAS models can capture the complexities of human-environment
systems. Two alternative designs of agent decision-making algorithms were discussed:
heuristics and optimisation. On the basis of an empirical study on soil fertility decline in
Uganda, it showed that both the designs can be combined. The empirical application
furthermore illustrated the calibration and validation of the agent-based simulation models
and their use as tools to explore the impact of alternative policy interventions on land use
and socio-economic dynamics.
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1. Introduction

Mobile subsurface colloids have received considerable attention because the migration of
colloids and colloid-contaminant complexes through the solid matrix substantially increase
the risk of groundwater pollution. Typically defined as suspended particulate matter with
diameter less than 10pm, colloids include both organic and inorganic materials such as
microorganisms, humic substances, clay minerals and metal oxides. Accurate prediction of
the fate of colloids is important to predict colloid facilitated transport of pollutants, and the
transport of biocolloids such as viruses and bacteria.

In colloid transport studies colloid deposition, that is, the capture of colloids by grain
surfaces, is considered as the primary mechanism controlling the transport of colloids in
groundwater (Ryan & Elimelech; 1996). The role of electrostatic and hydrodynamic forces in
controlling colloid deposition behavior of colloids has been afforded detailed investigation
in the field of colloid science to gain more understanding about colloid-surface interaction
processes. The study of deposition rates of colloids onto model collectors has provided
substantial information on the electrostatic and hydrodynamic forces involved in the
transport of colloids (Elimelech et al., 1995; Tien & Ramarao, 2007). Most of these studies
have focused on colloid transport under saturated conditions (Yao et al., 1971; Rajagopalan
& Tien, 1976; Ryan & Elimelech, 1996; Keller & Auset, 2007). However, there is not much
information available on colloid behavior under unsaturated conditions due to the
complexity of the conditions involved (DeNovio et al., 2004; Keller & Sirivithayapakorn,
2004; Auset & Keller; 2004; Crist et al., 2005; Zevi et al., 2005; Keller & Auset, 2007).

Most of the experimental and modeling studies on colloid transport under unsaturated
conditions have focused primarily on colloid concentration in drainage water with very
little emphasis on the precise mechanisms retaining the colloids in the pores (Corapcioglu &
Choi, 1996; Lenhart & Saiers, 2002; DeNovio et al., 2004).

Generally, the approaches used to simulate colloid transport can be classified into two types,
Lagrangian or Eulerian. The Lagrangian approach focuses on the movement of distinct
particles and tracks particle position in a moving fluid (Rajagopalan & Tien, 1976; Ryan and
Elimelech, 1996). In contrast, the Eulerian approach considers the concentration distribution
of particles in a porous media (Yao et al., 1971; Tufenkji & Elimelech, 2004). The Eulerian
approach has advantages over the Lagrangian approach, in that it does not require high
computational performance, and it is easy to incorporate Brownian motion (Ryan and
Elimelech, 1996; Nelson & Ginn, 2005).
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The deposition of colloids in porous media has been investigated by several researchers to
improve existing methods by incorporating the forces such as hydrodynamic and attractive
forces into the governing equations (Yao et al., 1971; Rajagopalan & Tien, 1976; Tufenkji &
Elimelech, 2004). For instance, Yao et al. (1971) developed colloid filtration theory as a
method for predicting colloid deposition in saturated porous media. A limitation of these
studies is that the colloid transport and deposition simulations have been performed only
for saturated media consisting of clean and spherical solid grains (collectors). These
limitations led us to find a method to simulate colloid transport under unsaturated
conditions where the air phase comes into play in addition to solid grains and moving
water. This may be partly accomplished by modifying existing methods developed for
saturated conditions.

The main difficulty in more complex calculations is that the simulation methods are
cumbersome, usually slow and cannot capture the complex pore geometries that exist in
nature. That is why an effective, reliable, user-friendly and easy to be modified simulation
software is very important and needed in the modeling and simulation studies.

The objective for this chapter is to illustrate a test of the suitability of a finite element based
computational modeling and simulation software package named COMSOL Multiphysics®
v33.a (COMSOL, Inc., Burlington, MA, USA), for simulating colloid deposition on solid
grains and air bubbles for conditions where Brownian motion dominates.

In the first part of the chapter we compare the COMSOL finite element solution with the
analytical solutions of Yao et al. (1971), Rajagopalan & Tien (1976), and Tufenkji & Elimelech
(2004) of classical filtration theory for one grain of a porous media. The second part involves
the simulation of colloid deposition onto an inert air bubble.

2. Colloid Filtration Theory

In colloid filtration theory, the deposition efficiency of a porous medium is represented by
the deposition efficiency of a unit collector, i.e. an isolated solid grain (Yao et al., 1971; Ryan
& Elimelech, 1996; Tufenkji & Elimelech, 2004). It is assumed that the porous medium is
represented by an assemblage of perfect spherical solid grains (collectors). According to the
theory, the transport of suspended colloids in the pore fluid to the vicinity of a stationary
collector (i.e. a solid grain) is typically governed by three mechanisms: interception,
gravitational settling, and Brownian diffusion. Interception takes place when the particles
moving along the trajectories of flow streamlines come into contact with the collector due to
the collector’s finite size. Gravitational settling occurs when colloid particles have densities
greater than the fluid density. These particles can then collide with a collector. The
Brownian motion mechanism leads to diffusive migration of particles within a fluid and
becomes significant for particles smaller than 1 pm.

The transport of colloids is usually simulated by solving the convection-diffusion equation
using a velocity field for the pore space between grains simulated with the Navier-Stokes
equation for creeping flow conditions. The deposition of colloids from the fluid occurs by
transfer of the colloids from the moving pore fluid onto the grain surface by the three
aforementioned mechanisms. It is assumed that colloids do not accumulate on the grain
surface, but that colloids ‘disappear’ once they are intercepted by the grain. The rate of
overall particle deposition is found by integrating the particle flux over the collector surface.
Within filtration theory it is also common to assume no colloid-colloid interaction, and that
colloids do not affect the fluid flow.
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The deposition of colloids onto a single grain has been simulated by Yao et al. (1971),
Rajagopalan & Tien (1976) and Tufenkji & Elimelech (2004). Yao et al. (1971) developed an
equation to find the deposition efficiency of a unit collector by analytically solving the
convection-diffusion equation based on the additivity assumption that allows the addition
of the analytical solutions of each deposition mechanisms (interception, gravitational
settling, and Brownian diffusion) independently (Nelson & Ginn, 2005). They assumed that
the collector existed in an infinite fluid stream with no interaction from surrounding
collectors. For the same problem, Rajagopalan and Tien (1976) used the Lagrangian
approach, (i.e., particle trajectory analysis) with boundary conditions for the flow field
similar to Happel (1958). These boundary conditions took into account the neighboring
collectors as if the single (simulated) grain was located in a real porous media. Finally,
Tufenkji and Elimelech (2004) developed a closed-form solution for calculating colloid
deposition efficiency of a solid grain by combining the approaches of Yao et al. (1971) and
Rajagopalan & Tien (1976).

3. Simulation Methodology

Since in addition to gravity effects, Brownian movement of colloids is of particular interest
in the work presented here, the Eulerian colloid filtration theory originally developed by
Yao et al. (1971) is chosen in our simulations. In this manuscript, the deposition of colloids
on a single collector is simulated for the same boundary conditions as Rajagopalan and Tien
(1976). To find the velocity field the Navier-Stokes equations are solved with the finite
element method. The resulting velocity field is then used in the solution to the convection-
diffusion equation, with diffusion being due to Brownian motion of colloids and with
gravitational settling included. In the next sections, the Navier-Stokes equation and the
convection-diffusion equations are discussed both in general, and specifically how they are
used in our simulations.

3.1 Navier-Stokes Equation
The Navier-Stokes equations are employed to represent steady state creeping
incompressible flow conditions, i.e.
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where p is the pressure (Pa), y is the dynamic viscosity of the water (Pa.s), v, vy, v; are the
vector components for the velocity (v :Vxﬁ- V)j+ VZ]; ) of the water (m/s), p is the

density of the water (kg/m3), and g, g, g: are the vector components for the gravitational
acceleration (9.81 m/s?). Equation (1) is valid for Reynolds number much less than one. The
Reynolds number is defined as

Re - Xdpw’ (3)

U

where d is the diameter of the collector (m).
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In a porous medium, fluid flow around a spherical collector is affected by the presence of
other collectors around it. Therefore, a proper flow model for porous media is needed to
reflect the disturbance of the flow field around the individual collectors. Among the various
theoretical models Happel's fluid shell model is the most commonly used model (Elimelech,
1994; Tien & Ramarao, 2007). Though the effect of neighboring collectors on fluid flow
around the isolated unit collector is neglected in the original colloid filtration theory (Yao et
al.,, 1971), it is considered in this chapter by adopting Happel’'s model.

In Happel’s model, the porous medium is constructed of identical spherical collectors, each
of which is in a fluid shell (Fig. 1). In order to maintain the overall porosity of the porous
medium for a single collector, the thickness of the shell, b, is defined as

b=d(1-¢)1/3 @)

where ¢ is the porosity of the porous medium.

1=(d+dp)/2

Figure 1. Schematic representation of a unit collector, and Happel’s fluid shell

The boundary conditions used in our simulations in the solution of the Navier-Stokes
equations can be summarized as follows. The surface of the fluid shell is specified as a
symmetry boundary to take the effect of neighboring collectors on fluid flow into account.
The symmetry boundary means that the velocity of the water normal to the boundary is
zero at that boundary, and that the tangential component of the viscous force vanishes. A
no-slip boundary condition is specified at the surface of the solid grain where the water
velocity equals zero (Spielman, 1977; Tien & Ramarao, 2007). Later we will consider the
simulations for flow around a single air bubble, and for that case the surface of the bubble is
specified to be a slip boundary (Nguyen & Jameson, 2005; Shew & Pinton, 2006).

3.2 Convection-Diffusion Equation

Once the velocity field is determined, the distribution of colloids within the pore space of a
porous medium can be found by solving the convection-diffusion equation for steady state
conditions (Yao et al., 1971). The convection-diffusion equation is given by
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where C is the concentration of the colloids (number of colloids/m3), D is the diffusion
coefficient of the colloids calculated by Einstein’s equation (Equation 9) (m2/s), p, is the
density of an individual colloid (kg/m?3), m is the mass of the colloids (kg), and d, is the
diameter of the colloids (m). The terms in the equation represent (left to right) the colloid
transport processes of convection, diffusion, and gravitational settling.

When colloids make contact with a collector surface it is assumed that they disappear into
the collector by specifying the collector surface as being a perfect sink. This means that all
colloids arriving at the collector surface are irreversibly captured. The condition for a perfect
sink can be achieved by setting the concentration in the vicinity of the collector surface to
zero, i.e.,

C=0atr=(d+dp)/2 (6)
where r represents the radius of an imaginary spherical surface displaced slightly outward
from the surface of the collector (m) (Fig. 3.1).

At an infinite distance from the collector center the colloid concentration is assumed to be
equal to the free stream concentration, Cp (Yao et al., 1971; Elimelech, 1994).

C=Cyatr=o (7)

In previous analyses that used Happel's model for the flow velocity field, the above
boundary condition is specified at the surface of the fluid shell, i.e,,

C=Catr=b 8)
The diffusion coefficient in the convection-diffusion equation is calculated by Einstein’s equation
D=kT/3mpdp 9

where k is the Boltzmann'’s constant (1.3806503 10-23 J/K), and T is the absolute temperature
(Kelvin).

3.3 Deposition (Collision) Efficiency

Solution of equations (1), (2) and (5) subject to the corresponding boundary conditions will
yield the mass of particles entering the shell, the concentration of particles within the
spherical shell, and the mass of particles leaving the shell. Also, the flux of particles passing
into the ideal sink will also be determined from that solution. The solution can then be used
to determine the particle deposition efficiency, 1, which is calculated as

I (10)

where [ is the total particle deposition rate onto a collector, obtained by integrating the particle

flux over the surface of the collector, Dy is the free stream (initial) water velocity (m/s) (Yao et
al., 1971; Tufenkji & Elimelech, 2004). This integration can be done readily with COMSOL.
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3.4 Numerical Solution

A finite element based computational modeling and simulation software package, COMSOL
Multiphysics® (COMSOL, Inc., Burlington, MA, USA), is chosen for simulating colloid
deposition in this study due to its features that seemed to meet the above needs. This
software is fast and reliable, allows creation of complex geometries, and the influences of
boundary conditions can be assessed easily.

Figure 2. The mesh system used in this study

The simulations are performed, as in earlier studies (Yao et al., 1971; Rajagopalan & Tien,
1976; Tufenkji & Elimelech, 2004), in an axisymmetric domain that provides three-
dimensional results from two-dimensional simulations (Nelson et al., 2007).

Triangular elements are used in the mesh system (Fig. 2). The number of elements in the
mesh system used in the simulations is determined by trial and error. The number of
elements is increased until the results do not vary substantially. By default COMSOL
generates mesh systems automatically. In our case with a sub-domain that has a high aspect
ratio due to the boundary condition specified by Equation 6, better results were obtained
when the mesh system was created in part by manual specification of mesh generation
parameters.

Once the mesh system was established the simulations were performed with colloid
diameters varying from 0.05 to 2 pm, and a constant collector diameter of 0.6 mm as
described in more detail in the next section.

4. Simulations: Setup and Results

4.1 Colloid Deposition on a Grain Collector

In this section, the colloid deposition efficiency of a spherical solid grain (collector) is
simulated numerically using COMSOL. The results are compared with three previous
studies (Yao et al., 1971; Rajagopalan & Tien, 1976; Tufenkji & Elimelech, 2004).

The boundary conditions for the solution of the Navier-Stokes equation are summarized in
Table 1 and shown graphically in Fig. 3. Flow direction and gravity are both opposite to the
direction of the y-axis. The convection-diffusion equation is solved with the same boundary
conditions as in Yao et al. (1971) except that, the colloid concentration at the fluid shell
surface is set to be equal to the initial concentration (Equation 8), while Yao et al. (1971)
assumed the concentration to be equal to the initial concentration at an infinite distance
from the collector surface (Equation 7).
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Boundary Condition

Inlet v9=9x106m/s
Collector Surface | No-slip (v =0m/s)
Outlet Pressure (0 Pa)
Sides, Fluid Shell Symmetry

Table 1. The boundary conditions used to solve the Navier-Stokes equation for a solid grain
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Figure 3. The boundary conditions for the Navier-Stokes Equation (solid grain)

In order to compare our results with the previous studies, the parameter values used in the
simulations were adopted from the study of Tufenkji & Elimelech (2004) (Table 2).
Simulations were performed for colloids with diameters of 0.05, 0.10, 0.50, 0.75, 1, 1.5, and 2
pm and a grain diameter of 0.6 mm. The most time-consuming step in our simulations was
the trial and error generation of the mesh. Once the optimum mesh system was found, each
simulation took an average of 37 seconds.

Variable Value

d Collector diameter 0.6 mm

o Initial water velocity 9x106m/s

T Temperature 288 K

k Boltzmann constant 1.3806503 1023 J/K

€ Porosity 0.39

Puw Density of water 1000 kg/m3

Py Density of colloids 1050 kg/m3

u Dynamic viscosity of water | 0.001 Pa.s

Table 2. Variables used in the simulations (Tufenkji & Elimelech, 2004).

The simulation results are given in Fig. 4 together with the results of the three other studies
(Yao et al., 1971; Rajagopalan & Tien, 1976; Tufenkji & Elimelech, 2004). Similar to the other
studies, colloid deposition efficiency is the greatest for the 0.05 pm colloids than decreases
with larger colloids diameter. When colloid diameters are on the order of 1 pm colloid
deposition increases again (Fig. 4).
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The integration of the particle flux on the zero concentration boundary (Equation 6) reveals
that the diffusion as well plays an important role in the increased collection efficiency
because the ratio of the colloid efficiencies is not the same for the different colloid diameters.
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Figure 4. Deposition efficiency of a single collector vs. colloid size (diameter)
(») Rajagopalan & Tien, 1976 (0) Tufenkji & Elimelech, 2004 (m) Yao et al., 1971 (o) Result of
the current analysis

A comparison of our simulated deposition efficiency with those of the other three studies is
presented in Fig. 4. It is observed that our results agree very well with the Rajagopalan &
Tien (1976) results. The worst comparison is with the result of Yao et al. (1971), while an
intermediate agreement is achieved with the results of Tufenkji & Elimelech (2004). One
reason why our results are so different from the results of Yao et al. (1971) is that they did
not incorporate the boundary effect of neighboring collectors into their solution. Another
possible reason for the difference is that the efficiency calculations made by Yao et al. (1971)
were based on the additivity assumption. While this assumption simplifies the solution, it
could be problematic as noted by Nelson & Ginn (2005). We do not yet know why our
solution results disagree with those of Tufenkji and Elimelech (2004).

4.2 Colloid Deposition on an Air Bubble Collector

In this simulation of colloid deposition efficiency, the only change made was replacing the
grain with an air bubble of the same size. For the numerical simulation this means that the
no slip boundary becomes a slip boundary condition at the collector surface while the
remaining parameter values and grid remain the same (Table 3 and Fig. 5). The slip
boundary has been used before for rising air bubbles in fluids by Nguyen & Jameson (2005)
and Shew & Pinton (2006).

Boundary Condition

Inlet v9=9x106m/s
Collector Surface | Slip (v#0m/s)
Outlet Pressure (0 Pa)
Sides, Fluid Shell | Symmetry

Table 3. The boundary conditions used to solve the Navier-Stokes equation for air bubble
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Figure 5. The boundary conditions for the Navier-Stokes Equation (air bubble)

The results of the simulation with the air bubble collector are compared to those for the solid
particle in Fig. 6. It is observed that the deposition efficiency of the air bubble is
approximately twice that of the solid grain. The effects of the no-slip and slip boundaries on
the water flow velocities are illustrated in Fig. 7. The water velocity around the air bubble is
greater than the water velocity around the solid grain because under laminar flow
conditions, the water (and thus the colloid velocity) approaches zero near the grain surface.
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Figure 6. Deposition efficiency of the collectors vs. colloid size (diameter) (m) Air Bubble (o)
Solid Grain

The differences between the two cases are due to the relative fraction of colloids that come
into the vicinity of the diffusion boundary. Regions of high velocity will transport a larger
fraction of colloids in contrast to regions of low velocity. For the case of the bubble, the slip
boundary results in high water velocity near the diffusion boundary and therefore a
relatively high fraction of colloids will be transported in the vicinity of that boundary,
resulting in higher concentration gradients at the diffusion boundary. For the case of the
solid particle, the no-slip boundary results in a lower velocity near the diffusion boundary
and therefore a relatively lower fraction of colloids will be transported in the vicinity of the
diffusion boundary, resulting in lower concentration gradients at that boundary. That the
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difference between the two cases decreases as the particle size increases can be explained by
fact that as the colloid diffusion decreases (with increasing diameter) the differences in
transport across the diffusion boundary will also decrease. As the diffusion becomes
vanishingly small, the colloid concentrations at the diffusion boundary will be identical for
the two cases, exactly equal to the initial concentration, Cy.

While various surface forces (capillary, DLVO, electrostratic, etc.) were not considered in our
analysis, the differences in flow velocity near the collector surface between the solid collector
and the air bubble are expected to have significant influence on the predicted efficiency of
colloid deposition when such forces are incorporated into the governing transport equations
(Wan & Tokunaga, 2002; Zevi et al., 2005; Elimelech et al., 1995; Tien & Ramarao, 2007).
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Figure 7. Velocity fields around the collectors

5. Conclusions

The re-examination of the colloid filtration theory revealed that it is crucial to consider the
effect of surrounding solid grains on the flow field in order to gain more realistic results.

The application of the colloid filtration theory on the air bubble showed that more colloids
collided with the air bubble than with the solid grain due to high pore water velocity
around its surface. The pore water velocity and the disturbances in the flow field have a
substantial effect on the deposition and transport paths of the colloids. Nevertheless, in
order to thoroughly examine the effect of pore water velocity on the dominant deposition
mechanism, the simulations should be done with various initial water velocities. To better
model an unsaturated porous medium, simulations with assemblages of collectors need to
be performed.

6. Future Work

Our simulations of the colloid deposition in unsaturated porous media need to be extended
to take domains composed of assemblages of collectors into account. We are interested to
study the variables/ parameters that will affect the colloid deposition.

It is planned to construct a model porous medium consisting of solid grains and air bubbles
in two dimensions and three dimensions. This is expected to provide more insight into the
colloid deposition for unsaturated conditions. This is partially done and sample simulations
are shown in Fig. 8.
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Figure 8. Future simulations to be performed for 2-D and 3-D domains
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Nomenclature

Concentration of the colloids (number of colloids / m3)
Initial (free stream) concentration of colloids (number of colloids / m3)
Thickness of Happel's fluid shell (m)
Diameter of a unit collector (i.e. air bubble or solid grain) (m)
Diameter of colloids (m)
Diffusion coefficient (m?2/s)
Components of gravitational acceleration (g gy, g:) (9.81 m/s?) in the x, y and z
coordinate directions
Total colloid deposition rate onto a collector
Boltzmann's constant (J/K)
Mass of the colloids (kg)
Pressure (Pa)
The radius of an imaginary spherical surface displaced slightly outward from the
surface of the collector (m)
: Reynolds number
Absolute temperature (Kelvin)
= VX{ + v)j + Vz’; : Resultant velocity (m/s), with v,, v, and v, being velocity components in

the x, y and z coordinate directions, respectively
Free stream (initial) water velocity (m/s)
Porosity of porous medium
Dynamic viscosity of water (Pa.s)
Density of water (kg/m?3)
Density of an individual colloid (kg/m?3)
The particle deposition efficiency
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1. Introduction

In this couple of decades, applications of piezoelectrics to resonators, sensors and actuators
have been dramatically accelerated, in addition to the discovery of new materials and
devices. Some of the highlights include electrostrictive materials for positioners, ferroelectric
single crystals with very high electromechanical couplings for medical transducers,
thin/thick films for Micro-Electro-Mechanical Systems starting from a sophisticated
chemical technology, and multilayer type actuators fabricated by cofiring technique. All will
provide a remarkable industrial impact in the 21st century.

Piezoelectric materials exhibit electromechanical coupling, which is useful for the design of
devices for oscillating, sensing and actuation. The coupling is exhibited in the fact that
piezoelectric materials produce an electrical displacement when a mechanical stress is
applied and can produce mechanical strain under the application of an electric field. Due to
the fact that the mechanical-to-electrical coupling was discovered first, this property is
termed the direct effect, while the electrical-to-mechanical coupling is termed the converse
piezoelectric effect.

The representative converse piezoelectric effect-applied example is a ceramic resonator.
Frequency sources are a key component of much of today’s electronics. Frequency sources
are used as sensor, clocks and filters, and the ability to control the accuracy and stability of
these devices is vital to their performance characteristics and ability to bring forth
advancements in technology. Ceramic resonators stand between quartz crystals and LC/RC
oscillators in regard to accuracy. They offer low cost and high reliability timing devices with
improved start-up time to quartz crystals. The oscillation of ceramic resonators is dependent
upon mechanical resonance associated with their piezoelectric crystal structure. The ceramic
resonator oscillates in thickness-shear vibration mode for fundamental frequencies (typical
less or equal than 8MHz) and thickness-longitudinal vibration mode for third-overtone
mode (above 8MHz to 50MHz). Ceramic resonators have superior resonant impedance than
quartz crystal, which offer much better start-up time. They have low cost because of high
mass production rate, small size, no need for adjustment.

Recently, narrow frequency tolerance characteristics of piezoelectric ceramic resonators have
been required for fabricating highly accurate electronic devices. Because of this trend, a low
electromechanical coupling coefficient and a high mechanical quality factor have been



68 Recent Advances in Modelling and Simulation

required in piezoelectric materials. Widely used piezoelectric materials such as lead
zirconate titanate (PZT) type materials have electromechanical coupling coefficient of over
30% for the fundamental thickness extensional and thickness shear vibration modes. The
third harmonic thickness extensional vibration mode has also been used for resonator
applications and their electromechanical coupling coefficients are low; however spurious
vibration from the fundamental mode resonance is inevitable in this type of resonator.
Spurious modes occurrence is one of the significant problems for various applications
because those spurious vibrations worked as the cause of occurring the malfunction of
devices. Therefore, it is an important issue to implement the configuration which spurious
vibration doesn’t affect the fundamental vibration as designing the resonator.

2. Basic Theory of Piezoelectricity

To simulate the piezoelectric properties, it is important to evaluate the material constants of
piezoelectric ceramics exactly. The piezoelectric effect can be seen as a transfer of electrical
to mechanical energy and vice-versa. It is observed in many crystalline materials. The direct
piezoelectric effect consists of an electric polarization in a fixed direction when the
piezoelectric crystal is deformed. The polarization is proportional to the deformation and
causes an electric potential difference over the crystal. The inverse piezoelectric effect, on the
other hand, constitutes the opposite of the direct effect. This means that an applied electric
field induces a deformation of the crystal. The piezoelectric effects are written as the set of
linear equations. The expressions for the piezoelectric effect can be combined into one
matrix expression by writing the relationship between strain (S, m/m) and electric
displacement (D, C/m?) as a function of applied stress (T, N/m?) and applied field
(E, V/m):

S s d T D
D d ¢ E

Where s is the mechanical compliance (m2/N), d is the piezoelectric strain coefficient (C/N),
and ¢ is the dielectric permittivity (F/m).

It can be inverted to write the expressions with stress and field as the dependent variables
and strain electric displacement as the independent variables.

T 1 E —-d S @)

E | se-d’| -d s D

It is possible to generalize this result to the case of an arbitrary volume of piezoelectric
materials. Consider a cube of piezoelectric material, although there is no assumptions
regarding the direction in which the electric field is applied or the directions in which the
material is producing stress or strain. It is used as the common convention that the 3
direction is aligned along the poling axis of the material (Figure 1).
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Figure 1. Piezoelectric cube indicating the coordinate axes of the 3D analysis

For a linear elastic material, the electric field and the electric displacement are expressed in
terms of the vectors:

E
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Similarly, the stress and the strain can be expressed in terms of the vectors. The components
of stress and strain that are normal to the surface of the cube are donated Ti1(T1), T22(T2),
T33(Ts3) and S11(S1), S22(S2), S33(S3), respectively. There are six shear components, Tiz(Ts),
T13(Ts), T23(Ts), T21(Te), T32(Ts), T31(Ts) and S12(Se), S13(Ss), S23(Ss), S21(Se), S32(Ss), S31(Ss). The
parentheses are the compact notation for piezoelectric constitutive equations. With the
compact notation form, the full constitutive relationships are represented by equations (5)
and (6).
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As shown on equation (5) and (6), the elastic compliance matrix (s), the piezoelectric strain
coefficient (d), and the dielectric permittivity (¢) have a different value depending on the
crystal structure or symmetry of material. For example, in the equation (7), (8) and (9) it
indicates respectively the elastic stiffness constant (c) to tetragonal, rhombohedral, and
orthorhombic symmetry. The inverse matrix of the elastic compliance matrix (s) is the elastic

stiffness constant (c).
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Most materials that has good piezoelectric properties in room temperature like BaTiO; and
PbTiO; have a tetragonal symmetry of space group P4mm, however, Pb(Zr,Ti)Os-based
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material mainly used in commercial products uses a morphotropic phase boundary
composition where a tetragonal phase and a rhombohedral phase coexist. Another
piezoelectric materials such as NaNbOs;, KNbO;, PbZrOs, and etc. show orthorhombic
symmetry at room temperature. Therefore, to make an accurate simulation for devices
using piezoelectric material, exact information on the space group of the crystal structure
and the elastic stiffness constant or the elastic compliance constant is necessary.

3. Modelling

The resonant frequency of the ceramic resonator is directly influenced by the vibration
mode in accordance with the configuration of ceramic. According to the trend of the recent
electronic parts, the utilized-oscillation frequency of resonator is getting to a high frequency.
The ceramic resonator which is mainly used in the MHz band mostly uses thickness shear
vibration or thickness trapped vibration. Thickness shear vibration is used in the frequency
range of 2 MHz ~ 8 MHz and the above frequency range uses thickness trapped vibration.
The 2nd or 3rd overtone vibration is mostly used in the case of thickness trapped vibration
rather than the 1st fundamental vibration. In the Fig. 2, it shows configuration, vibration
direction and dipole array direction of the thickness shear vibration and thickness trapped

‘/I/a?

>

P : poling direction

(a) (b)

Figure 2. Configuration and vibration direction of thickness shear vibration and thickness
trapped vibration (a) thickness shear mode; (b) thickness trapped mode

Commercial ceramic resonators over S8MHz have used mainly (Pb,La)TiO3(PLT). However,
manufacturers have been trying to apply layer structure compounds to resonator, these
products are distributed to market recently.

The lattice of PbTiO; exhibits a strong tetragonal distortion at 20°C. The lattice constant of a-
axis (1) increases smoothly as a result of heating, while the lattice of c-axis (c¢) and ¢/
decrease. At 490-5000C the lattice constants c and a change sharply and the lattice becomes
cubic.

PLT has a perovskite structure which the part of Pb is substituted by La and it shows a
similar behavior to PbTiOs. Layer-structure compounds such as SrBixNb,Oy are good
alternatives to PLT. Its great anisotropy is one of the characteristics and over 60 kinds of
compounds have been reported so far. Newnham et al. reported that the spontaneous
polarization of layer structure compound is almost parallel in the plane of a, b axis and
located 2-dimensionally. Because these materials specifically have great anisotropy and their
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poisson’s ratio is less than 0.25, they show different characteristics of frequency dependence
from the material based on Pb(Zr,Ti)Os. As explained above, PLT has tetragonal structure
with P4mm of space group at room temperature. The layer structure compounds have
Fmm2 of orthorhombic symmetry at room temperature, although it has tetragonal
symmetry of 14/mmm below a curie temperature. Therefore, the elastic stiffness constant
matrix of equation 7 and 8 should be used respectively. However, because a very
complicated process is needed to find all constants, layer structure compounds are also
assumed as a tetragonal symmetry to simplify the simulation. In this case, the piezoelectric
strain coefficient is formed like following equation.

0 0 0 0 d 0
d=| 0 0 0 d 0 0

15

d d d 0 0 0

13 13 33

(10)

The elastic compliance constants and the piezoelectric strain coefficients can be found
referring IEEE standard or Japan’s EMAS. And in case of that EMAS was referred, they can
be found by measuring electric properties with a material sample manufactured like shown
in table 3. The configuration, dimension, and the representative constants of the standard
material found here is shown in table 3.

Although several kinds of software can be used in a simulation of ceramic resonator, we
used COMSOL Multiphysics. COMSOL Multiphysics is a good interactive environment for
modeling and solving scientific and engineering problems based on partial differential
equations. Thanks to the built-in physics modes it is possible to build models by defining
the relevant physical quantities - such as material properties, loads, and constraints - rather
than by defining the equations.

Fig. 3 is the comparison of the simulation result of disk shape sample with the actually
measured result, using COMSOL Multiphysics. In Fig. 3, (a) represents the dimension of
disk sample and (b) represents measured frequency dependence of impedance. (c)
represents the impedance waveform by simulation. It conformed to the measured result
even though there was little shift of resonant frequency.

4. Resonator and Vibration Mode

4.1 Thickness shear vibration (TS mode vibration)

The thickness shear vibration occurs when poling direction and voltage direction are
perpendicular. This vibration mode is mostly used in 2 ~ 8 MHz band because it is less
influenced by a spurious vibration when used as a resonator. Boundary condition is set to
make displacement to be 0 on both sides of resonator. Poling is along the length direction,
while voltage was supplied on both top and bottom sides setting poling direction and
voltage direction perpendicular to make the thickness shear mode occur. The structure of
resonator using thickness shear mode is shown in Fig. 4. It is 2 mm long and 0.15 mm thick.
Fig. 5 and 6 show general deformed shape in thickness shear mode and displacement
distribution within the material in the same condition. In case of thickness shear vibration,
most displacements are concentrated in the part where the electrode is present, and the
maximum displacement occurs at the end of the electrode.
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Vibrating mode Dimension Constant Unit
. ¢ a=3mm
lengthwise _
ibrati 2 { =12mm .
t » 15 1072
I <==.‘A;> t r= 7.5mm d31 '4.38 10-12
= 9 t=1mm
radius r
vibration u r=75mm x . -
— 7 = 1 -
I t t=0.5mm
| —— ) ; 0201 )
or u=1mm
i — I=>5mm
thickness I_t " 108 | on
vibration = or t=1mm
()
longitudinal I / r=>3mm 5t 7.98 102
vibration = { =15mm dy, 53 102
2
thickness ! — { a=25mm e’ m :
shear AN, = 10mm 5,F 163 10
vibration , t=0.25mm i 5 10

Table 1. Dimension of the sample recommended by EMAS and typical material properties

of PLT
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Figure 3. (a) Sample configuration; (b) Measured-impedance response; (c) Simulation
result
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Figure 4. Simulation model for resonator using thickness shear vibration



Practical Application of Simulation Technique for the Resonators
Using Piezoelectric Ceramics 75

Boundary: Total displacement (m]  Deformation: Displacement (] Ma 8300

Boundary: Total displacement [m)  Deformation: Displacement (] Mar 359

(b)

Figure 5. Vibration configuration of thickness shear mode
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Figure 6. Displacement distribution in the thickness shear mode

The overlapped length (O/L) where top and bottom electrodes are overlapped has decisive
effect on resonator property. Fig. 7 is showing frequency dependence of impedance
according to the overlapping length (O/L). If O/L is small, the spurious vibration was is big
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as the thickness shear vibration, and when O/L is not optimum, thickness shear vibration
and other vibration is seen overlapped in the resonant frequency area.
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Figure 7. Frequency dependence of impedance (a) O/L = 0.2 mm; (b) O/L = 0.4 mm; (c)
O/L=0.6 mm; (d) O/L =0.8 mm

4.2.2 Thickness Extensional Vibration (TE2 mode vibration)

Recently the use of the TE2-mode vibration has been studied to minimize the resonator and
elevate its functional features, in addition it was reported that the TE2-mode could promote
the temperature feature and give a higher Qm.

Fig. 8 shows the basic model for the simulation of TE2 mode and it is 1.5 mm wide, 0.5 mm
long. The height was set based on 0.2 mm. Two sheets of ceramic were layered in TE2
resonator, the internal electrode is located between 2 sheets. Fixed point is set to make
displacement 0 at the end of the resonator in length direction. Poling is in thickness
direction. Round electrodes were attached to both top and bottom sides of resonator to
supply the voltage here. Poling direction and voltage direction were set to be same in order
to make the thickness extending mode occur. Generally, both sides of outside electrode are
to be same pole, and the opposite pole is to be connected in the internal electrode to operate.
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Fig. 8(c) shows poling direction and voltage direction. A vibration shape of TE2 mode
occurring in this condition is shown in Fig. 9.

Figure 8. Simulation model for resonator using TE2 mode vibration
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Figure 9. Vibration shape of TE2 mode vibration

In case of a resonator using TE2 mode, the electrode diameter has the most effect on
impedance. The simulation result of the frequency dependence of displacement in
piezoelectric ceramics with the electrode diameter is shown in Fig. 10. When electrode
diameter becomes smaller, the amplitude of spurious vibration becomes very high to
influence on TE2 mode vibration. On the other hand, when electrode diameter becomes
larger, the resonant frequencies of TE2 mode vibration and a spurious vibration become
closer. In case of that the electrode is 0.6 mm, it is expected that two vibrations become very
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close to lead an interaction. Therefore, to keep main vibration out of the influence of
spurious vibration, the optimum dimension of electrode should be formed.
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Figure 10. Frequency displacement of resonator using TE2 mode (a) electrode diameter = 0.3
mm; (b) electrode diameter = 0.4 mm; (c) electrode diameter = 0.5 mm; (d) electrode
diameter = 0.6 mm

Fig. 11 shows the displacement distribution of the resonator when a TE2 mode vibration
occurs. The rectangular part in this figure represents the area of the electrode. We can see
that most displacements occurred concentratedly in the electrode.

4.3.3 Thickness Extensional Vibration (TE3 mode vibration)

This is because ceramic resonators that exhibit the energy trapping phenomenon of the TE3
mode vibration have better temperature characteristics and higher Q. than those of the
fundamental thickness vibration. However, resonators that use the TE3 mode vibration
exhibit spurious responses of the TEl mode vibration, the 5th-harmonic thickness
extensional vibration etc.
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Figure 11. Distribution of inside displacement of resonator using TE2 mode vibration

There is the basic model of TE3 mode resonator in Fig. 12. It is 1.2 mm wide and 1.0 mm
long. The height is set based on 0.068 mm. In case of the fixed point, boundary condition
was set to have 0 displacement at the end of the resonator’s 4 exterior faces. Poling is in
thickness direction. Round electrodes were attached to both top and bottom sides of
resonator to supply the voltage here. Poling direction and voltage direction were set to be
same in order to make the TE3 mode vibration occur. Fig. 13 and Fig. 14 show typical
deformation and the displacement distribution of deformation. As shown in the figure, it is
expected that other spurious vibration can affect more likely, because the displacement
occurs at the whole resonator.

@) (b)

Figure 12. Simulation model for resonator using TE3 mode vibration
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Figure 13. Vibration shape of TE3 mode vibration
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Figure 14. Distribution of inside displacement of resonator using TE3 mode vibration

TE3 mode resonator requires more precise control in manufacturing because it is more likely
affected by spurious vibration compared to resonators using thickness shear vibration or
TE2 vibration. The most influential variable on impedance waveform in TE3 mode resonator
is of course the ratio of a electrode diameter and a resonator thickness. The influence of the
ratio can be found by observing the influence of electrode diameter maintaining constant
thickness of resonator. It is found that when electrode diameter becomes larger, the resonant
frequency of a fundamental vibration and a spurious vibration become closer, and the
amplitude of spurious vibration becomes also bigger. When the diameter of electrode is
larger than 0.25 mm, the resonant frequency of spurious vibration and the anti-resonant
frequency becomes very close to lead a break in the waveform of anti-resonant impedance of
the fundamental vibration. Then anti-resonant impedance of the spurious vibration became
higher than that of the fundamental vibration. On the other hand, when the diameter of
electrode becomes less than 0.15, it was found that although the influence of the spurious
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vibration occurring on high frequency becomes insignificant, other vibrations have influence
near the resonant frequency. This reflects the possibility of the assumption that the spurious
vibration of high frequency range moved close to the resonant frequency as the electrode
diameter decreases, or the possibility of influence from other vibration. However, the certain
cause has not been found yet. The thickness of the resonator is fixed to certain dimension
corresponding to the frequency when the desired frequency is determined. Therefore, the
optimal configuration can be designed by carefully controlling the ratio of the electrode
diameter and the resonator thickness.
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Figure 15. Impedance by the frequency of resonator using TE3 mode. (a) electrode diameter
= 0.15 mmy; (b) electrode diameter = 0. 25 mm; (c) electrode diameter = 0. 35 mm; (d)
electrode diameter = 0. 4 mm

In TE3 mode resonator, spurious vibration is always accompanied on slightly higher
frequency along with the 3rd overtone vibration. Therefore, through the simulation study,
we can find out the cause of spurious vibration and which variable affect on spurious
vibration. Fig. 16 shows the form of the 3rd thickness vibration and of the following spurious
vibration. Various examples of the influence of the strength and location of the spurious
vibration on the impedance of 3rd vibration are shown. These are waveforms of impedance
which is found in actual commercial products.
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Figure 16. The effect of the interaction of TE3 mode vibration and spurious vibration on the
impedance configuration

Therefore, the most important factor in designing a TE3 mode resonator shape is to make
the spurious vibration, shown in the Fig. 16, occur as farther as possible from the 3rd
overtone vibration, or to design a shape that can minimize the amplitude.

Fig. 17(a) and (b) show the resonant frequency of the 3rd overtone vibration and the spurious
vibration with the resonator thickness and the electrode diameter respectively. In case of the
3rd overtone vibration, the frequency constant was 1421, and the frequency constant of the
spurious vibration was expected to be 1409. Also, we found out that while the resonant
frequency of the 3rd vibration just slightly decreased as the diameter of electrode increased,
the resonant frequency of the spurious vibration rapidly decreased. That is, we could expect
that the 3rd vibration would be less influenced by the spurious vibration as the resonant
frequency of the 3rd vibration and that of the spurious vibration become distant.
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The effect of resonator thickness and electrode diameter on resonant frequency
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5. Conclusion & Discussion

The ceramic manufacturing process is so complicated and process-dependent, that
achieving reproducibility is very hard in many cases. Especially, ceramic resonator is
smaller than other piezoelectric ceramics applications and more precise process control is
needed. Therefore, understanding configuration design and tendency through simulation is
very useful to avoid unnecessary effort. In recent trend, as piezoelectric ceramics is used in
the various actuators and sensors, the use of simulation in this field is also increasing. Some
of actuator, sensor or acoustic applications may have a complicated shape depending on the
purposes, however, basic simulation process was regarded as same as resonator. Therefore,
the accuracy of simulation depends on the accuracy of the knowledge on the material
constants of piezoelectrics.
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1. Introduction

Impedance spectroscopy is an alternating current technique that can be used to probe
materials or devices at length scales ranging from the atomic to macroscopic dimensions.
Since its first application to solid state materials (Bauerle 1969), it has been used to
characterize the electrical response of ionic electrolytes, ferroelectrics, intrinsic conducting
polymers, ceramic and polymer matrix composites and biomaterials to name a few
(Gerhardt 2005). The technique is based on probing the sample using an ac signal over a
wide range of frequencies and studying the polarization phenomena associated with the
electrical response. It is ideally suited for studying specimens where there is good electrical
contrast at interfaces, either because of different constituent materials or because of space
charge formation or dissipation. Impedance spectroscopy has recently been applied to
nickel-base superalloys (Zou, Makram et al. 2002; Kelekanjeria and Gerhardt 2006). These
metallic alloys contain heterogeneities ranging in size from nanometers to micrometers and
the measured impedance response shows interesting dependencies. As a first
approximation, for the computations presented in this chapter, the heterogeneous material
medium is regarded as a continuum with a uniform conductivity on a macro scale. This
treatment is justified because the size of the microstructural heterogeneities is extremely
small in relation to the measurement contact area. The problem dealt with here pertains to
the specific case wherein circular electrodes are placed on opposite sides of a cylindrical
specimen.

There are a few cases in the literature, where closed-form solutions in the frequency domain
are available for problems similar to the current one. For example, Ney (Costache and Ney
1988; Ney 1991) derived a closed-form solution for the electric field distribution in a solid
non-perfectly conducting flat ground plane as a result of electromagnetic interference. The
derivation accounted for constriction effect as a result of confinement of current lines near
the contact points and skin-effect due to finite conductivity of the ground plane. Bowler
(Bowlera 2004) presented closed-form analytical expressions for the electric field distribution
in a conducting half-space region due to alternating current injected at the surface. The
analytical formulation was conducted in terms of a single, transverse magnetic potential in
cylindrical coordinates and the solution was obtained by the use of the Hankel transform. In
another publication, Bowler presented closed-form analytical expressions for the electric



86 Recent Advances in Modelling and Simulation

field inside and outside a metal plate due to alternating current injected at the surface
(Bowlerb 2004). Current was injected and extracted via two separate wires, which were
oriented normal to the surface of the plate. The problem was treated in two separate
cylindrical co-ordinate systems where each wire was considered as the symmetry axis for
the respective system (Bowler? 2004).

The derivation presented here addresses the specific problem of obtaining the electric field
distribution inside a cylindrical metallic specimen due to current injection and extraction via
oppositely placed electrode contacts (Kelekanjeri and Gerhardt 2007). Therefore, the
problem while similar to the literature references cited above, corresponds to a distinctly
different situation. This chapter also contains a description of the analytical treatment
needed for computing the complex impedance response under the same conditions. All
formulations are supported by independent finite-element (FE) validation using FEMLAB
3.1 (now COMSOL Multiphysics).

2. Problem description

A two-probe impedance measurement relies on the application of an ac signal across a
specimen placed in between the source and the sink electrodes. The problem dealt with here
considers the case where the electrodes are placed on the circular faces of the specimen and
share the same axis of symmetry (see Fig. 1(a)). The measurement in essence can be treated
as current injection into the specimen at the source electrode and current extraction at the
sink electrode. In the actual measurement; however, the current is measured upon the
application of a voltage.

An analytical formulation of this problem is developed by using Maxwell’s equations for
conductors (Hallen 1962; Cottingham and Greenwood 1991) and closed form analytical
expressions for the resultant electric field distribution are derived in terms of Bessel series
(www.mathworld.com; Gray and Mathews 1952; Abramowitz and Stegun 1964; Kreyszig
1994; Weber and Arfken 2004). The electric field distributions are then converted to the
relevant impedance parameters. Additionally, finite element solutions for the electric field
distributions and the impedance parameters are also presented in order to validate the
derived analytical solutions. The Electromagnetics Module of FEMLAB package (COMSOL
ABe 2004) is used to layout the finite element model. The finite element problem is
formulated as a time-harmonic quasistatic application in the Meridional Currents/Potentials
mode in terms of magnetic and electric potentials. The electric fields are ultimately obtained
in terms of derivatives of magnetic and electric potentials. The solution obtained for the
fields is subsequently used in computing an impedance spectrum of the specimen for the
prescribed measurement configuration.

More specifically, the problem can be treated as the injection of an alternating current
Iexp(- jot) of angular frequency  into a cylindrical metallic disk specimen, via a source
electrode and extraction by means of a sink electrode (Kelekanjeri and Gerhardt 2007). The
electrodes are modeled as perfect infinitesimally thick contacts of radius r, contacting the
specimen of radius 7, (7, >>r.) and thickness ¢, (t,<7,) as shown in Fig. 1(a). The contact

electrodes and the specimen are both axi-symmetric. The injected current at the source
electrode, is assumed to be along the z direction. Due to a discrepancy between the size of
the electrode contact and the specimen radius, there will be radial spreading of current flow
lines within the specimen as shown in Fig. 1(b). This phenomenon, referred to as striction
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effect or constriction (Costache and Ney 1988; Ney 1991), is where convergence or
divergence of current flow lines occurs. A second effect is that of current flow confined to
the surface of a conductor at high frequencies, an effect generally known as the skin-effect
(Casimir and Ubbink 1967; Giacoletto 1996). As a consequence of the above two
electrodynamic effects, there will be electric fields along both axial (z) and radial ()
directions (E,and E,) within the specimen, but, there will be no electric field in the
tangential (¢) direction. The modeling measurement configuration (r-z plane), illustrating
the skin and the constriction effects, is shown in Fig. 1(b). Since symmetry also exists about
the z axis, the modeling space can further be condensed to one half of the r-z plane from
r=0 to r=r,.

(a) (b)

r r=0 r=r,

Figure 1. (a) Schematic illustrating the measurement geometry comprising of the specimen
with coaxially placed electrodes (shown in gray shade) in a cylindrical co-ordinate system.
The illustration in (b) shows the current flow contour incorporating both skin and
constriction effects inside the specimen (r-z cross-section). The extent of radial spreading is
enhanced with increasing frequency.

3. Analytical approach

3.1 Formulation and generic solution

The analytical solution for the electric field distribution (of angular frequency @) inside the
specimen (of uniform conductivity-o and magnetic permeability-4) is obtained by solving
the following second order partial differential equation (PDE) (Ney 1991; Giacoletto 1996):

V'E-= ya{%} = jcoyaE 1)

Two independent partial differential equations in E, and E,may be written upon

expanding the vector Laplacian (www.mathworld.com) using cylindrical co-ordinates as
follows:

o’°E, 9°E, 10E, E, .
arZr + azzr + r arr _T_;:]COFUEI’ (2)
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o’E, . o’E, L 10E,
or? 9z r or

= jopoE, ®)

The general solutions for E,(r,z) and E,(r,z) for above PDE’s may be expressed as follows:
E,(r,2) = (Che 87 + Cheb | (0y1) @)
E.(r,2)=(Che82% +Chet2 )], (Ayr) 5)

where C] (I =5,6,7 and 8) are the modified coefficients resulting from grouping the radial

and axial solutions together.

3.2 Boundary conditions

The electric field distribution within the specimen is determined completely upon
knowledge of the constants in the electric field expressions in equations (4) and (5).
Examining the boundary conditions governing the two-probe impedance measurement
problem is necessary to obtain the constants (Kelekanjeri and Gerhardt 2007):

a. Source and sink conditions:

I
(Ez )Z:O,to = 02 (0 sr< rc) (6)
o
=0 (r.<r<r,)
JE I
(5], i) 7)
r z=0,t, Yy

b. Limiting normal current on curved boundary:

(E:),o,, =0, V2 ®)

c. Conservation of current (I,) via Ampere’s law (Hallen 1962; Cottingham and
Greenwood 1991):

§CH(p(r)r=rU r,dp=1, ©)

where H is the magnetic field in the azimuthal (¢) direction, expressed in terms of the

electric field components (E, and E,) as follows: (Hallen 1962; Cottingham and Greenwood
1991; Kelekanjeri and Gerhardt 2007):

1 (0E, OE
H = z _ r 1
o(12)=—— (—ar e j (10)
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3.3 Determination of unique solution for electric field distribution
Applying the limiting current boundary condition imposed on E, (r,z), listed in equation

8), we obtain J;(A;r)|,_, =0 for a non-trivial solution. This equation has infinite roots
1WA ) r=r, q

(Kreyszig 1994; Weber and Arfken 2004), given by- Ay; =&(i =1,2,3...), where f3; is a root

o

of Ji(x). Therefore, using the principle of superposition E,(r,z) may be rewritten as:
E,(r,2) = % (Che 5177 4 CheS% )1y (M) (11)
m

Next, the total current condition given by Ampere’s law in equation (9) yields:

ZJTrOHqD(r,z)

r=r,=— I, (12)

Substituting for H qo( r,z) from equation (10), we have:

(aﬂj =Jor (13)
or ). ) 27,
Since, the right hand side (RHS) term in the above equation is a constant, E,(r,z) must

contain at least one term that is just a function of r and independent of z. Therefore, the
expression for E,(r,z) may be modified as:

E,(r,z)=f(r)+ (c;e‘§ﬂ +Cé€§22)]g()\27’) (14)

Substituting this new expression for E,(r,z)in equation (13), it is seen that only f(r)

. I, (A,r .. . .
contributes to total current and therefore (% =0. A non-trivial solution to this
r

condition (see Appendix) is given by 1,,, :ﬁ]i(m =1,2,3..), where By, is a root of Ji(x).
rO
Thus the set of 1;’s and ¢;’s in the electric field expressions for E,(r,z) and E,(r,z) are

determined as Aq, =), = P and &2 =&on’ =12 + Ay, . Applying the principle of
rD
superposition, the expression for E,(7,z) becomes:

E,(r,z)= f(r)+ Z(C}me_§1"‘2 +Cgme§1'”z)]0()\1mr) (15)

3.3.1 Problem symmetry
The pre-exponential coefficients - C;’s that are left to be determined for a unique solution of

the electric fields- E,(r,z) and E,(r,z) may be reduced in number by exploiting the

symmetry of the problem. As mentioned previously, the problem geometry is both
rotationally symmetric and axi-symmetric (about z axis). In addition, there is symmetry
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£ . .
about z= (7‘31 because the source and sink electrodes are placed on opposite circular faces

of the specimen and centered about the z axis. A schematic illustrating the symmetric
current flow contour incorporating constriction and skin effects is shown in Fig. 1(b). It is

evident from the illustration that E,(r,z) is symmetric about z=[%0), whereas, E.(r,z)is
anti-symmetric. Thus, we can write the following conditions:
E.(r,z)=-E,(r,t,—z) (16)
E,(r,z)=E,(r,t,—z) (17)

Using these conditions, the electric field expressions E,(r,z) and E,(r,z) may be modified

by eliminating the constants- Cg,, and Cg,, as follows:

E.(r,z)= Zcém (37§1m2 - 67§1m (t,~2) )]1 (Almr) (18)
m

E,(r,2)= f(r)+ECmle=m% + St )1 (4 1) (19)
m

3.3.2 Validation of 1-D skin-effect solution for f(r)
Consider the case of alternating current (I,exp(—jot)) flow through an infinitely long thin

cylindrical wire along the z direction. In this case, the electric field distribution is governed
only by skin-effect, which is given as (Giacoletto 1996):

E,(r)=a],(xr) (20)

Kl

o 2
2not,J1(x1,)

where a= and «? = —jopo=-y°.

Let us assume this solution for f(r) in the expression for E,(r,z)in equation (19). This

assumption will be justified in the following by testing for the total current condition listed
in equation (13). By virtue of this assumption, the expression for E,(r,z) now becomes:

E,(r,z)=a],(xr)+XCh,, (e_§1mz +ebm(to=2) )]D(}ler ) (1)
m

Substituting this expression for E,(r,z) in equation (13) (see Appendix for derivative

of J,(x)),

= 2 i
oE 2 =—ka(xr, )+ Ec,hn (e'§1ml + e-§1uz( t,-z) X_ Al ( Ay )) _ x°1, _ Jop I, 22)
or r02) m 2o, 27,

0 [

The summation term vanishes as J;(Ay,,%,)=J1(B1,,) =0 . The result is identical to the RHS

of equation (13). Therefore, the starting assumption for f(r) is justified and the modified
solution for E,(r,z) given in equation (21) stands correct. The first term in the expression
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for E,(r,z) accounts for the skin-effect and the summation signifies the contribution from

current constriction at the contacts.
The pre-exponential coefficient C%,, may be determined by evaluating the integral

rU
(j)(aaErz j J1(Aqpr)rdr using the source condition (equation (7)) and alternately using the
z=0

expression for E,(r,z) in equation (21). The final answer is listed below:

I,J1(Aq,1:)
{ 1(A1p }_{(szgo 2)[KIZ(KrD)]I(Alpro)_Alpll(Kro)]Z(/\lpro)]

ar.o ~Ayp

Aty []2 (ﬂlp )]2 (1 re Sl )

2

Crm = (23)

The second coefficient Cj,, appearing in the expression for E,(r,z) may be determined by

making use of Faraday’s law (Cottingham and Greenwood 1991) as follows:

- — oH, . (dH, ), R .
VxH=0E = — r+ z=0E,7+0E,z (24)
0z or

By substituting for H,, from equation (10) and then comparing the r component on both

sides of the equation, we have:

d9zor 972

2 2
[a E, 9 Ef}—fwoa (25)

The coefficient Cj5,, may be solved for by substituting the expressions for E,(r,z) and

E,(r,z) in the above equation. The final answer is given as follows:

. Ch)
C5m=7”§—1”?§1m (26)
Sim” — jopo

This completes the determination of the electric field distribution (described by equations
(18) and (21)) inside a cylindrical disk shaped conductor for a two-probe impedance
measurement.

3.3.3 Semi-infinite solution

Consider the case when the cylinder is infinitely long in the thickness (z) direction. The
electric field distribution in this case can be obtained as a corollary to the derivation
presented thus far. All the boundary conditions listed earlier are equally valid here.
Therefore, the approach for obtaining the final solution is similar to the one presented for
the disk problem. However, the only major difference between the solutions is that, terms

involving e*%% are excluded from z-solutions for the present case. This essentially means
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that the probability of a wave rebounding from the opposite boundary is negligible, which
is a good approximation for large values of f, .

The expressions for the axial and radial electric fields can then be written as follows
(Kelekanjeri and Gerhardt 2007):

E,(1,2)= Y Chpe 1 J1(Agyr) 27)

E,(r,z)=a],(xr)+¥Chpe 5] (Ay,) (28)

The coefficients Cg,, and Cy,, may be solved for in a similar manner as shown for the disk
. . . £ .
solution. The above expressions are only valid from z=0 to (?j ; the solution for the other

half of the cylinder is readily obtained by using the symmetry conditions listed in equations
(16) and (17). Therefore, this problem will hereafter be referred to as the ‘semi-infinite’ case.

4. Finite element approach

The closed-form analytical expressions for the electric field distribution presented in the
previous section were validated independently using a finite element solution obtained
using the Electromagnetics Module of FEMLAB package (COMSOL ABa 2004). Modeling
was conducted in the Meridional Currents/Potentials mode, which ensured rotational
symmetry as well as symmetry about the z axis. The latter enforces that the radial current
density and the gradient in the axial current density are both zero on the z axis, i.e.

]r|7:0 =0and [%)

7

=0 (COMSOL ABa 2004). The finite element model was formulated
r=0

as a time-harmonic quasistatic problem in terms of magnetic (A ) and electric (V) potentials.
The modeling geometry consists of one-half of r-z cross-section of the specimen (boundary 1
shows axial symmetry), which has been divided into sub-domains I and II as shown in Fig.
2. Boundaries-2 and 3 correspond to the source and sink electrode contacts respectively,
where a constant current density is specified. The electric and magnetic fields are forced to
be continuous across the vertical boundary (boundary-4) at r=r, . Electric and magnetic

insulation is specified at boundaries-5, 6 and 7. A Direct UMFPACK linear stationary solver
(COMSOL ABP 2004) was used for obtaining the solution of the dependent variables, viz. the

vector magnetic potential (Z) and the electric potential (V), for the following PDE
(COMSOL ABa 2004):

(jcoa - a)zsosr )Z+ vx[ VxA ] - 0;X(§XZ)+ (o+ J@EHE, Vv —76 =0 (29)
HoHr

In the above equation, ¢, and ¢, refer to the absolute and relative permittivity and yu, and
., refer to the absolute and relative magnetic permeability respectively. Subsequently, the

electric and magnetic fields are obtained as:



Computation of the Complex Impedance of a Cylindrical Conductor

in an Ideal Two-Probe Configuration 93
E=-VV —%—? and (30)
B=VxA (31)
|1 I
12 5 z=t,
1l |4 7
| I
Kl 6
I |
r=0 r=r, r=r,

Figure 2. Illustration of the problem geometry (r-z cross-section) detailing the various sub-
domains and boundaries as modeled in FEMLAB. Sub-domains I and II are parts of the
complete specimen and are differentiated in order to indicate the electrode contacts on
boundaries (z=0 and z=t,) of sub-domain I. Sub-domain boundaries are numbered using
Arabic numerals

5. Simulation results and discussion

In the first part of this section, a comparison between the electric field profiles (E, and E, )
obtained via analytical and finite element simulations is presented. The two electrodynamic
effects pertinent here, viz. the constriction and skin effects are discussed in detail based on
the electric field profiles. Subsequently, the effects of varying one or more geometric
parameters on the electric field profiles are studied systematically. Finally, the concept of a
limiting thickness ¢, is discussed, which is useful in ascertaining the applicability of the

disk and semi-infinite analytical solutions for a given geometric configuration.

5.1 Electric field profiles

The following set of material properties and geometric parameters is used for computing the
electric field profiles: o =8.34 x 105 S/m, 1,=1.004, r,=5mm, r.=0.5mm and f,=2mm. An
amplitude of I, =50mA is assumed for the alternating current. A total of 53288 elements and

3126 boundary elements corresponding to a simulation space of 5x2sq.mm were used for
finite element simulations. Figure 3 shows a comparison between the analytical and
FEMLAB solutions as cross-section plots of the axial (E,) and radial (E,) electric field

0

profiles at z:% and a frequency of 1 MHz (Kelekanjeri® and Gerhardt 2006). It is clear

from these plots that the analytical and FEMLAB solutions are in excellent agreement with
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each other. Figure 4 shows surface plots of the axial field (E,) at frequencies of 0.1 MHz ((a)

& (c)) and 1 MHz, ((b) & (d)) obtained from the FEMLAB solution. The scale has been
adjusted to emphasize the constriction behavior in 4(a) & 4(b) and the skin-effect behavior in

4(c) & 4(d). The symmetry of the field distribution about z :%" is clear from all the surface

plots. It is seen from Figs. 4(a) and 4(b) that the field is concentrated near the electrode
contacts, which is due to the constriction effect. The constriction effect in essence signifies
the extent of radial spreading of the current. That this is the case, may be seen from Fig. 3(b),
where the radial field E,(r,z) is a maximum at r =1, , where the contacts terminate. Further

away from the electrode contacts, the field decays rapidly along both z and r directions, as
seen from the surface plots. The decay in E, along the radial direction from r=0 to r=r,,

may also be seen in the cross-section plot in Fig. 3(a), as the initial drop-off. This is due to
progressive attenuation of the signal as it propagates within the medium. Increasing the
frequency has the effect of enhancing the rate of field decay in the constriction region, as
seen from the surface plots 4(a) and 4(b). The surface plots in Figs. 4(c) and 4(d) emphasize
the skin-effect behavior at large values of r by using an altered scale. The surface plot in Fig.
4(d) clearly demonstrates that after the constriction drop-off, the field starts to rise near the
end regions of the disk. This late rise in the field, as r approaches 1,, is also seen in the plot

of E, vs. r in Fig. 3(a). This behavior is due to the skin-effect, which forces the current to

propagate closer to the surface, resulting in higher fields near the surface (Casimir and
Ubbink 1967; Giacoletto 1996). The extent of rise is greater, the higher the frequency, as
shown by the surface plots 4(c) and 4(d) at frequencies of 0.1 and 1IMHz respectively. Thus
at high frequencies, both the constriction and skin effects in combination determine the
overall field distribution, whereas, constriction is the only dominant effect at low
frequencies.

3 1 1 1 1 1 -3 A 1 1 1 1 1

O Ez_analytical (b) | o Er_analytical
—— Ez_FEMLAB i —— Er_FEMLAB

25 |

E,(r,t,/6) (V/m)
E,(r,t,/6) (V/m)

0 1 2 3 4 5x10° 0 1 2 3 4 5x10°

r(m) r(m)

Figure 3. Plots of E,(r,z )|Z and E,(r,z )| versus r at 1 MHz, showing the good

=t, /6 z=t, /6

match between the analytical and FEMLAB solutions. The profiles correspond to the
following measurement geometry: r,=5mm, 7.=0.5mm and {,=2mm
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Figure 4. Surface plots of axial electric field in (V/m) emphasizing constriction behavior in
(a) and (b) at frequencies of 0.1 MHz and 1 MHz respectively and skin-effect in (c) and (d) at
the same two frequencies

5.2 Geometric effects on electrodynamic phenomena

Simulation studies on the effect of different geometrical parameters on the two important
electrodynamic phenomena pertinent to this problem viz. the skin-effect and constriction
are presented next. For these studies, the material parameters (o,1) and the total injected
current (I,) are left unchanged from earlier values.

Simulations for studying the skin-effect behavior (at large r) were conducted by a systematic
variation of 7, and t, at three different values of the electrode contact radius r, . The field

on the boundary, viz. E,(r,z) i, Was chosen as the representative parameter for
1y ,?
studying the skin-effect behavior. This is because, the constriction effect is minimal at the

center of the disk (z= %” ), whereas, the skin-effect is a maximum on the boundary (r=1,).

Therefore, the field parameter E,(7,z) , will hereafter be referred to as the skin-effect
70,7
field.

Figure 5 (a) shows the skin-effect field at IMHz plotted versus ¢, by systematically varying

1, keeping r. constant and vice-versa. It is evident from the plots that the skin-effect field is
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primarily influenced by 7, (Kelekanjeri® and Gerhardt 2006) and remains invariant with
changes in the electrode contact radius r,. Next, the skin-effect field goes through a
maximum (at t, =t, .. ) before ultimately reaching a steady value. These inferences may be

understood by examining the expression for the skin-effect field, which is given as:

§1mta
t _
EZ(VD,7D)=HIO(KT0)+ZZC’7m€ 2 Jo(Agmro) (32)
m
. ’ ; . ; - R - ......:. T | (b}
14x10 " S e e _(a) T %% o o ¢ oo0cer
12 O r,=2mm, r.=0.05mm | |- 25 ° A f=0.2MHz| |
® ® r,=2mm, r.=0.1mm m f=1 MHz
€ 104 — r,=2mm, r,=0.25mm | |- £ ® f=5MHz
> ® O r,=10mm, r,=0.05mm 5 20 B
g 8- ® r=10mm, r=0.1mm | [ —
o — r,=10mm, r.=0.25mm 2 15 - -
o i S b 5-e
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Figure 5. Plots of the skin-effect field vs. the specimen thickness ¢, upon a systematic
variation of (a) specimen radius r, and electrode contact radius r, at a frequency of 1 MHz
and (b) frequency of the current by fixing r, = 0.1mm and 7, =2mm

In general, both terms in this expression are complex quantities. The first term actually
describes the skin-effect, which for the most part is dependent on a. Therefore, the
magnitude of this term scales inversely with r,, which is evident from the expression for a

given earlier (see section 3.3.2). The magnitude of the second term that arises due to the
constriction effect is mostly influenced by f,. The contribution from the constriction term is

significant only for small values of t,. Therefore, the magnitude of the skin effect field is
governed by both terms at small values oft,. The maximum occurs when the phase
difference between the two complex phasors is minimal. At largef,, the contribution from

the summation term becomes increasingly less significant, which is the reason for the
asymptotic behavior. Physically, this implies that as the specimen thickness increases
progressively, the constriction effect decays progressively to a point where it is no longer
significant and the situation becomes identical to 1D skin-effect (Kelekanjeri® and Gerhardt
2006).

From the plot in Fig. 5(a), it is also noted that the value of t,.,; (corresponding to the
maximum field) remains almost invariant for all combinations of r, and r. investigated.

However, the position of the maximum (¢, ;) was found to shift to larger values of t,
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upon decreasing the frequency, with a simultaneous drop in the skin-effect field as shown in
Fig. 5(b) (Kelekanjeri® and Gerhardt 2006). The scaling of the field with frequency is because
the parameter a is proportional to the square-root of the angular frequency. Additionally
the contribution from the second term also scales with frequency and therefore the
maximum is displaced further along the t, axis upon lowering the frequency. A good

analogy to this situation is that of 1D skin-effect, where the field spreads more into the
conductor from the surface as the frequency decreases. In essence, frequency behaves like a
kinetic parameter in controlling the dispersion of the electric field (Kelekanjeri® and
Gerhardt 2006).

Next, the results from simulations on constriction behavior are discussed. The magnitude of

.

6
the constriction behavior (Kelekanjeri and Gerhardt 2007). The constriction effect from the
previous discussion is clearly the largest at r =r, , while the choice of the z co-ordinate was

the field parameter E(r,z) e was chosen as the representative parameter for studying

arbitrary. This field parameter will be referred to as the constriction field, hereon. It is
intuitive that 7. should have a major impact on the constriction field, as it is in turn

dependent on the impressed field, which is dictated by r.. Therefore, the effect of
systematically varying r, and f, on the constriction field was investigated at a fixed value
of r,=0.lmm. Figure 6(a) shows the constriction field computed at 1IMHz, plotted as a
function of t, for three different values of 7, . It is clear from the plot that for a given r,, a

monotonic decrease in the constriction field is noted before ultimately reaching an
asymptote. Additionally, the asymptote is noted to occur at a higher value of t, as 1,

increased. This may be understood by looking at the following expression for the

constriction field E,(r,z)] 4

TC,6

¢ Stmto 581mto
EZ(T‘C,?O)=11]U(K}’C)+ZC'7”1 e 6 +e 6 ]u()‘lmrc) (33)
m

The contribution from the summation term decays exponentially with increasing ft,.
Therefore, at small values of f,, the magnitude of the constriction field is entirely
determined by the summation term and is independent of r,. For large values of f,, the

summation term becomes negligible and therefore the constriction field is only dependent
on r,, which explains the eventual asymptotic behavior in terms of ¢,. In the intermediate

regime, contributions from both terms are comparable and the extent of this regime is
dependent on the parameter a, which scales inversely with r, . Therefore, a specimen with

a larger radius has an extended intermediate regime and also a smaller asymptotic
constriction field, directly attributable to the contribution from the first term. The physical
significance of this is that the constriction behavior equilibrates at a much smaller thickness
in a specimen of smaller radius as compared to a larger one. The reason is because the field
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spreads out over a larger distance in a specimen of larger radius and consequently
equilibrates at a lower asymptote (Kelekanjeri and Gerhardt 2007).
Figure 6(b) shows the constriction behavior upon varying the frequency at fixed values of

1, =5mm and 7, =0.Imm. The general trend of E,(r,z)| ; vs.t, described in the previous
rlo
6
paragraph is also valid at all the three different frequencies investigated here. The most
important effect noted upon varying the frequency is that the saturation field decreased
drastically with increasing frequency, as is evident from Fig. 6(b). Additionally, the onset of

saturation occurred at progressively smaller values of ¢, with increasing frequency. Both
these effects pertinent to the constriction region again bear testimony to the fact that

frequency behaves like a kinetic parameter in determining the equilibrium field distribution,
similar to that seen in Fig. 5(b) for the skin-effect field.
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Figure 6. Plots showing the constriction field E,(r,z) o versus t, with systematic
T [

cr 6
variation in (a) specimen radius- 1, at a frequency of 1IMHz and (b) frequency at r, =5mm.

The electrode contact radius 7, is fixed at 0.1mm for these simulations

5.3 Limiting Thickness Analysis
The concept of a limiting thickness t,;,,, is proposed so as to investigate the applicability of

the disk and semi-infinite closed-form analytical solutions to a given geometric
configuration. The limiting thickness is defined as the smallest disk thickness for which a

limiting field profile Ez,limL,M , is reached at the center of the disk (Kelekanjeri and
2
Gerhardt 2007). This means that a disk with thickness larger than ¢, , (say t; > t, i, ) Will

t o
yield the same profile EZ,lim|Z_t0Jim , for all values of z between [%] and [%} It is
=
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intuitive that both the limiting thickness and the limiting field profile should be frequency
dependent, because the constriction effect varies with frequency as explained previously.

An optimization routine was developed for determining t,;,, and E, lim| toim » Which is
) im|,_ o,
2

described in the following. The electric field at the center of the specimen E,(7,z) 0t (for

2

’

any arbitrary t,), hereafter referred to as the center field, was chosen as the optimization

. . t
parameter. This is because the electric field at (0,?’} was observed to be the last to

equilibrate in the electric field profile at the center of the disk. The center field is given by
the following expression (Kelekanjeri and Gerhardt 2007):

¢ Simto
EZ(O,70)=a+ZZC'7m67 2 (34)
m

The routine begins by initializing upper and lower bounds fort,, such that
t and

t >>t, 1ower - The center fields corresponding to thickness values of ¢, , .., t, upper

o,upper

to,lower T to,u
_| Lo ,upper .
to middle —[ P were then determined as E, iy, Ejupper and

E, middle tespectively.  Next, the correct thickness interval ([t, jowersto,middie] ~ ©OF
to gt for determination of t,;,, was identified by examining the relative
o,middles*o,upper o,lim y g

differences between the corresponding center fields ie. |E, e —E; pigae| and

. The interval corresponding to the smallest difference in the fields was the

|Ez,middle - Ez,lower
obvious choice. The upper and lower bounds were updated after choosing the new interval.
This procedure was repeated until convergence was achieved simultaneously in both the
center field and the thickness, which uniquely determined the limiting thickness t,;,, and

the associated limiting field profile E, ;, < totin for a given geometric configuration and a
T2

frequency. The results of computations of the limiting thickness t,;;,, and the limiting

center field E t are listed in Table 1 for multiple frequencies. These calculations

z,lim olim
'’ 0/
( 2 )

were performed for the same set of material parameters and for values of r, and r, of

0.5mm and 5mm respectively. It is clear from the table that the limiting thickness as well as
the limiting center field, increase progressively to an asymptotic quantity with decreasing
frequency.

The limiting thickness parameter thus determined was then used as a reference for
comparing the disk and the semi-infinite analytical solutions with the FEMLAB solution.
The FEMLAB solution proved to be indispensable in verifying the computation of ¢, j;,, .
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Figure 7 shows the limiting electric field profile ( E _tym at 1 MHz) computed from the
T2
disk and the semi-infinite analytical solutions and also the FEMLAB solution for the

following cases: t, <<t, i, , to =ty1iy, and t, >t,p,, . The cross-section at the center of the

z,lim|Z

. £ . Lo .
disk (z=7°) was chosen because, the discrepancies if present, were always a maximum

here. In the case where ¢, <<t,;,, , a clear mismatch is noted between the profiles yielded by
the disk and the semi-infinite analytical solutions. As t,increased, the mismatch decreased
progressively and the solutions yielded a perfect match at t,;,, and the match remained

intact for t, >t

o,lim
Frequency (Hz) | fo1im (mm) Ez'lim|( O,t”’%) (V/m)
106 15.4 5.08 x 106
5x105 16.9 4.36 x 105
2x105 19.8 2.36 x 104
105 22.8 4.70 x 104
5x104 22.8 6.53 x 104
2x104 22.8 7.44 x 104
104 22.8 7.60 x 104
102 22.8 7.65 x 104
5x102 22.8 7.65 x 104

Table 1. Limiting thicknesses and limiting center fields at several frequencies via
optimization of the disk solution for chosen values of r, =5mm and 7, =0.5mm

The total number of elements used in the FEMLAB models for the cases- t,<<f,;,,
to =t 1im and t, >t 1, were 20824, 67880 and 72017 respectively. The maximum mesh size
(4,,2x ) on the vertical boundaries of the geometry (spanning a length of ¢,) was adjusted so
as to improve the match with the analytical solution(s). A constant value of A4,,,, could not

be used for all three cases because of memory handling constraints associated with the
solver. A nearly identical profile to that of the analytical disk solution was obtained using
the FEMLAB solution for f,<t,,,. In cases where t,>t the FEMLAB solution

deviated marginally from the two analytical solutions, which showed a perfect match. The
match could be better provided the memory constraints of the solver upon lowering 4,,,,

o,lim 7

could be met. However, for practical purposes, the analytical disk solution and the FEMLAB
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solution are in agreement with each other for all values of f,, while, the semi-infinite

analytical solution is clearly a rough approximation for t, <<t j;, .
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Figure 7. Plots showing the axial field at IMHz as a function of r to show the relative match
between the semi-infinite, disk analytical solutions and the FEMLAB solution for the
following cases - (a) t, <<t jiy,, (b) t, =t iy, and (c) t, 21, iy

6. Computation of Specimen Impedance

In this section, a procedure for computing the complex impedance of the specimen in the
shape of a cylindrical disk is described based on the expressions for the electric field
distribution that were presented in section 3. As before, computation of impedance from the
analytical model was validated using the FEMLAB model at a number of frequencies. The
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following material properties and geometric parameters were used for computing the
specimen impedance: 0=8.34 x 105 S/m, 1=1.004, r,=6.35mm, r.=0.5mm and f,=2mm.
The complex impedance (Z) of a specimen for an alternating current flow situation consists
of real (Z') and imaginary (Z") components, viz. a resistance (R) and a reactance (X).

Z=7+jZ"=R+jX (35)

In the case of a metallic specimen, the reactance is primarily due to the contribution from the
internal inductance (L;) of the specimen. While the resistance is related directly to energy
loss due to ohmic heating, the inductance describes the ability of a conductor to store
magnetic energy (Hallen 1962). The expression for the complex impedance by incorporating
the inductance is written as follows:

Z =R+ jol; (36)

The computation of R and L; of a metallic cylindrical disk specimen using the analytical
electric field expressions was conducted via energy methods (Kelekanjeri 2007). The
resistance and the inductance are obtained by calculating the Joule heat-loss and the total
internal magnetic energy respectively, the expressions for which, are listed as follows
(Hallen 1962):

R= 21 [0E.E.dV and (37)
I rms v
L= 21 [BH.V =—— [uH.H.dV (38)
I rms 'V I rms 'V

In the above expressions E and H are the total complex electric and magnetic fields
respectively, while the subscript ¢ denotes the complex conjugate. The total magnetization-

B is related to the magnetic field H by the magnetic permeability 4 . The root mean square

value of the current of amplitude I, is given by I, _ 1o . The total electric field E and

V2

the magnetic field H are given in terms of the electric field components E, and E, as

follows:
E=E,7+E,2 and (39)
H= L[ai - aﬂ) (40)
jou\ or oz

The analytical expressions for E, and E, are given in section 3. The reader is referred to the
Appendix for further details on evaluation of the volume integrals.

In the case of the FEMLAB model, the overall Joule heat loss and the magnetic energy are
obtained by integration of the time average resistive heating per unit volume (Q,, ) and the
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magnetic energy density (W, ) over the specimen volume respectively. The expressions

for the time average quantities, viz. the Joule heat loss per unit volume and the magnetic
energy density are given as follows (COMSOL ABa 2004):

Q= %ReU,E_C) and 1)

Wina = éRe(ﬁB_c) (42)

The resistance R and the inductance L; are subsequently obtained by dividing out the time
average quantities by 7.
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Figure 8. Plots of the frequency dependent resistance (a) and inductance (b) computed from
both analytical (open symbols) and finite element models (solid line)

Plots of R and L; as a function of the frequency are shown in Figs. 8(a) and 8(b) respectively.
The perfect match between the quantities computed via the closed-form analytical solution
and the finite element FEMLAB solution is evident from both plots. The resistance behavior
as a function of frequency may be understood by examining the cross-section plots of
E,(r,z) and E,(r,z) in Fig. 3 and the surface plots of E,(r,z) in Fig. 4. It is clear from Fig.
3(a) that the axial field FE,(r,z) drops quickly to zero past the constriction region and
reappears at larger values of r (near the surface). The rise in E,(r,z) near the surface (see
Fig. 3(a)) is non-existent for frequencies below 10kHz. The radial field E,(r,z)(see Fig. 3(b))
on the other hand remains finite beyond the constriction region and is extended to large
values of r with increase in the frequency. The extent of rise in E,(r,z) near the surface and
the radial spreading in terms of E,(r,z) past the constriction region are both enhanced with
increase in frequency. The variation in the field profiles for frequencies below 10kHz is
negligible. This redistribution in the axial and radial fields with frequency has the effect of
decreasing the Joule loss contribution from E,(r,z) and increasing that from E,(r,z)



104 Recent Advances in Modelling and Simulation

(Kelekanjeri 2007). The overall Joule heat loss however, increases drastically with frequency
(10kHz and above) as the predominant effect is that of E,(r,z). Consequently, the resistance

R remains relatively constant for frequencies up to 10kHz and increases progressively upon
further increase in the frequency.
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Figure 9. Plots of the magnetic field H(r,z) vs. r with varying (a) z cross-section from the
surface to the center of the specimen at a frequency of IMHz and (b) frequency atz= %” .
The geometry was fixed at r, =6.35mm, r, =0.5mm and {,=2mm

The inductance behavior as a function of the frequency is dependent on the distribution of
the magnetic field inside the specimen (Hallen 1962). Figure 9(a) shows plots of the
magnetic field H, versus r at different z cross-sections starting from the boundary at (z=0)

. £ . . . .
to the center of the disk (z=7°). It is evident from the plots that H, is a maximum at

r=r,, (where the constriction effect is maximum) and reaches a constant value on the

curved boundary (r=r,). Additionally, the weakening of the magnetic field H, may be

- . . 13 . .
noted near the constriction region as z increases from 0 to 7” This gradual weakening of

the magnetic field is aggravated with increasing frequency, as may be seen from Fig. 9(b),

which shows plots of Hy,| ; at frequencies ranging from 10 kHz to 5 MHz. The lesser
z=-"
6

penetration of the magnetic field results in a lower overall magnetic energy for the specimen
and consequently a lower internal inductance with a rise in the frequency (Hallen 1962). The
reactance X on the other hand is a product of the internal inductance and the angular
frequency (see equation (36)) and therefore increases with increasing frequency (Hallen
1962).
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Figure 11. Plot of the complex impedance magnitude-(a) and phase angle-(b) vs. frequency
from an actual two-probe impedance measurement of a superalloy specimen of dimensions-
1, =6.35mm, t,=2mm and conductivity 0=8.34 x 105 S/m. The electrode contact radius 7,

was 0.5mm

The magnitude of the overall impedance (|Z|=\/R2+X2) and the phase angle

(p=tan™1 %) are shown as a function of the frequency in Fig. 10(a) and 10(b), for the closed-

form analytical and the finite-element solutions respectively. The excellent match between
the two solutions is again obvious. It is seen that the phase angle increases dramatically in
the frequency range from 10kHz to 1IMHz followed by a near saturation type behavior. The
impedance only increases slightly from 10kHz to 100kHz, followed by a steep rise. It is
interesting to note that both the resistance and reactance increase nearly at the same rate at
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the highest frequencies, indicated by the saturation in y ~45°. The latter observation is

analogous to 1-D skin-effect situation, where both components of the complex impedance
increase as square root of the angular frequency at high frequencies (Gosselin, et al., 1982). It
should be mentioned that the specimen impedance computed here is a function of the
electrode contact radius (7, ). This is because the electric and magnetic field distribution

inside the specimen is governed by the constriction effect, which in turn is affected by
variations in 7, . There is however another important factor which affects the measured two-

probe impedance response viz. the contact resistance between the electrode and the
specimen. The present model does not account for the contact resistance effect on the overall
impedance and therefore, caters to an ideal situation only.

The measured two-probe impedance and the corresponding phase angle response from a
specimen with dimensions and electrical conductivity similar to that used for impedance
calculations are shown in Fig. 11. It is clear that the measured impedance (Fig. 11(a)) is orders
of magnitude off from the computed impedance (Fig. 10(a)); however the overall increasing
trend in impedance with frequency is almost identical in shape. The measured phase angle
(Fig. 11(b)) also shows a similar trend as the computed one; however, the actual magnitude of
the frequency dependent phase angle is different from the computed response. The reasons for
the discrepancies between the measured and computed responses are discussed below. As
mentioned previously, the electrode-specimen contact resistance is one factor responsible for
the rather high value of the measured impedance and is prevalent at all frequencies. Secondly,
the flow of alternating current generates a time-varying magnetic field, as a consequence of
Faraday’s law. This magnetic field is responsible for an induced voltage besides that from the
specimen, if any loops are present in the circuitry (Kelekanjeri 2007). While the contact
resistance offsets the specimen impedance (at all frequencies), the induced voltage from the
magnetic field primarily affects the reactance at high frequencies (10 kHz and beyond). The
reactance increases nearly exponentially for frequencies above 100 kHz, owing to induced
voltage from the circuitry and consequently obscures the measurement of actual impedance
associated with the specimen. This is also the reason for the relatively higher values of the
measured phase angle at the highest frequencies. The fluctuations in impedance noted up to
IMHz could be due to inadequate compensation of residual impedance arising from the
circuitry. The problems mentioned heretofore for two-probe impedance measurements of a
conducting specimen are not major concerns in the case of semiconducting or dielectric
specimens due to the inherently large impedance of the specimen itself.

7. Future Work

The applicability of the present model of an ideal two-probe impedance measurement, treated
as a current injection/extraction problem, is demonstrated for a fairly good conductor, in this
case a nickel-base superalloy. However, the scope of this model may be extended to good
semiconductors and polymer-conducting filler composites with fairly high conductivities,
keeping in mind the assumptions made in the model. The validity will be ensured only when
the conduction current density is still dominant over the displacement current density by
orders of magnitude. As the next step, the model could be extended to address impedance
measurements of more insulating materials by accounting for the displacement current term.
In this case, the inherent dependence of conductivity and dielectric constant on the frequency
will add more complexity into the model. This could also play a role in the case of the
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conductor-filled polymer specimens, mentioned above. Another important problem in today’s
nanoscale research is the quantitative determination of localized electrical properties of a
microstructure using scanning probe microscopy (SPM) based electrical techniques.
Nanoimpedance microscopy is an SPM-based AC technique in which, a local probe tip serves
as a replacement to one of the bulk electrodes for measuring the local impedance of the region
of interest (Kalinin and Gruverman 2007). In this case, however, the measured response is
dominated by the region that is directly underneath the probe tip, the size of which, is
determined directly by the tip-radius. In addition, the contact force applied by the tip,
determined by the force constant of the tip, also affects the measured response. This type of
localized measurement could also be treated as a current injection/extraction problem similar
to the current one. However, the spatial variations in conductivity, the surrounding medium,
the relative size of the feature vs. tip-radius, the nature of the contact between the tip and the
sample are all important factors that should be included in the model.

8. Summary

Closed-form analytical expressions for the electric field distribution inside a cylindrical disk
conductor are presented for the problem of a two-probe impedance measurement, treated as
a current injection/extraction problem. The specimen was treated as a homogeneous
material medium with uniform electrical and magnetic properties. A finite element solution
obtained using a commercially available finite element package, FEMLAB 3.1, was used for
independent validation of the closed-form expressions. Analytical expressions for the case of
an infinitely long cylinder are also given as a corollary to the disk problem.

The expressions for the axial and radial electric fields consist of terms that account for both the
skin effect and the constriction effect. The skin effect term becomes important at high
frequencies (10¢ Hz to 106 Hz) near the end regions of the disk (large ), while the constriction
term is dominant in regions near the electrode contacts (small r) at all frequencies.

The effects of varying the measurement geometry viz. the electrode contact radius r,, the

disk radius 7,, and the disk thickness t,, were investigated systematically. The skin effect

behavior at high frequencies was found to be dependent only on the specimen dimensions
(r,and t,) and was independent of the electrode contact radius 7, (7. <<r, ). The skin effect

field reached a maximum in t,, before eventually reaching an asymptote with increasing
t,. The dominant effect on the constriction was that of r.. In addition, the specimen
geometry also impacted the constriction behavior; the dependency on 1, was only ruled out
for small values of ¢, .

The concept of a limiting thickness and a limiting field profile was proposed in order to assess
the range of applicability of the disk and semi-infinite analytical solutions for a given specimen

geometry. Simulations indicated that the disk analytical solution and the FEMLAB solution
matched with each other for all values of ¢,. The semi-infinite analytical solution also matched

well with the other solutions when t, >t However, when t, <<t,;,,, the semi-infinite

o,lim -
solution was only a rough approximation to the actual solution yielded by the disk solution.

The real and imaginary parts of the complex impedance for an ideal two-probe impedance
measurement were computed using the closed-form analytical and finite-element solutions
via energy-based methods. The frequency dependent specimen resistance was found to be a
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constant up to ~100kHz and increased monotonically with further rise in the frequency. The
internal inductance on the other hand showed a monotonic decrease after 100kHz. These
effects were explained as due to the increase in the overall Joule heat-loss and a decrease in
the magnetic energy storage with rise in the frequency. The measured impedance response
differed by orders of magnitude from the computed impedance due to factors such as the
specimen-electrode contact resistance and the induced voltage from the measurement
circuitry.
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10. Appendix
L. Sifting property of the delta function
[ f(x)0(x, —x)dx = f(x,)
II. Derivative of Bessel functions
[T, (I ==x" ], 41(x)
III. Orthogonality property of Bessel functions
For a given v, the Bessel functions [,(Ay,x), J,(Ayx), J,(A3,x),...with A,,, =% (m=

1,2,3...) form an orthogonal basis in the interval 0<x<R with respect to the weight
function p(x)=x . This property is expressed as:

?x]v(ﬁmvx)jv(/\,wx)dx =0 (m#n)
0

2
:RT 2ys1(A,R) (m=mn)

IV. Indefinite integral of product of Bessel functions

2 2
] {(k2 ~1P)t —(”—;U)}],,(kf)h(lt)dt

z

= 2]1(k2)], (12) = 1], (k2) ]y s1(12)}= (= V)] (k2) ], (12)

V. Complex identities
If u and v are any two complex numbers, then the following identities hold true for

operations on their complex conjugates uand v.
a.  (a) (wxo)=uzxo
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b. (b) (uv)=
c (@], (u)= Ju (ﬂ), where J, (x) is a Bessel function in x of order .

Q
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1. Introduction

In this chapter, we introduce a scientific methodology called “evolutionary constructive
approach”. This approach is suitable for studying dynamic features of complex systems. At
first, we identify two types of simulation methodologies, realistic and constructive. The
latter is especially needed to clarify complex systems, since the complex systems have
distinct characteristics from objects of conventional scientific studies. We characterize such
characteristics as “undecomposabilities”. We show three example simulation studies using
the evolutionary constructive approach. They are about 1) dynamic change of social
structures, 2) language change and displacement, and 3) dynamics of communication.

These days, computer simulations have been getting popular in science and engineering.
For example, the Earth Simulator developed in Japan has been producing interesting results
for meteorology and environmental science (Sato, 2004). Multi-agent simulations, or agent-
based simulations, are an enterprise of new method in social science (Conte et al., 1997;
Gilbert & Troitzsch, 2005).

The simulation techniques are expected to contribute for understanding and prediction of
the future of our world. But our world is not so easy to comprehend and to deal with. We
have reached good understanding of some parts of the world, when simple sub-parts can be
extracted as systems. Complex systems in which extracting simple sub-parts or breaking
down into simple systems are very hard have been still remaining untractable for us. If we
try to use modeling and simulation for understanding such complex systems, we should
establish the way of thinking, the methodologies and the approach to model the complex
world.

The purpose of this chapter is to discuss if constructive approach, especially, evolutionary
constructive approach, can contribute to understand the complex world. The constructive
approach is a scientific methodology in which an objective system is to be understood by
constructing the system and operating it. In evolutionary constructive approach,
evolutionary operations, not only genetic evolution but also lifetime development,
individual learning and social learning, are incorporated to construct models.

This chapter organizes as follows. In section 2, we describe some seminal constructive
studies not limited to works using computer simulations. In section 3, we explain how
complex systems are characterized as a preparation to discuss if the constructive approach is
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suitable for studying complex systems. The important concept to view complex systems is
“undecomposability”. In section 4, we explain evolutionary constructive approach in detail.
Section 5 is devoted to show examples of simulation studies taking the evolutionary
constructive approach. We summarize this chapter with discussion about the future
direction of the evolutionary constructive studies in section 6.

2. Two Types of Simulation Methodologies: Realistic and Constructive

We can identify two types of methodologies in simulation studies, one is realistic
simulations and the other is constructive simulations. The former tries to make operational
copies of actual phenomena as possible as realistic in order to predict what occur in the
target phenomena. The latter constructs rather simplified non-realistic models in order to
extract essential features and to understand underlying mechanisms and logics of the
objective phenomena.

A typical example of the realistic simulation is “the Earth Simulator” (Sato, 2004). In the
Earth Simulator, the Navier-Stokes equation, the fundamental equation for fluid dynamics,
is calculated with approximation such as finite element method but as possible as accurate
using parallel computers. In order to realize the high accuracy, the surface of the earth is
divided into square areas as possible as small. Therefore, massive computational power is
required. One of the main purposes of the Earth Simulator is to predict the state of the
atmosphere of the Earth. An outcome of such effort is depicted in Figure 1(left). This is not a
satellite image but the simulation result of a typhoon approached Japan in August, 2003.

z

Figure 1. Simulation results from the earth simulator (left) and the Lorenz attractor (right).
Both are derived from the same equation but with the completely different methodologies.
The former is cited from the Home Page of Multiscale Simulation Research Group, The

Earth Simulator Center (http:/ /www.es.jamstec.go.jp/esc/research/Mssg/index.ja.html)

On the other hand, the Navier-Stokes equation is often calculated using different
approximation called modal decomposition. Lorenz was one of such meteologists. He
extracted five modes of the equation and calculated using a computer in 1950°s. After some
period of calculation, he restarted the numerical simulation starting from the printed results.
After a while, he found that the result was not the same as the first calculation. He could
find neither any bug of the computer program nor any glitch in the computer. What he
found was the sensitivity to initial conditions. The initial condition of the first and second
calculations was slightly different, since the printed result was truncated at some digits. In
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some nonlinear systems, such as fluid dynamics, very small difference can be grown into the
system size. Lorenz (1963) called the phenomenon “deterministic nonperiodic flow”, which
was named chaos later (Li & Yoak, 1975).

Lorenz (1963) studied a more simplified system having the sensitivity to initial condition
with three dimensional differential equations, now called Lorenz system. Figure 1(right) is a
trajectory of the numerical simulation of the system. This geometrical structure is called the
Lorenz attractor. He clarified such unstable and complex dynamics is induced by stretching
and folding in the phase space.

This study can be thought of as a constructive simulation. Lorenz constructed a more
simplified and more non-realistic model than the Earth Simulator and extracted the essential
features in the dynamics of atmosphere. Although, using the Lorenz model, we cannot
forecast weather at all, the underlying mechanisms, stretching and folding, of complex
dynamics of climate was understood and logics of the objective phenomena why weather
forecast is fundamentally impossible was comprehended.

The other classical examples of constructive studies are von Neumann’s self-reproducing
automata (von Neumann, 1963) and Turing pattern (Turing, 1952).

Taking notice of the self-reproduction as one of the essential features of life, von Neumann
(1963) propounded the question, “whether a machine can reproduce itself”, and considered
by what kind of logic the self-reproduction would be possible. By constructing an abstract
machine, composed of three parts: a universal constructor, a blueprint and a copier of the
blueprint, that actually carried out self-reproduction, he proved that self-reproduction is
possible for machines.

On the way of construction he found two important logics in self-reproduction. One is that
the self-reproducing machine should have a static description of the machine, since the
system has to observe itself in order to reproduce itself but the action of observation
inevitably affects both the object and the subject of observation. This is a self-referential
problem. This problem can be resolved by preparing a blueprint that is stable for
observation. The second point is that the content of the blueprint is used twice in the
different manners, interpreted and uninterpreted. When the blueprint is used at the first
time, the universal constructor should appropriately interpret the information content that is
the way to construct the machine. At the second time, the copier reads the blueprint literally
and copies all the letters on the blueprint accurately. What is interesting is that these two
points were proved to be realized in living organisms. Especially, the structure of the
machine and the two distinct manners of information utilization are critical to make the
machine evolvable. von Neumann did not perform simulation of the machine, since the
computational power was not enough to calculate his self-reproducing machine at his time.
Turing was also interested in life. Having spatial patterns, most of them are static and some
dynamic, is one of the essential features of living organism. Turing (1952) proposed a simple
reaction diffusion system for morphogenesis, partial differential equations with two
variables. In this system, he supposed an interaction between two imaginary chemical
substances, called morphogens. He proved that a particular character of the morphogens
and particular manner of interaction realized various stable patterns from spatially uniform
state. We can produce such various patterns as stripes and dots in numerical simulations by
adjusting parameters of the system. This system is not a model abstracted from precise
observation of real concrete phenomena, but Turing constructed the system from the
bottom-up by introducing imaginary substances. While chemical substances precisely
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corresponding to the morphogens have not been found, we can understand the logic and the
sufficient conditions for the emergence of nonuniform spatial patterns from uniform initial
conditions.

A recent (nonclassical) development of the constructive simulation is Kaneko’s coupled
chaotic maps (Kaneko, 1986, 1990). He tried to understand high dimensional chaos, but no
handy model existed. There are many good models in low dimensional chaos such as the
logistic map, Hénon map, Lorenz system, Rossler system (Alligood et al., 1996). Thus, his
idea to make a high dimensional system was to connect many low dimensional chaotic
maps. Basically, there are two types of coupled chaotic systems. One is a coupled map lattice
which consists of chaotic maps with a local coupling (Kaneko, 1986),

xae1(i) = (1-€)f(xn(0))+( €/ 2){Exa(i-1)* £Oxa(+1)) M)

where n is the index for time and i for space, and x is the value of the state, that is, xn(i)
represents the state of the ith map at the nth time step. Each element receives the influence
of adjacent elements. The strength of the influence is controlled by a parameter €. The
function f(x) is a chaotic map, e.g. the logistic map f(x)=1-ax2, where a is a nonlinear
parameter. The other type is called globally coupled maps, which is a system of chaotic
maps with a mean field coupling (Kaneko, 1990),

Xne1(f) = (1-€)f(xa(D)+( €/ N) i fxa(j)) , @)

where N is the number of maps. The average of all elements affects each element. Thus the
larger value of the coupling constant, €, makes the system uniform, and the large value of
nonlinearity, a, makes the system disordered. In computer simulations of the systems, we
can find fruitful complex dynamic phenomena, such as spatio-temporal chaos, dynamic
clustering, pattern dynamics and chaotic itinerancy, by adjusting the parameters.

The chaotic itinerancy is a remarkably dynamic motion, in which a trajectory chaotically
transits among varieties of low dimensional ordered states through high dimensional
unordered states; or transits among low dimensional dynamical states including fixed
points, periodic and chaotic motions through high dimensional chaotic motions (Kaneko &
Tsuda, 2003). We depict an example of chaotic itinerancy observed in globally coupled maps
in Figure 2. This graph shows dynamics of effective dimensionality, that is the degree of
freedoms, of a system of globally coupled maps with 10 logistic maps. The system has 10
dimensionalities at most, since it consists of 10 one-dimensional maps. The maps continue to
synchronize with other maps and to desynchronize. When all elements synchronize, that is
thought of as a state with complete order, the effective dimension is 1. When they
desynchronize at all, that is an unordered state, the effective dimension is 10. A state with
mid dimensionality is a partially ordered state. Figure 2 demonstrates that the effective
dimensionality changes with time. The system moves between full ordered state, the
effective dimension is 1, and full disordered state, the effective dimension is 10, with chaotic
fluctuations. This change does not cease forever.

The coupled map lattice and the globally coupled maps are not models in its rigorous sense,
since they do not represent any concrete phenomena. They are realizations of pure abstract
concept of high dimensional chaos. In other words, an object of study is created by the
coupled chaotic system. While the coupled chaotic system is an abstract mathematical
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object, it is utilized to study actual concrete phenomena of life, especially diversification of
the cells (Kaneko, 2006).
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Figure 2. Example of chaotic itinerancy in a system of globally coupled chaotic maps. The
effective dimensionality of the system fluctuates with time

3. Characteristics of Complex Systems

Above mentioned constructive studies are concerned with complex phenomena, such as
chaos and life, in which dynamics and interactions play important roles. This fact is not by a
mere chance. Constructive approach is suitable for studying complex dynamical systems.
Before explaining the (evolutionary) constructive approach, we discuss the characteristics of
complex systems.

Complex systems are not the same as complicated systems. A system composed of mere
vast amount of elements or having mere entangled relations may be identified as
complicated but not as complex. We claim that complex systems are characterized by three
undecomposabilities (Hashimoto, 2007). Conventional scientific methodology has made
premise three types of decompositions. They are decompositions or separations between
operators and operands, between parts and whole, and between observations and observed
objects. Most objects of complex systems studies refuse some or all of such decompositions.
Conventional descriptions are likely to divide an objective system into states and fixed
functions governing the behavior of the states, or into a black box having certain functions
and inputs to/outputs from the black box. Suppose that there is an unidentified machine
with several buttons and we are going to know how it works. We may try to give the
machine some inputs, for example, pushing the buttons, and then wait responses to the
inputs. Here, we presuppose that the machine has some states and some functions that are
evoked by pushing the buttons. The functions are operators acting on the states and the
state changes are brought by the operators. If we can describe good correspondences
between the inputs and the outputs, we will feel that we are approaching understand of the
objective machine. The objective system is made to resolve into operators, what act on
something, and operands, on what the operators act, and the operators are supposed not to
change by the operation.

This decomposition is not necessarily obvious for systems with self-referential and self-
modification features. In such systems, the movement of the system may act on the system
(self-reference) and change the system itself (self-modification). Namely, the systems can
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work both as an operator, acting on the system, and an operand, the object of the action, at
the same time. This characteristic is called the undecomposability between operators and
operands. This undecomposability brings the systems “rule dynamics”, i.e., rules describing
the dynamics of the systems have dynamics.

Biological evolution has this characteristic. Biological evolution is defined as changes of the
gene frequencies in a group of organisms with respect to their environment for adapting to a
fitness landscape. In classical view of neo-Darwinian evolution, the organisms unilaterally
changes to fit to the environment. The environment selects organisms which can survive in
the environment (natural selection). In this view, the environment is an operator and the
organisms are operands. But actually, the organisms are not so passive but often modify
their environment actively. The environmental change brought by the organisms persists for
several generations, and thus the environmental change affect the natural selection. The
process to modify the environment or to make a new environment to live is called niche
construction (Odling-Smee et al., 2003). In the view of niche construction, biological
organisms are both operators and operands. The evolutionary dynamics must be
understood from such dynamic viewpoint.

Complex dynamical systems such as language and social institutions are other examples
with the undecomposability between operators and operands. Language can be thought of
as a system for making and understanding utterances. Any language continues to change
with our use of the language. A dead language which no one uses is not subject to change.
Social institutions are habits in the ways of thought common to social members. The
institutions seem to regulate behavior of the social members. But the institutions are seldom
static. Once a social institution established, it is not continue forever. Most of people
conform to the institution, the change of the institution occurs often from within the society.
Namely, social institutions change with the behavior of the social members, that is regulated
by the social institutions. This is a representative of the rule dynamics.

In reductionism, temporal and spatial levels of an object of study are restricted, and it is
often said that the whole is the sum of all parts. More macro level than the focusing level is
often thought of as closely analogous to static. More micro level than the focusing one is
likely to be approximated as random. However, if a small change arisen in one of parts of
the objective system is expanded and spread to the whole system, the decomposition of
levels and the reduction into partial systems become impossible. It is commonly conceded in
many literatures that complex systems do not accept such decomposition. Chaotic systems
have this undecomposability. The behavior of the system sharply depends on initial
conditions. A small change in the initial conditions or in the state of a partial system may
make the state of the system completely different, as described in the previous section.
When a small fluctuation is expanded into the system level, another conventional
decomposition between observation and an object of the observation is collapse. Since any
observation inevitably perturbs the object, the influence of the observation may become
apparent in such system. If a system composed of an observer and an observed object has
the undecomposability between operator and operand, that is, the observer is the operator
and the object is the operand, the undecomposability between observer and observed object
is also induced. In social systems, it is recognized that observation and description, or
investigation and its publication, may affect the behavior of the objective social systems.
Thus, a methodological problem has been pursued in social science. Several methods
different from natural science are devised in social science, such as participatory
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observation, ethnomethodology, and action research. The difficulty comes from the fact that
biological organisms have subjective agency. They may react differently to the same
situation. Therefore, reproducible observations become difficult for biological and social
systems.

4. Evolutionary Constructive Approach

A new scientific approach is required so as to progress understanding of dynamic complex
system which have the undecomposabilities described above. Here we introduce
“evolutionary constructive approach” (Kaneko & Tsuda, 1998; Kaneko & Ikegami, 2000;
Hashimoto, 2002; Asada & Kuniyoshi, 2006). It is a methodology in which we try to
understand an object through constructing and operating the object.
We make a model, often mathematical or computational, of an object and implement the
model using some media. This is construction. In making a model and constructing a
system, individual concrete phenomenon of the object is not necessarily modeled
realistically. As exemplified in section 2, the logic, not materialistic details, to realize the
target phenomena is focused on. The systems constructed should consist of elements and
factors which are considered to be essential to the objective system. As for the media of
construction and operation, we use hardware, such as robots, software, such as computer
programs, and wetware, such as biochemical molecules.
In trying to construct a complex object, we may be perplexed by a paradox:
In order to construct something, a blueprint is required. In order to draw the blueprint,
the object must be analyzed and understood well. This is a deadlock situation.
Therefore, constructive understanding is impossible for an object which is difficult for
analysis and description.
However, in evolutionary systems like life, cognitive system, language, economic and social
systems, which have their own intrinsic dynamics, the final complex state is not needed to
be designed for construction. Instead, as illustrated in Figure 3, we design a simpler state
which has the possibility to attain the final state as a result of change, or which is thought of
as the origin of the object; and incorporate mechanisms of change, such as genetic evolution,
individual learning, social learning, development or diversification. We «call this
methodology “the evolutionary constructive approach”. This approach releases us from the
paradox that what is too complex to understand cannot be constructed. This approach has
another merit. We can observe the changing processes in which initial states arrive at the
target state through the process of complexification and structuralization. The mechanisms
of change are usually not easy to implement in hardware construction and are not easy to
control in wetware construction. Therefore, software construction may be suitable for this
approach at the present.
We operate the system constructed. For software construction, computer simulations are
performed extensively by testing the varieties of the settings, parameters, initial conditions
and algorithms of change. We investigate which setups result in what kind of consequences
and observe processes to complexify and structuralize. Through the operation and analysis,
we try to clarify what occurs inevitably, in what kind of logic the objective phenomenon
occurs, what the sufficient conditions for the objective phenomenon are.
We may observe changing processes or final states that differ from those seen in the actual
world, depending on the setups. In this case, knowledge about the “could-be” state of the
target phenomenon is obtained. In order to establish the theory of evolution, it is necessary
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to attain integrative comprehension including evolutionary paths which possibly might
exist. Therefore, recognizing the “could-be” states is important. Experiments of the
evolutionary paths in various setups can be repeatedly conducted usually. Besides, many
variables of the system are measurable. Therefore, we can treat phenomena of which
empirical observation is difficult and objects with historical dependency or a one-time-only
nature. Accordingly, the evolutionary constructive approach is an effective method for the
comprehension of origin and evolution.

A system thought of
as the origin of the Complexify I
objectiis designed. Structuralize v;; -
- Change The complex object is
\ A not constructed directly
Origin Ty, process of change

(evolution, learning) is
incorporated

Figure 3. Evolutionary constructive approach

Another effective aspect of the constructive approach is the specification of the details of
ideas. When we make a model which can be operated actually in simulations or in robotic
systems, we must make every fine features clear and detailed. In the process of specification,
we need to formalize the important concept, to determine the relationships among subparts
of the model and the idea. We sometimes find a missing link in the logic to form the target
phenomena which was overlooked before actual modeling. We may also find such a missing
link during operating the model by observing unexpected results. In particular, in cases
where multiple causalities and logics work simultaneously, which is usual in complex
dynamical systems, we are not good at following such multiple flows of causalities and
logics without mathematical or computational thinking tools. In some research areas,
researchers often rely on verbal theorizing, even based on empirical evidence. When the
objective system is so complex that the verbal theorizing may easily lead us astray, the
constructive approach can be used to corroborate or to suspect the reasoning.

The constructive approach concerns to engineering. We construct systems using some media
with technologies, often high technologies. In contrast to engineering, the constructive
approach may be considered as a scientific methodology, since the purpose of constructive
studies is mainly to understand some objects. In engineering, something designed based on
conceptualization - be it experiential or theoretical - is constructed and utilized for the
world. Therefore, engineering has the directionality “from the concept to the world”,
namely, we realize in the world what is conceptualized. On the other hand, science has the
directionality “from the world to the concept”, namely, we conceptualize and understand
the world. In constructive studies, the methodologies of these two directionalities,
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engineering, “concept > world”, and science, “world - concept”, are connected as
“concept = world = concept”.

The constructive approach is basically a hypothetico-deductive method. At the first
“concept” stage, we have a working hypothesis based on knowledge so far about the
objectives. A system is constructed based on the idea that “certain phenomena and process
should occur according to existing knowledge and a working hypothesis”. If the process
and the phenomena currently assumed are actually realized as results of the operation of the
system, it means that the hypothesis was verified in part. Here, the deductive stage is
executed through the operation of system constructed. We modify the hypothesis and
reconstruct the system, when the assumed consequence is not obtained.

When assumed consequence is realized, we should analyze thoroughly which settings or
which part of hypothesis bring the consequence. This analysis may give us a new insight
about the core of the problem and the important part of the hypothesis. If we intend to
understand further fundamental mechanism of the target phenomena or to study the origin
of the objective system, we try to construct a new system in which the setting that brings the
assumed consequence in the previous construction is not incorporated as a model. Such
setting forms a new object and we search for a hypothesis that realizes the setting as a
consequence of evolution in operating the new system.

A nontrivial consequence which was not considered initially may be observed as the result
of the operation. This is an emergence for a researcher. It is necessary to ask why such a
consequence comes out and what kind of significance it has in the target phenomenon, and
to clarify the mechanism in which the nontrivial consequence occurs. Accordingly, the
emergence must not be left as it is. We have to advance our understanding so that the
emergence is resolved as reasonable. By this activity, a new light is shed on the object,
generation of a new hypothesis is brought about, and further comprehension progresses.
Therefore, the constructive approach plays the role of hypothetical generation and is a tool
of thought as well as hypothetical verification.

The new object and new hypothesis leads us the second “concept” stage, and the process of

construction and operation continues as “concept - world = concept > world > . In
evolutionary constructive approach, new features are added to a system constructed at the
later constructions. The accumulative addition of new features is also considered as a kind
of evolutionary process.

We should notice that, in the constructive approach, while finding sufficient conditions may
be possible, a necessary condition cannot be acquired. Even if the target state can be attained
starting from a certain setting and condition, there may always be a possibility that the
setting and the condition are not indispensable to attain the state, because other settings and
conditions may bring about the target state. It will, however, be possible to narrow sufficient
conditions by repeating experiments with various setups and elaborating models. Moreover,
it is also impossible to answer the question concerning origins straightforwardly by this
approach, i.e., “when” an event occurred in the actual world. The constructive approach can
contribute to find essential logic, that is, the “how” question, while the “when” question
must be clarified by empirical evidences. One possible course to approach the “when”
question in constructive studies is to clarify strict conditions for the event to occur and to
propose reasonable hypotheses, about the conditions for the event to come into being, which
should be provable with empirical evidence.
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5. Examples of Evolutionary Constructive Simulations

In this section three example studies taking the evolutionary constructive approach are
introduced. The examples are concerned with institutional change and language dynamics.
As we saw in section 3, they are typical objects of complex systems study. Concretely, we
describe the simulations about 1) Endogenous dynamics of macro social structure, 2)
Meaning change and displacement in evolution of language, and 3) Dynamics of
communication.

5.1 Endogenous Dynamics of Macro Structure

We apply the evolutionary constructive approach to dynamic social phenomena (Sato, 2005;
Sato & Hashimoto, 2007). The target phenomenon of the study introduced in this sub-
section is the endogenous changes of social structures/institutions. We ask how the
dynamics of macro structures in a society, such as institutions, occurs endogenously. Social
structures and social institutions are often considered as equilibria, especially in neo-
classical economics. If a society is really in an equilibrium and is not given an exogenous
shock, no change occurs in the society. In actual fact, however, we often experience changes
in the social structures and institutions. We think that not all of the changes are induced by
external sources.

The key ideas for the endogenous social dynamics are the internal dynamics of individuals
and the micro-macro loop. The internal dynamics is autonomous change of the individual’s
internal states. We think social individuals have internal states and the states change
dynamically, especially in humans, even without any change in the outside of the
individuals. The internal dynamics can explain the diversity and the consistency of human
behavior. Individuals can act differently under the same environmental state, if they have
various internal states. If the states change dynamically, not random, the behavior may have
some causal relationships. The micro-macro loop is a mutual relationship of dependences or
influences between micro and macro levels in a society (Shiozawa, 1999). The micro-macro
loop should be discriminated from micro-macro couplings. There are many macro variables
in a society which are decided by actions of the social members, for example, the stock
prices, GDP, the average income, and so on. Some of them are just the sum or the average of
all members’ variables and affect the actions of social members. We regard such interactions
between the micro and macro variables as the micro-macro coupling. On the other hand, the
micro-macro loop is structural relationships between micro and macro structures.

5.1.1 Modeling of Agent and Social Interaction

The agent with internal dynamics is modeled by a kind of neural network with recursive
connections. The architecture of the neural network, drawn in Figure 4, is equipped with
two recurrent connections. One is between a hidden layer and a context layer, which is
introduced by Simple Recurrent Network (Elman, 1990). The other is between output and
input layers. The system’s own past output affects its behavior through the latter
connection. We call this architecture Simple Recurrent Network with Self-Influential
Connection (SRN-SIC). The hidden layer represents the internal state. In addition to the
external stimuli, the network changes its output based on the internal state and its own past
output, which forms the internal dynamics. This type of neural network can learn a time
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series by adjusting the synaptic weights according to teacher signals. We use the back

propagation algorithm for the learning.
1or1 <= Unlearnable
<-i Learnable (normal BP)
L : A nonlinear function (tanh)
C : A step function

Own past
output value @ Output Layer
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Figure 4. Simple Recurrent Network with Self-Influential Connection (SRN-SIC): Each circle
is a neuron. A group of the neurons, a layer, is surrounded by a square. A neuron is added
after the output in order to make the outputs from the network rounded to the choices of the
minority game. The synaptic weights of the recursive connections are fixed at 1.0

In this study, the social interactions among the agents is modeled by the minority game
(Challet & Zhang, 1997) in which players selecting a minority choice from two alternative
choices, say -1 and 1, win. This game is the model of a competitive situation for limited
resources, which is common in a society, such as market, mating, competition for water and
food source, and so on.

the past 100 steps

2. Teacher’s
signal

1. External
stimulus

Figure 5. The micro-macro coupling in our system

The micro-macro coupling is explained in Figure 5. The winner of game, that is, the minority
side, is the macro variable of the system. This is decided from the choices of all players,
which are the micro variables. This is the coupling from micro to macro. We prepare two
couplings from macro to micro. One is that the last minority side is given to the agents as an
external stimulus. The other is that a past time series of the minority side is given to all
agents as a teacher’s signal to learn. We consider dynamical patterns in the time series of
minority side as the macro structure and the neural network structure shaped through the
learning as the micro structure, which represents the behavioral rule of each agent.
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5.1.2 Simulation Results

The computer simulation of this system was done with the following parameter settings:

¢  The number of agents: 101

e  Learning: every 10,000 games

e Teacher’s signal: 100 past steps

¢ Learning rate, momentum coefficient, nonlinearity of neurons: 0.01, 0.8, 0.8

¢ Initial learnable synaptic weights: uniform random value between -0.5 and 0.5

e Initial input to the input and context layer neurons: 0.0

This system shows the variety of dynamic patterns at the macro level, both in the minority
side and in the number of the winners (Figure 6). Among others, the most interesting
pattern is Figure 6(d). In this pattern, both the minority side and the number of winners
change aperiodically.

(a) Fixed : Fixed (b) Fixed : Periodic (c) Fixed : Aperiodic
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Figure 6. The dynamic patterns at the macro level: The X axis is the steps, the Y axis is the
minority side (-1 or 1) times the number of winners. The label above each graph means that
the first one is the dynamical state of the minority side and the second that of the number of
winners

We closely analyzed this aperiodic pattern. The long term dynamics of the minority side is
shown in Figure 7 which is the dynamics of the weighted moving average of the minority
side in 20 steps. The ith past step is weighted by 2-, namely, the older information is more
lightly weighted. As we see, the state chaotically change among various ordered dynamical
patterns, fixed at 1.0 or -1.0 and periodic cycles with different periods, through aperiodic
motions. It is a similar dynamics to chaotic itinerancy (Kaneko & Tsuda, 2003), a
spontaneous transition among attractors, which is introduced in section 2. Note that this
dynamics occurs in between learning (within 10,000 steps). Therefore no change takes place
in the structures of neural networks and no external disturbance exists. We have confirmed
that this dynamics does not cease how long the calculation continues without learning.
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Figure 7. Itinerant dynamics of the minority side: The Y axis is weighted moving average of
the minority side

We found that the agent had chaotic internal dynamics under the macro itinerant dynamics.
An instance of the internal dynamics of an agent is exemplified in Figure 8 which shows the
state change of two hidden and output neurons. This resembles a strange attractor. We
measured the correlation dimension and the lyapunov exponent (Figure 9). This
measurement proved that the agent structure has low dimensional chaos with weak
nonlinearity (the correlation dimension is 0.92, the lyapunov exponent is around 0.02). We
also found that when the macro dynamics shows the itinerant dynamics, the micro level is
occupied by the agents with aperiodic, maybe chaotic, motions (Table 1).

Hidden_4

N Ne(a: 2
= 'ﬂon»oo«:moi!) A

Output

Figure 8. The internal dynamics of an agent when the macro level shows itinerant dynamics:
The X and Z axes are the state of some hidden neurons. The Y axis is the state of the output
neuron (before rounding)

5.1.3 Discussion: Itinerant Dynamics and Rule Dynamics

The itinerant dynamics (Figure 7), i.e., the continuous transitions among ordered patterns, at
the macro level is interpreted as the perpetual changes of social structures, since the fact that
the system with many individuals (very high dimension) is in a low dimensional dynamical
state implies that the system has some sort of order, that is, structuralized. This dynamics is
a kind of rule dynamics. The agents behave with certain order, namely, they seem to share a
kind of rules to govern their behavior. These rules undergo changes by their behavior. An
important point is that the agents’ internal structures do not undergo any change, for no
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learning takes place in that period. The agents acquire the internal structure that is able to
induce the macro changes. This is confirmed by the fact that most agents have chaotic
internal dynamics (Figure 9). Chaotic dynamics can expand small fluctuations into the
whole system scale. As we discussed in section 3, this situation causes the
undecomposability between parts and whole. Since there are many agents with chaotic
internal dynamics in the case of itinerant macro dynamics (Table 1), a small fluctuation of
one agent transmits to the other agents with expansion and finally the whole structure is
modified.
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Figure 9. The correlation dimension and the lyapunov exponent of the internal dynamics of
an agent depicted in Figure 8
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Macro Level Micro Level
Minority Side | # of Winners Fixed Periodic | Aperiodic
Fixed Fixed 101 0 0
Fixed Periodic 84 17 0
Fixed Aperiodic 50 46 5
Periodic Periodic 63 38 0
Periodic Aperiodic 20 77 4
Itinerant ltinerant 8 6 87

Table 1. The number of agents having three types of internal dynamics, fixed, periodic and
aperiodic in the various macro dynamical patterns

The competitive interaction implemented in the minority game also plays important role for
the rule dynamics. When there is a rule at the macro level, the agents try to play the
winner’s move by following the rule. But more than half agents go to the “winner’s side”,
the side is no more winner. Thus, the macro rule collapses. Since the macro rule is not a
mere operator for the micro behavior, we can find the undecomposability between operator
and operand. We have confirmed that the itinerant dynamics is not observed under the
cooperative interaction, the majority game (Sato, 2005).

The micro-macro loop is considered to be established in our system. The ordered dynamical
pattern at the macro level, which implies the macro structure, is composed of the dynamical
patterns in the internal structures of the agents, which are the micro structures. The agents
acquire the micro structure through learning of the macro dynamics. We have also
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confirmed that the removal of the micro-macro loop eliminated the itinerant dynamics (Sato,
2005).

We can conclude that endogenous dynamics of macro structure is likely to be induced by
the chaotic internal dynamics, the competitive social interaction and the micro-macro loop.

5.2 Cognitive Modeling for Language Evolution and Displacement

The second topic is the dynamics of language. Humans have cognitive ability not only to
acquire and use symbols but also to create them. One characteristic of the human symbol
system is displacement. Displacement is to refer something detached from “now, here and
I”. Namely, it is to be away, in space, in time and in subject, from the place where the body
and the mind exist. It is said that the displacement is one of the critical natures that
discriminate human communication system from other animals’ communication systems.
Other important features of the human communication system, such as symolism and
syntax, are found in animals’ communication systems, for example, of verbet monkey
(Cheney & Seyfarth, 1985) and birdsong (Okanoya, 2002). Messages of animal
communication are practically about situations that a sender or a receiver confront,
especially about biologically fundamental affairs such as survival, danger and reproduction.
Considering about displacement is an important issue in the emergence and the evolution of
human symbol system, and also of human language. Further, it is straightfowardly
understandable that the displacement brings creativity.

The emergence and evolution of the symbol system can be devided into four stages as
described in Figure 10. The first stage is articulation, in which object to be referred is singled
out as an entity. The second is the stage of labelling or symbolization, in which a sign is
asigned to the entity.The sign becomes a symbol. Symbol grounding is concerned with this
stage. Next stage is to manipulate the entity referred virtually through minipulating the
symbol. Artificial intelligence had aimed at realizing this stage. The last stage is to release
static connection between signs and entities, and to make signs represent or to create new
entities and new meanings. This stage can be called as symbol expansion or meaning
creation.

Articulation () —— Object
Labelling Sign —— Object
Manipulation Sign —— Object

manipulate virtually manipulated
Expansion Sign —— () release static

connection
Sign Object produce new
ObjecT meaning

Figure 10. Four stages in the evolution of symbol system
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The displacement is related to this forth stage. In this subsection, we study the symbol
expansion and the meaning creation by considering a kind of language change processes
called grammaticalization with the evolutionary constructive approach.

5.2.1 Grammaticalization

Grammaticalization is a type of meaning change in which content words obtain functional
meanings (Heine, 2005). The content words represent some contents like nouns, verbs and
adjectives. The functional words play some grammatical roles like auxiliary verbs,
prepositions and conjunctions. A representative example of grammaticalization is “be going
to” in English, in which a content word “go” acquired a functional meaning of future tense.
In the process of grammaticalization, meanings of a word often changes from concrete
meaning related to a part of body or bodily experiences to an abstract concept such as space
or time, and then further abstracted to represent grammatical function. This change is
usually unidirectional from content to functional and from concrete to abstract. This
unidirectionality is a remarkable feature of grammaticalization. The unidirectionality of
grammaticalization progresses from representing concrete experiences to expanding symbol
relations into abstract entities. This coincides with the fourth evolutionary stage of the
symbol system illustrated in Figure 10. Another important feature of grammaticalization is
universality. Similar changes are found in many different languages (Heine & Kuteva,
2002a). The universality and the unidirectionality imply the universal tendency of human
cognition.

Grammaticalization is interesting from the viewpoint of language evolution (Heine &
Kuteva, 2002b; Hurford, 2003; Newmeyer, 2006). Language evolution is a long term
changing process of complexification and stracturalization of human languages from an
initial language which is expected to be simpler than the present. The fact that
grammaticalization is unidirectional and universal brings an insight that the initial language
may be composed of only content words (nouns and verbs) and have comprexified through
the processes of grammaticalization (Hurford, 2003).

Further, considering what cognitive structure causes the unidirectional language changes
from concrete to abstract will yield knowledge about the origin of language. The origin of
language is a biological evolutionary process in which human cognitive abilities related to
language emerged and evolved. In order to clarify such evolutionary process, the
evolutionary constructive approach is effective, since the process must be complex and
empirical evidences are rare. Constructing and operating models of language change and
language evolution are to search for structures, settings and conditions for general
properties of human language to be possible (Hashimoto & Nakatsuka, 2006).

5.2.2 Cognitive Modeling of Grammaticalization

We explain the modeling of grammaticalization. The description is limited to the important
part because of the space limit. The details should be referred to (Nakatsuka, 2006;
Hashimoto & Nakatsuka, 2007).

We focus on reanalysis and analogy which Hopper & Traugott (2003) point out as the
necessarily processes for grammaticalization. Reanalysis is internal structural change of
sentences, which is not apparent at the level of forms. Analogy is to generalize grammatical
rules and to apply a rule to forms in which the rule is not applied formerly. We think of
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them as cognitive abilities of language users and equip agent with the following three
abilities:
¢  Reanalysis : ability to articulate sentences based on contextual information and existing
knowledge
¢  Cognitive analogy : ability to find similarities among situations and among forms
¢ Linguistic analogy : ability to apply linguistic rules extensively in its own knowledge
We adopt the iterated learning model (Kirby, 2002) as the interaction between agents, which
is illustrated schematically in Figure 11. Suppose two agents, a speaker and a learner, look at
various situations. The learner attempting to acquire language receives utterances which
describe the situations from the speaker who already has linguistic knowledge. The
linguistic knowledge is composed of rules to correspond situations or part of situations
(meaning) to utterances or part of utterances (forms), category/<meaning> - form. The
learner structuralizes its own linguistic knowledge in order to produce appropriate
utterances for situations. After a while of learning, the learner becomes to a new speaker and
a new learner is introduced. They compose the next generation. The new speaker gives the
new learner language inputs based on its knowledge acquired at the learning process. It is a
characteristic of the iterated learning model that linguistic knowledge is transmitted and
structuralized through generations.

S/<eat(snake, elephant)> S/<eat(mary, snake)> S/<ride(mary, snake)>
-> zihtkd 000 - tzibe coo -> ihkdm
(X X J
1st Generation 2nd Generation nth Generation

Figure 11. A schematic view of iterated learning model

In this learning process, the learner performs three learning operations, called chunk, merge
and replace, to generalize linguistic knowledge. These operations have the following
correspondences to the abilities of the agent (Hashimoto & Nakatsuka, 2006): Reanalysis is
realized mainly by chunk. Cognitive analogy is premised in all three operations. Linguistic
analogy is realized mainly by replace.

We further introduce two designs of meaning space: pragmatic extension and cooccurrence.
The former is to make use of a form representing a meaning in order to describe another
meaning. The latter is that a meaning often appears with another particular meaning,.

5.2.3 Simulation Results

The simulations were done under the following setting:

e Meanings: 5 verbs, 5 nouns, 3 tense meanings, <past>, <present> and <future>

e Pragmatic extension: the speakers can make use of forms for <run> and <walk> to
describe the meaning <go>

e Cooccurrence: two meanings <go> and <future> have high probability to appear in the
same situations

¢  The number of utterances in one generation: 50

¢ Initial knowledge: both a speaker and a learner do not have any rules.
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The frequencies of application of the three learning operations, chunk, merge and replace,
change with generations as Figure 12 (left). The frequecny of replace operation is much
larger than the other two. This operation works effectively for promoting the descriptive
power of linguistic knowledge. We made an experiment in which the learners cannot use
replace operation. In this case, the application frequency was not compensated by remaining
two operations as seen in Figure 12 (right) and the total frequency decreases than the case
with replace. The descriptive power does not grow so much. The important finding is that
meaning change, that is, a form representing a meaning at some generation becomes to
represent another meaning at later generations, is rarely obseved.
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Figure 12. The application frequency of three learning operations with replace (left) and

without replace (right)

There are four conditions about introducing the two designs of meaning space. We counted
the frequency of meaning change for all four conditions. Figure 13 shows the total frequency of
meaning changes. The results of significance testing are written above the bars. The solid and
dashed lines mean the difference between two values is significant or not, respectively. It is
found from this result that setting the pragmatic extension significantly heightens the meaning
change. We then counted the frequency of meaning change concerning grammaticalization,
that is, from <go> to functional meanings, <past>, <present> and <future> (Figure 14). In this
case, introducing the cooccurrence makes the frequency from <go> to <future> twice than the
other changes. From these results, we found that the pragmatic extension promotes the
meaning change and the occurrence brings the unidirectionality.

5.2.4 Discussion: Significance of Replace Operation

We showed that the replace operation is indispensable for meaning change. In order to
consider what is the significance of replace operation, we explain this operation. The replace
is defined as follows: When a meaning and a form in a rule are included in another rule, the
latter is replaced with a new rule having a variable where the former is substituted. For
example, suppose an agent has two rules,

N/<john> - ot,
S/ <read(john, book)> - swote,

where N represents a category of the meaning <john> belonging to and S represents a
sentence. Since both rules have <john> in the left hand side and “ot” in the right hand side,
the replace operation can be applied. The latter one is replaced by a new rule
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S/ <read(x,book)>>sw N/xe,

where x is a variable.
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Figure 13. The total frequency of meaning change for four conditions about cooccurrence
and pragmatic extension
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Figure 14. The frequency of meaning change from <go> to functional meaning for four
conditions about cooccurrence and pragmatic extension

Note that any rule in the category N can be substituted in the variable. If the agent has other
rules in the category N, say N/<elephant> - ir, the agent can produce an utterance
corresponding to a situation <read(elephant, book)> using the rule set after the replace
operation. The rule before the replace operation is acquired through an experience to watch
a situation “John reads a book” and to hear an utterance “swote”. But extensive application
of the new rule acquired by the replace operation makes new utterances about situations
that were not in the agent’s experience.

This feature to produce sentences about situations detached from direct experiences is thought
of as corresponding to displacement. The replace operation realizes the linguistic analogy. It is
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suggested that the linguistic analogy in which a linguistic rule acquired is applied extensively
to other rules is important for meaning change. We can consider that the significance of the
linguistic analogy is caused by learning operation bringing the displacement.

5.3 Dynamics of Communication

Communication is a dynamic process. A symbol used in communication is composed of three
terms: form, reference and interpretation (Peirce, 1935). The interpretation is physically
unknowable different from the other two terms. Further, people often have different ways of
interpretation and the ways are unknowable by other people. Despite of the unknowablility,
we communicate with each other. We are engaged in communication under a tacit supposition
that the counterpart of the communication must have the same interpretation. Since the
difference between interpretations actually remains, however, inconsistency and
misunderstanding inevitably become unconcealed and the communication sometimes fails.
We try to communicate again by modifying our interpretation under a supposition that this
modification should be valid. Namely, communication has the dynamics of success and failure
in mutual understandings. In this section, we try to model such dynamic feature of
communication (Fujimoto & Hashimoto, 2008).

5.3.1 Modeling Communication Dynamics Based on Language Game

As we have mentioned, communication has the following features:

e Inconsistency of interpretation occurs on the way of communication and we retry
communication through modification of interpretation.

e Even if a way of interpretation once leads to successful communication, the success
with the same way of interpretation in following communication is not guaranteed.

e Success and failure of mutual understanding continues forever.

We hypothesize that ambiguity and context play important roles for maintaining the

dynamics of success and failure in communication.

Our modeling is based on Steels’ Language Game (Steels, 1996; Steels & Kaplan, 2002). The

Language Game is a model of language evolution, in which an establishing process of the

common vocabulary is represented. The basic procedure of the Language Game is the

following:

1. Some of objects, discriminated by IDs, are decided (randomly) as an object-set.

2. A speaker selects one topical object from the object-set and utters a name of the topical

object according to its own lexicon.

A hearer answers an object according to its own lexicon.

4. If the answer is collect, the communication is success. If not collect, the speaker teaches
the hearer the selected object and the hearer updates its lexicon by recording the
correspondence between the name and the object’s ID.

A cycle from the stage 2 to 4 is called one step.

Repeating this procedure, the agents who cannot communicate with each other at first come

to be mutual understanding finally. That is a process from failure to success of

communication. But after a while they succeed always, if there is no change in the objects or
in the communicating members. Namely, the dynamics of communication fades away.

We introduce two features concerning our assumption into the Language Game. One is a

mechanism to maintain the ambiguity of symbols, the other is a disambiguation mechanism

@
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of the polysemous symbols by utilizing contextual information. We construct two new

games. In one game, called game A, hereafter, the following two settings are added:

¢  Each object has multiple features in addition to ID. The speaker gives particular names
to all features and ID. The hearer accepts all utterances as names of the objects’ IDs. This
device is for ambiguity.

o The hearer reconfigures its lexicon sometimes. In the reconfiguration process, the hearer
finds a feature that is common to all objects having the same name and makes the name
and the common feature correspond. This process represents a kind of induction to
disambiguate polysemous names.

The other one, game B, has the following setup:

¢ All objects are discriminated only by IDs (no features).

¢  The number of symbols is restricted. This promotes ambiguity.

e  Each object-set has particular objects that appear with high probability. This setting is
called “situation”. The speaker names each object associated to the situations. Situation
changes sometimes but the hearer cannot notice the change of situation.

5.3.2 Simulation Results

The computer simulation of the game A was done with the following parameter settings:

¢ The number of objects: 50

e  Features: 3 features and 3 values for each feature; Form {circle, triangle, square}, Color
{red, green, blue}, Size {large, middle, small}

¢  The number of names: 60

e  Lexicon reconfiguration: Every 100 steps or 200 steps (different simulation runs)

¢ Initial lexicon: Both the speaker and hearer do not have any name.

Name ID Form Color Size Name || ID or Feature
34 23 Square Blue Large 34 Square
34 41 Square Green Small 1 Small
34 11 Square Green Middle 9 34
15 50 Circle Blue Middle 13 Circle
33 50 Circle Biue Middle 24 24

1 32 Circle Green Small S Red
1 2 Triangle Red Small 39 14
i 8 Triangie Red Smaii ?? ;

Table 2. Parts of the hearer’s lexicon before (left) and after (right) several times of the
reconfigurations in the game A with 100 step interval of reconfiguration

Table 2 (left) shows a part of hearer’s lexicon at the 199th steps in the game A with 100 step
interval of reconfiguration. This timing is just before reconfiguration. There are some
ambiguous symbols, shaded in the table. Namely, the names correspond to plural objects
(IDs). The ambiguity was lost through reconfigurations. The right table depicts a part of the
hearer’s lexicon at the 900th step. Each name makes one-to-one correspondence to an ID or a
feature. The communication became full success, the same as Steels’s Language Game
(Steels, 1996), with the lost of ambiguity as shown in Figure 15. The reconfiguration by
induction is so strong in this small lexicon that all ambiguity resolved. No dynamics of
communication was found in this game.
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Next, we describe the simulation results of the game B. The setting of game B is as follows:

¢ The number of objects: 30

e The number of symbols (names): 10

Four of five objects are peculiar to a situation.

The number of situations: 5

e The situation changes every 5 steps. New situation is randomly selected from 5
situations.

Success rate

0 Step 1000

Figure 15. The change of the success rate of communication in game A with 100 step
intervals of reconfiguration (solid) and 200 step intervals (broken)

Table 3 is parts of lexicons of the speaker and the hearer at the 200th step. All names in this
table are ambiguous, i.e.,, one name corresponds to plural objects. The success rate of
communication changes with steps as shown by the solid line in Figure 16. It grows roughly
until around the 100th step (25th situation), but stays around 0.5 with fluctuations after the
100th step. Even after acquiring all names, communication between the agents may fail since
the hearer does not know when situation changes. This dynamics does not disappear how
long the communication continues.

S peaker Hearer
Name | Obj. [ Sit. Name ; ObJ. _ Sit.

Table 3. Parts of the lexicons of the speaker (left) and the hearer (right) at the 200th steps

We compare the success/failure between at the beginning and the end of each situation
(Figure 17). The bottom graph is apparently dense. This means that the hearer identifies the
situation through communication and can decide the meanings of ambiguous names
utilizing the information of situation.
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The ambiguity sometimes brings “superficial” success of communication. The hearer
succeeds communication at the beginning of new situation but fails at the next step in the
same situation. Namely, the hearer does not understand the situation at that time. But
thanks to the ambiguity of symbols, the agents happen to succeed the communication.

0 20 40 60 80 100 120 140 160 180 200
step

success rate

Figure 16. The success rate of communication averaged per each situation (5 steps) (line) and
the success/failure of communication at each step (bars). 1 and 0 mean success and failure,
respectively
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step

success

Figure 17. The success and failure at the beginning (top) and the end (bottom) of each
situation

5.3.3 Discussion: Role of Ambiguity and Context

We are engaged in communication with indefiniteness and mutual understanding. These
two antithetical features make our communication dynamic. In our simulation, we
introduce ambiguity and context into Language Game. The indefiniteness is realized by the
ambiguity of symbols and the change of the context. But if inductive reasoning is too strong,
the ambiguity is disambiguated completely and the indefiniteness may fade away. The
mutual understanding is attained by utilizing the contextual information. We found that the
ambiguity also works to yield “superficial” communicative success.

We have realized the dynamics of communication by ambiguity and context in our model
(game B). Thus, our hypothesis is verified to some extent. The critical point, however, to
induce the dynamics of communication is the change of context. If the context does not
change, the agents may attain the full success. The change of the context is implemented by
hand in our present model. The context change should be endogenous in order truly to
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realize the dynamics of communication. This means that rule dynamics should be
introduced to our model. The context plays as a rule in communication. The progress of
communication in a context leads to the change of the context in natural language
conversation. This study can be thought of as revealing the crucial importance of the rule
dynamics in communication.

6. Conclusion: Towards Embedding Subjectivity in Objective System

In this chapter, we have discussed the evolutionary constructive approach as a methodology
to study dynamic complex systems. In the evolutionary constructive study, we construct an
objective system including some mechanism of change, and we operate the system. The
constructive studies introduced in the previous section are concerned with intrinsic
dynamics in social and linguistic systems the endogenous changes of social structures; the
displacement causing language change and creativity; and continuing the success and
failure of communication. From the viewpoint of complex systems explained in section 3,
these themes are associated with rule dynamics, in which the operation of a system induces
the change of the system’s governing rules, and therefore associated with the
undecomposability between operator and operand. The example studies represent that the
evolutionary constructive approach has suitability for treating such dynamic complex
systems.

Since we often treat the biological, cognitive, linguistic and social issues in constructive
studies, the models are usually agent-based and consist of cognitive individuals. The
individuals are equipped with internal structure, internal dynamics and mechanisms to
change their internal states and internal structures. The individuals change their internal
structures according to interactions with the circumstances and other individuals. The
individuals develop their own ways to behave in their world, which is a basis of subjectivity
and autonomy. We study the whole system consisting of such individuals objectively. Using
evolutionary constructive approach, we may be able to embed systems having subjectivity
and autonomy or systems having the ability to develop subjectivity and autonomy in a
system that is an object of scientific investigation. Conventional scientific methodology is
not good at dealing with subjectivity, since scientific research becomes possible by finding
an objective entity in which subjective feature is stripped off. But treating subjectivity
scientifically is unavoidable, if we are going to deepen our insight about complex systems as
we described in section 3. We should develop further the evolutionary constructive
approach in order to make such embedding possible.
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Transient Runaway in a Fixed-Bed Catalytic
Reactor

Redhouane Henda
School of Engineering, Laurentian University, Sudbury, Ontario
Canada

1. Introduction

Fixed-bed tubular reactors have important commercial applications in the chemical and
allied process industries. A typical reactor consists of a cylindrical tube filled with solid
catalyst particles and is mounted in a vertical upright position. After the reacting fluid has
entered the reactor, it moves along the packed bed and reacts on the catalyst particles to
produce the desired products. While fixed-bed reactors, relatively to other types of catalytic
reactors, are flexible, efficient, low-cost, and require low maintenance, their most serious
disadvantage is poor heat transfer with attendant poor temperature control (e.g., see
Bartholemew and Farrauto, 2006).

When a highly exothermic reaction is carried out in a packed bed reactor some problems
associated with the operation of the reactor may arise. In this case, if the reaction generates
heat faster than it can escape the reactor, viz., through reactor walls, the temperature of the
fixed bed increases. The reaction and heat generation rates then increase, which causes a
further rise in the reactor temperature. This can result in thermal runaway, with the
temperature increasing ever more rapidly until the reactants have been finally exhausted.
Runaway, or parametric sensitivity, describes a situation in which a small change in an
operating variable such as feed temperature, concentration, or flow rate induces a large
change in the temperature profile of the reactor. Further, a number of runaways occur due
to scale-up, inadequate procedures and training, raw material quality control, maintenance,
etc (Etchells, 1997, Barton and Rogers, 1997). Runaway can promote undesired side
reactions, catalyst deactivation, productivity loss, and deterioration of product selectivity.
Because of the risk associated with thermal runaway, many industrial reactors are operated
under overly suboptimal conditions. It should be noted that near-runaway operation is
potentially advantageous to catalytic processes as it may result in optimum reactor
operation, especially if energy savings can be attained. For these reasons, understanding
thermal runaway is of significant industrial importance.

The concept of thermal runaway was first introduced to chemical reactor analysis in late
1950s (Bilous and Amundson, 1956). There have been many studies in the literature on the
derivation of runaway criteria, e.g., in tubular and fixed-bed reactors with a single reaction
(van Welsenaere and Froment 1970; McGreavy and Adderley, 1973; Morbidelli and Varma
1982, 1988; Bashir et al. 1992), in reactors with multiple reactions (Hosten and Froment, 1986;
Henning and Perez, 1986; Morbidelli and Varma, 1989; van Woezik and Westerterp, 2000,
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2002), with the effect of coolant temperature (Henning and Perez, 1986, Hosten and
Froment, 1986; Hagan et al. 1988; Bauman et al., 1990). All of this research has focused on
developing steady-state criteria for thermal runaway. Specifically, these studies have
identified regions in which small changes in the reactor operating conditions lead to large
steady-state changes in the reactor temperature. Because this research has been performed
on steady-state systems, the results indicate only process conditions under which the system
is prone to thermal runaway. Once the system parameters reach values indicating runaway,
however, the parametric sensitivity results provide no indication of when thermal runaway
occurs. Recently only, correlations for time to runaway for a continuous stirred tank reactor
have been developed (Slaback and Riggs, 2004). In order to derive the correlations
analytically, a first-order, exothermic reaction has been considered and the reactant has been
assumed to be in excess to eliminate the material balance equation.

The focus of this chapter is on the investigation of the thermal behavior of a two-
dimensional fixed-bed tubular reactor, and the development of a dynamic criterion
indicating the onset of thermal runaway. The ability to predict the tendency towards
thermal runaway over time is of valuable importance, and can help in correcting operating
conditions in order to suppress runaway before it has occurred. This chapter is organized as
follows: a detailed description of the reactor model is given in section 2. In section 3, the
model is solved using brute force and simulation results for two inlet temperatures are
discussed. In the fourth section, runaway conditions are qualitatively elucidated and the
transient criterion is developed.

2. Reactor Model

A dynamic model is used in this study to develop a criterion pointing to the onset of
runaway in a two-dimensional tubular (of radius Ry) catalytic reactor (see Figure 1). The
catalyst particles have a diameter dp. The reaction system considered in this study consists
of a single, irreversible, exothermic reaction. As an example, carbon monoxide conversion
over copper chromite (CO + %2 O, — CO,, AH; = -23.8 kJ/mol) is considered, the reaction
rate of which is given by (Dekker et al, 1992, Mardanova et al., 1996, Koning and
Westerterp, 1999).

%(C T ) _ krbC()pCO (1)
s"7s" 14beyp ey +bo, Po,
where p; (i = CO, O;) is the partial pressure of i, and
~E_IR,T AH! R,T
k.=kle "@ & b.=ble ' o )
The dimensionless reaction rate is defined by
T,
R(C,.Ty) = Cald) G)
9t(Cs’Ts )| in

where the denominator term is the reaction rate at inlet conditions.
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Figure 1. Schematics of the fixed bed

The porosity profile, y(r), over a cross-section of the bed is given by (Vortmeyer and
Schuster, 1983)

y(r)=y.[1+Cexp(=N[1-r])] )

where N = 2R;/dp. The parameter C = 0.5, corresponding to a value of the porosity at the
wall of 0.6 (Giese et al, 1998) and a value of the porosity at the core of the bed, y.,, of 0.4. The
radial, superficial velocity distribution has been obtained by the same authors via the
solution of a modified Birkman equation (Birkman, 1947) with the porosity profile given
above (equation 4). The following equation has been proposed

M0 KO- =401 - Pexp(B1-r1) ©)

0

where expressions for K, A, and B are given elsewhere (see Vortmeyer and Schuster, 1983;
Borkink and Westerterp, 1994). The porosity and velocity distributions are shown in Figure
2, where the wall effect can be clearly discerned.
The transient material and energy balance equations are expressed using a pseudo-
heterogeneous formulation as follows.
Material balance:
Fluid phase:

——Z+Stm[Cs—ij (6)

Solid Phase:

(1-y)a djts =-(1-y) Da R(CS,TS)»Stm(CS—Cf] ()
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Figure 2. Velocity (—) and porosity (—-) profiles across the fixed-bed reactor

Energy balance:
Fluid phase:
2
aT 0“T oT oT
S_ 1 S 1 129 Sl _f [_j 8
Ve _Peh,a 322 +Peh,r ror| or 0z +Sth Ts Tf ®)
Solid Phase:
[] - y/]pscp,s qu (9)
7/’/% . a—5=(1-y) Da R(CS,TS)—Sth(TS—Tfj

where C; and C;s are the dimensionless concentrations of carbon monoxide in the fluid and
solid phases, respectively, and T¢, and Ts are the dimensionless temperatures of the fluid and
solid phases, respectively. The independent variables are the dimensionless time, t, and

dimensionless radial, r, and axial, z, coordinates. The variables and parameters of the model
are defined as

o c: T, -T, T -T, R
r:Z—*IZ:;_*, t:t[_*’ Cr= {rcs: :rTf= L T Ty==* *’",a=tlj ’
¢ ¢ 0 Cin Cin ATy ATy 0
*
AT* |AHV Cin hWR[ uRt MRt upfcp’th
ad — = k ’ ma — D — em,r: D .’ Peh,a = k - 7
pfcp,f reff a,eff r.eff a,eff
uprc, ¢R a,h, R a,h,R R
Peh,r = ]: L s Sty = Lt , Sty = Er t. s Da= P *t c'R(Csst)|in (10)
reff u upfcp,f uC;

m
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where the asterisk denotes variables with absolute values, and subscript in denotes inlet
conditions. Parameter AT",q is the adiabatic rise, i.e., the highest possible temperature rise in
the reactor under adiabatic operation and full conversion of the reactant. In equation 10, k, eff
(kret) is the effective axial (radial) thermal conductivity, Daet (Dres) is the effective axial
(radial) mass diffusivity, ps (ps) is the fluid (solid) density, cp s (cp,s) is the fluid (solid) heat
capacity, hp (hm) is the inter-phase heat (mass) transfer coefficient, hy is the wall heat
transfer coefficient, and a, is the specific area of the solid. The dimensionless numbers
appearing in the second and third rows of equation 10 are defined in the usual way.
Equations 1-10 are solved subject to the following initial and boundary conditions:

IC:

t=0,C=Cs=0,Ts=Ts=0. (11)
BCs:
acf an
z=0,Vr, _gz_Pem,a (Cf_Cin)/ _a_é:_Peh,a (T/‘_Tin)
LR, v~ 2 g, T
z vVhT 0z ' 9z
aC » oT ,
/ S/
=0,Vz- =0, ——=0
r z or or
vy o, O it
r=1, z,— a}" =Y, = a}" - l( e W)

The material and energy balance equations 6-10, along with equations 1-5 and
initial/boundary conditions 11, have been solved using a finite-element scheme under
various process parameters and operating conditions. The latter and other process
parameters are given in Table 1.

L |[1m Pt 31.1 mol/m3 AH % | 30.60 kJ/mol

R¢ 0.02655 m Cps 29.45]/mol/K o 3.08 105 Pat

C, | 0.75mol/m3 | cp, | 14932]/mol/K | AH® | 24.44kJ/mol

U | 01m/s k) 39.7 kmol/kg/s | b 6.81 108 Pal
T, | 335K,380K | AH, | -23.8k]/mol AH® | 30.60 kJ/mol
7' | 335K,380K | E, |5729k]/mol | Bi 0.24
Ps 10.6 kmol/m3 | b2 6.81 108 Pa-1 Re 683

Table 1. Process parameters and conditions used in the simulations

Materials properties and effective transport parameters have been estimated using a number
of widely known correlations (see Agnew and Potter, 1970; Bauer and Schlunder, 197§;
Poling et al., 2000; Elsari and Hughes, 2002; Incropera and DeWitt, 2002; Klemme and van
Miltenburg, 2002).
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3. Simulation
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Figure 3: Inter-phase temperature (—) and concentration (—-—) differences along the bed
centerlineand att =1

Typical process conditions and parameters along with phase properties and kinetic data are
listed in Table 1. For all simulation runs, the value of the temperature of the reactor wall, T,

coincides with the value of the initial reactor temperature as well as the value of the reactor
inlet temperature, T, . The Reynolds number corresponds to the value of the velocity at the
reactor core, i.e., u(r) = up. The simulation results have been obtained at two values of
T, =T., starting from 380 K at fixed inlet concentration, C;_ , and velocity profile. The other
value of the temperature has been identified so as to have the reactor under runaway
conditions by keeping all other parameters constant.
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Figure 4. Time derivative of fluid temperature versus time along the bed centerline (a), and
versus time and axial direction (b)
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3.1 Inlet temperature = 380 K

Figure 3 depicts the difference in temperature and concentration between the solid and fluid
phases. As it can be noticed from the figure, the model is clearly two dimensional with the
largest inter-phase temperature and concentration differences just downstream the fixed-
bed inlet. In this region of the bed, the temperature reaches a maximum value (referred to as
a hot spot) as shown in Figure 4, where the inter-phase temperature difference reaches ~40
K in absolute value. The time dependence of the derivative of the fluid temperature,
Ty / dz , throughout the reactor and along the bed centerline (r = 0) is illustrated in Figure 4

(a). In this figure, each vertical line represents the entire axial direction envelope. The time
derivative of the fluid temperature increases to reach a maximum value then decreases over
time. Figure 4 (b) is a surface map of the derivative of the fluid temperature as a function of
the axial position and time. As time goes by, the change in the fluid temperature increases to
reach a maximum value corresponding to time t = 0.2 (see Figure 4, b), followed with a
monotonous decrease with time thereafter.

3.2 Inlet temperature = 335 K

In this case, the inlet temperature of the fluid has been decreased from 380 K until it has
reached the value of 335 K at which runaway occurs (this is elucidated in the next section).
The change in the fluid temperature as a function of time along the reactor centerline is
shown in Figure 5 (a). The temperature derivative increases with time initially then it
relatively levels off before it increases over time again. Over the entire time interval, this
increase is monotonous though. The surface map of the time derivative as a function of time
and along the bed centerline is depicted in Figure 5 (b). This figure illustrates the
appreciable increase in the time derivative of the fluid temperature towards large values of
time downstream the fixed-bed inlet.

4. Runaway Criterion

The runaway condition has been defined in various ways in the classical parametric
sensitivity literature (Chambré, 1956; Barkelew, 1959). In both studies the use of isoclines in
the determination of the runaway criterion was introduced. This approach provides a
graphical method for determining runaway conditions in a reactor. Several other studies
have used modifications of this approach, defining the runaway condition by locating
maxima in some parameter of the reaction system. All of this work, however, was
performed using a steady-state analysis of the system. Of special relevance to the present
work is the criterion whereby thermal runaway occurs in steady-state tubular reactors when
the second derivative of the temperature is larger than zero, i.e., runaway is identified by the
presence of an inflection point in the temperature profile ahead of the hot spot locus
(developed by Bashir et al., 1992).

In the present work, a particular characteristic of the dimensionless temperature profile is
advanced to define runaway for the transient system under investigation. Using the
inflection point criterion above, we have noticed that the latter coincides with a special trend
in the variation of the time derivative of the fixed-bed temperature. For both cases of the
previous section, Figure 6 depicts the fluid temperature and the corresponding space second

derivative, ar }% / dzz, along the centerline of the fixed-bed reactor. From Figure 6 (a),

corresponding to T, =T7.= 380 K, there is no indication of reactor runaway as the second

in



Recent Advances in Modelling and Simulation

144

derivative approaches the zero line from the negative side but does not cross it before the
hot spot locus. At T, =T, = 355 K on Figure 6 (b), however, the second derivative breaks
through the zero line before the hot spot locus and takes on positive values: runaway occurs.
This result has been compared to a few variations of the temperature of the bed, and found
to coincide with a trend whereby the first time derivative of the temperature increases
monotonously over time throughout the reactor (see Figure 5). In other terms, for runaway
to occur dT| % / dr* must be positive over the entire time interval. This finding holds for other

runaway conditions as we have changed the value of the inlet concentration for 7,=7,=
355 K.
Max: 0.328
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Figure 5. Time derivative of fluid temperature versus time along the bed centerline (a), and
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Figure 6. Fluid temperature (—-) and its space second derivative (—) versus axial direction
along the centerline at t = 1 for 7,,= 7. = 380 K (a) and 335 K (b)
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5. Conclusions

In this chapter we have discussed the thermal behavior of a fixed-bed tubular reactor with
an exothermic chemical reaction. The work performed in the present study has focused on
developing a transient criterion for thermal runaway. A criterion for the onset of thermal
runaway has been advanced whereby the second time derivative of the bed temperature
must be positive over the entire time interval. The proposed criterion, although qualitative
in nature, is simple and can potentially be used to preclude the occurrence of runaway in
fixed-bed tubular reactors. For practical purposes, a quantitative expression of the transient
criterion needs to be developed in the future.
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1. Introduction

Cardiovascular atherosclerotic disease is the leading cause of death and severe disability
worldwide (Rosamond et al., 2007; WHO and CDC, 2004; Yusuf et al., 2001). Carotid
atherosclerotic plaques are a major cause of cerebrovascular thromboembolic events
including transitory ischemic attacks and strokes (Virmani et al., 2006; Redgrave et al., 2006;
Nighoghossian et al., 2005; Carr et al., 1996).

1.1 Current Carotid Risk Assessment

In current clinical practice, selection for surgical removal of the carotid plaque (carotid
endarterectomy) is determined by the degree of luminal narrowing known as the degree of
stenosis (Rothwell et al., 2003a). The operation has been determined beneficial in patients
with symptomatic, severe stenosis in two large, randomized trials; the North American
Symptomatic Carotis Endarterectomy Trial (NASCET, 1991) and the European Carotid
Surgery Trial (ECST, 1998). To determine the degree of stenosis, NASCET and ECST used
measurements based on x-ray digital subtraction angiographies. Today, Doppler ultrasound
is used in clinical practice for determination of the degree of stenosis (Nederkoorn et al.,
2003; Titi et al., 2007). This technique does not rely on direct measurements of the degree of
stenosis but uses determination of maximum peak systolic and end diastolic blood flow
velocities as well as the spectral composition of these velocities to assess the degree of
stenosis. The ultrasound Doppler techniques, though in universal clinical use, are
problematic due to problems with the insonation angle affecting the Doppler equation (Tola
and Yurdakul, 2006; Claudon et al., 2001), inter- and intra-observer variations (Mead et al.,
2000; Lui et al., 2005), and interpretation in the presence of complex geometries (Clevert et
al., 2006; Clevert et al., 2007).

Preventive treatment of patients with carotid plaques but no symptoms (asymptomatic
patients) would be preferable but is controversial, since trials have shown only marginal
effect of treatment from current risk stratification, and total mortality after five years is
unchanged in treated vs. untreated groups (Halliday et al., 2004; Redgrave et al., 2006). To
prevent a single stroke, the number needed to treat for symptomatic patients is seven
(Rothwell et al., 2003a) rising to forty for asymptomatic patients (Halliday et al., 2004).
Using the current risk assessment algorithm, the majority of patients operated are thus
needlessly exposed to peri-operative risks. Further, atherosclerotic plaques tend to grow
outwards initially, which may result in normal luminal size belying substantial plaque
volumes, a process known as arterial remodeling (Glagov et al., 1987; Glagov et al., 1988;



148 Recent Advances in Modelling and Simulation

Pasterkamp and Smits, 2002) making risk assessment based on the degree of stenosis
problematic. In addition, most ruptured plaques are less than 50% stenosed, the current
limit at which carotid endarterectomy is offered (Casscells et al., 2003; Falk et al., 1995).
Thus, the decision of whether or not to operate is based on scientifically problematic
methodologies. A great need therefore exists for improved methods of selecting patients
with carotid atherosclerosis who may benefit from operation.

1.2 Vulnerable Plaque Features

Histological examinations have determined the hallmarks of plaques at risk of rupture
(vulnerable plaques) to be large lipid-rich, necrotic cores covered with thin fibrous caps
(Virmani et al., 2006; Gronholdt et al., 1998; Falk, 2006; Naghavi et al., 2003; Casscells et al.,
2003; Virmani et al., 2000; Stary et al., 1995). Many studies have shown that inflammation
and the subsequent immune response contribute to atherosclerosis. Further, blood pressure
is known to influence the incidence of strokes (Kario et al., 2003; Staessen et al., 1997; Dart
and Kingwell, 2001; Rothwell et al., 2003b).

1.3 Plaque Imaging

Through the advent of high-resolution in-vivo imaging techniques such as intravascular
ultrasound (Sipahi et al., 2007; Imoto et al., 2005), optical coherence tomography (Huang et
al., 1991; Yabushita et al., 2002), and magnetic resonance imaging (MRI) (Yuan and Kerwin,
2004), detailed morphologic and structural characterization of atherosclerotic plaques has
been enabled. In particular, MRI has proven a valuable modality for imaging carotid
plaques with the capability of non-invasively imaging necrotic cores (Yuan et al., 1997; Yuan
et al., 2001), fibrous caps (Hatsukami et al., 2000; Yuan et al., 2002; Mitsumori et al., 2003),
and presence of intraplaque hemorrhage (Chu et al., 2004). Indeed, the characterization of
atherosclerotic lesions using MRI approaches histological definitions (Cai et al., 2002).
Recently, semi-automated tissue segmentation has been enabled (Liu et al, 2006).
Furthermore, MRI has the ability to measure blood velocities through phase-contrast
imaging (Firmin et al., 1990; McDonnell, III et al., 1994) and deformations using cine MR
imaging (Draney et al., 2002; Metafratzi et al., 2002).

1.4 Computational Simulations of Plaque Stresses

Since plaque rupture by definition represents a structural failure of the protective fibrous
cap, it seems reasonable to assume that plaque morphology as well as biomechanical
properties of the atherosclerotic lesion may influence the plaque vulnerability. To estimate
stress levels in the fibrous cap, fluid structure interaction analysis has emerged as a tool
combining blood flow simulation through computational fluid dynamics combined with
finite element analysis of the corresponding stress levels in the surrounding tissues. Thus, a
number of studies have been performed investigating intraplaque stresses as a potential risk
marker of vulnerable plaques (Li et al., 2006a; Imoto et al., 2005; Kaazempur-Mofrad et al.,
2004; Chau et al., 2004; Steinman, 2002; Huang et al., 2001; Li et al., 2006b; Tang et al., 2004;
Zhao et al., 2002). Indeed, in vitro studies of coronary arteries have shown markedly
elevated fibrous cap stresses in ruptured coronary lesions compared to stable lesions (Cheng
et al., 1993) and a recent publication found carotid fibrous cap stress levels in symptomatic
patients to be nearly twice those of asymptomatic patients (Li et al., 2007).
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In principle, 3D simulations of fibrous cap stresses would be preferable since they inherently
provide more information than 2D sections. However, the computational demands for
performing 3D fluid structure interaction simulations are great requiring substantial
solution times. Thus, simulations in 2D cross-sections corresponding to either histological
data (Cheng et al., 1993) or MRI scans (Li et al., 2006a) have been suggested. Though the use
of cross-sectional data matches the orientation of the available morphologic data, this
approach precludes fluid structure interaction analysis and necessitate assumptions
regarding the longitudinal blood pressure distribution used to load the blood/vessel wall
interface. We have recently developed a novel semi-automated method of creating
longitudinal 2D models from transverse MRI scans allowing simulations of longitudinal
stress distributions including the effects of fluid structure interactions and determination of
correct blood pressure distribution enabling predictions of plaque rupture risk and
examinations of correlations between local stress variation and morphology.

To investigate the clinical usefulness of the method, we performed fluid-structure
interaction simulations of an idealized carotid artery based on the geometry of a
symptomatic patient. We investigated the impact of different known markers of plaque
vulnerability, i.e. propensity for rupture, namely degrees of luminal stenosis, fibrous cap
thicknesses, lipid core sizes, and lipid core positions to determine their effect on plaque
stress levels and risk of plaque rupture.

2. Morphology Generation

A variety of imaging modalities have been employed for generating morphology suitable
for computational fluid dynamics simulations including magnetic resonance imaging (Li et
al., 2006a; Tang et al., 2004), intravascular ultrasound (Wentzel et al., 2003; Ramaswamy et
al., 2006), computed tomography (Jin et al., 2004), and optical coherence tomography (Chau
et al., 2004). In particular, magnetic resonance imaging has gained widespread usage as the
method-of-choice for producing computational fluid dynamic models given the modality’s
excellent soft tissue contrast and inherent capability of obtaining velocity images alongside
the morphological imagery. In addition, dynamic deformational images may be obtained
allowing for evaluations of the computational simulations with regards to induced
deformations. In the present work, magnetic resonance imaging was used to scan a a male
patient (age 69) with a 70% stenosed carotid artery, awaiting surgery for carotid
atherosclerosis who gave informed written consent before participation. The protocol was
approved by the local ethics committee.

2.1 Plaque Morphology

The critical plaque components to be identified include lipid-rich necrotic cores, fibrous
caps, and intraplaque hemorrhages. Histological studies have demonstrated that plaque
tissue components often exist in a mixture state, especially in advanced lesions. Thus lipid-
rich necrotic cores largely consist of cholesterol esters, free cholesterols, and triglycerides,
which all contribute differently to the MRI signal based on their physical states (Yuan et al.,
2001; Small and Shipley, 1974). In addition, signal features of intraplaque hemorrhage may
change depending on the evolution stage (Chu et al., 2004). A single contrast weighting is
thus insufficient for characterizing plaque tissues. Therefore, noninvasive visualizations of
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carotid plaque morphology mainly rely on multispectral (or multicontrast) weighted MRI
techniques to characterize atherosclerotic lesions.

A well-validated MRI multicontrast protocol has been developed for the noninvasive
detection and characterization of atherosclerotic plaques in carotid arteries employing T1-
weighted (T1IW), T2-Weighted (T2W), Proton Density Weighted (PDW), and Time Of Flight
(TOF) scans (fig. 1) (Yarnykh and Yuan, 2003; Yuan and Kerwin, 2004; Cai et al., 2002).
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Figure 1. Custom Matlab toolbox for measuring time-resolved deformation. A: Cross-
sectional B-TFE MRI scan with contour of CCA outlined in red. B: Top left: Deformation as a
function of time and radial angle. Top right: mean deformation as a function of radial angle.
Bottom left: Mean radial deformation overlaid the MRI scan. Bottom right: Mean (solid line),
maximal (dashed line), and minimal (dotted line) deformation

Though current state of the art MRI protocols for carotid plaque imaging have an accuracy
proven to approach histological AHA classifications of plaque morphology (Cai et al., 2002),
current spatial resolution of the employed sequences is only 0.6x0.6x2 mm. The critical
fibrous cap thickness is typically thought to be below 0.25 mm in the carotid artery, and
below 0.1 mm in the coronaries (Bassiouny et al., 1997; Li et al., 2006b; Imoto et al., 2005).
Increasing spatial resolution of MRI scans to enable visualization of very thin fibrous caps of
0.25 mm or below in thickness could thus prove of importance. Moving towards scanners
with higher field strengths (Yarnykh et al., 2006) or switching from 2D to 3D acquisitions
(Koktzoglou and Li, 2007) may facilitate this.

Presently, complete morphological imaging of the carotids requires scans with a total
duration of approximately 45 minutes. Though shortened scan times would be desirable in
terms of clinical feasibility, signal-to-noise ratios will thereby be negatively impacted. The
conflicting demands of time requirements and signal-to-noise ratio must be considered, and
compromises reached. The increased signal-to-noise ratio of scanners with higher field
strengths and 3D acquisitions may also be used for shorter scan durations instead of
increased resolution.

The carotid arteries are superficial structures whose length is greater than their distance
from the surface, a configuration well suited for the use of phased-array coils consisting of
several adjacent small surface coils from which data are collected simultaneously (Hayes et
al., 1996; Botnar et al., 2001; Roemer et al., 1990). Such coils have been reported to increase
signal-to-noise ratio by 37% and would be preferable for carotid imaging (Yuan and Kerwin,
2004).
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2.2 Velocity Measurements

Phase-contrast MRI scans may be used to measure time-resolved blood velocities in the
internal (ICA), external (ECA), and common (CCA) carotid arteries over a cardiac cycle. The
accuracy of phase-contrast MRI is generally considered high, even in unsteady flows as
present in patients with severe degrees of stenosis (Frayne et al., 1995).

The measured velocities were applied at the ICA and ECA as parabolic flow profiles.
Previous studies have shown non-parabolic velocity profiles in the carotid arteries affecting
the WSS distributions (Perktold and Rappitsch, 1995). However, since stress levels are
mainly the result of pressure distributions rather than effects of blood flow adjacent to the
vessel walls, these are thought to be less affected thereby.

2.3 Vessel Deformation

Vessel deformation can be monitored using a cine MRI Balanced True Field Echo sequence
(B-TFE). A custom Matlab toolbox (fig. 1) was constructed allowing semi-automatically
measurements of deformations as a function of time and radial position. An initial circle
surrounding the carotid vessel was drawn, the center of mass found, and a polar image
constructed of the carotid vessel. Using thresholding, the vessel outline was detected and
transformed back to a Cartesian space. Snakes were used to generate smooth outlines
surrounding the vessel (Yuan et al., 1999).

The measured deformations can be used for tuning material parameters of the tissue
surrounding the carotids to ensure deformations in the computational simulations matches
the in-vivo measurements.

2.4 Segmentation

As previously stated, atherosclerotic tissues may exhibit heterogeneous signal levels
necessitating the use of multicontrast protocols. Table displays the appearance of typical
plaque features on the different contrast weightings. Given this heterogeneity,
reproducibility of the segmentations might have been expected to be low. However, the
opposite holds true, studies have shown excellent reproducibility of MRI-based
segmentations of carotid plaque morphological features.(Yuan et al., 1998; Shinnar et al.,
1999) Further, all the scans presented in I, II, and III were validated by an experienced
reviewer at the Vascular Imaging Lab at the University of Washington, USA. Recently, an
approach utilizing computational morphology enhanced probability maps was described
allowing for fully automated segmentation of carotid plaque morphology.(Liu et al., 2006)

MR Contrast Weighting
Plaque Component
TOF TIW PDW T2W
Recent intraplaque hemorrhage + +/0 -/0 -/0
lipid-rich necrotic cores 0 + -/0 -/0
Intimal calcifications - - - -

Table 1. Magnetic resonance imaging criteria used to identify plaque tissue components
(Yuan et al., 2001). The intensities listed are relative to the adjacent sternocleidomastoid

muscle
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2.5 Computational Model Generation

The segmented data describing the spatial distribution of plaque components in each MRI
slice were exported as a collection of spline curves. These were imported into Matlab®
R2006b (The MathWorks Inc., Natick, MA, USA) and converted to 2D grayscale images (fig.
2). From the 2D images, a region-of-interest was selected and collected into a single 3D
matrix describing the spatial distribution of segmented tissue within the scanned volume.
The dataset was resampled using linear interpolation to obtain an isotropic voxel size of
0.3125x0.3125x0.3125 mm3 followed by Gaussian smoothing.

J

Figure 2. (A) Four MRI weightings were performed in order to enable segmentation into
blood, vessel wall, and lipid-rich necrotic core. PDW=Proton Density Weighted image,
T2W=T2 Weighted image, TIW=T1 Weighted image, TOF=Time Of Flight scan. (B) Grey-
scale images were constructed from the segmented MRI images and used for constructing
logical images oft he plaque morphological distribution. Visible features include blood
stream (red), vessel wall (purple), and lipid-rich necrotic cores (yellow)

From the isotropic dataset, isosurfaces surrounding each component were created (fig. 3A).
To create a longitudinal 2D model, the 3D isosurface model was sectioned along
skeletonization points by a Non-Uniform Rational B-Spline (NURBS) (Piegl and Tiller, 1997)
surface (fig. 3A), yielding a final 2D model to be analyzed (fig. 3B). To minimize boundary
effects the model was extended linearly 5 cm up- and downstream, corresponding to
approximately five times the CCA diameter.

The close proximity of blood lumen and lipid-rich necrotic cores, with fibrous cap
thicknesses of 0.25 mm or below may cause problems with overlapping isosurfaces in some
patients, necessitating manual adjustment of interpolation and smoothing parameters.
Further, due to the slice thicknesses of 2 mm employed in the MRI scans, the flow divider
was seldom depicted and the resulting longitudinal model had a distinct flattened profile at
this location. Thus manual adjustment of the area surrounding the flow divider from
longitudinal MRI scans was needed.

Initially, the patient was scanned using the aforementioned magnetic resonance protocol
which was used to generate an initial model using the described methodology. In order to
suppress local effects of uneven vessel wall borders, a simplified longitudinal model was
created using the previously generated curves as guidelines. A cosine function was used to
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generate the walls surrounding the plaque, initially calculated horizontally before being
rotated using the plaque angle (-65.5°).

L (5=M5 11 2w
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where f = horizontal plaque height, S = degree of stenosis in percent, MS = amplitude at
100% degree of stenosis, mS = amplitude at 0% degree of stenosis (negative), and 1 = length
of stenosis. User-selected amplitudes (S) were applied to simulate models with 95%, 90%,
80%, and 70% degrees of stenosis, measured using the NASCET standard (Rothwell et al.,
2003a). Lipid pools were generated as ellipsoids with varying sizes (6x3 mm, 4x2 mm, and
2x1 mm) inside the plaque area at specified locations to generate models with
proximal/distal lipid core position and decreasing fibrous cap thicknesses (0.5, 0.2, 0.1, and
0.05 mm).
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Figure 3. (A) A 3D skeletonization was performed on the blood-stream and a NURBS
surface constructed intersecting the center of the blood stream throughout the model. (B)
Intersections between NURBS surface and the iso-surfaces delineating the plaque tissues
were used to derive a longitudinal 2D model which was embedded in a slab of surrounding
tissue. External boundary conditions are also presented, rollers at top and bottom with fixed
boundaries at either side. ICA = Internal Carotid Artery, ECA = External Carotid Artery,
CCA = Common Carotid Artery, Vica = Velocity at ICA, Vgca = Velocity at ECA, Pcca =
Pressure at CCA

2.6 Boundary Specifications

Blood flow was simulated as Navier-Stokes flow and treated as an incompressible,
homogeneous, Newtonian, viscous fluid with a density of 1050 kg/m? and dynamic
viscosity of 0.0035 Pa-s. The two outflows were specified as parabolic velocity outlets using
the phase-contrast MRI measured mean blood flow velocities of the patient at the internal
and external carotids (fig. 3B). A no-slip boundary condition was applied along the blood-
stream/vessel wall interface, and an Arbitrary Lagrangian-Eulerian (ALE) formulation was
used to couple the fluid forces to the structural deformation and vice versa along the vessel
wall/blood-stream interface. Reynold’s number in the normal healthy carotid is insufficient



154 Recent Advances in Modelling and Simulation

to warrant turbulence modeling, however flow fields in carotid phantoms with large
degrees of stenosis are more accurately depicted using k-@ models than both laminar flow
and x-¢ turbulence models (Banks and Bressloff, 2007). If blood flow is modeled as being
turbulent, recent research suggests that the x-® model is superior with regard to flow field
depiction (Banks and Bressloff, 2007), thus this model was chosen.

A carotid pulse pressure profile was measured noninvasively using the applanation
tonometry technique (Chen et al., 1996, Zhao et al,, 2002) with a high-fidelity external
pressure transducer (SPT-301, Millar Instruments Inc., Texas, USA) applied to the skin
above the common carotid artery. The pulse pressure profile was scaled using the systolic
and diastolic blood pressures of the patient and applied as the inlet boundary condition at
the common carotid inlet.

The model was embedded in a rectangle of surrounding tissue the width of which was
determined from cross-sectional MRI scans. Left and right boundaries were fully
constrained and top and bottom boundaries (excluding the fluid boundaries) constrained in
the Z-direction. The boundary between the top surrounding tissue block and vessel wall
was also fully constrained (fig. 3B).

Using MRI phase contrast scans, fluid velocities were measured at both outlets in the patient
with 70% degree of stenosis. To account for the change in velocities caused by the varying
degree of stenosis, the internal carotid artery was modeled as a Venturi tube:

o=c I 1 w0y |2-ap (2)
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where Q = volumetric flow rate, C = coefficient of discharge (0.77), D; = diameter of normal
internal carotid artery (after the stenosis), D, = diameter of internal carotid artery at
maximal point of constriction, Ap = pressure difference, and p = mass density of blood (1050
kg/m).

Initial conditions were specified using the diameters and flow measured in the patient to
estimate the pressure difference. Subsequently, the D, diameter was changed to that of the
individual degrees of stenosis, and the resulting flows (Q) were used to calculate the
velocities in the internal carotid artery in each of the models. To preserve common carotid
flow rate, the loss in internal carotid flow was assigned to the external carotid. Laminar,
parabolic velocity profiles were assigned at both outlets using the calculated velocities. The
systolic blood pressure of the patient was prescribed at the inlet (160 mmHg ~ 21.300 Pa).
The blood was initialized using the inlet blood pressure and mean external outlet velocity.
Although a simplification, blood was simulated as a Newtonian fluid with a constant
viscosity. Due to the content of formed elements within the bloodstream shear thinning
occurs in vivo and the viscosity is not constant. However, recent research (Lee and
Steinman, 2007) suggests that the use of Newtonian models for simulations of blood flow
are reasonable in the carotid artery.

2.7 Material Properties

Tissues were simulated as isotropic homogenous entities. To account for the non-linear
stress/strain dependency of human tissues, a computationally efficient Neo-Hookean
hyper-elastic model was used to specify the material properties of the tissues using the
following strain energy function (W):
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where u designate the initial shear modulus and T, is the first deviatoric strain invariant, J is
the ratio of the deformed elastic volume over the undeformed volume, and K is the bulk
modulus calculated as follows:

20 (Cy+ Cy) (4)
S

where C; and C; are the material constants in the Mooney-Rivlin hyper-elastic model (the
Neo-Hookean model can be considered a subset of the Mooney-Rivlin model with C; = 0
and C; = u / 2), v represents Poisson’s ratio, assigned to be 0.495 to mimic the almost
incompressible human tissues. The initial bulk modulus K was thus set to 100 times that of
the initial shear modulus. The initial shear modulus x was set to 6 MPa for the vessel wall
(COMSOL AB, 2005). Lipid was treated as an isotropic material with Young’s modulus set
to 1/100th that of the equivalent Young’'s modulus of the vessel wall (Young’s modulus =
1E5 Pa, Poisson’s ratio = 0.45) (Tang et al.,, 2004). The initial shear modulus of the
surrounding tissue was adjusted until the deformation near the common carotid inlet
matched that measured by MRI B-TFE scans as measured by the change in vessel diameter
between diastole and systole.

The Neo-Hookean model is considered to be valid for the moderate deformations present in
atherosclerotic plaques and was validated with a geometry similar to a previously
described model (Li et al., 2006b). Other researchers have used linear orthotropic models
(Imoto et al., 2005), modified Mooney-Rivlin models (Chau et al., 2004; Tang et al., 2004),
and Ogden hyperelastic models (Li et al., 2007; Versluis et al., 2006; Antheunis et al., 2006).
Since different hyperelastic models and material specifications may substantially affect
resulting stress levels, comparison of stress levels between different models should be
interpreted with caution.

To simplify the present finite element analysis, the materials were assumed to be isotropic,
incompressible, and uniform solids. By assuming that plaques, lipids, and normal arterial
walls could each be characterized by a single set of structural variables, spatial and
interspecimen variations within a particular component were not considered (Holzapfel et
al., 2004). However, these assumptions have been widely accepted as allowable for the
assessment of biomechanical properties of atherosclerotic lesions (Loree et al., 1992; Cheng
et al., 1993; Imoto et al., 2005).

2.8 Solving the FSI model

The coupled fluid-structure interaction simulations were performed using COMSOL, a
commercially available finite element solver (COMSOL 3.4, COMSOL Inc, Stockholm,
Sweden). Streamline diffusion was applied to artificially stabilize the solution.

3. Results

Two examples of velocity fields, first principal stress distributions, and velocity streamlines
are presented in fig. 4. A 90% degree of stenosis model with a proximal 6x3 mm lipid core
and minimal fibrous cap thickness of 0.2 mm yielded maximal principal stresses of 674.4 kPa
occurring at the area of minimal fibrous cap thickness (fig. 4A, red arrowhead). Immediately
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adjacent to the area with maximal first principal stresses equal to tensile stresses, was a
pressure zone with negative first principal stresses of -101.4 kPa (fig. 4A, white arrowhead).
A second model with 80% degree of stenosis, a distal 4x2 mm lipid core, and minimal
fibrous cap thickness of 0.2 mm is presented in fig. 4B. The velocities in the internal carotid
artery were higher in this model due to the Venturi calculations, generating a large zone of
recirculating blood above the plaque (fig. 4B, yellow asterisk). Again, maximal (fig. 4B, red
arrowhead) and minimal (fig. 4B, white arrowhead) first principal stresses were found to be
adjacent and located at the area of minimal fibrous cap width, with a magnitude of 429.1/-
89.5 kPa, respectively.
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Figure 4. Examples of the results generated from the simulations. Arrowheads mark the
location of maximal/minimal first principal stresses, red/white respectively. Insets depicts
areas of maximal/minimal stress levels. (A) Carotid with 90% stenosis, proximal 6x3 mm
lipid pool, and minimal fibrous cap width of 0.2 mm. (B) Carotid with 80% stenosis, distal
4x2 mm lipid pool, and minimal fibrous cap width of 0.2 mm. A large zone of recirculating
blood was present above the plaque (yellow asterisk)

The combined effects of degrees of stenosis, fibrous cap thicknesses, lipid core size, and lipid
core location on peak principal stress levels are depicted in fig. 5. Stresses are seen to
increase with decreasing fibrous cap thickness, and increasing degrees of stenosis. However,
the degree of stenosis mainly affects peak principal stresses in models with fibrous caps
below 0.2 mm in width. This is evident by the observation that the variation in peak
principal stresses increases as the fibrous cap width decreases. Lipid core sizes have a
marked influence on peak principal stress levels. Peak principal stress in a model with 95%
degree of stenosis, a proximal lipid core, and fibrous cap thickness of 0.1 mm varied from
1861.2 kPa with a 6x3 mm lipid core to 445.6 kPa with a 2x1 mm lipid core.
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Figure 5. Effects of fibrous cap thickness, degree of stenosis, lipid core size, and lipid core
position on peak principal stress levels

The longitudinal position of the lipid core did not affect peak principal stress levels in this
model, as shown in fig. 5. Also evident in fig. 5 are the effects of decreasing lipid core sizes
producing substantial reductions in median peak principal stress levels.
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Figure 6. Principal stress levels and deformations as a function of lipid core position in a
model with 90% degree of stenosis, 0.5 mm fibrous cap thickness, and 6x3 mm lipid core
size
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n another model with a 90% degree of stenosis employing the original flow values measured
in the patient with a 70% degree of stenosis instead of using the Venturi calculations, lipid
core position was seen to influence peak principal stress levels substantially, as presented in
fig. 6. Using this model, peak principal stresses were 323.4 kPa, 335.0 kPa, and 64.6 kPa in
the proximal, central, and distal lipid core simulation, respectively.

4. Discussion

Currently, carotid risk assessment is based on measuring the degree of stenosis to determine
if carotid endarterectomy should be offered symptomatic patients (NASCET, 1991; ECST,
1991; Rothwell et al., 2003a). However, there is growing evidence that morphological
composition rather than degree of luminal stenosis may be the deciding factor in
determining plaque vulnerability (Virmani et al., 2006; Gronholdt et al., 1998; Falk, 1992). In
particular, large lipid cores with thin fibrous caps have been determined to be the hallmark
of unstable plaques at high risk of rupture. Through the advent of high-resolution MR
imaging combined with computational analysis, in-vivo estimations of mechanical stresses
in the fibrous cap have been enabled (Li et al., 2007; Tang et al., 2004; Zhao et al., 2002).

In a recent study by Li et al. (Li et al., 2006Db), the effect of stenosis severity and fibrous cap
thickness on resulting mechanical stress levels was investigated. This study showed that
plaques with a degree of stenosis at 70% or above all gave rise to high fibrous cap stress
levels regardless of fibrous cap width. Plaques with lower degrees of stenosis also reached
high stress levels depending on the thickness of the fibrous cap. However, to simplify the
computational analysis a straight tube without bifurcation was used and the plaque was
modeled as a large homogeneous lipid core covered by a fibrous cap of varying thickness.

In our study, we used an idealized bifurcation model based on geometry obtained from a
patient awaiting carotid endarterectomy. Ellipsoidally shaped lipid cores were used to
create heterogeneous plaques with varying position of the lipid cores allowing for
examinations of the effects of lipid core size and position in addition to the effects of the
degree of stenosis and fibrous cap width. To account for the effect of increasing degrees of
stenosis on fluid flows, the internal carotid artery was modeled as a Venturi tube, and the
velocities adjusted accordingly.

The findings of Li et al. (Li et al., 2006b) were confirmed; increasing degrees of stenosis and
decreasing fibrous cap thicknesses were found to affect peak principal stress levels severely
(fig. 5). Though decreases in fibrous cap width was by far the most influential parameter on
fibrous cap stress levels it cannot stand alone. Lipid core sizes also impacted mechanical
stress levels significantly (fig. 5) and a comprehensive approach towards fibrous cap
mechanical stress estimations is deemed important.

In an angiographic study of plaque ulceration, Lovett (Lovett and Rothwell, 2003)
determined ulcerations to be asymmetrically distributed longitudinally with the majority
occurring upstream to the plaque rather than downstream. To investigate if this
phenomenon could be attributed to mechanical stress levels, symmetrical simulations were
performed with lipid cores placed proximally and distally inside the plaque. However, no
significant differences were found between models with proximal cores vs. distal cores,
indeed the stress levels were virtually identical except for very small lipid cores (fig. 5). This
effect may be due to the modeling of the internal carotid artery as a Venturi tube keeping
the pressure difference across the stenosis constant. Thus a second round of simulations was
performed using the original flow values measured in the patient with a 70% degree of
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stenosis instead of adjusting these using the Venturi calculations. These revealed vast
increases in stress levels if the fibrous cap was thinnest on the proximal side of the plaque,
compared with the distal side. These results thus agree with the findings of Lovett (Lovett
and Rothwell, 2003), and principal stress levels may be the cause of the asymmetrical
longitudinal distribution of plaque rupture with the majority occurring proximally to the
plaque.

Previous studies have used principal stress levels in excess of 300 kPa to be predictive of
plaques at high risk of rupture (Cheng et al., 1993; Li et al., 2006b; Li et al., 2007). However,
the choice of material model and parameters may substantially affect simulated stress levels
(Li et al., 2006a). Care should thus be taken comparing absolute stress levels across different
simulations employing different material models, and the choice of an absolute level at
which the plaques are considered to be at risk of rupture may be problematic.

Currently, state-of-the-art MRI scans employ typical in plane spatial resolutions of 0.5 - 0.6
mm (Yuan and Kerwin, 2004; Crowe et al., 2005). Stress levels increased dramatically with
decreasing fibrous cap widths, particularly below 0.2 mm. Increasing spatial resolution to
enable visualization of very thin fibrous caps could thus prove of vital importance. Moving
towards scanners with higher field strengths (Yarnykh et al., 2006) or switching from 2D to
3D acquisitions (Koktzoglou and Li, 2007) may facilitate this.

5. Conclusion

The new technique of obtaining longitudinal 2D computational models of the carotid artery
was systematically investigated using idealized carotid bifurcation geometry with variables
thought to be linked to risk of carotid plaque rupture; degree of stenosis, fibrous cap
thickness, and lipid core size, all of which affected stress levels severely. Numerous
histopathological studies have indicated lipid pool size and fibrous cap thickness to be key
determinants of plaque vulnerability. Principal stresses may be of additional merit, since
this parameter combines effects of fibrous cap thickness, lipid pool size, degree of stenosis,
and blood pressure into a single comprehensive risk assessment marker. With the advent of
fast computational techniques for obtaining in-vivo stress levels, assessing risk of plaque
rupture using peak principal stress levels is enabled which may lead to improved reliability
of carotid risk assessment in the future.
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1. Introduction

Numerical simulations have become an integral part of new sensor design and they are

essential to understand the physical principles of completely new sensors. In this chapter we

want to demonstrate that, when using modern software tools, relevant results are in reach
even for small development departments.

The electromagnetic flow meter, that measures the volume flow rate of conducting liquids

passing through pipes, is a very practical example for a sensor that is used in real

applications, but that has still potential for improvement and optimisation by numerical
simulations. The goal of this chapter is to show, in three concrete cases, different levels of
modelling.

The chapter will introduce the concepts of electromagnetic flow metering and the physical

phenomena needed for numerical modelling. The main goal is to show that physical

principles can be studied with detail and that, nevertheless, calculations are relevant to
practical applications.

We demonstrate the ideas in three detailed cases.

1. Until now, commercially available devices require a minimum conductivity of water,
i.e.,, a minimum concentration of ions. Using numerical methods one can study the low
concentration limit of the electromagnetic flow meter. The central idea is to apply a
drift-diffusion model to the system of electric charges present in the fluid.

2. For standard devices several physical phenomena are encountered: fluid dynamics,
magnetostatics, and electrostatics. We demonstrate the efficient use of multiphysics
solvers for the geometric optimisation of a sensor. The geometric shape is optimised
much easier numerically than it can be done in experiments.

3. A completely new sensor principle can be verified using numerical simulation for
turbulent flows. By studying the amplitude of fluctuations we find a new way of
measuring the mean flow, which is in accordance with experiments.

The numerical scheme for these calculations is based on finite methods: in many cases the
very flexible finite element method can be employed. It can solve a wide range of physical
problems and a large class of geometries. Standard software packages are available for all
equations needed for flow sensor design. On the other hand the finite difference method re-
quires regular grids but can, due to its inherent speed, solve large problems like the turbu-
lent direct numerical simulation, where space and time must be resolved in a fine
discretisation.
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2. Magnetic-inductive flow meter

Figure 1. Principle of the electromagnetic flow meter. Ions are displaced by an outer
magnetic field and a electric voltage can be measured at galvanic contacts (black circles)

The basic idea of the electromagnetic (or magnetic-inductive, MI) flow meter for measuring
fluid flow in pipes shall be explained with the help of fig. 1. An external magnetic field
perpendicularly penetrates the tube carrying fluid flow. If the fluid contains mobile electric
charges these are displaced (with respect to the fluid) due to the Lorentz-force. The
accumulated charges form a space charge density and an electric field is induced which
prevents further charge separation. The electric potential can be sensed using galvanic or
capacitive coupling. In ideal cases the measured voltage is proportional to the flow rate in
the tube.

The idea of this method is old, if one considers Michael Faraday's famous experiment at the
river Thames as a starting point. Later, in 1930, Williams reported the first experimental
proof (Williams 1930) and today the MI-flow meter has become a commercial product used
in many applications in industry: process, food, waste water, etc. The theory is mature and
text books have been published that are entirely (Schommartz 1974) or in parts (Fiedler
1992) devoted to the subject.

The sensors are mainly employed for water as liquid, although the use for other electrically
conducting fluids is feasible. Standard devices avoid permanent magnets because of
spurious electrochemical voltages at the sensing contacts. Even with electrodes made of
noble metals, chemical reactions are present in water at galvanic contacts and lead to time-
varying electric potentials, that are larger than the actual Ml-signal. By using alternating or
pulsed magnetic fields these variations can be filtered. Capacitive coupling suffers from the
difficulty to measure small charges when the inner resistance of the pick-up circuit is finite.
But the price for time varying magnetic fields is high energy consumption. Up to 99% of the
total energy is spent on the generation of the magnetic field, which is prohibitive for battery
driven devices. Using modern electronic devices with ultra-high-ohmic amplifiers, static
measurements have become feasible and a recent patent (Stange 2002) describes a method to
bypass spurious voltages. Therefore some aspects in the field of electromagnetic flow
metering have to be rethought and can be studied using numerical simulations.

The Finite-Element method has become a versatile tool in solving partial differential
equations (PDEs) in many scientific and engineering disciplines. Many text books describe
the method in different aspects and we only want to cite one of the most influential by
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Zienkiewicz (Zienkiewicz & Taylor 1989) first published on structural mechanics. Since then
the method has been applied to other engineering fields and due to the increased computer
power became available to developers for daily use.

For Ml-sensors the literature using FE-simulation is sparse but many applications in
industry are on optimising the coils generating the magnetic field. Here we focus on the
study of fundamental physical understanding and geometric optimisation. Many
publications on electromagnetic flow meters use the concept of a weight function to analyse
the design. This concept will be mentioned briefly because it is widely used but it is
restricted to the high concentration limit (that we want to study in detail) and to galvanic
contacts concentrated in points.

3. Mathematical models

The different physical effects and their equations are discussed in the following with their
relevance to the electromagnetic flow meter.

3.1 Fluid dynamics (Navier-Stokes equations)

The equations for fluid flow are derived from the basic physical principles of conservation
of mass, of momentum, and of energy applied to continuum mechanics. Many text books on
this subject, e.g., Spurk & Aksel (2006), are available and only basic properties are stated
here without proofs.

Fluid flow is usually described by the Eulerian view, that represents the velocity of the fluid
as vector field u at a fixed point in space. Two additional scalar fields are needed in general:
the pressure p and the mass density p. In an incompressible fluid the system reduces to u
and p and the incompressibility condition replaces the conservation of mass:

V-u=0. 1)
The conservation of momentum leads to
pu+p(u-Vu=-Vp+pudu. )

The left hand side represents the change of momentum in time at a fixed point in space. The
right hand side denotes that the contributing forces are the pressure gradient as the driving
force of the flow and the dissipative friction term. In the viscous model friction is caused by
a velocity gradient and the proportionality constant y is called viscosity. These equations are
known as the incompressible Navier-Stokes (NS) equations. The boundary condition at
physical walls is that the flow velocity is zero. Other mathematical boundary conditions are
applied to inlets, outlets, and symmetry planes. The system of equation (1) and (2) is closed:
it comprises four equations for four unknowns.

3.2 Magnetic inductive effect

The basic principle is that electric charges (like ions from dissolved salts) in the fluid are
displaced due the Lorentz-force in response to an external magnetic field that is orthogonal
to the fluid flow. The charge separation leads to an electric field E perpendicular both to the
flow and the magnetic field. The electric potential ¢ can be sensed with galvanic contacts or
with capacitive sensors.
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In a conducting medium the electric current density j in presence of an electromagnetic
fields is

j=a(E+u><B) 3)

where o is the specific conductivity. In an equilibrium state the current density is divergence
free because of charge conservation and it follows that

Ap=V -(uxB). @)

This equation has been cited in the literature (Shommartz 1974; Fiedler 1992) and is called
here the high concentration limit and we discuss the validity of this model later. Here and in
later models it is assumed that B is the external magnetic field only. The flowing medium
itself drives electric currents which induce magnetic fields that are in the case of electrolytes
too weak to have an influence. Two types of currents can be distinguished: The first one is
generated by the charge density that is convected by the fluid, whereas the second one is the
current as expressed in eq. (3).

The weight function approach applies Green's theorem to equation (4) and is often used to
examine MI-flow meters. The Green's function that corresponds to the Laplace operator
reads

Glx, x'):m ()

and can be employed to express solutions of (4) as an integral. If two galvanic contacts are
concentrated in points the voltage

pla)-0(b) )

-~ [[¥.6(0x)-¥,G(o.x)} xR

Vab

is measured. The expression in square brackets is called the weight function W(a,b,x)
(Shercliff 1954; Fiedler 1992). The integral can be transformed to

V,, = [u-(WxB)d'x . @)

In this form the integral formulation is helpful to design the magnetic field, e.g., to
guarantee the property that the voltage is independent of flow profile. This approach is,
however, limited to a simple governing equation and to pointlike galvanic contacts. Since
more general problems must be solved we adopt the more flexible Finite-Element-Method.

3.3 Electrostatics and Magnetostatics

Maxwell's equations are only applied to the static field case only. In the macroscopic form,
i.e, using material properties like permittivity, permeability, and magnetisation, the
following equations are valid for the electric field:

V- (SogrE) = P ®)
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where E is the electric field, ¢ the potential, & the permittivity of the vacuum and &, the
relative permittivity of the material in question.

The relations for the fields H (magnetic field), B (magnetic induction), and M
(magnetisation) are

V-B =0 )
VxH = 0
B = {,umurH

1, (H+M)

The first material relationship is used for the usual linear response to a magnetic field,
whilst the second is used as an approximation for permanent magnets with a given fixed
magnetisation.

As mentioned above the magnetic fields produced by the currents in the medium are weak
and these currents are altogether neglected as sources of the magnetic field. Since the curl of
the magnetic field is zero under these circumstances a scalar magnetic potential with

H=-VO (10)

is introduced and used later for solving magnetostatic equations.

3.4 Drift-Diffusion

The evolution of the concentration ¢ of an ion species in a medium is often described in
electrochemistry (Hamann & Vielstich 2004) using the drift-diffusion approach. The
effective current is generated in two ways: first, a driving force F on the individual particle
and second the thermal diffusion. Applying Einstein's law we can write for each species

j=u(cF—k,TVc) (11)

where y is the mobility, ks Boltzmann's constant and T the absolute temperature. We want to
apply this model to diluted salts in water. For higher concentrations the linear mobility
model is not valid, but here study only low concentration effects (Atkins 1988). The force F is
due to an electrostatic field and to a magnetic induction

F=q(E+uxB). (12)

We only consider the Lorentz-force caused by the medium flow u, the additional velocity
induced by the movement of ions with respect to the water is small and neglected in our
model. The conservation of particle number is written as

¢+V-j=G, (13)
where the dot signifies the derivative with respect to time and G the particle generation rate.
The boundary conditions are generally of the homogeneous Neumann-type for wall

boundaries that the particles cannot penetrate. Often the total number of particles is fixed
and an integral constraint in the form

[edx=N (14)
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is added to the equations. When multiple species are present the equations (11,12,13) have to
be formulated for each type separately.

4. Finite-Element-Method

The finite element method is an established technique in academia and industry to
approximately solve partial differential equations and applies to boundary value problems.
Many authors (Zienkiewicz & Taylor 1989; Ciarlet 1978) have discussed the method in detail
and for many applications.

One way of formulating boundary value problem, which is useful for many physical
applications, is based on generalised sources and fluxes. For a degree of freedom u, the flux
J and the source term S depend on u and its derivatives. The boundary value problem sets
conditions on the inner of a domain Q and on the boundary such that

V-J=S in Q (15)
u=f in I'ycod@
n-J=g in [(=0Q/I,.

These equations imply the conservation of a quantity in the domain, Dirichlet condition
(prescribed value f) on one pa