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Preface

Computer Vision is the most important key in developing autonomous navigation systems
for interaction with the environment. It also leads us to marvel at the functioning of our own
vision system. In this book we have collected the latest applications of vision research from
around the world. It contains both the conventional research areas like mobile robot naviga-
tion and map building, and more recent applications such as, micro vision, etc.

The fist seven chapters contain the newer applications of vision like micro vision, grasping
using vision, behavior based perception, inspection of railways and humanitarian demining.
The later chapters deal with applications of vision in mobile robot navigation, camera cali-
bration, object detection in vision search, map building, etc.

We would like to thank all the authors for submitting the chapters and the anonymous re-
viewers for their excellent work.

Sincere thanks are also due to the editorial members of Advanced Robotic Systems publica-
tions for all the help during the various stages of review, correspondence with authors and
publication.

We hope that you will enjoy reading this book and it will serve both as a reference and
study material.

Editors

Goro Obinata
Centre for Cooperative Research in Advanced Science and Technology
Nagoya University, Japan

Ashish Dutta
Dept. of Mechanical Science and Engineering
Nagoya University, Japan
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Micro Vision

Kohtaro Ohba and Kenichi Ohara
National Institute of Advanced Industrial Science and Technology (AIST)

Japan

1. Introduction

The observational and measurement system in the micro environments to manipulate
objects in the micro world is becoming necessary in many fields, such as manufacturing;
“Micro Factory (Fig.1)”;one of the past Japanese national project, and medical usages; the
micro surgery. Most of the past researches in the micro environments might be only focused
on the micro manipulation but not on the micro observation and measurement, which might
be very important to operate. Actually, the micro operation includes the scale factors; i.e. the
van der Waals forces are larger than the Newton force in the micro environments.
Furthermore the micro vision has the “optical scale factors” on this micro observation, i.e.
the small depth of a focus on the microscope, which could not allow us to feel the micro
environments, intuitively.

For example, if the focus is on some objects in the microscope, the actuator hands could not
be observed in the same view at the same time with the microscope. On the other hand, if
the focus is on the actuator hands, the object could not be observed. Figure 2 shows a simple
3D construction example constructing a micro scarecrow, 20um height, with 4 um six grass
balls and one grass bar on the micro wafer. And Fig.3 show the two typical microscopic
views putting the second glass ball onto the first glass ball. Left figure (a) in Fig.3 shows the
first glass ball in focused, but the gripper is blurring at almost same position, because of the
different depth. And right figure (b) shows the gripper in focused. Therefore, the operator
has to change the focal distance with the microscope to observe while operating the micro-
actuator, simultaneously.

Figure 1. Micro Factory
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Figure 2. Micro Scarecrow

a ﬁo ’ oﬁo h
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Figure 3. Typical Microscopic Images with Micro Manipulation

Even though the big effort of the micro vision for the micro operation, there are few

computer vision researches especially for the micro environments.

In the micro vision system, there could be categorized into two areas,

1. The micro measurements techniques to measure the micro object position for micro
operation.

2. The micro observation techniques to show the 3D image only for human to know the
interesting objects.

We will summarize these two areas into the following two sections.
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2. Measurement Method for Micro Objects in Micro Environment

In the field of the computer vision, there are several 3D modelling criteria, so called “shape
from X" problem. Most of these criteria are categorized as follows,

e the Shape from Triangular Surveying,

e the Shape from Coherence,

e the Shape from Time of Flight,

e the Shape from Diffraction,

e the Shape from Polarization.[1][2],

¢ And the shape from Focus/Defocus [3][4][5][6].

Each method has particular characteristics with algorithm, speed, range and resolution of
measurements.

In the macro environments, the triangular surveying is mainly applied for the robotics,
because of the simply to use. But it requires more than one set of two cameras or laser
equipments to measure and soft/hard calibration, and big calculation cost in correlation
with two images. Furthermore in the micro environments, because of the small depth of
fields, the measurements range is quite limited in the cross in focus depth area of the two
cameras.

Generally speaking, we have the “small depth of a focus” is one of the drawbacks for the
micro operation with the microscope, as mentioned before. However, as the matter of fact,
this small depth of a focus is one of the big benefits for the vision system to obtain the good
resolution of the depth with the “shape from focus/defocus” criteria. In this section, the
measurement method based on characteristics of the micro environment is mainly
discussed. Secondly, the real-time micro VR camera system is reviewed with the two main
factors.

2.1 Optics

The “depth from focus” criterion is based on the simple optical theory, which is focused on
the depth of a focal range in the optical characteristic. Theoretically, the “depth of a focus”
and the “depth of a photographic subject” are different as shown in Fig. 4. In this section,
the optical criteria are briefly reviewed.

The optical fundamental equation:

—t—=— 1
xts7 M

is well known as the Gaussian lens law. In this equation, X, x and f depict the object
distance, the image distance and the focal distance of the lens, respectively.

Then, in the “depth of a focus”, AX is defined as the range of the distance of focal plane,
which holds the image in focus on the focal plane, as shown in Fig. 4 (a).

Infinity: Ax = 20 % (2)

Finite: Ax =20 i ®3)
Dl
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where D and D' are the diameter of lens and the iris, respectively. The focus obviously
depends on the radius of the circle of confusion delta, which caused by the resolution of the
sensor device of camera.

The “depth of a photographic subject”; AX is defined as the range of the distance between
object and lens as shown in Fig. 4 (b), which holds the sharpness on the focal plane;

_28YD(X - f)
f2D2 —52(X—f)2

In this equation, the depth of a photographic subject obviously depends on the distance of
principle focus f and the distance between object and lens X.

Equation (2) or (3) decides the resolution of object distance with the depth of focus criteria.
In the calibration process between the object distance and the image plane distance, the
equation (4) is utilized.

“)

Figure 4. Depth of a focus and Depth of Photographic Subject
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Figure 5. Concept Image of how to obtain the all-in-focus image

2.2 Depth from Focus Criteria

Figure.5 shows the concept of the “depth from focus” criteria based on the optics above.
Each image points hold the optical equations (1). If several numbers of images are captured
with the different image distances, then optimal in-focus point at each image points could be
defined with the optical criteria. Then, the 3D object construction could be obtained with
equation (1) of “image distance”; x or “focal distance”; f value at each pixel. Also,
synthesized in-focus image could be obtained with mixing the in-focus image areas or
points, which we call “all-in-focus image”.

Actually, this criteria is quite simple but useful especially in the microscopic environments.
However, the bad resolution with this criterion on the long distance, more than 2m, is well
known because of the large “depth of a photographic subject” with the ordinal optical
configuration on large objective distance.

Further more, the depth from defocus criteria is well known to estimate the 3D construction
with several blurring images and optical model. It is not necessary to move the focal
distance in the process of 3D reconstruction, but could not achieve the all-in-focus image,
which might be important for the 3D virtual environments. In this section, “Depth from
Focus Theory” is focused.

2.3 Image Quality Measurement

In the previous section, the optimal focal distance with particular objects could be obtained
with the optical criteria. In this section, the criterion to decide the optimal focal distance
with the image processing technique is reviewed.
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To decide the optimal focal distance with images, the Image Quality Measure (IQM), which
could detect the in-focus area in the image, is defined with the follow equation,

L

¢

g 35

x=x; y=y\ p=—L. g=-L,

1(x,y)—1(x+ p,y+q)| 5)

where (— LC,—LF)— (LC,LF) and (xl.,y,.)— (xf,yf)are the area for the evaluation of

frequency and the smoothing, respectively [7].And D is the total pixel number to make
standard the image quality measure value with the number of pixels in the area

(—Lc,—Lr)—(Lc,Lr)and (xiﬂyi)_(xfayf)'

With some variation of the focus values, once a peak of the IQM value at particular position
of image pixel is detected, the optimal in-focus image point on each pixel points could be
easily defined. Then the corresponding local intensity value and the focus value are finally
the depth map and the all-in-focus image, respectively.

2.3 Real-time micro VR camera system

To realize the real-time micro VR camera system with the depth from focus criteria above,
there are two big issues to be solved,

1. how to capture and process the high frame rate image sequences (vision part),

2. how to change the focal distance with high frequency and high accuracy(optical part).
Unfortunately, most of the vision system seems to be based on the video frame rate
30frame/sec. This video frame rate is good enough for human vision, but not good enough
as a sensor system.

To realize a real-time micro VR camera with the depth from focus criteria mentioned before,
a high-speed image capture and processing system is required. For example, if eight images
are applied to obtain the depth map and the all-in-focus image with 30frame/sec, a 240
frame/sec image sequence is necessary to capture and process.

Furthermore, to change the focal distance with the microscope, motor control system could
be used. But the range of frequency of the motor system is not enough frequency for the
real-time micro VR camera system.

Next, section, we will show some of the proto type of the real-time micro VR camera
systems, Finally product specification of Micro VR Camera System is shown.

2.3.1 First Prototype

At first, we developed the micro VR camera system shown in Fig.6 with a dynamic focusing
lens[8] as shown in Fig. 7 and a smart sensor, an IVP C-MOS vision chip (MAPP2200) that
has a resolution of 256*256pixel, a column parallel ADC architecture, and DSP processing.

A sample object in Fig. 8 and its sample images at four particular focal distances are shown
in Fig. 9. The objects for demonstration were constructed in a four-step pyramidal shape:

first stage, ¢ 10mm height 10mm; second, ¢ 7mm-10mm; third, ¢ 4mm-10mm; and top, @

3mm-5mm. In real-usage cases, such as less than 1 mm size, the IQM value could be
obtained with the original texture on the object without any artificial texture.
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Figure 6. Micro VR Camera System

Figure 7. Dynamic Focusing Lens
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Figure 8. Sample Object for Evaluation of Micro VR Camera System

el rd
Figure 9. Sample of the Single Focus Image
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The spatial resolution depends on the optical setting. For this demonstration, the view area
is almost 16mm square with 256 pixels, and the spatial resolutions are 62.5um. The depth
resolution is 1.67mm (21 frames with 35mm depth range, each 3V input voltage from -30V to
+30V to charge the PZT), which directly depends on the number of input frames in the
range of variable focusing. The “all-in-focus image” and the micro VR environments from
one image sequence are shown in Fig. 10 and 11, respectively. The “all-in-focus image” gives
a clear image to observe the whole object. However, the resolution of depth without any
interpolation in Fig.11 does not seem enough. A simple way to increase the resolution of
depth is to capture more images with other focal distances, which could also require a
higher calculation cost.

(a) Processing Part

The processing time with an IVP chip is almost 2sec. for one final VR output. This is caused
because the ADC/ processing performance is not good enough for the gray level intensity on
the vision chip MAPP2200. Actually, MAPP2200 has a good performance for binary images
of more than 2000frame/ sec.

(b) Optical Part

Changing the focus with usual optical configuration is quite difficult to actuate because of
its dynamics. We had developed a compact and quick-response dynamic focusing lens,
which is including the PZT bimorph actuator and the glass diaphragm shown in Fig. 7. This
lens is capable to be a convex lens or concave lens with the voltage to drive the PZT
bimorph, and was evaluated the robustness with more than 150Hz high frequency. See
details in [10]. We applied this lens with the combination of the micro zoom lens.

Figure 10. Sample of All-in-Focus image
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Figure 11. Sample of the Depth Image for Sample Object with Texture Based on All-in-Focus
Image

2.3.2 Second Prototype

This paragraph shows the second prototype of the micro VR camera systems.

(a) Processing Part

Recently, the large-scale FPGA (Field Programmable Gate Array) has dramatically
improved its performance and is being widely used because of its programmable capability.
Then, in the second system shown in Fig.12, one FPGA (APEX EP20K600E, ALTERA) and
SDRAM in the image-processing test board (iLS-BEV800, INNOTECH Co.) are used to
calculate the IQM in equation (5) at each pixel all over image 512*480 pixel, 8bits with
240Hz, which has the TMDS (Transition Minimized Display Signaling) architecture interface
to connect the sensor part and processing part as shown in Fig.13. Then, the image data
512*480 is captured with two parallel interfaces, and high-speed transmission 60Mbyte/sec
(512*480*240Hz) from HSV to the dual-port SDRAM is realized. As a result, the performance
of the FPGA is good enough to calculate the IQM value with 240Hz, and the total execution
performance is less than 20% of the performance of FPGA.

Figure 12. Sencond Prototype Systems
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Figure 13. System Configuration
(b) Optical Part

A micro-zoom lens (Asahi Co. MZ-30, {=27.2-58.5mm, F7.5) with a dynamic focusing lens,
the same as that used in our earlier system, is attached on the HSV. The dynamic focusing
lens is controlled by FPGA through DA converter and Amplitude as mentioned in the first
prototype. The relation between the input voltage to PZT and the objective distance is
evaluated linearly in the range from 147mm to 180mm, corresponding to the input voltage
from -30V to +30V in previous section. The resolution of the objective distance appears to
increase with the objective distance. We apply 30Hz one-way ramp input to control the
dynamic focusing lens, as shown in Fig.14, which may cause a hysteresis problem with
round-trip input. However, a noisy image is observed in the first step because of the
overshoot of the lens. To solve this problem, we planned to use seven images without the

first image.

L ]
i - — -
'_"l;i 33mzaec. R 33msaec.
H
g i
a]
5
4
3
1 2
overzhoot overshoot time

Figure 14. Ramp Input.
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Figure 15. Sample Image of Second Prototype System

The spatial resolution in this system is 31.25mu, 16mm/512pixel. The depth resolution is
5.0mm (7 frames with 35mm depth), which can be improved with the input frame number.
Up to now, the all-in-focus image and the depth image are stored in each memory space and
could be separately observed with a VGA monitor through the analog RGB output. The VR
display might be realized in a PC after the all-in-focus and depth images are transmitted
into the PC directly.

2.3.3 Microscopic System

For real micro-applications, a microscopic system is developed with the processing part
mentioned before, as shown in Fig.16. Instead of using a dynamic focusing lens, the PIFOC
microscope objective nano-positioners and scanners P-721.20, PI-Polytec Co. are controlled
by a high-speed nano-automation controller E-612.C0, PI-Polytec Co. and attached to a
microscope, BX60, Olympus Co., to reduce the zoom factor with the dynamic focusing lens.
The focus length is controlled to achieve a maximum of 0-100 um as the actuator input
voltage 0-10V 30Hz ramp input from the FPGA. The real position could be observed with
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the sensor output from the controller. Actually, this system has no scaling factor on the
images with different depth, because the image distance is changed with the scanner,
besides the focal distance is changed in our earlier system with the variable focusing lens.
You can observe two glass fabrics p 4 um, each located in micro-3D environments with

Figure 16. Micro Scopic System for Micro Application

optical magnitude 50X in the microscope. One fabric is located at a near distance, and the
other is at a far distance. Figure 17 shows the usual focus images scanning the focus length
from 0 um to 90 um. The near fabric is in focus in Figure 17(e), and the far fabric is in focus
in Figure 17(h). The spatial resolution in this system is 0.195 um 100 um 512pixel. The
maximum depth resolution is 0.781 um, 100 um128 bits. Figure 18 shows the all-in-focus
image in the microscope. Compared with Fig.17, both fabrics can be seen in-focus in one
view.
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Figure 17. Microscopic Images for fabrics
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Figure 18. All-in-Focus Image with ghost

Figure 19. All-in-Focus Image without ghost
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(2 without Ghost Filter B% with Ghost Filter
Figure 20. A Comparison with Ghost-Filtering

A detail analysis indicated that several blurring edges could be observed just around the
objects in Fig.18. This ghost is caused by several out-of-focus images. In the microscope, the
out-of-focus image makes a large blurring region around the real object's location, as can be
seen in Fig.18. This blurring region could cause miss-recognition of the all-in-focus area
around the objects. To solve the ghost problem, the reliability of the IQM value should be
evaluated to detect the real in-focus area. Then, the minimum IQM value; IQMp,, is pre-
defined, which could hold the in-focus clearly in the particular image sequences.

In-focus-area: 1 QM (x,y, f ) 2 [ QM min ©)

background: otherwize (7)

where IQM(x,y f) is the image quality value at image location; (x,y) with the focus length; f.
Figures 19 and 20 show the result obtained with this ghost-filtering technique.

2.3.4 Product System

Now, Micro VR Camera System is productization by Photron co.ltd in Japan [9], which is
shown in Fig. 21. This system is more improved about resolution, which is 512 * 512 pixels
per one the depth image and all-in-focus image. Moreover, this system can measure object
depth in a step of about 3um, when the user use piezo actuator to be able to move 100 um.
Figure 22 shows sample results of the all-in-focus and depth image with the latest system.
Actually, this output result is real-time movie on this system. Even though the operator put
the gripper in sight, the in-focus image could allow us to observe the object and the gripper
simultaneously, although they are located at different depths.
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Figure 21. Product system for the Micro VR Camera

(a) All-in-Focus Image for MEMS device (b) Depth Image
Figure 22. Sample View of MEMS device with the product system
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3. Micro Observation

In the previous section, micro measurement is describes. The micro observation system is
introduced in this section.

Generally speaking, because the small depth of focus factor is quite strong, the microscopic
view is quite different from the macroscopic images. Actually, to know the micro
phenomena and micro object shape, operator should change the focal distance of the
microscope very often. Then operator summarizes each image information in his brain.

If this summarize sequence could be obtained automatically, the operator could easily know
the micro object phenomena and shape, intuitively.

This section mainly focuses on the algorithm to obtain the all-in-focus image in the micro VR
Camera System, and the 3D voxel image, which has (R,G,B,alpha) parameter for each voxel,
based on Micro VR Camera System.

3.1 All-in-Focus Image

In the previous section, overview about how to obtain depth image and all-in-focus image

is described. In this subsection, detail algorithm is shown as follows;

1. Acquire a sequence of images while changing a focus distance using the PZT actuator.

2. Calculate the Image Quality Measurement (IQM) value ( eq.(5) ) at each pixel on all of
the acquired images, which might be the index for in-focus or out-focus.

3. Find the maximum point on the IQM value considering the different focus distance at
each pixel location; (x,y).

4. Integrate the in-focused pixel values at maximum IQM points into an all-in-focus
image, and the focus distance information into the depth map.

Figure 23. Example of All-in-Focus Image about wire bounding
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This system mainly applied to use the industrial usage as shown in Fig. 23. However, this
algorithm has one big drawback in the case of the transparent object, such as crystal and cell
in the biomedical usage, because there might be several possibilities of in-focused points on
the transparent object as shown in Fig. 24. In other words, if we apply to use this system for
the biomedical use, the depth information might be quite noisy; sometime the maximum
IQM value is on the top surface of the object, but in other case, in-focused points is on the
other back surface.

Figure 24. Example of the transparent object for micro application

3.2 Volume Rendering Method based on Image Quality Measurement

The micro VR camera system, mentioned before, could be mainly applied to use for
industrial objects as shown in Fig. 23, not for the biomedical objects, such as transparent
objects, which is targets.

Actually, in the algorithm of the all-in-focus image described in the previous section, the
IQM value is calculated all over the image at each focus distance, but only one point of
maximum IQM value at each pixel is selected for the all-in-focus image as shown in Fig. 5.
In other words, most of the image information is trushed away to define the optimal focal
distance.

By the way, in the field of computer graphics, the volume rendering technique is widely
used. In the case of color objects, each 3D point; i.e. the volume cell (voxel) image, holds
intensity and transparent data set: V[RGB |P], where R, G, and B depict color intensity
values and P is the transparency data at each voxel (x,y,z), to visualize the transparent
objects.
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As the matter of fact in our previous researh, the image intensity data set could be already
obtained while moving the focus distance in the micro VR camera system.

Then, a new volume rendering based method shown in Fig. 25, which reflects the IQM value
as transparency parameter P with the Look Up Table (LUT) and visualizes 3D transparent
object, is proposed in this section, because of the fact that the IQM value might be the index
of in-focused area.

To realize the proposed method, the image intensity data and the IQM value at each focus
distance with the previous micro VR camera system are stored in V[RGB |P] at each voxel
(x,y,z) in the volume rendering system: VOLUME-PRO 500, and the volume rendering
visualization could be obtained using the VGL library.

To show the validity of this proposed method, a ¢4pm glass ball including one bubble
inside is applied to use. Fig. 26 shows the microscopic view of the glass ball at several focus
distances, which is acquired with the AIF system while moving the focus distance.

Then, the center view in Fig. 27 display a visualization results with the proposed method,
and left side shows the slice view at any particular point. The shape of glass ball could be
intuitively obtained in this figure, furthermore a bubble could be observed, even though any
de-convolution technique is not utilized. The volume rendering tools “VGStudio MAX 1.1”
is used in Fig. 27. In this viewer, we could chage the view angel, and change slice point for
the slice view, as you want.

Figure 25. Volume Rendering Method based on Image Quality Measurement
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Figure 26. Several Focus Images of ¢4um Grass Ball

Each of these two methods for visualization have each goodness and drawback. The all-in-
focus image could show the intuitive object image, but most of the blurring images are
trushed away. The volume rendaring technique could summarize the all images at each
focal distance, but requires the volume rendaring viewers.

Figure 27. Voxel Image Based on Several Image of Grass Ball
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4. Conclusion

In the field of the micro vision, there are few researches compared with macro environment.
However, applying to the study result for macro computer vision technique, you can
measure and observe the micro environment. Moreover, based on the effects of micro
environment, it is possible to discovery the new theories and new techniques.
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1. Introduction

The ability to efficiently grasp an object is the basic need of any robotic system. This research
aims to develop an active vision based regrasp planning algorithm for grasping a deforming
2D prismatic object using genetic algorithms (GA). The possible applications of the
proposed method are in areas of grasping biological tissues or organs, partially occluded
objects and objects whose boundaries change slowly. Most previous studies on robotic
grasping mainly deal with formulating the necessary conditions for testing grasp points for
static objects (Blake (1995), Chinellato et al. (2003), Galta et al. (2004), Mirtich et al. (1994)).
Nguyen (1989) has suggested a strategy for constructing an optimal grasp using finger
stiffness grasp potentials. A detailed review of multifinger grasping of rigid objects is
presented in Bichi and Kumar (2000). There are few studies on grasping of deformable
objects, such as Hirai et al. (2001) in which they present a control strategy for grasping and
manipulation of a deformable object using a vision system. In this case the object deforms on
application of fingertip forces, the deformation is recorded by a vision systems and based
on the amount of deformation the object motion is controlled. Studies relating to searching
and tracking of grasping configurations for deforming object are rare. Deforming objects are
those that deform by themselves without application of external forces. Mishra et al. (2006)
have proposed a method of finding the optimal grasp points for a slowly deforming object
using a population based stochastic search strategy. Using this method it is possible to find
the optimal grasp points satisfying force closure for 2D prismatic deforming objects. This
method minimizes the distance between the intersection of fingertip normals and the object
centre of gravity, and maximizes the area formed by the finger tip contact points. However
their method fails in cases when the fingertip normals do not intersect at a point (as in case
of a square object).

The problem of grasping deforming objects is a very challenging problem as the object
shape changes with deformation. Hence the optimal grasp points have to be continuously
found for each new shape. This process of recalculating the fingertip grasp points due to
object shape change, slide or roll is called regrasping. The best method of determining the
change in shape of an object is by using a vision system. A vision system not only captures
the new shape but can also be used to track a moving object. The main objectives of this
research are to use a vision system to capture the shape of a deforming object, divide the
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object boundary into a number of discrete points (pixels) and then find the optimal grasp
points satisfying form closure. As the object changes shape the new shape is continuously
updated by the vision system and the optimal grasp points are found. Once the solution for
the first frame is obtained this solution is used as the initial guess in subsequent cases for
finding the optimal grasp points. This enables faster solutions for later frames recording the
deformation of the object. It is assumed that the object deforms slowly, the contact between
the fingertip and the object is frictionless and the fingers do not cause deformation of the
object. Hence four fingers are required to grasp a prismatic object in 2D. Simulations were
carried out on 200 synthetic shapes that deformed slowly and the optimal grasp points
found. An experiment was conducted in which a deforming object was simulated by a piece
of black cloth that was held from below and deformed. The shape change of the cloth was
captured by a camera and for each shape the optimum gasp points were obtained.
Experimental results prove that the proposed method can be used in real time to find the
optimal grasp points for a deforming object. In section 2 the algorithm used for determining
the optimal grasp points is explained. The procedure for obtaining the regrasp solutions is
discussed in section 3. Simulation results are explained in section 4, while the experimental
setup is given in section 5. The experimental results are shown in section 6 and conclusions
are drawn in section 7.

2. Determining optimal grasp points using GA

This section describes the concept of form closure using accessibility angle and the
algorithm used to determine the optimal form closure grasp points. Form closure is a purely
geometric constraint under which an object cannot escape in any direction after it is grasped
by a number of frictionless fingertips. The mathematical conditions for obtaining form
closure of an object by a multifinger hand are as given below (Yoshikawa, 1996):

T = a=D"« )
plXal...anan

Where T is the external forces and moment vector (total of six) acting at the centre of the
object, @i is the unit normal directed into the object at the fingertip contact points, pi is

the position vector of the fingertip contact points on the object, and & =[Xi...... Oln] are the

fingertip forces (n=total number of fingers). A necessary and sufficient condition for form
closure are (i) rank D=6 and (ii) equation (1) has a solution such that & >0 (all forces are
positive). Hence to obtain form closure in 3D we need seven contact points and in 2D we
need four contact points. In this research we have proposed a geometrical method for
finding the form closure grasps based on the concept of accessibility angle. The freedom

angle (@) of a two dimensional objects is defined as the angular region along which it can

be translated away from the contact. The concept of freedom angle is as shown in Figure
1(a). It shows an object grasped with three contact points, for each individual contact point
we define the direction (range) along which the object can move away from the contact
points. The three freedom angles are as marked in the figure. Figure 1(b) show that after
combining all the freedom angles there is still an angle left (escape angle) from where the
object can escape. Hence it can be derived that the object is not in form closure. Figure 2(a)
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show the same object with four contact points and the corresponding freedom angles. In
figure 2(b) it can be seen that all the total 360° are covered and hence the object is in form
closure. If X’ represents the position vector at a point on the object surface then the freedom

angle “ @i ”at that point is computed as:
¢/ = {Z(X:‘ w1 Xi), L(X/ —Xi- 1)}
v={Np.N...0}

The accessibility angle is the common angle between all the freedom angles. The
accessibility angle (§/') (Sharma et al. (2006)) is calculated as shown in Figure 2(b). An object

is in form closure if the accessibility angle is the null set (or escape angle is zero). This means
that there is no way the object can move away (translate or rotate) from the gripper points.

finger
contact

freedom
angles

escape
angle

@) (b)
Figure 1. (a) The freedom angles showing the directions in which the object can move with
respect to each individual finger contact, (b) direction in which the object is free to escape

freedom No

escape
angle

angles

@) (b)
Figure 2. (a) The direction in which the object can move with respect to each finger contact,
(b) the object cannot escape in any direction as there is no escape angle

Hence the method essentially searches for the best from closure grasp points by comparing
all sets of four grasp points satisfying conditions of form closure. As the object boundary is
made up of a very large number of points (pixels) and a good form closure grasp is desired
this search is quite complex. Also as the search involves discrete points an efficient method
to solve the problem is to use genetic algorithms.

GA is used to maximize an objective function subject to constraints. A traditional GA, like
Gordy (1996), performs three operations on a population of genomes i.e. selection, crossover
and mutation. The length of the binary string is equal to the number of discrete points on
the object boundary. If a finger is present at a particular point then “1” is present or it is ‘0’.
The binary string encoding the object boundary is as shown in Figure 3 .
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010000000010000000000100.......... 0000001000000

Figure 3. Binary string (1 means finger present at that location, 0 means no finger present)

Selection is performed to choose better individuals for cross-over. In Gordy (1996), selection
is performed using the roulette wheel procedure. If an individual has better fitness, its
probability of getting selected is more. In this selection process, cumulative sum of the
fitness of all individuals in the population is calculated and normalized by dividing it with
the total sum of the fitness of individuals in the population. A random number between 0
and 1 is chosen. If that number lies within the span of normalized cumulative sum of any
individual, that individual is selected. An individual can be selected multiple times based
on how fit it is. Once the number of individuals equal to the original population size is
selected into the mating pool, a single point crossover is performed. A split point is
randomly generated and contents of the two individuals are swapped about this split point.
Post crossover, mutation is performed with a very low probability. Each individual is
scanned through and a gene is randomly mutated if the probability is lower than the
mutation probability. Thus, a new population of vectors is obtained and individual fitness is
computed. Finally, eliticism is invoked by replacing the worst individual of the new
population with the best from the previous population.

The two conditions needed to be satisfied in order to get a good grasp are: a) the fingertips
must be capable of resisting all the external forces and moment acting on the object and b)
the placement of the fingers should be such that the moment applied is minimum. The
proposed objective function maximizes the moment that the fingertips can resist, by
considering different combination of fingertip positions taking four discrete points at a time.
The constraint uses accessibility angle to ensure that all the feasible solutions satisfy form
closure. If the accessibility angle is zero it means that the object is in form closure. In case the
constraint is not met, a very high penalty is placed on the function value that eliminates the
non-feasible solutions. The objective function used is given by:

fe | Me| +| Meew +§4:U,-Vf o

Ncw—Nccw+g i=1

The first part of the right side of equation (2) is the objective function while the second part
is the constraints. M., is the total clockwise moment and M. is the total anticlockwise
moment applied by the fingers. These two terms ensure that the individual moments are
maximized in both the clockwise and anticlockwise directions. This indirectly leads to
minimum normal forces at the contact. New and New are the number of fingers applying
clockwise and anticlockwise moment. This ensures that the fingers are placed all around the
object and do not get concentrated at one location. A term ‘e’ having a small value (0.01) has
been added to ensure that the denominator does not become zero when both the
anticlockwise and clockwise moments are equal. The constraints used are U=[u;] and V=[v;]
which are given as :

1. ul=0If total number of contact points is four, else ul=1;

2. u2=11If area formed by contact points equals zero, else u2=0;

3. u3=0If Both clockwise and anticlockwise moments exist, else u3=1;

4. u4=0 If object is in form closure, else u4=1;
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i{ = - 1x1020 (i=1...4), hence if the constraints are not met the function takes a very high
Value and that particular solution is rejected. The normal function values for feasible grasp
points are approximately 6.5x10% and hence the large negative value of ‘vi ensures that non-
feasible solutions are rejected. In this way feasible solutions move towards feasible space
and the non feasible solutions are eliminated.

3. Regrasp of deforming objects

This section describes how regrasp solutions are obtained as the object deforms. The optimal
grasp points depend on the geometry of the object and the solution for the first frame is
obtained using a random guess as the initial solution in the GA routine. Hence this solution
takes the largest time for convergence. Once the initial solution is obtained, it is used as the
initial guess in the next search. As the object deforms the vision system obtains the next
shape of the object in terms of pixel boundary points. These discrete points form the new
GA design variable and the earlier solution is used as an initial guess. The object deforms
very slowly and hence the shape changes slowly. This property ensures that the new grasp
points are in the neighborhood of the earlier optimal grasp points and are not random.
Hence it was found that the time for finding an optimal solution rapidly decreases in
subsequent searches once an initial solution is found.

4. Simulation

The proposed regrasp algorithm has been tested on 200 types of synthetic shapes that
undergo slow deformation. Simulations were performed on a 1.86 GHz laptop computer
with 512 RAM. We have assumed that the objects deforms slowly as the algorithm takes
time (secs) to obtain a solution. An example of slow deformation is a rectangle that can
slowly expands each side to become an octagon etc. However a rectangle cannot suddenly
become a circle. This assumption is practical as an expanding object like a balloon does not
change shape suddenly. The simulation was made in Matlab in which a closed object was
constructed using straight lines segments. Each time a side of the object was expanded by
dividing it into two or more segments and expanding it. In case of real objects the sides can
be approximated by straight lines and hence this method can be used to approximately
simulate deformable objects. A few sample cases of an object expanding are shown in Figure
4. As shown, an object (a) deforms to object (b), then (c) etc. by expanding one side at a time
(all intermediate steps are not shown). The GA parameters used are:

Size of generation 60

Crossover 0.80

Mutation 0.12

Maximum number of iteration 5000

Maximum number of gains before stopping 1000

The time required to find the regrasp points was found in two ways for each object. In Case-
I the time was found independently for each deforming object. There was no initial guess
solution supplied to the algorithm. In Case II the time to get a solution was found by
supplying the earlier solution as an initial guess to the algorithm. In both the cases for the
same objects the four optimal finger positions were same bu