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Preface

Fault diagnosis technology is a synthetic technology, which relates to several subjects, such as 
modern control theory, reliability theory, mathematical statistics, fussy set theory, information 
handling, pattern recognition and artificial intelligence.

The United States is the first study to carry out fault diagnosis countries. Since 1961, the 
United States at the beginning of the implementation of the Apollo program, has witnessed 
a series by equipment failure led to the tragedy, therefore, in April 1967, at NASA’s the idea 
of, by the Office of Naval Research (ONR), opened the American Society of Mechanical 
Failure Prevention Group (MFPG) the establishment of the General Assembly, began to 
systematically fault diagnosis sub-topic for research. In addition to MFPG, the American 
Society of Mechanical Engineers (ASME), Johns Mitchel company, Spire Corporation are all 
carried out relevant research.

In Europe, the United Kingdom machine health centers in the late’60s began to study the initial 
diagnosis. In addition, the Norwegian ship diagnostic techniques, sound detection system in 
Denmark, Sweden, SPM’s bearing detection technology are all more advanced. Japan’s fault 
diagnosis technology in the steel petrochemical sectors such as railways developed rapidly, 
and in the international market certain advantages.

In 1971, Massachusetts Institute of Technology Beard in his PhD thesis was first put forward 
the concept of fault detection filter, which is to use analytical redundancy instead of hardware 
redundancy approach and make the system self-organization through the system closed-loop 
stability, through the observer output to be systems.

Fault diagnosis method based on analytical redundancy is to be diagnosed by an object exists 
in the analytical redundancy and other priori knowledge analysis and processing, enabling 
detection of fault diagnosis, isolation, identification. In the same year, Mehra and Peschon 
published relevant papers in Automatica, which marked the beginning of fault diagnosis. 
In 1976, Willsky published the first articles on fault detection and diagnosis technology, an 
overview of the article.

In 1978, Himmelblau published the first book on the international level fault detection and 
diagnosis (FDD) technology in academic works. Since then a lot of academic institutions, 
government departments, universities and enterprises are involved in or the fault diagnosis 
technology research, and made a large number of results.

Fault diagnosis tasks, from low level to high, can be divided into the following aspects: 
	 1. Failure Modeling: In accordance with a priori information and input-output 
relations, build a mathematical model of system failure, as a basis for fault diagnosis.
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	 2. Failure Detection: From the measured or unmeasured variables estimation, to 
determine whether there was a fault diagnosis system. The main task of Fault Detection 
system is to determine whether there are failures. In general, any fault detection subsystem 
can not detect a variety of failures correctly 100 percent. Therefore, improving the correct 
fault detection rate and reduce the failure rate of omission (which occurs without the fault is 
detected) and false alarm rate (not failure but police) has been the interesting topic in the area 
of fault detection and diagnosis.

	 3. Fault Isolation: After the fault has been detected, the location of the fault source 
should be given. Fault isolation is also known as fault identification or fault location.

	 4. Fault identification: After a fault has been isolated, determine the time of fault 
occurred and time-varying characteristics of the fault.

	 5. Failure evaluation and decision-making: Determine the severity of fault and 
its impact on the diagnosis of the object and trends in the different conditions for different 
measures.

After several decades of development, the formation of fault diagnosis technology generally 
three types of methods, analytical model-based fault diagnosis method, signal processing-
based fault diagnosis method and knowledge-based fault diagnosis method. 

Dynamic system model-based fault diagnosis method developed the earliest and most in-
depth. It needs to establish accurate mathematical model of the object. The advantage of this 
method is that it can fully use of the deep knowledge within the system, which will help the 
system fault diagnosis.

But in fact a complex engineering system is very difficult to obtain accurate mathematical 
model, and the system modeling errors and uncertainties disturbance and measurement 
noise is always inevitable.

When diagnosed analytical mathematical model of the object is difficult to be established, 
signal processing-based method is very effective. The method uses the signal model directly, 
such as the correlation function, higher-order statistics, spectrum, autoregressive moving 
average, wavelet techniques to extract the amplitude, phase, spectral characteristics of value, 
and analyses these characteristics in order to achieve fault detection. This approach avoided 
the difficulties of building an object model. Obviously, this method is not only suitable 
for linear system is also suitable for nonlinear systems. This method of mining the system 
information contained in the signal and the structure of the system is not concerned.

Knowledge-based fault diagnosis method and signal processing-based fault diagnosis 
method is similar. It does not require quantitative mathematical model. The difference is that 
it introduces a lot of information of the diagnosis object, in particular, can take advantage of 
expert diagnostic knowledge. It is a promising method of fault diagnosis, particularly in the 
field of nonlinear systems.

In this book, a number of much innovative fault diagnosis algorithms in recently years are 
introduced. These methods can detect failures of various types of system effectively, and with 
a relatively high significance. 

Editor: 
Wei Zhang
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1. Introduction

Atomic clocks are instruments widely employed in many synchronization systems. When
such measurement instruments are inserted in complex systems as telecommunication net-
works, global satellite navigation systems, tests of fundamental physics of matter, an unex-
pected and anomalous behavior or a degradation of the performance of the clock may give
rise to an error condition in the global system (Galysh et al., 1996); (Vioarsson et al., 2000). In
some cases, as in the GPS system, the anomaly must be identified and a real-time alarm signal
must be transmitted to user. Aerospace systems and navigation support systems used in the
area of personal security, for both military and civil purposes, must satisfy strict requirements
of the parameters relative to the integrity, reliability, availability and accuracy of the signal.
The possible lacking of information concerning one of the above features, may imply a series
of inefficiencies and system bugs for end-users.
Monitoring stability of atomic clock frequency data is important for guaranteeing the correct
behavior of the electronic system where they are inserted. The principal application where
the frequency stability monitoring is a challenging problem is in GNSS systems (like GPS
or Galileo) where the overall system performance critically depends on performance of on–
board clocks. When the clock behaves bad, thus the anomaly has to be detected fast in order
to provide an adequate action for restoring the correct behavior of the clock. In the field of
navigation system “integrity”, most of the studies are related to satellite integrity (Bruce et
al., 2000) and not specifically to that of the embedded clock, while recently a study on GPS
clock integrity showed GPS clock strange behaviors (Weiss et al., 2006), asking for suitable
new statistical tools for its characterization.
The scientific and industrial community has done a lot of efforts for the theoretical characteri-
zation of the behavior of atomic clocks. The purpose is to improve the accuracy and reliability
of these instruments while reducing their size and cost. Since such objectives are often in
contradiction, the scientific and industrial research is investigating innovative techniques to
overcome the limits imposed by the technological development.
A common assumption when analyzing atomic clock data is that clock noise is stationary or
that at least increments in the frequency values are stationary and thus data are examined
by using stability analysis tools such as the Allan variance (IEEEstd, 1999); (D. W. Allan,
1987). The scientific literature has shown how this hypothesis cannot be always verified in
reality, in particular in the application context of the satellite navigation or in experiments of
fundamental physics of matter. If this hypothesis is not satisfied, the accuracy and reliability
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of the classical fault detection techniques, and therefore of the whole system where the devices
are inserted, are compromised (Vioarsson et al., 2000); (Bruce et al., 2000).
In this context, this book chapter collects and summarizes the last years proposals about the
use of Generalized Likelihood Ratio test (GLRT) as a fault detection technique, complemen-
tary to the classical ones, for revealing faults from frequency data (E. Nunzi et al., 2007); (E.
Nunzi et al., 2007); (E. Nunzi et al., 2008); (E. Nunzi & P. Carbone, 2008); (E. Nunzi & D.
D’Ippolito, 2009); (E. Nunzi et al., 2009).
In particular, the GLRT (S. M. Kay, 1998), following the Neyman-Pearson (NP) approach
is presented and its effectiveness is demonstrated when clock frequency data are subjected
to jumps in the mean and/or in the dynamic range. This method is largely employed for
revealing faults in industrial manufacturing processes or for supporting the decision making
problems in many different applications fields.
Although the large number of scientific publications allows a simple interpretation of the
GLRT outcome, the application of the GLRT to frequency data acquired from atomic clocks
still need to be properly customized and metrologically characterized.
It follows that reasons for proposing the GLRT as an alternative method for revealing faults
in atomic frequency can be summarized as it follows:

1. GLRT does not require the stationarity hypothesis on processed data;

2. GLRT gives a reliable outcomes also when the acquired data record is affected by miss-
ing data;

3. GLRT is easy to implement (since it based on the evaluation of the Maximum Likelihood
Estimates (MLEs) of the data model parameters) (S. M. Kay, 1996);

4. GLRT functionalities can be extended for revealing also, in the meantime or separately,
anomalous behavior other than mean and variance changes.

In order to give a comprehensive presentation of the problem and of the theory needed for
applying the GLRT technique to frequency signals acquired from an atomic clock, the next
section recalls the atomic clock frequency sample model adopted for the analysis of the fault
occurrence and suitable for the application of the fault detection theory as indicated in (S.
M. Kay, 1998). The evaluated GLRT detector is applied to both simulated and experimental
data subjected to anomalous behavior in order to validate the presented statistical models and
theory.

2. Mathematical model of frequency data

In this chapter, a single frequency sample, y[·], is modeled as a white Gaussian random vari-
able with unknown mean and standard deviation, indicated with µ0 and σ0, respectively.
When a N–length record of frequency data is collected, all samples are assumed to be in-
dependent and identically distributed (i.i.d.). Moreover, an anomalous behavior of the clock
is defined as a change in the frequency size and/or dynamic range. As a consequence, the
anomaly, when and if it occurs, can be modeled as a change in the mean and/or in the stan-
dard deviation of the statistical model (D. W. Allan, 1987); (E. Nunzi et al., 2007); (E. Nunzi
et al., 2007); (IEEEstd, 1999).
The simple model assumed for atomic clock frequency behavior, allows the description of
the parameters model change by means of two different statistical hypotheses indicated with
H0 and H1. H0 denotes the assumption that the clock behavior respects the given model;

H1 represents the assumption that the mean and/or standard deviation have changed to µ1
and/or σ1. These hypotheses are formally described by the following equations:

H0 : y[n] ∼ N (µ0,σ0) , n = 0, ..., N − 1; (1)

H1 : y[n] ∼
{

N (µ0,σ0) , n = 0, ...,n0 − 1;
N (µ1,σ1) , n = n0, ..., N − 1, (2)

where n0 is the unknown sample number at which the change happens when H1 is true, and
N is the number of analyzed data.
Let us indicate with Kµ and σ0 f the additive frequency jump and the standard deviation fac-
tor, respectively. When H1 is true, i.e. it is true that processed data include some (N − n0)
anomalous samples, thus the following identities are true:

µ1 = µ0 + Kµ (3)

σ1 = σ0 · σ0 f . (4)

It should be noticed that there are many unknown parameters: µ0 and σ0 (both under H0 and
H1), µ1, σ1 and n0 when (and if) a fault occurs. On the other hand, N is a parameter of the
data acquisition process.
In order to improve text readability, vectors of the unknown parameters when H0 and H1 are
true are introduced and they are, respectively, θθθH0=[µ0,σ0] and θθθH1=[µ0,σ0,µ1,σ1,n0].

3. Generalized likelihood ratio Test (GLRT): theory

When there are only two different models, the scope of the detection theory is the determi-
nation of the optimal criterion for identifying which of the models is the most likely to be
underlying the given experimental data and when, in case, the clock model parameters have
changed their values. The commonly employed decision–rule is based on the so called likeli-
hood ratio test (LRT), which maximizes the detection probability (PD) for a given false alarm
probability (PFA). It should be noticed that, in this context, PFA is the probability of deciding
for H1 when H0 is true, and PD is the probability of deciding for H1 when H1 is true.
The LRT technique is based on the evaluation of the likelihood ratio, i.e. the ratio between the
likelihood functions calculated when the hypothesis H1 is true and when the hypothesis H0
is true. On the basis of the Neyman-Pearson (NP) theorem, if this ratio is sufficiently large,
the hypothesis H0 is rejected.
From a practical point of view, the NP approach is applied to the set of available data
y = {y[0], ...,y[N − 1]} and it is based on the evaluation of the likelihood ratio of y,
LG(y; [θθθH0,θθθH1]), defined as the ratio between the likelihood function of y under H1,
p (y;θθθH1,H1), and the likelihood ratio of y under H0, p (y;θθθH0,H0). If LG(y; [θθθH0,θθθH1]) is
larger than a given value γ, i.e.:

LG (y; [θθθH0,θθθH1]) =
p (y;θθθH1,H1)

p (y;θθθH0,H0)
> γ, (5)

thus, the NP approach decides for H1, otherwise H0 is assumed to be true. The value of γ is
chosen on the basis of the target PFA value, α, that should be guaranteed a–priori and it can
be evaluated by solving the following equation:

PFA = Pr{LG (y; [θθθH0,θθθH1]) > γ;H0} < α. (6)
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It should be noticed that for evaluating the γ value that satisfies (6), the statistic of
LG (y; [θθθH0,θθθH1]) is needed.
LG (y; [θθθH0,θθθH1]) is calculated by following the statistical model introduced in section 2, i.e.
by considering that each measured value, y[n], is the realization of an independent Gaussian
random variable. It follows that the likelihood functions of the data vector y under H0 and H1
can be evaluated by multiplying the marginal likelihood function of each data sample, thus
obtaining:

p (y;θθθH0) =
1

(
2πσ2

0
)N/2 exp

(
− 1

2σ2
0

N−1

∑
n=0

(y[n]− µ0)
2

)
(7)

p (y;θθθH1) =
1

(
2πσ2

0
)n0/2 (2πσ2

1
)(N−n0)/2

exp

(
− 1

2σ2
0

n0−1

∑
n=0

(y[n]− µ0)
2 − 1

2σ2
1

N−1

∑
n=n0

(y[n]− µ1)
2

) (8)

Since all values of the parameters vectors θθθH0 and θθθH1 are unknown and supposed to be
deterministic, a GLRT technique, instead of a LRT, has been applied (S. M. Kay, 1998).
Thus, parameter values in (5) have been replaced by their maximum likelihood estimates
(MLEs), that will be indicated with a hat–sign on the symbol of the corresponding vari-
able name. By indicating with θ̂θθH0 = [µ̂0 H0, σ̂0 H0], the MLE of θθθH0 when H0 is true, with
θ̂θθH1 = [µ̂0 H1, σ̂0 H1, µ̂1 H1, σ̂1 H1, n̂0] the MLE of θθθH1 when H1 is true, it follows that the GLRT

test decides for H1 if LG

(
y; [θ̂θθH0, θ̂θθH1]

)
> γ, i.e.:

LG

(
y; [θ̂θθH0, θ̂θθH1]

)
=

p
(

y; θ̂θθH0,H1

)

p
(

y; θ̂θθH1,H0

) > γ (9)

where:

p
(

y; θ̂θθH0

)
=

1
(
2πσ̂2

0 H0
)N/2 exp

(
− 1

σ̂2
0 H0

N−1

∑
n=0

(y[n]− µ̂0 H0)
2

)
(10)

p
(

y; θ̂θθH1

)
=

1
(
2πσ̂2

0 H1
)n̂0/2 (2πσ̂2

1 H1
)(N−n̂0)/2

· (11)

·exp

(
− 1

2σ̂2
0 H1

n̂0−1

∑
n=0

(y[n]− µ̂0 H1)
2 − 1

2σ̂2
1 H1

N−1

∑
n=n̂0

(y[n]− µ̂1 H1)
2

)
.

It can be shown that MLEs of the mean and of the standard deviation are, respectively, the
sample mean and the sample standard deviation and that the MLE of n0 is the sample number
that maximizes the NP detector over the whole available data record (S. M. Kay, 1996). Thus,
MLE estimates of the unknown parameters are:

µ̂0 H0 =
1
N

N−1

∑
n=0

y[n] (12)

µ̂0 H1 =
1

n̂0

n̂0−1

∑
n=0

y[n] (13)

µ̂1 H1 =
1

N − n̂0

N−1

∑
n=n̂0

y[n] (14)

σ̂0 H0 =

√√√√ 1
N

N−1

∑
n=0

(y[n]− µ̂0 H0)
2 (15)

σ̂0 H1 =

√√√√ 1
n̂0

n̂0−1

∑
n=0

(y[n]− µ̂0 H1)
2 (16)

σ̂1 H1 =

√√√√ 1
N − n̂0

N−1

∑
n=n̂0

(y[n]− µ̂1 H1)
2 (17)

n̂0 = argmaxn0=0,...,N−1{LG

(
y; [θ̂θθH0, θ̂θθH1]

)
}. (18)

By analyzing and comparing firstly expressions (15) with (10), and thus equations (16)–(17)
with (11), it follows that arguments of the exponential terms in (10) and (11) are both equal to
(−N/2). It follows that the condition to be tested by the GLRT can be simplified as:

LG

(
y; [θ̂θθH0, θ̂θθH1]

)
=

p
(

y; θ̂θθH0,H1

)

p
(

y; θ̂θθH1,H0

)

=

(
σ̂2

0 H1
)n̂0/2 (

σ̂2
1 H1

)(N−n̂0)/2

(
σ̂2

0 H0
)N/2 > γ (19)

By taking into account that the logarithm is a monotonically increasing function, thus in-
equality (19) does not change if the logarithm is taken on both inequality sides. Thus the NP
approach can be further simplified by solving the following equivalent inequality:

T
(

y; [θ̂θθH0, θ̂θθH1]
)

= log
(
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(
y; [θ̂θθH0, θ̂θθH1]

))
=

=
N
2
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(
σ̂2

0 H0
σ̂2

1 H1

)
− n̂0

2
log

(
σ̂2

0 H1
σ̂2

1 H1

)
> γ

′
= logγ (20)

This expression shows that the detector is function of the three different MLE variance es-
timators. In order to characterize this NP detector, and to customize the parameters of the
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It should be noticed that for evaluating the γ value that satisfies (6), the statistic of
LG (y; [θθθH0,θθθH1]) is needed.
LG (y; [θθθH0,θθθH1]) is calculated by following the statistical model introduced in section 2, i.e.
by considering that each measured value, y[n], is the realization of an independent Gaussian
random variable. It follows that the likelihood functions of the data vector y under H0 and H1
can be evaluated by multiplying the marginal likelihood function of each data sample, thus
obtaining:

p (y;θθθH0) =
1

(
2πσ2

0
)N/2 exp

(
− 1

2σ2
0

N−1

∑
n=0

(y[n]− µ0)
2

)
(7)

p (y;θθθH1) =
1

(
2πσ2

0
)n0/2 (2πσ2

1
)(N−n0)/2

exp

(
− 1

2σ2
0
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∑
n=0

(y[n]− µ0)
2 − 1

2σ2
1

N−1

∑
n=n0

(y[n]− µ1)
2

) (8)

Since all values of the parameters vectors θθθH0 and θθθH1 are unknown and supposed to be
deterministic, a GLRT technique, instead of a LRT, has been applied (S. M. Kay, 1998).
Thus, parameter values in (5) have been replaced by their maximum likelihood estimates
(MLEs), that will be indicated with a hat–sign on the symbol of the corresponding vari-
able name. By indicating with θ̂θθH0 = [µ̂0 H0, σ̂0 H0], the MLE of θθθH0 when H0 is true, with
θ̂θθH1 = [µ̂0 H1, σ̂0 H1, µ̂1 H1, σ̂1 H1, n̂0] the MLE of θθθH1 when H1 is true, it follows that the GLRT

test decides for H1 if LG

(
y; [θ̂θθH0, θ̂θθH1]

)
> γ, i.e.:
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(
y; [θ̂θθH0, θ̂θθH1]

)
=
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(

y; θ̂θθH0,H1

)

p
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) > γ (9)

where:
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=

1
(
2πσ̂2

0 H0
)N/2 exp

(
− 1

σ̂2
0 H0

N−1

∑
n=0

(y[n]− µ̂0 H0)
2

)
(10)
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)
=
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2πσ̂2

0 H1
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2σ̂2
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2

)
.

It can be shown that MLEs of the mean and of the standard deviation are, respectively, the
sample mean and the sample standard deviation and that the MLE of n0 is the sample number
that maximizes the NP detector over the whole available data record (S. M. Kay, 1996). Thus,
MLE estimates of the unknown parameters are:
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y[n] (14)

σ̂0 H0 =

√√√√ 1
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n̂0 = argmaxn0=0,...,N−1{LG

(
y; [θ̂θθH0, θ̂θθH1]

)
}. (18)

By analyzing and comparing firstly expressions (15) with (10), and thus equations (16)–(17)
with (11), it follows that arguments of the exponential terms in (10) and (11) are both equal to
(−N/2). It follows that the condition to be tested by the GLRT can be simplified as:
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y; [θ̂θθH0, θ̂θθH1]

)
=
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)
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)

=

(
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)N/2 > γ (19)

By taking into account that the logarithm is a monotonically increasing function, thus in-
equality (19) does not change if the logarithm is taken on both inequality sides. Thus the NP
approach can be further simplified by solving the following equivalent inequality:

T
(

y; [θ̂θθH0, θ̂θθH1]
)

= log
(

LG

(
y; [θ̂θθH0, θ̂θθH1]

))
=

=
N
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′
= logγ (20)

This expression shows that the detector is function of the three different MLE variance es-
timators. In order to characterize this NP detector, and to customize the parameters of the
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detection algorithm for revealing specifically faults of atomic clock frequency data, the statis-

tical characterization of T
(

y; [θ̂θθH0, θ̂θθH1]
)

is needed. However, the three variance estimators

are not mutually independent. In particular, σ̂2
0 H0 is a function of σ̂2

0 H1 and σ̂2
1 H1, both under

H0 and H1. In fact, by requiring the energy of the sequence {y[0],y[1], ...,y[N − 1]} to be equal
to the sum of the energies of the two complementary subsequences {y[0],y[1], ...,y[n̂0 − 1]}
and {y[n̂0],y[n̂0 + 1], ...,y[N − 1]}, the following relationship is always true:

σ̂2
0H0 =

n̂0
N

σ̂2
0H1 +

N − n̂0
N

σ̂2
1H1 +

n̂0
N

N − n̂0
N

(
µ̂0H1 − µ̂1H1

)2

, (21)

both under H0 and H1.
This mutual relationship between variance estimators under H0 and H1 makes difficult task
the evaluation of the probability density function (and thus of the likelihood function) of (20).
It follows that the evaluation of the γ threshold from (6) is a difficult task.
In order to derive a criterion for evaluating the γ value, a further theoretical analysis is per-
formed.
By substituting (21) in (20), the detector expression is formally obtained as function of MLE
estimators of parameters under H1:

T
(

y; [θ̂θθH0, θ̂θθH1]
)

=
N
2

log
(

n̂0
N

σ̂2
0H1

σ̂2
1H1

+
n̂0
N

N − n̂0
N

(
µ̂0H1 − µ̂1H1

)2

σ̂2
1H1

+
N − n̂0

N

)
−

− n̂0
2

log
σ̂2

0H1
σ̂2

1H1
. (22)

Equation (22) shows that the GLRT detector T(y) depends only on the MLE estimates under
H1 by means of a function g(·), i.e. T(y) = g(θ̂H1). By recalling the invariance property
of the MLE (S. M. Kay, 1996), it follows that also T(y) is an MLE estimate of a theoretical
value, Tteor which can be evaluated by substituting the MLE estimates of parameters with the
corresponding theoretical values. Thus, in order to evaluate expression of Tteor, MLE estimates
in (22), σ̂2

0H1, σ̂2
1H1, µ̂0H1, µ̂1H1 and n̂0, have been replaced by the corresponding theoretical

value, i.e. by σ2
0 , σ2

1 , µ0, µ1 and n0, respectively. Moreover, by exploiting relationships (3)
and (4), it can be shown that the theoretical behavior of the GLRT detector is described by the
following equation:

Tteor =
N
2

log A +

(
N
2
− n0

2

)
log

1
σ2

0 f
(23)

where

A =
K2

µ

σ2
0

(N − n0) (n0 − 1)

(N − 1)2 +

(
n0 − 1
N − 1

+
N − n0
N − 1

σ2
0 f

)
. (24)

This equation can be used in practical cases for evaluating a-priori the γ threshold in the
comparison process, from the knowledge of: the length N of the data sequence, the initial
standard deviation σ0 value, the frequency jump, Kµ, the frequency variance change factor,
σ2

0 f , and the number of anomalous samples, (N − n0), before the detection event.
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Fig. 1. Simplified block diagram of a GLRT scheme. yyy is the N–length available data sequence.
T(yyy) is the GLRT detector scalar output. γ is the threshold value used for assuming true H0
or H1.
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Fig. 2. Behavior of a normalized frequency data record, normally distributed, simulated by
considering the following parameters: record length M = 250, µ0 = 1, σ0 = 1, Kµ = 9 (thus
µ1 = 10), σ0 f = 1 (thus σ1 = σ0), n0 = 216.

All these parameters values affect the GLRT performance and influence, in particular, the
choice of the threshold value, γ, that is strictly dependent on the target PFA and that should
be defined a–priori before the application of the GLRT. From a practical point of view, the
use of the GRT is summarized in Fig.1: the available data sequence is processed by the GRT
detector (20) and the corresponding scalar output is compared to a give γ

′
value in order to

assume H0 or H1 true.

4. Simulation results

In this section simulation results are reported in order to validate theoretical results obtained
in sec. 3. At first, theoretical formula (23) will be validated by means of Monte Carlo simu-
lations and an application example is introduced in order to clarify its practical applicability.
Moreover, the statistical characterization of the GLRT is presented by analyzing the behavior
of PD versus PFA (i.e. the Receiver Operating Characteristics (ROCs)) . ROCs are evaluated
by means of Monte Carlo simulations since the theoretical behavior of the detector is a difficult
task, as already stated in sec.3.

4.1 Validation of (23)
In order to validate theoretical formula (23), Monte Carlo simulations on NREC=10000 records
of simulated data, each of length M=250, have been performed. Each data record has been
generated by considering a M–length sequence of Gaussian distributed data with initial mean
and standard deviation values equal to µ0 = 1 and σ0 = 1, respectively, and by setting a fre-
quency jump Kµ = 9 on n0 = 216. For clarification purposes, the behavior of one data record
versus the data sample index is shown in Fig.2.
For each data record, the GLRT detector (20) has been applied consecutively NREC times to
N=200 data samples by following a First In First Out (FIFO) data organization. The behavior
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detection algorithm for revealing specifically faults of atomic clock frequency data, the statis-

tical characterization of T
(

y; [θ̂θθH0, θ̂θθH1]
)

is needed. However, the three variance estimators

are not mutually independent. In particular, σ̂2
0 H0 is a function of σ̂2

0 H1 and σ̂2
1 H1, both under

H0 and H1. In fact, by requiring the energy of the sequence {y[0],y[1], ...,y[N − 1]} to be equal
to the sum of the energies of the two complementary subsequences {y[0],y[1], ...,y[n̂0 − 1]}
and {y[n̂0],y[n̂0 + 1], ...,y[N − 1]}, the following relationship is always true:
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1H1 +
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)2

, (21)

both under H0 and H1.
This mutual relationship between variance estimators under H0 and H1 makes difficult task
the evaluation of the probability density function (and thus of the likelihood function) of (20).
It follows that the evaluation of the γ threshold from (6) is a difficult task.
In order to derive a criterion for evaluating the γ value, a further theoretical analysis is per-
formed.
By substituting (21) in (20), the detector expression is formally obtained as function of MLE
estimators of parameters under H1:
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(
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Equation (22) shows that the GLRT detector T(y) depends only on the MLE estimates under
H1 by means of a function g(·), i.e. T(y) = g(θ̂H1). By recalling the invariance property
of the MLE (S. M. Kay, 1996), it follows that also T(y) is an MLE estimate of a theoretical
value, Tteor which can be evaluated by substituting the MLE estimates of parameters with the
corresponding theoretical values. Thus, in order to evaluate expression of Tteor, MLE estimates
in (22), σ̂2

0H1, σ̂2
1H1, µ̂0H1, µ̂1H1 and n̂0, have been replaced by the corresponding theoretical

value, i.e. by σ2
0 , σ2

1 , µ0, µ1 and n0, respectively. Moreover, by exploiting relationships (3)
and (4), it can be shown that the theoretical behavior of the GLRT detector is described by the
following equation:

Tteor =
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2

log A +
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2
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1
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where

A =
K2
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This equation can be used in practical cases for evaluating a-priori the γ threshold in the
comparison process, from the knowledge of: the length N of the data sequence, the initial
standard deviation σ0 value, the frequency jump, Kµ, the frequency variance change factor,
σ2

0 f , and the number of anomalous samples, (N − n0), before the detection event.
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Fig. 1. Simplified block diagram of a GLRT scheme. yyy is the N–length available data sequence.
T(yyy) is the GLRT detector scalar output. γ is the threshold value used for assuming true H0
or H1.
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Fig. 2. Behavior of a normalized frequency data record, normally distributed, simulated by
considering the following parameters: record length M = 250, µ0 = 1, σ0 = 1, Kµ = 9 (thus
µ1 = 10), σ0 f = 1 (thus σ1 = σ0), n0 = 216.

All these parameters values affect the GLRT performance and influence, in particular, the
choice of the threshold value, γ, that is strictly dependent on the target PFA and that should
be defined a–priori before the application of the GLRT. From a practical point of view, the
use of the GRT is summarized in Fig.1: the available data sequence is processed by the GRT
detector (20) and the corresponding scalar output is compared to a give γ

′
value in order to

assume H0 or H1 true.

4. Simulation results

In this section simulation results are reported in order to validate theoretical results obtained
in sec. 3. At first, theoretical formula (23) will be validated by means of Monte Carlo simu-
lations and an application example is introduced in order to clarify its practical applicability.
Moreover, the statistical characterization of the GLRT is presented by analyzing the behavior
of PD versus PFA (i.e. the Receiver Operating Characteristics (ROCs)) . ROCs are evaluated
by means of Monte Carlo simulations since the theoretical behavior of the detector is a difficult
task, as already stated in sec.3.

4.1 Validation of (23)
In order to validate theoretical formula (23), Monte Carlo simulations on NREC=10000 records
of simulated data, each of length M=250, have been performed. Each data record has been
generated by considering a M–length sequence of Gaussian distributed data with initial mean
and standard deviation values equal to µ0 = 1 and σ0 = 1, respectively, and by setting a fre-
quency jump Kµ = 9 on n0 = 216. For clarification purposes, the behavior of one data record
versus the data sample index is shown in Fig.2.
For each data record, the GLRT detector (20) has been applied consecutively NREC times to
N=200 data samples by following a First In First Out (FIFO) data organization. The behavior
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Fig. 3. Behavior of the averaged GLRT detector (solid black line) versus the index of the last
acquired data sample, obtained by means of Monte–Carlo simulations. The average has been
evaluated on NREC = 10000 GLRTs, each obtained by processing a simulated frequency data
record with characterizing parameters equal to those of record shown in Fig.2 of data. The two
dashed black lines represent the averaged GLRT plus and minus the corresponding sample
standard deviation. Dashed gray line shows the behavior of Tteor given by (23) by using the
same set of parameters values.

of the detector output, averaged over the number of record NREC, versus the index of the last
acquired data sample, is shown in Fig.3 with a solid black line. Moreover, dashed black lines
represent the averaged GLRT plus and minus the corresponding standard deviation evaluated
on the same NREC data records. This figure shows that the GLRT detector is approximately
equal to 0 if data are not affected by anomalies, i.e. until the last processed data sample is
smaller than 216. When processed data include anomalous samples, thus the GLRT value
increases.
For comparison purposes, the theoretical behavior of the detector described by eq.(23) versus
the index of the last acquired data sample is also shown in Fig.3 with a dashed gray line for the
same set of parameters values, i.e. Kµ = 9, σ0 = 1, σ0 f = 1, n0 = 216. The theoretical behavior
is close to the averaged GLRT output.
In order to give a quantitative characterization of the theoretical behavior, the relative dis-
placement between the averaged GLRT evaluated by means of Monte Carlo simulations and
the theoretical detector (i.e. between the solid–black and the dashed–gray lines in Fig.3) is
shown in Fig.4(a) and the corresponding relative standard deviation is shown in Fig.4(b).
This figure shows that the error between the theoretical and simulated GLRT reduces as the
number of samples with anomaly, and processed by the detector, increases. In particular, if
(N − n0)> 2 (i.e. sample index > 218), thus the error is smaller than 2% with a corresponding
type A uncertainty, estimated by dividing the relative standard deviation by

√
NREC = 100,

smaller than 0.1% (GUM, 1997). This result validates the expression of Tteor.
It follows that the theoretical expression (23) can be used for designing an accurate test pro-
cedure for revealing faults in data affected by frequency jump and/or by standard deviation
variation. In particular, (23) gives the γ value to be used in the comparison process for a given
set of: N, target readiness expressed in terms of (N − n0), target Kµ and σ0 f .

4.2 An application example of (23)
In order to clarify how to use theoretical expression (23), let us consider an analysis problem
on the simulated data sequence shown in Fig.2. In this case, the GLRT outcome applied to
N = 200 data managed by using a FIFO strategy is shown in Fig.5. If the detector readiness
is considered, in order to reveal a fault by using no more than (N − n0) = 4 samples, by
substituting in (23) values N = 200, σ0 = 1, n0 = 196, σ0 f = 1, Kµ = 9, thus Tteor = 95.37. By
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Fig. 4. Relative deviation (a) between the averaged GLRT obtained by means of Monte–Carlo
simulations and Tteor shown in Fig.3 and corresponding relative sample standard deviation
(b).
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Fig. 5. Behavior of the GLRT detector applied to the data sequence shown in Fig.2 versus the
index of the last acquired data sample.

setting γ = Tteor = 95.37, we can see in Fig.5 that the GLRT value is greater than γ for n = 220
and a warning signal should be emitted. This means that an additive frequency jump at least
equal to 9 has occurred no more than 4 samples before the alarm signal emitted on the sample
number 220.
Theoretical expression Tteor can be used also for analyzing the detector accuracy versus the
number of employed anomalous samples N − n0. In particular, Fig.6 shows the theoretical
behavior of the GLRT with the N − n0 when a data sequence of length N = 200 affected by a
frequency jump equal to Km = 9 is analyzed. This behavior clearly shows that the frequency
jump is detectable also by using just one anomalous sample. The large value of the GLRT
detector (Tteor = 34) when N − n0 = 1 is mainly due to the large jump size considered in this
application example and to the large N = 200 employed. It should be noticed that a large
N value is due to the hypothesis that initially the clock is working properly and that a fault
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evaluated on NREC = 10000 GLRTs, each obtained by processing a simulated frequency data
record with characterizing parameters equal to those of record shown in Fig.2 of data. The two
dashed black lines represent the averaged GLRT plus and minus the corresponding sample
standard deviation. Dashed gray line shows the behavior of Tteor given by (23) by using the
same set of parameters values.

of the detector output, averaged over the number of record NREC, versus the index of the last
acquired data sample, is shown in Fig.3 with a solid black line. Moreover, dashed black lines
represent the averaged GLRT plus and minus the corresponding standard deviation evaluated
on the same NREC data records. This figure shows that the GLRT detector is approximately
equal to 0 if data are not affected by anomalies, i.e. until the last processed data sample is
smaller than 216. When processed data include anomalous samples, thus the GLRT value
increases.
For comparison purposes, the theoretical behavior of the detector described by eq.(23) versus
the index of the last acquired data sample is also shown in Fig.3 with a dashed gray line for the
same set of parameters values, i.e. Kµ = 9, σ0 = 1, σ0 f = 1, n0 = 216. The theoretical behavior
is close to the averaged GLRT output.
In order to give a quantitative characterization of the theoretical behavior, the relative dis-
placement between the averaged GLRT evaluated by means of Monte Carlo simulations and
the theoretical detector (i.e. between the solid–black and the dashed–gray lines in Fig.3) is
shown in Fig.4(a) and the corresponding relative standard deviation is shown in Fig.4(b).
This figure shows that the error between the theoretical and simulated GLRT reduces as the
number of samples with anomaly, and processed by the detector, increases. In particular, if
(N − n0)> 2 (i.e. sample index > 218), thus the error is smaller than 2% with a corresponding
type A uncertainty, estimated by dividing the relative standard deviation by

√
NREC = 100,

smaller than 0.1% (GUM, 1997). This result validates the expression of Tteor.
It follows that the theoretical expression (23) can be used for designing an accurate test pro-
cedure for revealing faults in data affected by frequency jump and/or by standard deviation
variation. In particular, (23) gives the γ value to be used in the comparison process for a given
set of: N, target readiness expressed in terms of (N − n0), target Kµ and σ0 f .

4.2 An application example of (23)
In order to clarify how to use theoretical expression (23), let us consider an analysis problem
on the simulated data sequence shown in Fig.2. In this case, the GLRT outcome applied to
N = 200 data managed by using a FIFO strategy is shown in Fig.5. If the detector readiness
is considered, in order to reveal a fault by using no more than (N − n0) = 4 samples, by
substituting in (23) values N = 200, σ0 = 1, n0 = 196, σ0 f = 1, Kµ = 9, thus Tteor = 95.37. By
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Fig. 4. Relative deviation (a) between the averaged GLRT obtained by means of Monte–Carlo
simulations and Tteor shown in Fig.3 and corresponding relative sample standard deviation
(b).
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Fig. 5. Behavior of the GLRT detector applied to the data sequence shown in Fig.2 versus the
index of the last acquired data sample.

setting γ = Tteor = 95.37, we can see in Fig.5 that the GLRT value is greater than γ for n = 220
and a warning signal should be emitted. This means that an additive frequency jump at least
equal to 9 has occurred no more than 4 samples before the alarm signal emitted on the sample
number 220.
Theoretical expression Tteor can be used also for analyzing the detector accuracy versus the
number of employed anomalous samples N − n0. In particular, Fig.6 shows the theoretical
behavior of the GLRT with the N − n0 when a data sequence of length N = 200 affected by a
frequency jump equal to Km = 9 is analyzed. This behavior clearly shows that the frequency
jump is detectable also by using just one anomalous sample. The large value of the GLRT
detector (Tteor = 34) when N − n0 = 1 is mainly due to the large jump size considered in this
application example and to the large N = 200 employed. It should be noticed that a large
N value is due to the hypothesis that initially the clock is working properly and that a fault
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occurs after that the monitoring process starts. A large N value increases the accuracy of the
MLE estimates of µ0 and σ0 since they are asymptotic Gaussian with N (S. M. Kay, 1996).
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Fig. 6. Behavior of Tteor versus N − n0 given by (23) obtained by setting characterizing param-
eters equal to those of record shown in Fig.2 of data.

4.3 Statistical characterization of the NP detector
In order to illustrate the properties of the NP detector when it is applied to data with parame-
ters values typically employed in frequency standards and, in particular, to relate reasonable
values for the threshold parameter γ to the corresponding PFA value, the test has been char-
acterized by calculating the receiver operating characteristic (ROC), i.e. the behavior of PD
versus PFA, for many γ and n0 values, by means of Monte Carlo simulations (S. M. Kay,
1996); (S. M. Kay, 1998).
In particular, two sets of ROCs are presented here: the first one for analyzing the GLRT
sensitivity (i.e.the detection capability by using no more than a given number of faulty
samples), the other one for evaluating the GLRT readiness (i.e. the number of employed
faulty samples for a given fault).

GLRT SENSITIVITY ANALYSIS
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Fig. 7. ROCs obtained by considering 100 data samples and by setting (N − n0) = 15. (a)
µ1 = µ0 and µ1 = {1.5σ0,2σ0,2.5σ0,3σ0}. (b) µ1 = {1.2µ0,1.4µ0x,1.6µ0,1.8µ0} and σ1 = σ0.

Fig. 7(a) and (b) shows the ROCs when µ1 = µ0 and σ1 = {1.5σ0,2σ0,2.5σ0,3σ0},
and µ1 = {1.2µ0,1.4µ0,1.6µ0,1.8µ0} and σ1 = σ0, respectively, with µ0 = 2.36 · 10−11,
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Fig. 8. Each line represents a ROC corresponding to a particular value of n0 obtained by
using a Monte Carlo approach based on 5000 pairs of data record each of length N=100 when:
σ1/σ0=3, γ varies from 0 to 10. (a): n0 ranges from 13 to 20. (b): n0 ranges from 20 to 30.

σ0 = 1.046 · 10−11, N = 100, and by setting (N − n0) = 15. Circles indicate the γ value used
for evaluating the corresponding PFA and PD. Fig. 7 can be employed to design a detection
test that can track changes in the mean and in the standard deviation. As an example, one can
see that a PD = 93% is obtained when the change in the mean is at least equal to a factor 1.8,

and that the condition T
(

y; [θ̂θθH0, θ̂θθH1]
)
> γ = 10 guarantees a PFA < 8%. The same threshold

value γ = 10 can be employed to detect a change in the standard deviation by a factor at least
equal to 3.0, with PD > 97% and PFA < 8%.

GLRT READINESS ANALYSIS

To this purpose, for each value of n0 varying from 13 to 20, 5000 pairs of N–length data records,
normally distributed, have been synthesized. For each record pair, the first sequence has been
created by employing mean and standard deviation values respectively equal to µ0 = 2.3650 ·
10−11 and σ0 = 1.0462 · 10−11, that is by assuming H0 true. The second data set presents the
first n0 samples equal to those of the first record, while the last N − n0 samples have been
generated as normally distributed with mean µ0 and σ1 = 3σ0. Thus, the second data record
meets with H1. Both data records have been employed for calculating the corresponding

value of T
(

y; [θ̂θθH0, θ̂θθH1]
)

when H0 is true, i.e. by applying (20) to the first record, and when
H1 is true, i.e. by applying (20) to the second record.
Simulation results obtained by assuming N=100 are shown in Figs.8(a) and (b). In particular,
each line in Fig.8(a) is the ROC corresponding to a particular n0 value, ranging from 13 to 20,
with γ varying from 0 to 15, as indicated by the figure label, when µ0 = µ1 = µ0 and σ0/σ1 = 3
with σ0 = σ0. Fig.8(b) shows the same ROC reported in Fig.8(a) but detailed for PFA<10%,
PD>90% and n0 ranging from 20 to 30. This figure shows that by processing a set of data of
length N = 100, the fault detection occurs with PFA<5% and PD>95% only for n0 larger than
25. Equivalently, under the same assumptions, it is possible to detect a fault within 25 samples
from its occurrence. Moreover, for each n0 value, this figure gives information on the range of
the threshold values γ which can be used for revealing a fault.
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occurs after that the monitoring process starts. A large N value increases the accuracy of the
MLE estimates of µ0 and σ0 since they are asymptotic Gaussian with N (S. M. Kay, 1996).
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In order to illustrate the properties of the NP detector when it is applied to data with parame-
ters values typically employed in frequency standards and, in particular, to relate reasonable
values for the threshold parameter γ to the corresponding PFA value, the test has been char-
acterized by calculating the receiver operating characteristic (ROC), i.e. the behavior of PD
versus PFA, for many γ and n0 values, by means of Monte Carlo simulations (S. M. Kay,
1996); (S. M. Kay, 1998).
In particular, two sets of ROCs are presented here: the first one for analyzing the GLRT
sensitivity (i.e.the detection capability by using no more than a given number of faulty
samples), the other one for evaluating the GLRT readiness (i.e. the number of employed
faulty samples for a given fault).
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Fig. 7(a) and (b) shows the ROCs when µ1 = µ0 and σ1 = {1.5σ0,2σ0,2.5σ0,3σ0},
and µ1 = {1.2µ0,1.4µ0,1.6µ0,1.8µ0} and σ1 = σ0, respectively, with µ0 = 2.36 · 10−11,
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Fig. 8. Each line represents a ROC corresponding to a particular value of n0 obtained by
using a Monte Carlo approach based on 5000 pairs of data record each of length N=100 when:
σ1/σ0=3, γ varies from 0 to 10. (a): n0 ranges from 13 to 20. (b): n0 ranges from 20 to 30.

σ0 = 1.046 · 10−11, N = 100, and by setting (N − n0) = 15. Circles indicate the γ value used
for evaluating the corresponding PFA and PD. Fig. 7 can be employed to design a detection
test that can track changes in the mean and in the standard deviation. As an example, one can
see that a PD = 93% is obtained when the change in the mean is at least equal to a factor 1.8,

and that the condition T
(

y; [θ̂θθH0, θ̂θθH1]
)
> γ = 10 guarantees a PFA < 8%. The same threshold

value γ = 10 can be employed to detect a change in the standard deviation by a factor at least
equal to 3.0, with PD > 97% and PFA < 8%.

GLRT READINESS ANALYSIS

To this purpose, for each value of n0 varying from 13 to 20, 5000 pairs of N–length data records,
normally distributed, have been synthesized. For each record pair, the first sequence has been
created by employing mean and standard deviation values respectively equal to µ0 = 2.3650 ·
10−11 and σ0 = 1.0462 · 10−11, that is by assuming H0 true. The second data set presents the
first n0 samples equal to those of the first record, while the last N − n0 samples have been
generated as normally distributed with mean µ0 and σ1 = 3σ0. Thus, the second data record
meets with H1. Both data records have been employed for calculating the corresponding

value of T
(

y; [θ̂θθH0, θ̂θθH1]
)

when H0 is true, i.e. by applying (20) to the first record, and when
H1 is true, i.e. by applying (20) to the second record.
Simulation results obtained by assuming N=100 are shown in Figs.8(a) and (b). In particular,
each line in Fig.8(a) is the ROC corresponding to a particular n0 value, ranging from 13 to 20,
with γ varying from 0 to 15, as indicated by the figure label, when µ0 = µ1 = µ0 and σ0/σ1 = 3
with σ0 = σ0. Fig.8(b) shows the same ROC reported in Fig.8(a) but detailed for PFA<10%,
PD>90% and n0 ranging from 20 to 30. This figure shows that by processing a set of data of
length N = 100, the fault detection occurs with PFA<5% and PD>95% only for n0 larger than
25. Equivalently, under the same assumptions, it is possible to detect a fault within 25 samples
from its occurrence. Moreover, for each n0 value, this figure gives information on the range of
the threshold values γ which can be used for revealing a fault.
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Fig. 9. (a): Behavior of normalized frequency data of atomic clock on satellite GPS 22 (down-
loaded by IGS). (b) Zoom of figure (a) on the first 400 experimental data samples.
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Fig. 10. Behavior of the GLRT detector applied to data shown in Fig. 9 (a) with N = 200.

5. Experimental results

Figure 9(a) shows the behavior of experimental normalized frequency data of GPS satellite
number 22. Data have been obtained by the International GNSS Service (IGS) – Formerly the
International GPS Service (J.M. Dow et al., 2005). The GLRT has been applied to these data
by setting a processing window length N = 200. Thus, data samples have been processed by
following a FIFO strategy and the processing result is shown in Fig.10. In particular, each time
a new data sample is processed, the detector outcome is updated. The GLRT has a a spike on
sample numbered as 236 while presents an increasing behavior after sample index 260. By
requiring a small threshold value, i.e. γ = 10, warning signals are emitted on sample indexes
237 and 266. The first one is probably a false alarm, while the second is a true false alarm. If
the γ value is increased (i.e. γ = 18), thus the false alarm probability is obviously reduced but
the detection process requires a larger number of faulty samples in order to detect the fault

occurrence (Fig.10 shows that at least 22 faulty samples are needed since γ = 18 implies a fault
detection on sample index 282).
A-posteriori analysis of data parameters confirm the validity of the GLRT technique. In fact,
by zooming the behavior of the experimental frequency data on the first 400 samples (see
Fig.9(b)) it is clear (and confirmed) that the first warning is a false alarm, while the second
warning signal a fault detection signal and that the fault has occurred on sample numbered
as 260 (as argued by a visual inspection of the GLRT behavior). In particular, the fault can be
classified as a mean change. In fact, the arithmetic mean on the first 260 sample is equal to µ0 =
−2.21 · 10−13 and on samples from 261 to 461 is equal to µ0 = 1.96 · 10−13. The corresponding
standard deviation values are almost the same and equal to σ0 = σ1 = 6 · 10−13. Thus, we can
asume Kµ = 4 · 10−13 and σ0 f = 1.
By substituting these parameters values in the theoretical detector (23) and by requiring the
fault detection within no more than 6 faulty samples, i.e. by using N − n0 = 6, thus (23) gives
Tteor = 9.14, which is a threshold value congruent with the analysis of the GLRT outcome
shown in Fig.10.

6. Conclusion and future works

The GLRT detection algorithm for revealing faults from atomic clock frequency data has been
analyzed. It has been shown that the GLRT algorithm efficiently detects anomalies when ap-
plied to atomic clock frequency data (E. Nunzi & P. Carbone, 2008)– (E. Nunzi et al., 2009).
However, the mathematical expression of the detector depends on many parameters char-
acterizing acquired data and previously analysis of the parameters dependencies have been
based on ROCs evaluated by means of Monte–Carlo simulations. It follows that a proper
customization of the GLRT technique to the analysis of data coming from atomic clocks is
necessary and useful for designing the test procedure.
The information given by the GLRT method can be employed to detect the non stationary
change in the clock behavior.
Future works are focused on the theoretical statistical characterization of the GLRT detector
and on the designing of the test procedure for effectively reveals anomaly in real–time (i.e.
while the data acquisition process is going on). Moreover, the MLE estimates used for evalu-
ating the GLRT outcome could be employed for deriving information also on the identification
of the occurred anomaly, although it is known MLE estimators are not optimal when a small
number of faulty samples are employed (as required for this specific application).
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Fig. 9. (a): Behavior of normalized frequency data of atomic clock on satellite GPS 22 (down-
loaded by IGS). (b) Zoom of figure (a) on the first 400 experimental data samples.
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Figure 9(a) shows the behavior of experimental normalized frequency data of GPS satellite
number 22. Data have been obtained by the International GNSS Service (IGS) – Formerly the
International GPS Service (J.M. Dow et al., 2005). The GLRT has been applied to these data
by setting a processing window length N = 200. Thus, data samples have been processed by
following a FIFO strategy and the processing result is shown in Fig.10. In particular, each time
a new data sample is processed, the detector outcome is updated. The GLRT has a a spike on
sample numbered as 236 while presents an increasing behavior after sample index 260. By
requiring a small threshold value, i.e. γ = 10, warning signals are emitted on sample indexes
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the γ value is increased (i.e. γ = 18), thus the false alarm probability is obviously reduced but
the detection process requires a larger number of faulty samples in order to detect the fault

occurrence (Fig.10 shows that at least 22 faulty samples are needed since γ = 18 implies a fault
detection on sample index 282).
A-posteriori analysis of data parameters confirm the validity of the GLRT technique. In fact,
by zooming the behavior of the experimental frequency data on the first 400 samples (see
Fig.9(b)) it is clear (and confirmed) that the first warning is a false alarm, while the second
warning signal a fault detection signal and that the fault has occurred on sample numbered
as 260 (as argued by a visual inspection of the GLRT behavior). In particular, the fault can be
classified as a mean change. In fact, the arithmetic mean on the first 260 sample is equal to µ0 =
−2.21 · 10−13 and on samples from 261 to 461 is equal to µ0 = 1.96 · 10−13. The corresponding
standard deviation values are almost the same and equal to σ0 = σ1 = 6 · 10−13. Thus, we can
asume Kµ = 4 · 10−13 and σ0 f = 1.
By substituting these parameters values in the theoretical detector (23) and by requiring the
fault detection within no more than 6 faulty samples, i.e. by using N − n0 = 6, thus (23) gives
Tteor = 9.14, which is a threshold value congruent with the analysis of the GLRT outcome
shown in Fig.10.

6. Conclusion and future works

The GLRT detection algorithm for revealing faults from atomic clock frequency data has been
analyzed. It has been shown that the GLRT algorithm efficiently detects anomalies when ap-
plied to atomic clock frequency data (E. Nunzi & P. Carbone, 2008)– (E. Nunzi et al., 2009).
However, the mathematical expression of the detector depends on many parameters char-
acterizing acquired data and previously analysis of the parameters dependencies have been
based on ROCs evaluated by means of Monte–Carlo simulations. It follows that a proper
customization of the GLRT technique to the analysis of data coming from atomic clocks is
necessary and useful for designing the test procedure.
The information given by the GLRT method can be employed to detect the non stationary
change in the clock behavior.
Future works are focused on the theoretical statistical characterization of the GLRT detector
and on the designing of the test procedure for effectively reveals anomaly in real–time (i.e.
while the data acquisition process is going on). Moreover, the MLE estimates used for evalu-
ating the GLRT outcome could be employed for deriving information also on the identification
of the occurred anomaly, although it is known MLE estimators are not optimal when a small
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1. Introduction 
 

Nowadays in modern industries, the scale and complexity of process systems are increased 
continuously. These systems are subject to low productivity, system faults or even hazards 
because of various conditions such as mis-operation, equipment quality change, external 
disturbance, and control system failure. In these systems, many elements are interacted, so a 
local fault can be propagated and probably spread to a wide range. Thus it is of great 
importance to find the possible root causes and consequences according to the current 
symptom promptly. Compared with the classic fault detection for local systems, the fault 
detection for large-scale complex systems concerns more about the fault propagation in the 
overall systems. And this demand is much close to hazard analysis for the system risks, 
which is a kind of qualitative analysis in most cases prior to quantitative analysis.  
The signed directed graph (SDG) model is a kind of qualitative graphical models to describe 
the process variables and their cause-effect relations in continuous systems, denoting the 
process variables as nodes while causal relations as directed arcs. The signs of nodes and arc 
correspond to variable deviations and causal directions individually. The SDG obtained by 
flowsheets, empirical knowledge and mathematical models is an expression of deep 
knowledge. Based on the graph search, fault propagation paths can be obtained and thus 
certainly be helpful for the analysis of root causes and sequences (Yang & Xiao, 2005a). And 
with development of the computer-aided technology, graph theory has been implemented 
successfully by some graph editors, some of which, like Graphviz (2009), can transform text 
description into graphs easily. Hence the SDG technology can be easily combined with the 
other design, analysis and management tools. 
The SDG definition and its application in fault diagnosis were firstly presented by Iri et al. 
(1979). Ever since then, many scholars have contributed to this area, including modeling, 
inference, software development and applications. Many efforts have been particularly 
made to implement the methods and to overcome the disadvantages, such as spurious 
solutions. Here we recognize some representatives among them. Kramer & Palowitch (1987) 
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used rules to describe SDG arcs, which shows that expert systems can be employed as a tool 
in this problem. Oyeleye & Kramer (1988) took into account the qualitative simulation for 
the SDG inference. Shiozaki et al. (1989) improved the SDG model by adding fault revealing 
time. Yu et al. (Chang & Yu, 1990; Yu & Lee, 1991) introduced fuzzy information for arc 
signs to describe the steady state gains. Maurya et al. (2003a, 2003b, 2006) described the 
modeling method based on differential equations (DEs) and algebraic equations (AEs), 
analyzed the initial and final responses based on SDGs, and studied the description and 
analysis of control loops. SDG method has been combined with other data-driven methods 
to improve the diagnosis accuracy (Vedam & Venkatasubramanian, 1999; Lee et al., 2006). 
At first, the inference is based on single fault assumption, but multiple fault cases attract 
more and more attention (Vedam & Venkatasubramanian, 1997; Zhang et al. 2005; Chen & 
Chang, 2007). Up to now, SDG method has been implemented in some software tools 
(Mylaraswamy & Venkatasubramanian, 1997; McCoy et al. 1999; Zhang et al., 2005) and 
applied in various industrial systems.  
Aiming at SDG applications in the area of fault detection and hazard analysis, the problems 
of description and inference are most important. As the system extends, the time 
consumption of graph search is heavy, so the single-level SDG model should be transformed 
into hierarchical model to improve the search efficiency. The root cause can be searched in 
this model level by level according to the initial response of the system. In control systems 
and many other cases, cycles exist in the graph, resulting in the truncation or misleading to 
the search. Thus the theoretic fundamentals and dynamic features of SDGs should be 
studied. We have analyzed the fault propagation principles by operations of corresponding 
qualitative matrices and obtained some typical rules of control systems. 
Moreover, fault detection is performed based on sensor readings, thus the sensor location 
strategy affects the performance of fault detection. Due to the economical or technical 
limitations, the number of sensors should be limited while meeting the demands of fault 
detection. This can be considered in the SDG framework. We analyze main criteria such as 
detectability, identifiability and reliability in the framework of SDGs and presented 
algorithms, in order to guarantee that the faults can be detected and identified, and to 
optimize the fault detection ability.  
This chapter is organized as follows: first, the SDG description is reviewed and hierarchical 
model is indicated; then the fault propagation rules and inference approaches are 
summarized to lead to the successful application of fault detection and hazard analysis; 
some considerations about sensor location are introduced next; finally a generator set 
process in a power plant is modeled and analyzed to illustrate the proposed model and 
method. 

 
2. Model Description of Signed Directed Graph 
 

2.1 Basic Form of SDG Model 
SDGs are established by representing the process variables as graph nodes and representing 
causal relations as directed arcs. An arc from node A to node B implies that the deviation of 
A may cause the deviation of B. For convenience, “+”, “-” or “0” is assigned to the nodes in 
comparison with normal operating value thresholds to denote higher than, lower than or 
within the normal region respectively. Positive or negative influence between nodes is 

distinguished by the sign “+” (promotion) or “-” (suppression), assigned to the arc (Iri et al., 
1979). The definition is as follows: 
Definition 1: An SDG model    is the composite ( , )G   of (1) a digraph G  which is the 
quadruple ( , , , )N A     of (a) a set of nodes 1 2{ , , , }nN v v v  , (b) a set of arcs 

1 2{ , , , }mA a a a  , (c) a couple of incidence relations : A N   and : A N   which make 
each arc correspond to its initial node  ka  and its terminal node  ka , respectively; and (2) 
a function : { , }A    , where ( ) ( )k ka a A   is called the sign of arc ka . 
Usually we use aij to denote the arc from vi to vj. 
Definition 2: A pattern on the SDG model ( , )G   is a function :  { ,0, }N    . ( )v  
( )v N  is called the sign of node v , i.e. 

( ) 0v   for v v vx x    

( )v     for v v vx x    

( )v     for v v vx x    
where vx  is the measurement of the variable v , vx  is the normal value, and v  is the 
threshold. 
Definition 3: Given a pattern   on a SDG model ( , )G  , an arc a  is said to be consistent 
(with  ) if ( ) ( ) ( )a a a       . A path, which is consisted of arcs 1 2, , , ka a a  linked 
successively, is said to be consistent (with  )  if 1 1( ) ( ) ( ) ( )k ka a a a        . 

 
2.2 Modeling Methods of SDGs 
 

2.2.1 SDG modeling by mathematical equations 
In general, SDGs can be obtained either from operational data and process knowledge, or 
mathematical models. If we have the differential algebraic equations (DAEs), then we can 
derive the structure and signs of the graph by specific methods (Maurya, 2003a).  
A typical dynamic system can be expressed as a set of DEs 
 

 1
d , ,
d

i
i n

x f x x
t
   (1) 

 
where 1, , nx x  are state variables. By Taylor expansion near normal state, we get 
 

   
0 0
1

0 0 0
1

1 , ,

d , ,
d

n

n
i i

i n j j
j j x x

x ff x x x x
t x


  




  (2) 

 
where 0 0

1 , , nx x  are normal states. Eq. (2) can be written as the following matrix form 
 



Qualitative Fault Detection and Hazard Analysis Based on 	
Signed Directed Graphs for Large-Scale Complex Systems 17

used rules to describe SDG arcs, which shows that expert systems can be employed as a tool 
in this problem. Oyeleye & Kramer (1988) took into account the qualitative simulation for 
the SDG inference. Shiozaki et al. (1989) improved the SDG model by adding fault revealing 
time. Yu et al. (Chang & Yu, 1990; Yu & Lee, 1991) introduced fuzzy information for arc 
signs to describe the steady state gains. Maurya et al. (2003a, 2003b, 2006) described the 
modeling method based on differential equations (DEs) and algebraic equations (AEs), 
analyzed the initial and final responses based on SDGs, and studied the description and 
analysis of control loops. SDG method has been combined with other data-driven methods 
to improve the diagnosis accuracy (Vedam & Venkatasubramanian, 1999; Lee et al., 2006). 
At first, the inference is based on single fault assumption, but multiple fault cases attract 
more and more attention (Vedam & Venkatasubramanian, 1997; Zhang et al. 2005; Chen & 
Chang, 2007). Up to now, SDG method has been implemented in some software tools 
(Mylaraswamy & Venkatasubramanian, 1997; McCoy et al. 1999; Zhang et al., 2005) and 
applied in various industrial systems.  
Aiming at SDG applications in the area of fault detection and hazard analysis, the problems 
of description and inference are most important. As the system extends, the time 
consumption of graph search is heavy, so the single-level SDG model should be transformed 
into hierarchical model to improve the search efficiency. The root cause can be searched in 
this model level by level according to the initial response of the system. In control systems 
and many other cases, cycles exist in the graph, resulting in the truncation or misleading to 
the search. Thus the theoretic fundamentals and dynamic features of SDGs should be 
studied. We have analyzed the fault propagation principles by operations of corresponding 
qualitative matrices and obtained some typical rules of control systems. 
Moreover, fault detection is performed based on sensor readings, thus the sensor location 
strategy affects the performance of fault detection. Due to the economical or technical 
limitations, the number of sensors should be limited while meeting the demands of fault 
detection. This can be considered in the SDG framework. We analyze main criteria such as 
detectability, identifiability and reliability in the framework of SDGs and presented 
algorithms, in order to guarantee that the faults can be detected and identified, and to 
optimize the fault detection ability.  
This chapter is organized as follows: first, the SDG description is reviewed and hierarchical 
model is indicated; then the fault propagation rules and inference approaches are 
summarized to lead to the successful application of fault detection and hazard analysis; 
some considerations about sensor location are introduced next; finally a generator set 
process in a power plant is modeled and analyzed to illustrate the proposed model and 
method. 
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2.1 Basic Form of SDG Model 
SDGs are established by representing the process variables as graph nodes and representing 
causal relations as directed arcs. An arc from node A to node B implies that the deviation of 
A may cause the deviation of B. For convenience, “+”, “-” or “0” is assigned to the nodes in 
comparison with normal operating value thresholds to denote higher than, lower than or 
within the normal region respectively. Positive or negative influence between nodes is 
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each arc correspond to its initial node  ka  and its terminal node  ka , respectively; and (2) 
a function : { , }A    , where ( ) ( )k ka a A   is called the sign of arc ka . 
Usually we use aij to denote the arc from vi to vj. 
Definition 2: A pattern on the SDG model ( , )G   is a function :  { ,0, }N    . ( )v  
( )v N  is called the sign of node v , i.e. 
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( )v     for v v vx x    

( )v     for v v vx x    
where vx  is the measurement of the variable v , vx  is the normal value, and v  is the 
threshold. 
Definition 3: Given a pattern   on a SDG model ( , )G  , an arc a  is said to be consistent 
(with  ) if ( ) ( ) ( )a a a       . A path, which is consisted of arcs 1 2, , , ka a a  linked 
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In general, SDGs can be obtained either from operational data and process knowledge, or 
mathematical models. If we have the differential algebraic equations (DAEs), then we can 
derive the structure and signs of the graph by specific methods (Maurya, 2003a).  
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can be described by an SDG whose signs of arcs are defined as 
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if the nodes correspond to the state variables. Thus the SDG actually describes the direct 
influences or sensitivities between state variables. 
In practical problems, the systems often have the following form as DEs:  
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where x is the state and e is the disturbance. When 1n  , it is a first-order system:  
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The step response is shown as Fig. 1(a). An arc is constructed from the node e to x with a 
sign sgn[1/a1] and a self-cycle on the node x with a sign -sgn[a0/a1]. For high-order systems, 
simplification can be made because the corresponding DE includes different order 
derivatives of the same variable, which can be avoided for the explicit physical meaning of 
the model. They can be approximated as first-order systems with delays:  
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where   is the equivalent pure delay. Its step response is shown as Fig. 1(b). The method of 
constructing SDGs is the same as the former one, and the delay can be embodied in dynamic 
SDGs (Yang & Xiao, 2006a).  
 

Fig. 1. Step response of different systems. (a) First-order system, (b) High-order system 
 
Algebraic equations are usually included in the mathematical models as constraints which 
can also be transformed into SDGs (Maurya et al., 2003a) although they are noncausal in 
nature. Because there may be multiple perfect matchings between equations and variables, 
the corresponding SDGs may not be unique. Some treatment should be made to screen the 
unsteady or spurious SDGs (Oyeleye & Kramer, 1988; Maurya et al., 2003a). 
For example, a tank system is shown as Fig. 2(a) where L is the level in the tank, R is 
resistance in the outlet pipe (can be manipulated by a valve), F1 and F2 are inlet and outlet 
flowrates respectively. The system is described as following DAEs: 
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where A is the cross sectional area of the tank, and   is a constant. By the above method, 
the SDG is set up as Fig. 2(b). 
 

 
(a)                                                                      (b) 

Fig. 2. Tank system and its SDG. (a) Schematic, (b) SDG 

 
2.2.2 SDG modeling by qualitative process knowledge 
In more cases, the SDG is established by qualitative process knowledge and experience. Fig. 
3(a) shows a tank with one inlet and two outlets with control. The arcs from F2 to V2 and L to 
V3 in Fig. 3(b) describe the flowrate control and level control respectively. Each control loop 
can be expressed by a negative cycle in SDG because of the negative feedback action. This 
qualitative SDG can be obtained directly from process knowledge and does need the exact 
mathematical equations. Sometimes the qualitative simulation and sensitivity experiments 
may also help. The SDGs obtained by this method often include indirect causalities besides 
direct ones, so the graph should be simplified and transformed so that all the arcs stand for 
direct causalities. Some rules are summarized by Yang & Xiao (2005b).  
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if the nodes correspond to the state variables. Thus the SDG actually describes the direct 
influences or sensitivities between state variables. 
In practical problems, the systems often have the following form as DEs:  
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Algebraic equations are usually included in the mathematical models as constraints which 
can also be transformed into SDGs (Maurya et al., 2003a) although they are noncausal in 
nature. Because there may be multiple perfect matchings between equations and variables, 
the corresponding SDGs may not be unique. Some treatment should be made to screen the 
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For example, a tank system is shown as Fig. 2(a) where L is the level in the tank, R is 
resistance in the outlet pipe (can be manipulated by a valve), F1 and F2 are inlet and outlet 
flowrates respectively. The system is described as following DAEs: 
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where A is the cross sectional area of the tank, and   is a constant. By the above method, 
the SDG is set up as Fig. 2(b). 
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Fig. 2. Tank system and its SDG. (a) Schematic, (b) SDG 

 
2.2.2 SDG modeling by qualitative process knowledge 
In more cases, the SDG is established by qualitative process knowledge and experience. Fig. 
3(a) shows a tank with one inlet and two outlets with control. The arcs from F2 to V2 and L to 
V3 in Fig. 3(b) describe the flowrate control and level control respectively. Each control loop 
can be expressed by a negative cycle in SDG because of the negative feedback action. This 
qualitative SDG can be obtained directly from process knowledge and does need the exact 
mathematical equations. Sometimes the qualitative simulation and sensitivity experiments 
may also help. The SDGs obtained by this method often include indirect causalities besides 
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 (a)                                                                            (b) 

Fig. 3. Schematic and SDG of tank system with controlled flowrates. (a) Schematic, (b) SDG 
 
Besides, P&ID diagrams and other flowsheets are very important topological process 
knowledge expression that can be standardized in XML (extensible markup language) 
format. It has been implemented in some commercial software products such as SmartPlant 
P&ID from Intergraph. The topology or connectivity obtained here includes both material 
flow and information flow, which are needed for SDG modeling. Although the granularity 
is entity-based, which is not enough for the variable-based SDG modeling, this kind of 
topological information is the fundamental of SDG and can be used as references as well 
(Thambirajah et al., 2009).  
The SDG set up by the above methods can be validated by process data. For example, 
correlation is a necessary condition of causality, so the cross-correlation between every two 
measured variables can be used to validate the arcs in SDGs, and the directions can also be 
obtained by shifting the time series to find the maximal cross-correlation. Alternatively, 
probabilistic measure such as transfer entropy can be used to obtain the causality and 
directionality (Bauer et al., 2007).  
In summary, the main steps of SDG modeling are: (1) Collect process knowledge, especially 
P&ID diagram and equations. (2) Set up the material flow diagraph by connectivity 
information between entities. (3) Choose the key variables and give them signs according to 
the process knowledge. (4) Add control arcs on the diagraph to constitute the SDG skeleton. 
(5) Add other variables and arcs to form the entire SDG. (6) Simplify and verify the SDG by 
graph theory. (7) Validate the SDG with process data and sensitivity experiments. 

 
2.3 Hierarchical SDG Description of Large-Scale Complex Systems 
Based on the decomposition-aggregation approach, a single-level SDG model can be 
transformed into a hierarchical model (Gentil & Montmain, 2004; Preisig, 2009). With this 
model, it is clear and easy to understand the system inherently. As such, the fault analysis 
method should also be modified from a centralized one to a distributed one. 
The whole SDG model can be classified into 3 levels. If the scale of the whole system is too 
large, then more levels can be established, but 3-level model is enough for most cases. So we 
take it as a typical pyramid structure. The top level is called system level, where the system 
is divided into several sub-systems. Sometimes a large-scale system may include several 
independent sub-systems which can be dealt with separately. Also, in many cases, several 
components are operated in sequence or in parallel, with no recycle or other kind of 
interactions existed across the different components, then these components can also be 
regarded as sub-systems. Of course, if the SDG of the whole system is connected and cannot 
be separated, then it composes the only sub-system itself.  
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In the middle level, each control system is regarded as a super-node and the relations 
between control systems are expressed by arcs among controlled variables and a few 
important manipulated variables or other variables. The signs of arcs are determined 
according to the propagation rules to assure the consistency of the paths. The variables in 
some control loop and not appeared in other part of the system are usually invisible here. 
The SDG in this level is the backbone of the system which shows the main connectivity in 
the system flowsheet.  
The bottom-level SDGs are the SDG units of all the control systems. The description is the 
most detailed qualitative expression because it shows the causalities between variables. 
Since most of the control systems are based on feedback actions, each SDG in this level 
usually contains at least a loop with various bias nodes attached on them.  

 
2.4 Matrix Explanation of SDG Model 
In this section, we look at the SDG model from another viewpoint. An SDG can be also 
described as an adjacency matrix X with the element 1/0 denoting the direct adjacency and 
direction between two variables. Actually it is the transpose of Jaccobian matrix in Eq. (4) 
with unsigned elements. By matrix computations, reachability matrix R can be obtained 
from X, which shows the directed reachability from one variable to another, in which the 
element 1 means there are at least a path in the corresponding SDG (Jiang et al., 2008). It can 
be observed that the computation is just another form of graph traversal.  
By simultaneous permutation of row and column (with variable order changed), X can be 
block triangulated as follows: 
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Each block in the diagonal denotes a sub-system with a partial order meaning that the sub-
system with larger number can not reach the one with smaller number. It can also be 
explained by the reachability matrix which is definitely also block triangulated with the 
same order as: 
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where the sign # is the Boolean equivalent (Mah, 1989). If the intersection block Bij is a zero 
matrix, then the corresponding two sub-systems are independent (no arcs between them), 
otherwise they are in sequence. Thus we explain the decomposition between the top and 
middle level. 
When we look at the relationship among control systems, we take a control loop as a super-
node and add an arc from node i to node j, if the controller output of controller i can directly 
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 (a)                                                                            (b) 

Fig. 3. Schematic and SDG of tank system with controlled flowrates. (a) Schematic, (b) SDG 
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the system flowsheet.  
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element 1 means there are at least a path in the corresponding SDG (Jiang et al., 2008). It can 
be observed that the computation is just another form of graph traversal.  
By simultaneous permutation of row and column (with variable order changed), X can be 
block triangulated as follows: 
 

11 12 1

22 20
'

0 0

m

mT

mm

 
 
  
 
 
 




   


A A A
A A

X TXT

A

 (11) 

 
Each block in the diagonal denotes a sub-system with a partial order meaning that the sub-
system with larger number can not reach the one with smaller number. It can also be 
explained by the reachability matrix which is definitely also block triangulated with the 
same order as: 
 

 
11 12 1

# 22 22 0

0 0

m

mn

mm

 
 
     
 
 
 





   



B B B
B B

R X' X' X'

B

 (12) 

 
where the sign # is the Boolean equivalent (Mah, 1989). If the intersection block Bij is a zero 
matrix, then the corresponding two sub-systems are independent (no arcs between them), 
otherwise they are in sequence. Thus we explain the decomposition between the top and 
middle level. 
When we look at the relationship among control systems, we take a control loop as a super-
node and add an arc from node i to node j, if the controller output of controller i can directly 
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affect the controlled variable of controller j without going through controller output of any 
other nodes. This SDG as a part of the middle-level SDG is also named as control loop 
diagraph (Jiang, 2008). 
For a feedback control system, there exists a loop in the corresponding SDG. Thus according 
to the controllability concept, all the variables within the loop are strongly connected, which 
can be found in the reachability matrix as a block with all the elements are ones. 
Let us look at the tank example as Fig. 3 and get the adjacency matrix and reachability 
matrix by Eq. (12) as follows, both of which are block triangulated. 
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where the variable order is V1, F1, V2, F2, V3, F3, L. They are divided into 3 groups: inlet (V1 
and F1), one outlet with flowrate control (V2 and F2) and another outlet with level control 
(V3, F3 and L). The elements of R22 and R33 are all ones because they are control loops, and 
the elements of R23 are ones showing the flowrate controller influences the level controller. 
Hence the control loop diagraph is consisted of two nodes corresponding to the two 
controllers and an arc corresponding to the influence between them. Moreover, if the 
variable order is changed to put V1 and V2 meaning the two controller outputs at the last, 
the corresponding block is just the adjacency matrix of the control loop diagraph. This is a 
useful property that links the concepts of SDG, control loop digraph and the matrices. 
Matrix explanation helps us understand the SDG concept and its potential in applications. In 
fact, some results, such as propagation rules, are derived from matrix description. 

 
3. Inference Approaches Based on SDGs 
 

3.1 Fault Propagation Rules 
Based on the SDG description, the fault propagation can be described qualitatively. There 
are two basic principles: 
Proposition 1: The fault is propagated along the consistent paths. 
Proposition 2: The node signs are determined by nodal balance, i.e. the sign on each node 
must be equal to the net influence on the node: 
 

( ) ( ) ( )j ij i
i

v a v     (14) 

 
where the qualitative operation rules are as Table 1. Due to the loss of quantitative 
information, some signs can not be determined shown as ‘?’ in the table, which causes the 
uncertainty in the solutions. 
 

No. sgn[x] sgn[y] sgn[x]+sgn[y] sgn[x]·sgn[y] 
1 0 sgn[y] sgn[y] 0 
2 ± sgn[x] sgn[x] + 
3 ± -sgn[x] ? - 

Table 1. Qualitative operation rules 
 
The logic on a node in SDGs is OR in nature because any input deviation can result in the 
node sign. In some cases, however, there are other types of logics, for example, the logic is 
AND, XOR or high/low-selective, or arcs or nodes are conditional, some necessary logic 
nodes should be added to the SDG (Yang & Xiao, 2007). 
Proposition 1 can be easily understood. By testing the consistency one can find the fault 
propagation paths based on the measurements, which form a sub-graph of the original SDG, 
called cause-effect graph (Iri et al., 1979). On the other hand, one can predict the next step 
response based on the measured and assumed variables. 
Proposition 2, however, may have some limitations because it is only suitable for the 
dynamic trends near the initial state. When a fault occurs, the response of variables can be 
divided into three stages – initial, intermediate, and final responses. In large-scale complex 
systems, the intermediate response is very complex, but in most cases, we concentrate only 
on the initial and final stages. For stable systems with fixed input, the final response is a 
steady state. Thus the input and exogenous disturbances are assumed as step functions to 
show abrupt changes.  
Initial response is the first response just after the exogenous input changes. In dynamic 
systems expressed by DAEs, initial response is the nonzero response of system variables 
predicted by propagation through all the shortest paths in the corresponding SDG if we 
define the length of arcs in AE and DE portion by 0 and 1 respectively (Maurya, 2003a). Final 
response is the steady states of variables obtained after the dynamic period ends. It can be 
solved simply by setting the derivatives as zeros in DE portion of DAE. For the obtained 
AEs, the final response can be predicted by propagation through all the directed (acyclic) 
paths in the corresponding SDG. However, there may exist more than one perfect matching 
between equations and variables, thus there may exist more than one SDG corresponding to 
the AEs. If there is only one perfect matching, the above method is correct; otherwise, the 
result may be wrong because the results based on different perfect matchings are 
inconsistent. There is an exception, however, if an SDG corresponding to a perfect matching 
contains only negative cycles, then any perfect matching (for which the SDG contains only 
negative cycles) can be chosen and the final response can be decided using the above 
method (Maurya, 2003a). 

 
3.2 Control Action Influences on Fault Propagation 
 

3.2.1 SDG description and fault propagation analysis of single control loop 
Control actions should be considered particularly because they are forced actions that are 
different from process property itself and they may cause the truncation or misleading of 
fault propagation. We discuss this problem using the general methods and obtain some 
special results (Maurya, 2003b, 2006). 
In the bottom level, SDG models are established for all kinds of control systems among
which the most common and basic one is single PID loop shown as Fig. 4. The deviation e of 
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affect the controlled variable of controller j without going through controller output of any 
other nodes. This SDG as a part of the middle-level SDG is also named as control loop 
diagraph (Jiang, 2008). 
For a feedback control system, there exists a loop in the corresponding SDG. Thus according 
to the controllability concept, all the variables within the loop are strongly connected, which 
can be found in the reachability matrix as a block with all the elements are ones. 
Let us look at the tank example as Fig. 3 and get the adjacency matrix and reachability 
matrix by Eq. (12) as follows, both of which are block triangulated. 
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the elements of R23 are ones showing the flowrate controller influences the level controller. 
Hence the control loop diagraph is consisted of two nodes corresponding to the two 
controllers and an arc corresponding to the influence between them. Moreover, if the 
variable order is changed to put V1 and V2 meaning the two controller outputs at the last, 
the corresponding block is just the adjacency matrix of the control loop diagraph. This is a 
useful property that links the concepts of SDG, control loop digraph and the matrices. 
Matrix explanation helps us understand the SDG concept and its potential in applications. In 
fact, some results, such as propagation rules, are derived from matrix description. 
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In the bottom level, SDG models are established for all kinds of control systems among
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the set point r and the measurement xm of the controlled variable x, is inputted into the 
controller whose output u goes to the actuator and thus effects the controlled plant through 
the manipulated variable q. Hence they compose a closed loop. Because the controlled 
variable may be affected by some disturbances or be coupled with other system variables, 
the exogenous plant and variable xj are also added. Assume that controlled plant and the 
controller are both linear amplifiers, i.e. proportion elements, with the positive gain k and kv 
respectively. The control law of PID controller is: 
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where, kP is the positive proportion parameter, I  and D  are integral and differential time 
constant respectively. 
 

Fig. 4. Block diagram of a feedback control loop 
 
According to the control law, the DAEs of the system are as follows: 
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where subscript ‘b’ denotes bias. There are two perfect matchings between the equations 
and variables in AE portion, shown as Table 2, whose corresponding SDGs are shown as 
Fig. 5, in which the nodes with shadow are deviation nodes, arrows with solid and dotted 
lines denote signs “+” and “-” respectively. It is noted that the node d de t  is an individual 
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node with special function, although it is the derivative of e. In applications, we generally 
assume that all changes on nodes are step functions, because the SDGs are only used to 
analyze the qualitative trends. Hence d de t  can be also replaced by e , but its effect is 
limited in initial response. Here the effect of d de t  on Du  is the same as the effect of e  on 

Pu , but with shorter duration. 
 

Equations Matched variables in 
perfect matching No. 1 

Matched variables in 
perfect matching No. 2 

(16) xm x
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(18) uP e
(20) uD uD
(21) u uP
(22) q u
(23) x q

Table 2. Perfect matchings between the AEs and variables 
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Fig. 5. Two SDGs of the PID control loop. (a) Case 1 (corrected), (b) Case 2 (spurious) 
 
Eq. (23) describes the controlled plant, thus the arc direction should be from q to x according 
to the physical meaning, which shows the cause-effect relationship, so the case of Fig. 5(b) is 
removed. Moreover, if the plant shows some dynamic characteristic, for example, the left-
hand of the equation is d dx t , then the equation becomes a DE, hence there is only one 
perfect matching, and the case of Fig. 5(b) does not exist any more. Using Fig. 5(a), the initial 
response can be analyzed, for example, if the set point r increases, e, uP, u, q, x and xm will 
become “+” immediately, and uI will become “+” gradually because the arc from e to uI is a 
DE arc. This propagation path r→e→uP→u→q→x→xm is consistent with the actual 
information transfer relations. Thus when we only consider the initial response of the 
system, the SDG of this control loop is obtained by transforming the blocks and links in 
block diagram into nodes and arcs while keeping the direction. However, in this example, 
no matter whether the case of Fig. 5(b) is reasonable, the analysis results of initial response 
by the two SDGs are the same because there are no positive cycles within them. We 
summarize the following rule: 
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the set point r and the measurement xm of the controlled variable x, is inputted into the 
controller whose output u goes to the actuator and thus effects the controlled plant through 
the manipulated variable q. Hence they compose a closed loop. Because the controlled 
variable may be affected by some disturbances or be coupled with other system variables, 
the exogenous plant and variable xj are also added. Assume that controlled plant and the 
controller are both linear amplifiers, i.e. proportion elements, with the positive gain k and kv 
respectively. The control law of PID controller is: 
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node with special function, although it is the derivative of e. In applications, we generally 
assume that all changes on nodes are step functions, because the SDGs are only used to 
analyze the qualitative trends. Hence d de t  can be also replaced by e , but its effect is 
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response can be analyzed, for example, if the set point r increases, e, uP, u, q, x and xm will 
become “+” immediately, and uI will become “+” gradually because the arc from e to uI is a 
DE arc. This propagation path r→e→uP→u→q→x→xm is consistent with the actual 
information transfer relations. Thus when we only consider the initial response of the 
system, the SDG of this control loop is obtained by transforming the blocks and links in 
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Rule 1: The fault propagation path of the initial response in a control loop is the longest 
acyclic path starting from the fault origin in the path “set point → error → manipulated 
variable → controlled variable → measurement value → error”, which is consistent with the 
information flow in the block diagram. 
Final response is easier. The left-hand side of Eq. (19) is zero, so 0e   in the steady state, 
which can be obtained from the concept. Hence uP and uD are both zeros. The above DAEs 
can be transformed into: 
 

m mbx x x   (24) 

mx r  (25) 

I bu u u   (26) 

v bq k u q   (27) 

j jx kq a x   (28) 
 
Now the perfect matching is exclusive and the corresponding SDG is shown as Fig. 6 that is 
the simplification of Fig. 5(b). There are two fault propagation paths: r→xm→x→q and 
xj→q→u→uI. If the set point r increases, then xm, x, q, u and uI will all increase in the steady 
state as long as the control action is effective. However, if only xmb increases, then xm will 
not be affected, but x will increase, that is the action of the control loop. We find that the Fig. 
5(b) also makes sense for it reflects the information transfer relation in steady state. From the 
viewpoint of physical meaning, when control loop operates, the controlled variable is 
determined by the set point, and the controller looks like an amplifier with infinite gain, 
whose input equals to zero and whose output is determined by the demands. This logical 
transfer relation is opposite to the actual information relation. 

Fig. 6. Steady-state SDG of a PID control loop 
 
Because the D action is only effective in the initial period, the fault propagation path of PI 
control is the same as the above one. Because of I action, some variables show compensatory 
response, for example, the response of xm due to xmb is limited in the initial stage. If there is 
only P action, then e is not zero in the steady state, thus uI and related arcs in Fig. 5(a) are 
deleted, and both the initial response and steady-state response can be analyzed with this 
graph. 
The rule of fault propagation analysis in steady state can be summarized as follows: 
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Rule 2: The fault propagation path of the steady-state response in a control loop is the path 
“set point → measurement value → controlled variable → manipulated variable” and 
“exogenous variable → manipulated variable”. 
When control loop operates, the above analysis shows the fault propagation principles due 
to the output deviation of sensor, controller, actuator and other exogenous variables. When 
control loop does not operate, there are two cases: (1) structural faults, e.g. the failure of 
sensor, controller or actuator causes the break of some arcs and the control loop becomes 
open, (2) excessive deviation causes the controller saturation, leading to the I action cannot 
eliminate the residual and let 0e  , which is similar with the P action case. 

 
3.2.2 SDG description and fault propagation analysis of various control systems 
Based on the above analysis of PID control loop, other control loops can be modeled as 
SDGs by the extension, combination, or transformation of the above SDG. Fault nodes are 
added according to the actual demands. Based on these models, fault propagation can also 
be shown explicitly. 
Feedforward control is a supplement of feedback control. It is very familiar in actual cases, 
but it is easy to be treated according to the foregoing methods because it composes paths but 
not cycles, not leading to multiple perfect matchings.  
Split-range control means the different control strategies are adopted in different value 
intervals. Here the sign of the arcs or even the graph structure may change with the variable 
values, which is realized by several controllers in parallel connection. This case is very hard 
for SDG to deal with. We have to do some judgments as making inference, and modify the 
structure or use conditional arcs to cover all the cases (Shiozaki et al., 1989). 
Cascade control can be regarded as the extension of single loop case. It can be solved 
directly by AEs, or by the combination of two single loops. For example, the cascade control 
system in Fig. 7 has the steady-state SDG as shown in Fig. 8, where the controlled variable of 
the outer loop u1 is the set point of the inner loop r2. 

Fig. 7. Block diagram of a cascade control system 
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Rule 1: The fault propagation path of the initial response in a control loop is the longest 
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state as long as the control action is effective. However, if only xmb increases, then xm will 
not be affected, but x will increase, that is the action of the control loop. We find that the Fig. 
5(b) also makes sense for it reflects the information transfer relation in steady state. From the 
viewpoint of physical meaning, when control loop operates, the controlled variable is 
determined by the set point, and the controller looks like an amplifier with infinite gain, 
whose input equals to zero and whose output is determined by the demands. This logical 
transfer relation is opposite to the actual information relation. 
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only P action, then e is not zero in the steady state, thus uI and related arcs in Fig. 5(a) are 
deleted, and both the initial response and steady-state response can be analyzed with this 
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The rule of fault propagation analysis in steady state can be summarized as follows: 
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“exogenous variable → manipulated variable”. 
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to the output deviation of sensor, controller, actuator and other exogenous variables. When 
control loop does not operate, there are two cases: (1) structural faults, e.g. the failure of 
sensor, controller or actuator causes the break of some arcs and the control loop becomes 
open, (2) excessive deviation causes the controller saturation, leading to the I action cannot 
eliminate the residual and let 0e  , which is similar with the P action case. 
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added according to the actual demands. Based on these models, fault propagation can also 
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but it is easy to be treated according to the foregoing methods because it composes paths but 
not cycles, not leading to multiple perfect matchings.  
Split-range control means the different control strategies are adopted in different value 
intervals. Here the sign of the arcs or even the graph structure may change with the variable 
values, which is realized by several controllers in parallel connection. This case is very hard 
for SDG to deal with. We have to do some judgments as making inference, and modify the 
structure or use conditional arcs to cover all the cases (Shiozaki et al., 1989). 
Cascade control can be regarded as the extension of single loop case. It can be solved 
directly by AEs, or by the combination of two single loops. For example, the cascade control 
system in Fig. 7 has the steady-state SDG as shown in Fig. 8, where the controlled variable of 
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Fig. 8. Steady-state SDG of a cascade control system 
 
Similar control methods are ratio control, averaging control, etc. Fig. 9 is a dual-element 
averaging control system whose objective is to balance two variables – level and flow, the 
block diagram of which is shown as Fig. 10. Px=PL –PF +PS +c, where Px is the pressure signal 
of the adder output, PL is the level measurement signal, PF is the flow measurement signal, 
PS is a tunable signal of the adder. In the simplest case, flow process and its measurement 
are both positive linear elements, and the level process is a negative linear element, so the 
steady-state SDG is shown as Fig. 11. Although there are several perfect matchings, SDG has 
only a negative cycle, thus we can analyze the fault propagation principle through the 
directed paths. 

Fig. 9. A dual-element averaging control system 
 
Thus we conclude: 
Rule 3: The fault propagation path in a control system in steady state can be combined from 
the ones of single-loop by combining the same nodes and adding arcs by transforming AEs. 
In an industrial system, control systems play a special but important role. They compose 
information flow cycles in initial response but result in different flow in steady state 
response. Fig. 12 shows a system with a control loop. According to the above rules, the bias 
in x1 propagates along the forward path (blue) in initial response while against the feedback 
path in steady state response. 
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Fig. 10. Block diagram of a dual-element averaging control system 
 

Fig. 11. Steady-state SDG of a dual-element averaging control system 
 
The bias in x2 propagates along two paths until x3 and x4 in initial response, while PV and 
x4 restore to normal in the steady state because the steady state SDG changes the structure 
and directionality of the graph and thus PV becomes a compensatory variable. 
 

Fig. 13. Control system’s effect on fault propagation in a system. (a) Bias in x1, (b) Bias in x2 

 
3.2.3 Example 
In a boiler system, the three-element control of the boiler water level is widely used, in 
which the main controlled variable is water level. If we take steam flow and inlet flow into 
account, the control system is a feedforward-cascade system, as shown in Fig. 13. In the 
initial stage of the disturbance, the SDG is shown as Fig. 14(a), which can be derived by 
original DAEs. Certainly the initial fault influence follows this SDG. The control action, 
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however, is enrolled and some deviations are restored to the normal region after a complex 
intermediate process. If the control action is successful, the fault may be blocked in the 
control loop and does not spread any more. But for some kinds of faults, the situation is 
different, because the control action makes the fault propagation path change. According to 
the method in the foregoing sections, we can construct the backbone (ignoring the bias 
nodes) of the steady-state SDG model as Fig. 14(b) which is quite different from Fig. 14(a). 
Similar with Fig. 9, other fault nodes can be added to Fig. 14(b) and thus we can find the 
steady-state fault propagation paths. 
 

Fig. 13. Three-element control system 
 

(a)                                                                    (b) 
Fig. 14. SDGs of the three-element control system. (a) Initial response, (b) Steady state 

 
3.3 Inference Approaches 
In safety area, fault diagnosis and hazard assessment, especially hazard and operability 
analysis (HAZOP) are two different tasks. The former is to correctly find and identify the 
fault origin that is the cause leading to the symptom when fault occurs. It is based on 
measurements and is real-timed. While the latter, hazard assessment is to an off-line 
analysis whose purpose is to find the possible hazards due to all various causes. For this 
reason, we assume a series of departure nodes as fault origins, then analyze the possible 
consequences that are all the triggered departure nodes. Both fault diagnosis and hazard 
assessment need the interior mechanism of the system to express how the faults propagate. 
Thus the SDG model can be employed.  
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3.3.1 Graph traversal approach 
The most common algorithm for searching the fault origin is depth-first traversal on the 
graph (Iri et al., 1979), which is a kind of efficient fault inference for both the single and 
multiple fault origin cases (Zhang et al., 2005). Its theoretical basis is nodal balance in Eq. 
(14). A depth-first traversal algorithm constructs a path by moving each time to an adjacent 
node until no further arcs can be found that have not yet been visited, the implementation of 
which is a recursive procedure. 
For HAZOP purpose, forward traversal is applied from the assumed origin to predict all the 
variables based on consistency, which is deductive reasoning (Venkatasubramanian et al., 
2000; Yang & Xiao, 2006b). For the fault detection purpose, backward traversal is applied 
within the causal-effect graph to find the maximal strongly connected component (Iri et al., 
1979), which is abductive reasoning. Actually, the whole procedure includes two steps: 
Step 1: Trace the possible fault origins back along the arcs. 
Step 2: Make forward inference from these nodes to screen the candidates to choose which 
one is the real or most probable fault origin. 
The time complexity of a traversal search is O(n2) in which n denotes the node number in the 
graph. When the system scale increases, the time for a traversal is too long to meet the 
demands of fault detection. Thus the model structure should be transformed from a single-
level one to a hierarchical one. By this way, the search is first performed in the higher level 
to restrict the fault origin in a sub-system. Then the search is performed in the sub-graph of 
this sub-system. 
For the hierarchical model, hierarchical inference from top to bottom is obtained naturally. 
The graph traversal is performed firstly in the higher level finding the possible super-node 
that includes the fault origin. Next perform the graph traversal in the lower level to restrict 
the possible location of the root cause. Assume the sub-system contains m control systems, 
and each control system contains k variables, then the time complexity of a traversal in a 
single-level model is O(m2k2), and the time complexity in a 2-level model is 
O(m2+k2)<<O(m2k2). Thus the fault analysis in a hierarchical model has much higher 
efficiency.  
Here the number of fault origin is assumed to be only one, that is, the reason that leads to 
the fault is only one (Iri et al., 1979). This is reasonable because multiple faults seldom 
appear at the same time (Shiozaki et al., 1985). For multiple fault origin cases, minimal cut 
sets diagnosis algorithm was presented (Vedam & Venkatasubramanian, 1997), where all 
possible combinations of overall bottom events should be input into the computer to explore 
and those which make the top events appear are the cut sets. This algorithm has the distinct 
disadvantage of low efficiency because of exponential explosion. 

 
3.3.2 Other improved approaches 
In order to utilize the system information more sufficiently, Han et al. (1994) used fuzzy set 
to improve the existing models and methods, but their method is not so convenient for on-
line inference and is not applicable for dynamical systems. Some scholars introduced 
temporal evolution information such as transfer-delay (Takeda et al., 1995; Yang & Xiao, 
2006a) and other kind of information into SDG for dynamic description. Probability is also 
proposed to model the system, which uses conditional probabilities of fault events to 
describe causes and effects among variables (Yang & Xiao, 2006c). Hence the inference is 
respect to the fault probability. 
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3.3.1 Graph traversal approach 
The most common algorithm for searching the fault origin is depth-first traversal on the 
graph (Iri et al., 1979), which is a kind of efficient fault inference for both the single and 
multiple fault origin cases (Zhang et al., 2005). Its theoretical basis is nodal balance in Eq. 
(14). A depth-first traversal algorithm constructs a path by moving each time to an adjacent 
node until no further arcs can be found that have not yet been visited, the implementation of 
which is a recursive procedure. 
For HAZOP purpose, forward traversal is applied from the assumed origin to predict all the 
variables based on consistency, which is deductive reasoning (Venkatasubramanian et al., 
2000; Yang & Xiao, 2006b). For the fault detection purpose, backward traversal is applied 
within the causal-effect graph to find the maximal strongly connected component (Iri et al., 
1979), which is abductive reasoning. Actually, the whole procedure includes two steps: 
Step 1: Trace the possible fault origins back along the arcs. 
Step 2: Make forward inference from these nodes to screen the candidates to choose which 
one is the real or most probable fault origin. 
The time complexity of a traversal search is O(n2) in which n denotes the node number in the 
graph. When the system scale increases, the time for a traversal is too long to meet the 
demands of fault detection. Thus the model structure should be transformed from a single-
level one to a hierarchical one. By this way, the search is first performed in the higher level 
to restrict the fault origin in a sub-system. Then the search is performed in the sub-graph of 
this sub-system. 
For the hierarchical model, hierarchical inference from top to bottom is obtained naturally. 
The graph traversal is performed firstly in the higher level finding the possible super-node 
that includes the fault origin. Next perform the graph traversal in the lower level to restrict 
the possible location of the root cause. Assume the sub-system contains m control systems, 
and each control system contains k variables, then the time complexity of a traversal in a 
single-level model is O(m2k2), and the time complexity in a 2-level model is 
O(m2+k2)<<O(m2k2). Thus the fault analysis in a hierarchical model has much higher 
efficiency.  
Here the number of fault origin is assumed to be only one, that is, the reason that leads to 
the fault is only one (Iri et al., 1979). This is reasonable because multiple faults seldom 
appear at the same time (Shiozaki et al., 1985). For multiple fault origin cases, minimal cut 
sets diagnosis algorithm was presented (Vedam & Venkatasubramanian, 1997), where all 
possible combinations of overall bottom events should be input into the computer to explore 
and those which make the top events appear are the cut sets. This algorithm has the distinct 
disadvantage of low efficiency because of exponential explosion. 

 
3.3.2 Other improved approaches 
In order to utilize the system information more sufficiently, Han et al. (1994) used fuzzy set 
to improve the existing models and methods, but their method is not so convenient for on-
line inference and is not applicable for dynamical systems. Some scholars introduced 
temporal evolution information such as transfer-delay (Takeda et al., 1995; Yang & Xiao, 
2006a) and other kind of information into SDG for dynamic description. Probability is also 
proposed to model the system, which uses conditional probabilities of fault events to 
describe causes and effects among variables (Yang & Xiao, 2006c). Hence the inference is 
respect to the fault probability. 
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We can use Bayesian inference on the graph to calculate the probabilities; it is a direct 
method. Suppose that the node set of the probabilistic SDG is V E F H   , in which E  is 
the subset of evidence nodes whose value or probabilities are known, F  is the subset of 
query nodes whose probabilities are to be computed, and H  is the subset of hidden nodes 
which is not cared about in the inference. The inference process of is to compute the 
conditional probability of Fx  given the known Ex . 
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To solve this problem, Bayesian formula and its chain rule should be used adequately, and 
also the junction tree algorithm can be used for multiple fault origin cases. This method 
could be used where there are distinct random phenomenon, both for fault detection and 
HAZOP (Yang & Xiao, 2006b), but the cycles in SDGs should be handled. The algorithm is 
the combination of depth-first search and junction tree algorithm, written as pseudo code: 
 

 
 

On the other hand, rule-based inference (Kramer & Palowitch, 1987) is applicable when 
expert system is available. This method can be used to improve the inference accuracy with 
the appropriate rule description and operation. Rough set theory provides an idea of 
handling vague information and can be used to data reduction, thus it can be introduced to 
the fault isolation problem (a kind of decision problems) to optimize the decision rules. The 

BEGIN 
  INTEGER i 
  PROCEDURE DFS(v,u); COMMENT v is the father of u 
  BEGIN 
     NUMBER(v):=i:=i+1 
     Calculate the probability of the father of v ; COMMENT junction tree algorithm 
     FOR v has a father w with the probability more than the threshold DO 
       BEGIN 
        IF w is not yet numbered THEN 
           BEGIN 
           DFS(w,v); 
       END; 
    END; 
    i:=0; 
    DFS(s,0)                        ; COMMENT s is an abnormal variable node 
END;

decision algorithm is proposed by Yang & Xiao (2008a), in which the generation and 
reduction method of the rules are related to the structure of the SDG model. The main steps 
are listed as follows: 

 (1) List all the possible rules as Table A (as Table 3), with each row denoting a rule 
  , where   denotes the values of the condition attributes are assumed and   
denotes the decision to be obtained. For convenience, we can give each attribute value 
a notion. 

 
Attributes Q 

Objects X  
Condition attributes 

C 
Decision attributes 

D 
   

Table 3. The framework of a decision table 
 

(2) Try to delete each condition attribute in turn and test the consistency of the formula 
and obtain the reducts and the core. Delete all the elements except the cores and get 
Table B. There are several methods to test the consistency. For example, 

(a) Each condition class EX|IND(C) has the same decision value. 
(b) For each object x, the condition class covering x is contained in the decision class 

covering x.  
(c) For every two decision rules    and ' '  , we have ' '      . 

(3) Calculate the reducts of each rule by use of Table B, and get Table C. 
(4) Delete redundant rules and thus get Table D. 
(5) Educe the rules and the decision algorithm according to Table D. 

The authors combine the algebraic and logical expression ways to achieve the purpose. 
Moreover, due to the convenience of expressing granularity, the decision algorithm is still 
applicable when the types of the faults of concern are changed or reformed. 

 
4. Sensor Location Problem Based on SDGs 
 

4.1 Performance Criteria of Fault Detection 
 

4.1.1 The dynamic SDG and fault reachability 
In actual systems, the fault propagation needs time, which effects the fault detection 
performance. So we take into account the fault propagation time for each branch and form 
the dynamic SDG (Yang & Xiao, 2008b). If the variable denoted by the node n1 has a direct 
influence on the variable denoted by n2, and after a time period for the fault propagation the 
fault revealed, then we define this time period τ (n1, n2) as the fault propagation time 
between n1 and n2, as shown in Fig. 15. Obviously, we have τ (n1, n2) ≥0. A path starting from 
n1 and ending at nm (denoted as l (n1 nm)) holds the overall fault propagation time τ 
(n1 nm) which is the summation of time τ (ni, nj) of each branch in this path, as shown in 
Fig. 15. Note that this is a simplified treatment, which fits the case of pure propagation delay, 
but when the dynamic properties are complex, the overall time may slightly decrease due to 
the effects of intermediate transients (Yang & Xiao, 2006a). 
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We can use Bayesian inference on the graph to calculate the probabilities; it is a direct 
method. Suppose that the node set of the probabilistic SDG is V E F H   , in which E  is 
the subset of evidence nodes whose value or probabilities are known, F  is the subset of 
query nodes whose probabilities are to be computed, and H  is the subset of hidden nodes 
which is not cared about in the inference. The inference process of is to compute the 
conditional probability of Fx  given the known Ex . 
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To solve this problem, Bayesian formula and its chain rule should be used adequately, and 
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but when the dynamic properties are complex, the overall time may slightly decrease due to 
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Fig. 15. Propagation time of a consistent branch and a consistent path 
Because the nodes in SDGs are classified into two types – variables and fault origins, we 
denote them as nis and fjs respectively. When a fault occurs, it is propagated along the 
consistent paths together with the time progress. 
Definition 4: Starting from the fault node f, after the time t, the set of nodes affected by f is 
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where t is the fault propagation time. If n∈R(f, t), then we say, node n is reachable from fault f 
in time period t. Obviously, when time proceeds, the set of affected nodes expands, thus R (f, 
t1) R (f, t2), if t1 < t2. 
The basic criteria of fault detection are detectability and identifiability to assure the faults be 
detected and identified from each other. The concepts here are the extension of the concepts 
in the framework of the SDG. 

 
4.1.2 Fault detectability and detection time 
A fault should be detected by at least one sensor in a short enough time period. Below is the 
definition. 
Definition 5: If there exist at least one sensor located in the nodes of R (f, t) (measuring the 
corresponding variables), then we say that the fault f is detectable in the time period t. The 
time needed to detect a fault by these sensors is called the detection time TD (f).  
For each sensor, the time needed to detect a fault f can be calculated by shortest path 
algorithm. Among all these sensors, the shortest time is recorded as TD (f). The number of 
nodes with sensors in R (f, t) is called the degree of detectability. 
Based on the traditional SDG, only leaf nodes are needed to consider whether or not to 
locate sensors (Raghuraj et al., 1999). Then we have the following theorem. 
Theorem 1: Based on the SDG, disregarding the cases that some variables cannot be 
measured, sensors need to be located only on the leaf nodes. 
Corollary 1: In the framework of dynamic SDG with propagation time, the sensors need to 
be located on only leaf nodes of R (f, t). 

 
4.1.3 Fault identifiability and identification time 
Different faults have different behaviors. Represented in the SDG, the reachable nodes are 
different. So we must put sensors on these different nodes to identify the different faults. 
Below is the definition. 
Definition 6: If there exist at least one sensor on the nodes of R (f1, t) (measuring 
corresponding variables), and these sensor nodes are not within the nodes of R (f1, t), in 
other words, if there are sensors in the nodes of I (f1, f2, t) = R (f1, t)  R(f2, t) ﹣R (f1, t) ∩ R (f2, t), 
then we say that the faults f1 and f2 are identifiable in the time period t. The time needed to 
identify two faults by these sensors is called the identification time TI (f1, f2). 
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Detectability and identifiability are two independent concepts. We can understand easily, 
when two faults are both detectable, they may not be identifiable. On the other hand, 
identifiability does not imply detectability generally, because we can place only one sensor 
to identify them too. But usually we assume that only when the faults are detectable, they 
can be considered for identifiability. Thus the identifiability condition is stronger. In 
Definition 3, I (f1, f2, t), for two identifiable faults, must have more than one element. The 
number of nodes with sensors in I (f1, f2, t) is called the degree of identifiability. Besides, we 
have 
Proposition 1: TI (f1, f2) ≥ max{TD (f1), TD (f2)}. 
Proposition 2: The number of elements in I (f1, f2, t) is not necessarily increasing 
monotonically with time t. 
It should be noted that the signs of the nodes and branches can help identify different faults 
because some sensors are not only able to activate the alarm, but also indicate the direction 
of the departure from the normal values. For this case, we could change a node into two, one 
shows the higher reading, another shows the lower reading (Wilcox & Himmelblau, 1994). 
Then the above definition and the following rules can be applied. 

 
4.1.4 Detectability and identifiability with multiple faults 
Sometimes we also need to deal with the case of multiple simultaneous faults. It can be dealt 
with by node set transformation.  
Here we take two faults as an example. If the faults fi and fj occur at the same time, their 
reachable node set is Ri  Rj, so we can take these 2

nC  node sets to be considered besides the 
sets of Ri, then the problem is transformed into the detectability and identifiability problems 
with a single fault.  
Obviously, if each fault can be identified, but when several faults occur at the same time, 
they are not assured to be identified. How about the inverse proposition? 
Theorem 2: If the case of n simultaneous faults can be identified, then the case of less than n 
simultaneous faults can be also identified. 

 
4.1.5 Fault detection reliability 
Detectability and identifiability are necessary conditions for fault detection. However the 
sensor readings are not always reliable, which affects the reliability of fault detection. Let Fis 
(i=1, 2, …, n) and Sjs (j=1,2,…,m) denote system faults and process variables measured by 
sensors individually. They can be shown as a bipartite graph with all the arcs directed from 
the fault set to the process variable set as shown in Fig. 16. Based on the detectablity 
criterion, there should be at least one arc departing from every fault node, and based on the 
identifiability criterion, the connected sensor nodes of different fault nodes should be 
different. The fault occurrence probabilities of the fault Fi is fi, while the sensor missed alarm 
rate and false alarm rate of variable Sj is uj and vj. The influence relation from fault Fi to 
sensor Sj is denoted by reachability dij (0 or 1) where 1 means reachable and 0 means 
unreachable. Because of the causal relations between process variables, the reachability 
includes direct and indirect influences.  
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Fig. 15. Propagation time of a consistent branch and a consistent path 
Because the nodes in SDGs are classified into two types – variables and fault origins, we 
denote them as nis and fjs respectively. When a fault occurs, it is propagated along the 
consistent paths together with the time progress. 
Definition 4: Starting from the fault node f, after the time t, the set of nodes affected by f is 
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where t is the fault propagation time. If n∈R(f, t), then we say, node n is reachable from fault f 
in time period t. Obviously, when time proceeds, the set of affected nodes expands, thus R (f, 
t1) R (f, t2), if t1 < t2. 
The basic criteria of fault detection are detectability and identifiability to assure the faults be 
detected and identified from each other. The concepts here are the extension of the concepts 
in the framework of the SDG. 

 
4.1.2 Fault detectability and detection time 
A fault should be detected by at least one sensor in a short enough time period. Below is the 
definition. 
Definition 5: If there exist at least one sensor located in the nodes of R (f, t) (measuring the 
corresponding variables), then we say that the fault f is detectable in the time period t. The 
time needed to detect a fault by these sensors is called the detection time TD (f).  
For each sensor, the time needed to detect a fault f can be calculated by shortest path 
algorithm. Among all these sensors, the shortest time is recorded as TD (f). The number of 
nodes with sensors in R (f, t) is called the degree of detectability. 
Based on the traditional SDG, only leaf nodes are needed to consider whether or not to 
locate sensors (Raghuraj et al., 1999). Then we have the following theorem. 
Theorem 1: Based on the SDG, disregarding the cases that some variables cannot be 
measured, sensors need to be located only on the leaf nodes. 
Corollary 1: In the framework of dynamic SDG with propagation time, the sensors need to 
be located on only leaf nodes of R (f, t). 

 
4.1.3 Fault identifiability and identification time 
Different faults have different behaviors. Represented in the SDG, the reachable nodes are 
different. So we must put sensors on these different nodes to identify the different faults. 
Below is the definition. 
Definition 6: If there exist at least one sensor on the nodes of R (f1, t) (measuring 
corresponding variables), and these sensor nodes are not within the nodes of R (f1, t), in 
other words, if there are sensors in the nodes of I (f1, f2, t) = R (f1, t)  R(f2, t) ﹣R (f1, t) ∩ R (f2, t), 
then we say that the faults f1 and f2 are identifiable in the time period t. The time needed to 
identify two faults by these sensors is called the identification time TI (f1, f2). 
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Detectability and identifiability are two independent concepts. We can understand easily, 
when two faults are both detectable, they may not be identifiable. On the other hand, 
identifiability does not imply detectability generally, because we can place only one sensor 
to identify them too. But usually we assume that only when the faults are detectable, they 
can be considered for identifiability. Thus the identifiability condition is stronger. In 
Definition 3, I (f1, f2, t), for two identifiable faults, must have more than one element. The 
number of nodes with sensors in I (f1, f2, t) is called the degree of identifiability. Besides, we 
have 
Proposition 1: TI (f1, f2) ≥ max{TD (f1), TD (f2)}. 
Proposition 2: The number of elements in I (f1, f2, t) is not necessarily increasing 
monotonically with time t. 
It should be noted that the signs of the nodes and branches can help identify different faults 
because some sensors are not only able to activate the alarm, but also indicate the direction 
of the departure from the normal values. For this case, we could change a node into two, one 
shows the higher reading, another shows the lower reading (Wilcox & Himmelblau, 1994). 
Then the above definition and the following rules can be applied. 

 
4.1.4 Detectability and identifiability with multiple faults 
Sometimes we also need to deal with the case of multiple simultaneous faults. It can be dealt 
with by node set transformation.  
Here we take two faults as an example. If the faults fi and fj occur at the same time, their 
reachable node set is Ri  Rj, so we can take these 2

nC  node sets to be considered besides the 
sets of Ri, then the problem is transformed into the detectability and identifiability problems 
with a single fault.  
Obviously, if each fault can be identified, but when several faults occur at the same time, 
they are not assured to be identified. How about the inverse proposition? 
Theorem 2: If the case of n simultaneous faults can be identified, then the case of less than n 
simultaneous faults can be also identified. 

 
4.1.5 Fault detection reliability 
Detectability and identifiability are necessary conditions for fault detection. However the 
sensor readings are not always reliable, which affects the reliability of fault detection. Let Fis 
(i=1, 2, …, n) and Sjs (j=1,2,…,m) denote system faults and process variables measured by 
sensors individually. They can be shown as a bipartite graph with all the arcs directed from 
the fault set to the process variable set as shown in Fig. 16. Based on the detectablity 
criterion, there should be at least one arc departing from every fault node, and based on the 
identifiability criterion, the connected sensor nodes of different fault nodes should be 
different. The fault occurrence probabilities of the fault Fi is fi, while the sensor missed alarm 
rate and false alarm rate of variable Sj is uj and vj. The influence relation from fault Fi to 
sensor Sj is denoted by reachability dij (0 or 1) where 1 means reachable and 0 means 
unreachable. Because of the causal relations between process variables, the reachability 
includes direct and indirect influences.  
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Fig. 16. Bipartite graph to show the relations between faults and sensors 
 
As shown in Fig. 17, the confusion matrix reflects the true/false classification of alarms 
(Izadi eta al. 2009). The entries in the matrix are the number of true alarms (TA), false alarms 
(FA), missed alarms (MA) and true no-alarms (TN). These numbers can be obtained by 
experiments. The missed alarm rate of sensor Sj is uj which can be calculated by 
MA/(TA+MA), and false alarm rate of vj can be calculated by FA/(FA+TN). These rates are 
determined by the sensor quality and the threshold selection. 
 

Fig. 17. Confusion matrix to show the terminology of missed alarms and false alarms 
 
For each fault Fi, we should minimize its probability of not being detected. Because it is 
propagated to many other variables on which the sensors can also detect it, the 
undetectability of Fi occurs only when all the variables miss alarms. Besides, the redundant 
sensors on the same variables are also helpful for the improvement. We define the 
undetectability probability (Bhushan & Rengaswamy, 2002) of Fi as 
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where xj is the integer number of sensors put on the variable j. If there is no sensor on 
variable j, xj is zero. Obviously, when xj with the corresponding nonzero dij increases, Ui 
decreases. So adding sensors will increase the reliability.  
On the other hand, we think about the false alarm problem. For the variable Sj, adding a 
sensor with false alarm rate vj (with respect to fault Fi) will be accompanied with the 
increase of the following false alarm probability 
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which means the sensor reading gives the alarm even though no faults occur. 
The calculations of missed alarms and false alarms are dual problems that adding sensors 
will reduce the undetectability whilst increasing the false alarm probability. Here the false 
alarm probability reflects the influence of a sensor’s false alarm on the whole system. 

 
4.2 Sensor Location Based on Fault Detectability and Identifiability 
The purpose of the sensor location problem is to choose sensors and design the sensor 
location to meet the demands of fault detection. Neglecting the reliability problem, here we 
deal with the detectability and identifiability problems. In the framework of the static SDG, 
the problem can be solved directly. But in the framework of dynamic SDG, the arising times 
of various faults are various, and different faults may interact, so it is hard to analyze all the 
cases of fault propagation or even solve the sensor location problem in advance. One 
possible way is to embed the sensor location problem in the forward inference process as the 
following algorithm: 

(1) Add fault node fi to the evidence node set E and the reachable node set Ri. Set the 
inference system time Tsys to zero. 

(2) Check if the evidence node set is empty. If it is empty, then go to the end, otherwise 
go on. 

(3) From the evidence nodes, choose the nodes in the reachable node set for one forward 
step, and add them to the reachable node set RE of the evidence nodes. Meanwhile, 
update their detection time TD (fi) (detection time of the starting node of the branch 
plus the propagation time on the branch). 

(4) From the nodes in RE, choose one with the shortest detection time Tk and the nodes to 
be updated, 

kTN , at time Tk. 
(5) Tsys = Tsys + Tk. Make forward inference from all the nodes in 

kTN  for one step. 
(6) Add 

kTN  to the evidence node set E and reachable node set Ri. 
(7) If an evidence node whose one-step reachable nodes are all updated, then delete this 

node from E. 
(8) Placing sensors in the reachable node set Ri can assure the detectability of fault i, and 

placing sensors in Ri Rj ﹣Ri∩Rj can assure the identifiability of fault i and j. 
(9) If a new fault has occurred, then add its corresponding node to the evidence node set 

E, and set Tsys as the current time. Go to step (2). 
Note that the treatment in step (3) is not accurate because the detection time is just 
approximate. So we often increase the threshold of the degree of detectability and 
identifiability to assure performance is optimal. 

 
4.3 Sensor Location Based on Fault Detection Reliability 
The two criteria, detectability and identifiability should be met at first when deciding the 
sensor location. Besides above algorithm, Yang and Xiao (2008b) also proposed some useful 
rules to solve this problem in consideration of the propagation time, which is a stricter 
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Fig. 16. Bipartite graph to show the relations between faults and sensors 
 
As shown in Fig. 17, the confusion matrix reflects the true/false classification of alarms 
(Izadi eta al. 2009). The entries in the matrix are the number of true alarms (TA), false alarms 
(FA), missed alarms (MA) and true no-alarms (TN). These numbers can be obtained by 
experiments. The missed alarm rate of sensor Sj is uj which can be calculated by 
MA/(TA+MA), and false alarm rate of vj can be calculated by FA/(FA+TN). These rates are 
determined by the sensor quality and the threshold selection. 
 

Fig. 17. Confusion matrix to show the terminology of missed alarms and false alarms 
 
For each fault Fi, we should minimize its probability of not being detected. Because it is 
propagated to many other variables on which the sensors can also detect it, the 
undetectability of Fi occurs only when all the variables miss alarms. Besides, the redundant 
sensors on the same variables are also helpful for the improvement. We define the 
undetectability probability (Bhushan & Rengaswamy, 2002) of Fi as 
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where xj is the integer number of sensors put on the variable j. If there is no sensor on 
variable j, xj is zero. Obviously, when xj with the corresponding nonzero dij increases, Ui 
decreases. So adding sensors will increase the reliability.  
On the other hand, we think about the false alarm problem. For the variable Sj, adding a 
sensor with false alarm rate vj (with respect to fault Fi) will be accompanied with the 
increase of the following false alarm probability 
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which means the sensor reading gives the alarm even though no faults occur. 
The calculations of missed alarms and false alarms are dual problems that adding sensors 
will reduce the undetectability whilst increasing the false alarm probability. Here the false 
alarm probability reflects the influence of a sensor’s false alarm on the whole system. 

 
4.2 Sensor Location Based on Fault Detectability and Identifiability 
The purpose of the sensor location problem is to choose sensors and design the sensor 
location to meet the demands of fault detection. Neglecting the reliability problem, here we 
deal with the detectability and identifiability problems. In the framework of the static SDG, 
the problem can be solved directly. But in the framework of dynamic SDG, the arising times 
of various faults are various, and different faults may interact, so it is hard to analyze all the 
cases of fault propagation or even solve the sensor location problem in advance. One 
possible way is to embed the sensor location problem in the forward inference process as the 
following algorithm: 

(1) Add fault node fi to the evidence node set E and the reachable node set Ri. Set the 
inference system time Tsys to zero. 

(2) Check if the evidence node set is empty. If it is empty, then go to the end, otherwise 
go on. 

(3) From the evidence nodes, choose the nodes in the reachable node set for one forward 
step, and add them to the reachable node set RE of the evidence nodes. Meanwhile, 
update their detection time TD (fi) (detection time of the starting node of the branch 
plus the propagation time on the branch). 

(4) From the nodes in RE, choose one with the shortest detection time Tk and the nodes to 
be updated, 

kTN , at time Tk. 
(5) Tsys = Tsys + Tk. Make forward inference from all the nodes in 

kTN  for one step. 
(6) Add 

kTN  to the evidence node set E and reachable node set Ri. 
(7) If an evidence node whose one-step reachable nodes are all updated, then delete this 

node from E. 
(8) Placing sensors in the reachable node set Ri can assure the detectability of fault i, and 

placing sensors in Ri Rj ﹣Ri∩Rj can assure the identifiability of fault i and j. 
(9) If a new fault has occurred, then add its corresponding node to the evidence node set 

E, and set Tsys as the current time. Go to step (2). 
Note that the treatment in step (3) is not accurate because the detection time is just 
approximate. So we often increase the threshold of the degree of detectability and 
identifiability to assure performance is optimal. 

 
4.3 Sensor Location Based on Fault Detection Reliability 
The two criteria, detectability and identifiability should be met at first when deciding the 
sensor location. Besides above algorithm, Yang and Xiao (2008b) also proposed some useful 
rules to solve this problem in consideration of the propagation time, which is a stricter 
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requirement than that mentioned above. The sensor location obtained has the minimum 
number of sensors required for fault detection. Since the increase of sensors will not destroy 
these criteria, the following optimization algorithm should be based on this location and try 
to find the crucial variables for putting additional sensors.  
In the trade-off between false alarms and missed alarms, missed alarms are often considered 
to be more important because we do not want to lose a real fault. Thus the algorithm 
handles this criterion first. Meanwhile, we hope the false alarm rates to be as small as 
possible, so we integrate the treatment of false alarms into the whole algorithm.  
If we consider all the faults, then we want to minimize the total undetectability probabilities 
for all the faults, each one of which is a probability that no sensors give the alarm for the 
corresponding fault. Thus we have the following optimization problem: 
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This optimization problem cannot be solved at once (by branch and bound method or other 
methods) for the following reasons. First, this problem does not have a continuous solution 
space; instead it is an integer programming problem. Thus we should update the solution (xj, 
j=1,…,m) once at an integer. Secondly, the problem has constraints. For example, putting a 
sensor on a variable needs some cost, and the total cost should be limited within a range, so 
we have 
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where cj is the cost to be paid when putting a sensor on variable j, and C0 is the cost limit. 
Thirdly, the initial value of the problem is obtained according to the criteria of detectability 
and identifiability, and the xjs should not be negative, which can be regarded as another 
constraint. Sometimes we have more constraints such as the number limit of sensors. This 
algorithm is just used to reduce the undetectability by adding sensors at critical location. 
Thus the problem is solved by an iterative algorithm, and within each step we should only 
add 1 to one of the xjs and check the constraints. This is a heuristic algorithm. 
Besides, false alarm problem can also be formalized as an integer optimization problem: 
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but this problem is accompanied with the undetectability optimization problem and is less 
important for most cases. Thus we do not take it as an individual problem but as a 
supplement to the above problem expressed by the following formulation 
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where   is a constant coefficient. 

When trying to reduce the undetectability by adding a sensor, one is concerned not with the 
total number of missed alarms but the number for each fault. Thus the summation in Eq. (35) 
can be replaced by a weighted summation, where the weights correspond to the importance. 
The weights are not impersonal or rational to obtain, so we can alternatively use the 
maximization to deal with the bottleneck which is the fault with maximal undetectability. 
Hence we have the following optimization problem as a combination of a minimaxization 
and a linear minimization 
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If less attention is paid to the false alarm rate, we can take its optimization as a constraint 
and just set a limit V0 instead of optimization. Then we get the simplified algorithm: 

(1) Initialization: 
(a) Get fi, uj and vj by a priori knowledge and measurements. 
(b) Get dij from SDG or reachability matrix. 
(c) Get the minimal xjs according to the criteria of detectability and identifiability as 

the starting point. 
(d) Calculate Vj by Eq. (34). 
(e) Calculate V by summation of all the Vjs with xj is not 0. 

(2) Calculate Ui and select the maximal one UI. 
(3) Let the set of js with dIj is 1 as AI = max{j|dIj=1}. 
(4) Select the maximal uJ from AI, i.e. uJ = max AI. If AI is empty, stop. If there is more 

than one maximum element, select the one with smallest Vj. 
(5) Put a sensor on variable J, xJ ← xJ +1. 
(6) Update the false alarm rate V←V+Vj, and see if it is tolerable. If so, go on; if not, 

delete J from AI and go to step (4).  
(7) Check the constraints. If they are met, go on; if not, delete j from AI and go to step (4). 
(8) Go to step 2 and update the undetectability. 

The algorithm is illustrated as a flow chart in Fig. 18. 
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Hence we have the following optimization problem as a combination of a minimaxization 
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If less attention is paid to the false alarm rate, we can take its optimization as a constraint 
and just set a limit V0 instead of optimization. Then we get the simplified algorithm: 

(1) Initialization: 
(a) Get fi, uj and vj by a priori knowledge and measurements. 
(b) Get dij from SDG or reachability matrix. 
(c) Get the minimal xjs according to the criteria of detectability and identifiability as 

the starting point. 
(d) Calculate Vj by Eq. (34). 
(e) Calculate V by summation of all the Vjs with xj is not 0. 

(2) Calculate Ui and select the maximal one UI. 
(3) Let the set of js with dIj is 1 as AI = max{j|dIj=1}. 
(4) Select the maximal uJ from AI, i.e. uJ = max AI. If AI is empty, stop. If there is more 

than one maximum element, select the one with smallest Vj. 
(5) Put a sensor on variable J, xJ ← xJ +1. 
(6) Update the false alarm rate V←V+Vj, and see if it is tolerable. If so, go on; if not, 

delete J from AI and go to step (4).  
(7) Check the constraints. If they are met, go on; if not, delete j from AI and go to step (4). 
(8) Go to step 2 and update the undetectability. 

The algorithm is illustrated as a flow chart in Fig. 18. 
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Fig. 18. Flow chart of the optimization algorithm. 

 
5. Case Study 
 

We take a 100 MW generator set process in a power plant as an example, which is composed 
of a typical natural-circulation steam boiler and a turbine. The system is operated and 
controlled by a DCS of MACS-II.  
The process can be divided into several sub-systems such as water & steam system, coal & 
air system, and turbine system. The core flowsheet is shown in Fig. 19. 
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Fig. 19. Generator set process schematic. (a) Boiler and turbine, (b) Coal and air 
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Fig. 18. Flow chart of the optimization algorithm. 
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5.1 SDG Model Description of the Generator Set Process 
As listed in Table 4, the major variables are controlled in separated systems. Note that the 
control system of oxygen percentage in the smoke is not included here because it is so 
complex that it is usually operated manually. And the control systems of water level of 
condensator, deoxidizor and exchangers are also not included because they are operated in 
independent single control loops that can be separated from the whole graph. Thus, the top-
level SDG model is composed of several super-nodes in which we are only concerned about 
the major ones corresponding to the 5 controlled variables. 
 

Control 
system Description Controlled 

variable 
Tag 

name 
Operating 

value 
S1 Water level control by manipulating 

inlet water flow 
Water level of 
the top steam 

drum 

L1 0 mm 

S2 Overheated steam flow control by 
throttle valve to maintain the turbine 

rev 

Turbine torque M  

S3 Overheated steam temperature 
control by manipulating the cooling 

water valve 

Overheated 
steam 

temperature 

T1 535 oC 

S4 Overheated steam pressure control 
by manipulating the transducer 

frequency of coal powder distributor 

Overheated 
steam pressure 

P2 8.83 MPa 

S5 Hearth pressure control by 
manipulating the fan baffle 

Hearth pressure P0 -50 Pa 

Table 4. Controlled variables in the generator set process 
 
The other variables in the process are listed as Table 5. We model the middle-level SDG of 
the system shown as Fig. 20. In the bottom level, control systems in S2–S5 are single loops in 
nature, whose SDGs are shown as Fig. 21(a)-(d).  
 

Fig. 20. Middle-level SDG model of the generator set process 
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Tag name  Variable Operating value 
F1 Inlet water flow 360 t/h 
F2 Cooling water flow 10 t/h 
F3 Overheated steam flow 370 t/h 
F4 Exit smoke flow  
P0 Furnace negative pressure  
P1 Steam drum pressure 10 Mpa 
P2 Superheated steam pressure  
P3 Inlet water pressure 12 Mpa 
P4 Cooling water pressure 12 Mpa 
P5 Primary total air pressure 1.4 kPa 
P6 Blower exit air pressure  
P7 Coal powder exhauster exit air pressure  
P8 Coal powder exhauster inlet air pressure  
T2 Hearth temperature  
T3 Exit smoke temperature 150 oC 
T4 Primary air temperature  
T5 Primary air exit temperature  
T6 Primary air inlet temperature  
T7 Coal milling machine exit air temperature 68 oC 
T8 Inlet water temperature 215 oC 
V1 Transducer frequency of coal powder distributor  
V2 Turbine rev  
N1 Turbine power 100 MW 
N2 Turbine load 100 MW 
A Oxygen percentage in the smoke 5.8 % 
C1 Cooling water valve   
C2 Primary fan baffle  
C3 Blower baffle  
C4 Coal powder exhauster baffle  
C5 Draught fan baffle  
C6 Inlet water valve  
C7 Main throttle valve  

Table 5. Other variables in the generator set process 
 
In S1, the three-element control of the water level is used, in which the main controlled 
variable is L1. If we take steam flow F3 and inlet water flow F1 into account, the control 
system is a feedforward-cascade system, as shown in Fig. 22(a). In the initial stage of the 
disturbance, the SDG is shown as Fig. 22(b), which can be derived by DAEs. Certainly the 
initial fault influence follows this SDG.  
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Table 5. Other variables in the generator set process 
 
In S1, the three-element control of the water level is used, in which the main controlled 
variable is L1. If we take steam flow F3 and inlet water flow F1 into account, the control 
system is a feedforward-cascade system, as shown in Fig. 22(a). In the initial stage of the 
disturbance, the SDG is shown as Fig. 22(b), which can be derived by DAEs. Certainly the 
initial fault influence follows this SDG.  
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Fig. 21. Bottom-level SDGs of the generator set process. (a) S2, (b) S3, (c) S4, (d) S5 

Fig. 22. Three-element water level control system. (a) Block diagram, (b) SDG 
 
By combing the above sub-SDGs, the whole SDG of the generator process is shown as Fig. 23 
where the red arcs stand for the control actions (Yang, 2008). 

 
5.2 Fault Analysis of the Generator Set Process 
When fault occurs, symptoms can be explained by SDG inference. Typical faults and their 
fault propagation paths are summarized as Table 6. Along the paths we can find the possible 
fault origins. 
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Fig. 23. Single-level SDG of the generator set process. 
 

Fault Fault propagation path in 
middle level 

Fault propagation path in 
bottom level 

Full of water in steam 
drum S1 F1(+)→L1(+) 

Lack of water in steam 
drum S1 F1(-)→L1(-)→C6(+) 

Too large of draught fan 
baffle S5 C5(+)→F4(+)→P0(-) 

Increase of load S2 N2(+)→C7(+)→F3(+) 
M(-)→V2(-)→N1(-)→C7(+) 

Change of coal quality 
S4→S5 
S4→T3 

S4→S3→S2→S1 
T2(+)→P1(+)→P2(+) 

Table 6. Typical faults and their fault propagation paths 
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Fig. 21. Bottom-level SDGs of the generator set process. (a) S2, (b) S3, (c) S4, (d) S5 

Fig. 22. Three-element water level control system. (a) Block diagram, (b) SDG 
 
By combing the above sub-SDGs, the whole SDG of the generator process is shown as Fig. 23 
where the red arcs stand for the control actions (Yang, 2008). 
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fault origins. 
 

Controller Actuator Steam 
Drum

Sensor

-

L1Set point 
of L1

Sensor

Sensor

-

F1

F3

C6

(a) (b)

F3

Set point 
of L1 C6 L1

P3

F1

N2 C7 MF3 V2

N1

Set point 
of T1 C1 T1F2

P4

(a) (b)

(d)

Set point 
of P0 

C4 P7P8

P0C2 P5

C3 P6

C5 F4

Set point 
of P2 V1 T2V2 P1 P2

(c)

 
Fig. 23. Single-level SDG of the generator set process. 
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In the case of coal quality change, from the middle-level inference we find the fault origin is 
located in S4. Thus we just go on to make inference in the SDG of S4 and ignore other 
symptoms. If we make inference in a single-level SDG, then there are other paths (shown in 
Fig. 22) that are all redundant for fault origin search: 
T2(+)→P0(+) 
T2(+)→T3(+) 
T2(+)→T1(+)→C1(+)→F2(+)→F3(+)→M(+)→V2(+)→N1(+) 
T2(+)→T1(+)→C1(+)→F2(+)→F3(+)→L1(-)→C6(-) 
However these paths are useful for hazard analysis.  In Fig. 24, some control arcs are deleted 
compared with Fig. 23 because they are usually performed manually in the application. 
From the propagation path, we find the hearth temperature T2 is the key variable, so adding 
sensors on it can improve the fault detection reliability. 
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6. Conclusion 
 

In this chapter, after the introduction of the SDG concept and modeling methods, the 
inference approaches aiming at the fault detection and hazard analysis, especially the SDG 
description of control systems, have been analyzed from theory to practice.  
The classical control methods on the basis of feedback idea are in common use, so the 
modeling and analysis of the systems under these control methods, have been discussed. 
When a control system is transformed into an SDG model, the direction of fault propagation 
in steady state may differ from the direction in initial response because of the control action. 
For a single-loop control system, the SDG is a directed path whose backbone is set point → 
measurement value → controlled variable → manipulated variable → controller output, 
which is also the fault propagation path and does not compose a loop. Based on this result, 
SDGs and fault propagation paths of various control systems can be obtained by the 
combination and connection of several single-loop control elements. Thus we do not have to 
list all the system equations when analyzing the actual problem, but only need to construct 
the local SDG for each separate control component and then combine them together, which 
is convenient for actual use. After analyzing the fault propagation paths in control systems, 
we can embed the resulted SDGs for initial response and final response into the SDG of the 
whole system and analyze the propagation paths considering the truncated or changed 
paths. This method enables the application of SDG method in large-scale complex systems. 
It is to be noted that model description should meet the actual needs but does not need to be 
too accurate. For example, the SDG-based qualitative analysis of the three-element control of 
the boiler water level usually do not refer to the details, so usually we only construct a single 
loop to describe the major problem and ignore the minor ones. In large-scale complex 
systems, however, SDG models can be adopted to describe the interactions between 
different parts and reveal the propagation for the use of fault analysis; it is the advantage of 
SDG models. 
In industrial systems, alarm monitoring design is a very important issue, among which the 
trade-off between missed alarms and false alarms should be treated appropriately. We 
should pay attention to two levels of design problems: In the local level, the threshold 
selection, data filtering and alarm triggering are the key problems to be solved. In the 
system level, topology expression and sensor location for alarm rationalization is essential. 
In this chapter, we have described and solved the sensor location problem aiming at the 
trade-off with the help of topology expressed by SDG. The optimization objective is 
expressed as the minimization of all the fault undetectabilities in the system. The false alarm 
rate is used as constraint as well as the cost limit.  
Our future work may include: standard modeling method using XML-based process 
knowledge, modeling and validation of SDGs using process data, and combination of 
qualitative fault propagation and quantitative diagnosis. 
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sensors on it can improve the fault detection reliability. 
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inference approaches aiming at the fault detection and hazard analysis, especially the SDG 
description of control systems, have been analyzed from theory to practice.  
The classical control methods on the basis of feedback idea are in common use, so the 
modeling and analysis of the systems under these control methods, have been discussed. 
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which is also the fault propagation path and does not compose a loop. Based on this result, 
SDGs and fault propagation paths of various control systems can be obtained by the 
combination and connection of several single-loop control elements. Thus we do not have to 
list all the system equations when analyzing the actual problem, but only need to construct 
the local SDG for each separate control component and then combine them together, which 
is convenient for actual use. After analyzing the fault propagation paths in control systems, 
we can embed the resulted SDGs for initial response and final response into the SDG of the 
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paths. This method enables the application of SDG method in large-scale complex systems. 
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1. Introduction 
Supply disruption such as overloading will cause interruptions of electricity supply to customers. The 
technicians have to manually locate the fault point and this tedious work may last for extended periods 
of time. The other reasons are the lack of use of efficient tools for operational planning and advanced 
methodology for quick detection of fault, isolation of the faulty section and service restoration. 
Currently, fault detection, isolation and service restoration takes a long time causing the interruption of 
supply for a longer duration. 
An active development phase of information technology has given significant impact to the distribution 
network fault management. There is a tendency towards fully automated switching systems with the 
introduction of Supervisory Control and Data Acquisition (SCADA) systems. The decision making 
feature of the fault management system is depend on SCADA system. SCADA can be used to handle 
the tasks which are currently handled by the people and can reduce frequency of periodic visit of 
technical personal substantially. SCADA is a process control system that enables a site operator to 
monitor and control processes that are distributed among various remote sites. The control functions 
are related to switching operations, such as switching a capacitor, or reconfiguring feeders. Once the 
fault location has been analyzed, the automatic function for fault isolation and supply restoration is 
executed. When the faulty line section is encountered, it is isolated, and the remaining sections are 
energized. This function directly impacts the customers as well as the system reliability. 
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three phase system and 240 V for single phase system. The fault management system is referred as the 
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compared with the simulation results to verify the results and make the achieved results credible. 

 
2. Substation Model 

Fig. 1 shows a typical compact substation which is also referred as Ring Main Unit (RMU). 
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RMU can be obtained by arranging a primary loop, which provides power from two 
feeders. Any section of the feeder can be isolated without interruption, and primary faults 
are reduced in duration to the time required to locate a fault and do the necessary switching 
to restore service. A 12KV, 630A, 20KVA RMU is supplying power supply to Low Voltage 
Feeder Panel. A three-phase, 1000KVA, 11/0.433 kV transformer is used to step down 11kV 
to 433V before supplying to Low Voltage Feeder Panel (LVFP). 
 

 
Fig. 1. Typical Substation 
 
The outgoing loads are protected by fuses which have to be replaced if fault occurs. In this 
research project, fuses have been replaced by circuit breaker which can be manually or 
automatically controlled for switching operation and are not frequently replaced as shown 
in Fig. 1. The typical panel shown in Fig. 1 is using power factor meter, kilowatt hour meter 
and three ammeters to provide reading of power factor, kilowatt hour and three phase 
current values. Instead of using different types of meters to provide the reading, a single 
power analyzer is used in this research to provide the same reading and is able to send the 
data to the controller using modbus protocol. In this research, the service substation panel 
consists of four feeder points and each feeder is connected to customer service substation 
panel as shown in Fig.2. 

In Fig. 2, the service substation block diagram consists of power line and control line. The 
power line shows the electricity power supply supplied to all the components in service 
substation panel. The controller and I/ O modules are supplied with dc power supply. 
Relay module received power supply from the digital output module. The control line 
shows the communication line between the controller and I/O modules. 
Electromechanical relays are interfaces that control one electrical circuit by opening and 
closing its contacts in another circuit. An electromechanical relay is a relay with sets of 
contacts which are closed by magnetic force that includes magnetic coil and contacts. 
Electromechanical relays are limited to switching about 15A but are capable of switching 
several different circuits simultaneously. 
Current transformers (CTs) are used in power installations for supplying the current to 
circuits of indicating instruments such as ammeter and wattmeter and protective relays. CTs 
are used so that ammeters and the current coils of other instruments and relays need not be 
connected directly to high-current lines. These instruments and relays are insulated from 
high currents. CTs also step down the current to a known ratio. The secondary winding is 
rated at 5A regardless of the current rating of the primary winding. 
MK2200 which is the combination of overcurrent and earth leakage relay is used. The 630A, 
50kVA, 415V MCCB is used as the main MCCB. The MCCBs are switched on or off by using 
customized solenoids. 
 

 
Fig. 2. Service Substation System Block Diagram 
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In Fig. 3, the customer service substation block diagram also consists of power line and 
control line. The power line starts from MCCB1 from the service substation panel. Digital 
input/output module is supplied with direct current power supply. The contactor module is 
connected to the ac power supply. Relay module received power supply from the digital 
input/output module. The control line shows that the digital input/output module is 
connected with the controller in the service substation panel. 
Relays are connected to contactors to energize or de-energize loads. Contactors typically 
have multiple contacts, and those contacts are usually normally-open, so that power to the 
load is shut off when the coil is de-energized. The top three contacts switch the respective 
phases of the incoming three-phase AC power. The lowest contact is "auxiliary" contact. A 
normally-closed relays are connected to this auxiliary contact in series so that when the 
relays are opened, contactor coils will automatically de-energize, thereby shutting off power 
to the load. 
 

 
Fig. 3. Customer Service Substation System Block Diagram 

 
3. Relays 

In this research work, zero-phase sequence current transformer is connected to the earth 
leakage relay as show in Fig. 4. Earth Leakage Circuit Breaker (ELCB) works in the same 

way as the Residual Current Circuit Breaker (RCCB) and as such, must be accompanied by a 
circuit breaker (CB) or a fuse. Phase and neutral conductors are passed through a toroidal 
transformer, creating a magnetic field proportional to its current. In normal situations, the 
vector sum of the currents is zero even with unbalanced three-phase loads. The magnitude 
of the zero sequence current increases beyond its normal value when a ground fault is 
experienced. If the magnitude of the estimated zero sequence current is more than a 
threshold value in earth leakage relay, it is assumed that one or two phases are short 
circuited to ground. The short circuit between one phase and earth is probably the most 
common type of fault on low voltage electrical installations. This research project is focusing 
on earth fault. 
 

 
Fig. 4. Typical Circuit of ELCB with Current Transformer 
 
A leakage current towards earth on one or more conductors at the downstream of the toroid 
causes an imbalance which is detected in the measurement winding and sent to an amplifier 
relay. The amplifier relay receives the signal from the ring current transformer and 
compares it with the preset threshold value. The relay output is turned on in the case where 
the detected value is higher than the preset threshold and lasts for a longer time than the 
preset tripping time value. The output remains in the on state until the relay is reset either 
manually or electrically. Generally, the relay output is fed to the shunt trip of a protective 
device such as CB which isolates the faulted circuit. 
In service substation panel, ELCB is replaced by MK2200. Fig. 5 shows the pin assignments 
of MK2200. The MK2200 which combined overcurrent and Earth Fault (EF) relay is a digital 
microprocessor based relay. MK2200 relay provides three independent Phase Overcurrent 
(PO) elements and one non-directional Earth Fault (EF) element. These elements are 
connected to the current transformers of the feeders to be protected. PO protection and EF 
protection element consists of low-set stage and high-set stage for each PO elements. When 
the phase current exceeded the low-set stage or high-set stage, a signal is sent to the user 
through pre-assigned contact outputs and display panel. 
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MK2200 has six relay outputs of which 4 are user configurables. R1 contact is the dedicated 
trip contact and cannot be programmed. Either EF or overcurrent will activate this contact. 
The relay output remains in the on state until the relay is reset either manually or 
electrically. Generally, the relay output is fed to the shunt trip of a protective device such as 
CB which isolates the faulted circuit. Contact R2, R3, R4 and R5 are user configurable 
outputs. The sixth output contact internal relay failure (IRF) is also not user programmable. 
It is used to signal an internal failure of MK2200. 
When the auxiliary power of MK2200 is switched on, the relay starts its operation. If the 
MK2200 is functioning normally, the IRF output is energized hence the normally close (NC) 
contact of the output will open and the normally open (NO) contact will close. 
Fig. 6 shows the typical connection diagram of MK2200 with Current Transformer (CT). 
MK2200 works in the same way as the Residual Current Circuit Breaker (RCCB) and as 
such, must be accompanied by a Circuit Breaker (CB) or a fuse. Phase and neutral 
conductors are passed through a toroidal transformer, creating a magnetic field proportional 
to its current. In normal situations, the vector sum of the currents is zero even with 
unbalanced three-phase loads. 
 

 
Fig. 5. Pin Assignment of MK2200 
 

 
Fig. 6. MK2200 Typical Connection Diagrams 

 
4. Fault Isolation Methods 

The logic of controller is using this flowchart described in Fig. 7. By using a flowchart, the 
sequences of operations were determined. Based on the flowchart, there are five major 
actions which are the status of 'power input', mode state, the status of 'reset programme', 
execute Operation Logic Up-Counter (OLUC) and execute Operation Logic Down Counter 
(OLDC). 
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Fig. 7. General Flow Chart 
 
First step is to check the power input whether it is turned on or turned off. If no faulty 
condition detected by ELCB, power input is turned on. When ELCB detects the fault 
condition, power input is turned off. In this case, the ELCB is resetted by using a delay timer 
and power input is turned on. There are two modes of operations. If automatic mode is 
selected, when fault occurs, the fault point is isolated automatically by activating the OLUC 
and OLDC. OLUC and OLDC are executed and only the fault point is isolated and the 
unaffected points are operated as normal condition. Once the fault point is operated as 
normal, the 'reset programme' button is pressed. This button resets back the counter to 
initial value and executes the OLUC and OLDC again. 
 

 
Fig. 8. OLUC and OLDC Descriptions 
 
The general flow of these algorithms is 
described as follows. ALGORITHM: OLUC 
Initial: TotalCountOLUC, TotalCountOLDC, NumOfFeeders 
 
 
 

FOR ALL u e NumOfFeeders 
IF mode_auto & trip_counter_oluc > u 

FeederNo[u
] =Switch 
On; IF 
FeederNo[u
] = TRUE { 

TotalCountOLUC = TotalCountOLUC + 1; 
} 

} 
} 
 

ALGORITHM: OLDC 
Initial: TotalCount, NumOfFeeders 
 
FOR ALL u e NumOfFeeders 

IF mode_auto & OLUC_done & LastFeederOn & trip_counter_oldc < u 
{ 

FeederNo[u] 
=Switch On; 
IF 
FeederNo[u] 
= TRUE { 

TotalCountOLDC = TotalCountOLDC + 1; 
} 

} 
} 
 
The TotalCountOLUC and TotalCountOLDC are counters that will store the information of 
the fault points. This information was obtained during the second tripped of ELCB. As 
illustrated in Fig. 8, OLUC' checks the logic of up-counter which is from left to right while 
'OLDC' checks the logic of down-counter which is from right to left. If the manual mode is 
switched on, when fault occurs, the checking is done manually by the operator. Fig. 9 shows 
the flowchart for OLUC and Fig. 10 shows the flowchart for OLDC. If the manual mode is 
switched on, when fault occurs, the checking is done manually by the operator. The 
developed GUI provides buttons to control the switching of the loads. 
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Fig.9: Flow Chart for OLUC 

 
Fig. 10. Flow Chart for OLDC 
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Fig.9: Flow Chart for OLUC 

 
Fig. 10. Flow Chart for OLDC 
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5. Results and discussions 

Both ELCB and MK2200 are fitted with test and reset buttons in order to conduct testing and 
commissioning of the relays. 32 bit microprocessor-based power quality analyzer is used to 
measure phase voltage and phase current of the incoming power supply to both panels. The 
power analyzer is connected using three phase, four-wire input connections for unbalanced 
loads. The setup procedures are done by using the keypad. It sends data to the controller 
using RS485 network. Table 1, Table 2, Table 3 and Table 4 are the results obtained by the 
following procedures described in the tables. 
 

 
Table 1. Manual Mode Experimental Procedure-1 
 

 
Table 2. Manual Mode Experimental Procedure-2 
 
By conducting the actual experiments, the appropriate delay timer for controlling the 
solenoid operation in service substation and also loads in customer panel are obtained. Fig. 
11, Fig. 12, Fig. 13, Fig. 14 and Fig. 15 show graphs build using Excel to show the change of 
phase current for customer service substation panel and service substation panel during 
fault isolation operation done by the system. The duration time 1 is the time period that 
needed by the system to identify which load is the fault load. In this experiment, the Zone 4 

and Zone 5 were chose to be the fault zones. Duration time 2 is the time period that is 
needed by the system to isolate the faulted load and restore electricity power supply to the 
rest of the healthy loads. Outage time is the duration of time that the customer experienced 
electricity power supply disruption. Reset time is the total time needed to restore electricity 
power supply to all the loads including the faulted load that already been repaired. 
 

 
Table 3. Automatic Mode Experimental Procedure-1 

Table 4. Automatic Mode Experimental Procedure-2 
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Table 5. Automatic Mode Experimental Procedure-2 Continue 

Fig. 11. Phase Current Graph for Delay Timer Six Seconds 

Table 5 shows the total of restoration time for service substation panel. In the service 
substation panel, if the delay timer is set to fast, the solenoid will not be able to switch on or 
off the MCCB. The minimum delay timer needs to be set to five seconds for proper 
switching operation of the MCCBs by the solenoids. The results in Table 5 can only be 
applied using LKE LKS-600S MCCB and LKE LKS-100N MCCB with shunt trip operating 
time of five to fifteen minutes. 

 
Fig. 12 Phase Current Graph for Delay Timer Three Seconds 
 

Panel Duration Time 1 Duration Time 2 Total of time 
Service Substation 25 seconds 25 seconds 50 seconds 

Table 6. Total Minimum Restoration Time for Service Substation Panel 
 

 
Fig. 13. Phase Current Graph for Delay Timer One Second 
 
In Fig.15 shows the reset time when the delay timer in customer service substation is set to 
one hundred milliseconds. The delay timer was to short and fault was not able to be 
triggered manually during the experiment. In this case, duration time 1, duration time 2 and 
outage time were not displayed in Table 6. Table 6 shows the details of the duration time 1, 
duration time 2, outage time and reset time when the delay timer in customer service 
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substation is set to six seconds, three seconds, one seconds, five hundred milliseconds and 
one hundred milliseconds. 
 

 
Fig. 14. Phase Current Graph for Delay Timer Five Hundred Milliseconds 
 

 
Fig. 15. Phase Current Graph for Delay Timer One Hundred Milliseconds 
 
Table 7 shows the minimum total of restoration time for customer service substation panel 
and service substation panel. The ELCB minimum operation time is fifty milliseconds. In 
this case, the delay timer has to be set higher than fifty milliseconds. The minimum delay 
timer for customer service substation panel is one hundred milliseconds. 
 
 

Delay Timer 
(Second) 

Duration Time 1 
(Second) 

Duration Time 2 
(Second) 

Outage Time 
(Second) 

Reset Time 
(Second) 

6 24 30 54 42 
3 12 15 33 21 
1 4 5 15 7 
0.5 2 2.5 10.5 3.5 
0.1 - - - 0.7 

Table 6. Restoration Time for Customer Service Substation Based on Delay Timer 
 

Panel Minimum Restoration Time (Second) 
Customer Service Substation 0.7 
Service Substation 50 

Table 7. Minimum Total of Restoration Time 
 

Experiment Total of 
Experiment Steps 

Total of Correct 
Operation 

Total of Failure 
Operation 

Percentage of Failure 
Operation 
(%) 

Manual
Mode
Experimental
Procedure-1 

36 34 2 5.56 

Manual
Mode
Experimental
Procedure-2 

32 36 0 0 

Automatic 
Mode
Experimental
Procedure-1 

27 27 0 0 

Automatic 
Mode
Experimental
Procedure-2 

57 56 1 1.75 

Table 8. Percentage of Failure Operation 
 
The system developed in this research proved to save the time needed to restore back the 
electricity supply after fault occurred. The restoration time definitely cannot be achieved by 
manually isolation done by technician. The failure percentages of the system for not able to 
operate correctly based on the experimental procedures are described in Table 8. The failure 
operations were during the manual mode of service substation to switch on Zone 2 and 
Zone 3. The reason of this failure is due to loose wiring at the digital output module. One 
failure was recorded during automatic mode of customer service substation when fault was 
simply triggered at Zone 2. The system was not able to switch on the other healthy loads 
during OLDC operation because loose wiring at the second feeder. After the causes of 
failures have been fixed, the experiments were continued and no operation failure was 
recorded. The percentages of failure operation in Table 8 are contributed by human factors. 
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and service substation panel. The ELCB minimum operation time is fifty milliseconds. In 
this case, the delay timer has to be set higher than fifty milliseconds. The minimum delay 
timer for customer service substation panel is one hundred milliseconds. 
 
 

Delay Timer 
(Second) 

Duration Time 1 
(Second) 

Duration Time 2 
(Second) 

Outage Time 
(Second) 

Reset Time 
(Second) 

6 24 30 54 42 
3 12 15 33 21 
1 4 5 15 7 
0.5 2 2.5 10.5 3.5 
0.1 - - - 0.7 

Table 6. Restoration Time for Customer Service Substation Based on Delay Timer 
 

Panel Minimum Restoration Time (Second) 
Customer Service Substation 0.7 
Service Substation 50 

Table 7. Minimum Total of Restoration Time 
 

Experiment Total of 
Experiment Steps 

Total of Correct 
Operation 

Total of Failure 
Operation 

Percentage of Failure 
Operation 
(%) 

Manual
Mode
Experimental
Procedure-1 

36 34 2 5.56 

Manual
Mode
Experimental
Procedure-2 

32 36 0 0 

Automatic 
Mode
Experimental
Procedure-1 

27 27 0 0 

Automatic 
Mode
Experimental
Procedure-2 

57 56 1 1.75 

Table 8. Percentage of Failure Operation 
 
The system developed in this research proved to save the time needed to restore back the 
electricity supply after fault occurred. The restoration time definitely cannot be achieved by 
manually isolation done by technician. The failure percentages of the system for not able to 
operate correctly based on the experimental procedures are described in Table 8. The failure 
operations were during the manual mode of service substation to switch on Zone 2 and 
Zone 3. The reason of this failure is due to loose wiring at the digital output module. One 
failure was recorded during automatic mode of customer service substation when fault was 
simply triggered at Zone 2. The system was not able to switch on the other healthy loads 
during OLDC operation because loose wiring at the second feeder. After the causes of 
failures have been fixed, the experiments were continued and no operation failure was 
recorded. The percentages of failure operation in Table 8 are contributed by human factors. 
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6. Conclusion 

In this research, a Customized SCADA is built to provide automatic fault isolation for low 
distribution system. The contribution of this research includes developing a complete fault 
isolation algorithm based on an open loop distribution system. Service Substation Panel, 
Customer Service Substation Panel and Customer Panel have been built to validate the 
proposed methodology. 
In an open loop distribution system, two feeders are used to provide electricity power 
supply to the loads. Any section of the feeder can be isolated without interruption. The 
algorithm is written to check the fault point starting from one of the section feeders or 
OLUC algorithm and repeated with another section feeder or OLDC algorithm. At the 
beginning, this algorithm needs to clarify with which point is the fault point by supplying 
the power supply to each load after the fault is detected by the ELCB. When the fault point 
is being activated, the ELCB detects the fault and trip mechanism is operated. The algorithm 
will find the false point and reset the ELCB to restore the power supply to the loads. This 
time, only the un-faulted point will be restored. In Customer Service Substation panel, two 
contactors are used to activate one load. Although in Service Substation panel only uses one 
feeder, the same algorithms (OLUC and OLDC) are applied to control the switching 
operation of MCCBs by using customized solenoid. MCCBs have trip mechanism that is 
able to detect faults. MCCBs are different from the loads used in Customer Service 
Substation because they don't need to be accompanied by two switching devices to control 
their operations. 
The HMI is capable to communicate with the I/O devices. An HMI for SCADA is developed 
in this research by using an embedded Ethernet controller as the converter to communicate 
with the I/ O devices. By integrating the ELCB and MK2200 into the SCADA system, the 
SCADA system is capable to respond to the faults by resetting both devices in order for the 
algorithm to check the fault point. 
Based on the experimental results, the system correctly locates the fault point, isolates the 
fault point and reenergizes the un-faulted loads. However, during the fault isolation 
operation, the system has to detect the fault point by simply switching on the fault load. 
After the system acknowledges the fault point, the appropriate switching functions are 
executed. The developed system has a potential in reducing the outage time while 
comparing to the manual operation by the technicians and engineers. 
From the analysis done, the outage times for both panels to locate fault and restore 
electricity power supply to healthy loads are 50.7 seconds. By assuming that it takes 1 hour 
for the technician to restore the electricity power supply, thus there is a 98.59% 
improvement in the outage time operation. This system will help the utility company to 
save money if the outage times are reduced. As described in Table 8, the failure percentage 
for the system in detecting the fault and isolating the fault point is none. This means that the 
system is reliable. 

 
7. Future Research 

The future research work should be aimed at developing of full scale Distribution 
Automation system, which can cover from primary substations to consumer level intelligent 
automation. Here are few recommendations which will lead new research projects in the 
future: 

a) Automated solutions to the distribution system comprising automation-ready made 
building blocks such as a synthesis of state-of-the-art individual components 
(distribution switchgear, fault passage indication, RTU, local power supplies, and 
communications interfaces), integrated to form complete functional devices. These 
devices are assembled into a system to solve the complete control or automation needs 
of each distribution network. 

b) Data collection of not only the status of CBs and relays but also status of each 
component in the panels. This will help to reduce black-out due to equipment 
malfunctions. 

c) Develop a standard Distribution Automation software such as master distribution 
automation software, customer information system (CIS), trouble call management 
software (TCMS) and web based monitoring of distribution system. 
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6. Conclusion 

In this research, a Customized SCADA is built to provide automatic fault isolation for low 
distribution system. The contribution of this research includes developing a complete fault 
isolation algorithm based on an open loop distribution system. Service Substation Panel, 
Customer Service Substation Panel and Customer Panel have been built to validate the 
proposed methodology. 
In an open loop distribution system, two feeders are used to provide electricity power 
supply to the loads. Any section of the feeder can be isolated without interruption. The 
algorithm is written to check the fault point starting from one of the section feeders or 
OLUC algorithm and repeated with another section feeder or OLDC algorithm. At the 
beginning, this algorithm needs to clarify with which point is the fault point by supplying 
the power supply to each load after the fault is detected by the ELCB. When the fault point 
is being activated, the ELCB detects the fault and trip mechanism is operated. The algorithm 
will find the false point and reset the ELCB to restore the power supply to the loads. This 
time, only the un-faulted point will be restored. In Customer Service Substation panel, two 
contactors are used to activate one load. Although in Service Substation panel only uses one 
feeder, the same algorithms (OLUC and OLDC) are applied to control the switching 
operation of MCCBs by using customized solenoid. MCCBs have trip mechanism that is 
able to detect faults. MCCBs are different from the loads used in Customer Service 
Substation because they don't need to be accompanied by two switching devices to control 
their operations. 
The HMI is capable to communicate with the I/O devices. An HMI for SCADA is developed 
in this research by using an embedded Ethernet controller as the converter to communicate 
with the I/ O devices. By integrating the ELCB and MK2200 into the SCADA system, the 
SCADA system is capable to respond to the faults by resetting both devices in order for the 
algorithm to check the fault point. 
Based on the experimental results, the system correctly locates the fault point, isolates the 
fault point and reenergizes the un-faulted loads. However, during the fault isolation 
operation, the system has to detect the fault point by simply switching on the fault load. 
After the system acknowledges the fault point, the appropriate switching functions are 
executed. The developed system has a potential in reducing the outage time while 
comparing to the manual operation by the technicians and engineers. 
From the analysis done, the outage times for both panels to locate fault and restore 
electricity power supply to healthy loads are 50.7 seconds. By assuming that it takes 1 hour 
for the technician to restore the electricity power supply, thus there is a 98.59% 
improvement in the outage time operation. This system will help the utility company to 
save money if the outage times are reduced. As described in Table 8, the failure percentage 
for the system in detecting the fault and isolating the fault point is none. This means that the 
system is reliable. 
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devices are assembled into a system to solve the complete control or automation needs 
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b) Data collection of not only the status of CBs and relays but also status of each 
component in the panels. This will help to reduce black-out due to equipment 
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c) Develop a standard Distribution Automation software such as master distribution 
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1. Introduction 
 

Power systems are the largest and most complex human made systems, where faults always 
occurred, in the world. Faults can cause personnel and equipment safety problems, and can 
result in substantial economic losses. In order to solve the problems, faults automatic 
detection, location and isolation must be employed. Most faults can cause large currents or 
voltages changing, and they are often detected by traditional protective relay. Whereas, 
some faults, such as high impedance faults, grounding faults of ineffectively earthed 
distribution systems, cause small currents and voltages changing and they are difficult to be 
detect using traditional protective relay. In this chapter, faults generated signals 
characteristics are investigated, special faults detection methods are developed, and their 
applications in power systems are presented.  

 
2. Faults generated signals characteristics 
 

2.1 Fundamental frequency signals characteristics 
The three phase voltages and currents include fundamental frequency signals and many 
other different frequency harmonic signals. In this section the fundamental frequency 
signals is analyzed ( Jingchao et al. 2003, Yang et al. 2003, Wang et al. 2006).  
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Fig. 1. Current direction of ineffectively earthed distribution system in normal condition 
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A typical ineffectively earthed distribution system is shown in Figure 1. The three phase 
fundamental frequency voltages named AE , BE and CE  and fundamental frequency 

currents are symmetrical in normal condition. The neutral-to-ground voltage 0U  is zero, 
and the phase-to-ground capacitances in Feeder 1 and Feeder 2 are 1C  and 2C  
respectively. Taking Feeder 1 for example, the three phase fundamental frequency currents 
flowing from bus to feeder are 1AI , 1BI , 1CI , the fundamental frequency capacitive 

currents are 1CAI , 1CBI , 1CCI , and fundamental frequency load currents are 1LAI , 1LBI , 

1LCI . 
The three phase fundamental frequency currents from bus to Feeder 1 can be calculated: 
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The three phase fundamental frequency currents from bus to Feeder 2 can be calculated:  
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If single-phase grounding fault happened in phase C of Feeder 2 (shown in Figure 2), the 
three phase fundamental frequency voltages of source are still symmetrical. But the 
neutral-to-ground voltage is not zero, it changes from 0U  to 0U  . The residual current is fI . 

Taking Feeder 1 for example, the three phase fundamental frequency currents are 1AI  , 

1BI  and 1CI   respectively, fundamental frequency capacitive currents are 1CAI  , 1CBI  and 

1CCI   respectively, and fundamental frequency load currents are 1LAI  , 1LBI  and 1LCI   
respectively. 
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Fig. 2. Current direction of ineffectively earthed distribution system when single-phase 
grounding fault happened 

The three phase fundamental frequency currents from bus to Feeder 1 can be calculated: 
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The three phase fundamental frequency currents from bus to Feeder 2 can be calculated: 
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Although the three phase fundamental frequency currents contain fundamental frequency 
load currents, the fundamental frequency load currents change little before and after fault 
happening. It can be assumed: 
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Comparing (1), (2), (3), (4) and taking account of (5), the changing of the fundamental 
frequency currents can be calculated. 
For Feeder 1: 
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For Feeder 2: 
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The differences of the changing of the fundamental frequency currents of Feeder 1 between 
the phases can be calculated as: 
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For Feeder 2: 
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A typical ineffectively earthed distribution system is shown in Figure 1. The three phase 
fundamental frequency voltages named AE , BE and CE  and fundamental frequency 

currents are symmetrical in normal condition. The neutral-to-ground voltage 0U  is zero, 
and the phase-to-ground capacitances in Feeder 1 and Feeder 2 are 1C  and 2C  
respectively. Taking Feeder 1 for example, the three phase fundamental frequency currents 
flowing from bus to feeder are 1AI , 1BI , 1CI , the fundamental frequency capacitive 

currents are 1CAI , 1CBI , 1CCI , and fundamental frequency load currents are 1LAI , 1LBI , 

1LCI . 
The three phase fundamental frequency currents from bus to Feeder 1 can be calculated: 
















101111

10111B1

101111

)(

)(

)(

LCCLCCCC

LBBLBCB

LAALACAA

IUECjIII

IUECjIII

IUECjIII










                      (1) 

The three phase fundamental frequency currents from bus to Feeder 2 can be calculated:  
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If single-phase grounding fault happened in phase C of Feeder 2 (shown in Figure 2), the 
three phase fundamental frequency voltages of source are still symmetrical. But the 
neutral-to-ground voltage is not zero, it changes from 0U  to 0U  . The residual current is fI . 

Taking Feeder 1 for example, the three phase fundamental frequency currents are 1AI  , 

1BI  and 1CI   respectively, fundamental frequency capacitive currents are 1CAI  , 1CBI  and 

1CCI   respectively, and fundamental frequency load currents are 1LAI  , 1LBI  and 1LCI   
respectively. 
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Fig. 2. Current direction of ineffectively earthed distribution system when single-phase 
grounding fault happened 

The three phase fundamental frequency currents from bus to Feeder 1 can be calculated: 
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The three phase fundamental frequency currents from bus to Feeder 2 can be calculated: 
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Although the three phase fundamental frequency currents contain fundamental frequency 
load currents, the fundamental frequency load currents change little before and after fault 
happening. It can be assumed: 
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Comparing (1), (2), (3), (4) and taking account of (5), the changing of the fundamental 
frequency currents can be calculated. 
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For Feeder 2: 
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The differences of the changing of the fundamental frequency currents of Feeder 1 between 
the phases can be calculated as: 
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For Feeder 2: 
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From the above analysis, the following results are obtained: 
a. In the sound feeder, the differences of the changing of the fundamental frequency 

currents between the three phases are zero under the ideal conditions.  
b. In the faulted feeder, the differences of the changing of the fundamental frequency 

currents between the healthy and faulted phases are very large, equaling the residual 
current. However, it is zero between healthy phase currents. 

In order to reduce the measuring error and the unbalance effect, the changing of the 
fundamental frequency currents ( I ) is applied, which can be calculated by the following 
methods(Zeng et al. 2001): 
a. )()()( Tninini   
b. )2()()( Tninini   
c. )2()(2)()( TniTninini   
d. )23()()2()()( TniTniTninini   
Where, n is the sample-time in digital relay, T is the system period (20ms when system 
frequency is 50Hz). Among the above methods, method d is usually employed. 

 
2.2 Transient signals characteristics  
 

2.2.1 High frequency characteristics 
High frequency transient has high propagation velocity, and a large extent of attenuation, 
which lead to distortion on the process of transmission along the line. The transmission 
characteristics of different frequency components will result in the distortion of traveling 
waves, and the phenomenon is called dispersion, which decreases the mutation of initial 
traveling wave, influences the effective identification of initial traveling wave.  
By analyzing the modulus of the frequency characteristics of the parameters, earth simulator 
component has the most serious attenuation and phase shift in the process of transmission, 
in that the earth simulator component is seriously influenced by zero-order inductance and 
resistance. The zero-order inductance and resistance is closely related with frequency 
because of skin effect. With obviously decreased of frequency, the zero-order inductance is 
decreased, while the zero-order resistance is increased, which cause attenuation coefficient 
and wave velocity have great changes. The higher frequency is included in earth simulator 
component, the more serious attenuation generated during transmission. Line model has 
greatly influenced by zero-order inductance and resistance, but these parameters have 
smaller impact of frequency. So attenuation coefficient and wave velocity of Line model are 
far less impact to earth simulator component. Therefore, dispersion of traveling wave is 
mainly caused by earth simulator component. 
Seen from the fault type, single-phase grounding will generate large quantity of earth 
simulator component, which is greatly influenced by dispersion; two-phase earth short 
circuit has weak earth simulator component, which has smaller dispersion; two or 

three-phase short circuit has minimal impact, which has the smallest dispersion. 
In practical application, the frequency band range of traveling wave is valued between 10 
kHz to 1MHz. In this range, line model of traveling wave velocity has little influence by 
frequency changes, which has limited impacts for fault location. While high frequency 
component is serious attenuated, which to some extend decreased the amplitude of initial 
traveling wave. 
Frequency characteristics of each modulus parameters, frequency variation curve of 
modulus velocity and frequency variation curve of modulus wave impedance are shown in 
Figure 3, 4 and 5 (Guo. 2007). 

 
(a) Resistance frequency dependent character of each modulus parameters 

 

 
(b) Inductance frequency dependent character of each modulus parameters 
Fig. 3. Frequency characteristics of each modulus parameters 
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Fig. 4. Frequency variation curve of modulus velocity 

 
Fig. 5. Frequency variation curve of modulus wave impedance 

 
2.2.2 Transient signals analysis with fourier transform 
A signal )(tx  can be represented in the form(Wang et al. 2002): 





   deFtx tj)()(                            (10) 

Where )(F , the Fourier transform of )(tx , is defined as: 



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 dtetxx tj


 )(

2
1)(ˆ                          (11) 

The Fourier transform )(ˆ x  depend on the global properties of )(tx . 
Short time Fourier transform (STFT) is the Fourier transform of signal )(tx multiplied by a 
window function translating in time by b: 

dtebtwtxbSTFT tj 



  )()(),(                    (12) 

Where w  denotes the conjugate of window function w. It can be rewritten as: 

dtetbwtxebSTFT tbjjwb
x

)())(()(),( 




                 (13) 

Therefore, short time Fourier transform of a signal is that the signal is firstly through a band 
pass filter at analyzing frequency  and then is modulated to zero frequency. 

 
2.2.3 Transient signals analysis with wavelet transform 
Proper signal analysis becomes a key issue. Analyzing singly in the time or frequency 
domain is not sufficient to capture the faults that spread in a wide band of frequencies. 
Faults of these types require analysis which is localized in both the time and frequency 
domains. The wavelet transform is an excellent signal analysis and decomposition tool for 
such signals using constant bandwidth analysis. 

A Function )()( 2 RLt   is called a basic wavelet or mother wavelet, if the Fourier 
Transform satisfies equation (14) (Zhang et al. 2004): 
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d
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                             (14) 

Where )(*   is the Fourier Transform of function )( . With its dilation and translation, 
we can get equation (15): 
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This is called continuous wavelet relaying on factors a and b . Where a  is called dilation 
factor and b is called translation factor. The continuous wavelet translation of a function 

)()( 2 RLtf   will be equation (16): 
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The function can be restructured by equation (17): 

dadb
a

btbaW
aC

tf f )(),(11)( 2


  











                   (17) 

Continuous wavelet transform (CWT) has perfect localization both in time domain and in 
frequency domain. With a  decrease, )(, tba  focuses on the part of high frequency. It 
means the narrow in time window but high resolution. This performance makes CWT an 
advanced tool on fault detection. 
When used in practice cases, especially in implementation in computer, continuous wavelet 
has been discrete. In fact, continuous wavelet and continuous wavelet transform of a signal 
can both be discrete. Supposing jaa 0  and 00bkab j  Zj , equation (18): 
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Fig. 5. Frequency variation curve of modulus wave impedance 
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Continuous wavelet transform (CWT) has perfect localization both in time domain and in 
frequency domain. With a  decrease, )(, tba  focuses on the part of high frequency. It 
means the narrow in time window but high resolution. This performance makes CWT an 
advanced tool on fault detection. 
When used in practice cases, especially in implementation in computer, continuous wavelet 
has been discrete. In fact, continuous wavelet and continuous wavelet transform of a signal 
can both be discrete. Supposing jaa 0  and 00bkab j  Zj , equation (18): 
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The decomposition and its reconstruction of the function )(tf  in discrete wavelet 
transform are shown in equation (19) and (20): 
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Different wavelet transform may give different analysis results to the system. To most 
vibration signal, both CWT and discrete wavelet transform (DWT) can be used to detect 
faults. 
There is a significant difference between wavelet transform and Fourier transform. The 
Fourier based functions are indexed by a single frequency parameter   whereas the 
wavelet ones are indexed by two parameters, scale a and time translation b . Therefore, 
Fourier transforms describe the global properties of )(tx  while wavelet transforms 
describe the local properties of )(tx in the neighborhood of each time translation b . 
Short Time Fourier transform, which is the function of two variables: time translation b  
and analyzing frequency  , shares with wavelet transform the same property of 
localization. It is customary to think of short time Fourier transform as the frequency 
analysis of a signal in a short time, particularly in the case of rectangular window, but the 
short time Fourier transform of signal )(tx depends not only on the signal but also on the 
choice of the window. 

 
2.2.4 Transient signals analysis with Hilbert transform 
When we have decomposed the signal into a series of IMFS, Hilbert transform can be carried 
out on each intrinsic mode function (IMF) to get a series of instantaneous 
frequency )(tf i (Xiao'an et al. 2008). 
For each IMF )(tci , its corresponding Hilbert transform is defined as: 
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Thus an analytic signal )(tZi  can be constructed as: 
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Where 2
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Instantaneous frequency of )(tci  is defined as: 
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2.2.5 Transient signals analysis with Hilbert-Huang transform 
Hilbert-Huang Transform (HHT) is used for analyzing non-stationary and nonlinear signal. 
Compared with Fourier transform and wavelet transform, it is not necessary to select 
parameters in HHT, and the results of HHT absolutely lie only on the character of the signal 
itself. The transform has only one result. 
HHT is based on two processes: empirical mode decomposition (EMD) and Hilbert 
transform. The central part of the HHT is EMD which is a sifting process to decompose a 
signal into a number of IMFs. Each IMF must satisfy the following two conditions: a) In the 
whole data set, the number of extrema and the number of zero-crossings must either equal 
or differ at most by one; b) At any point, the mean value of the envelope defined by local 
maxima and the envelope defined by the local minima is zero. 
Any signal )(ts  can be decomposed as follows (Xiao'an et al. 2008): 

a. When )()(11 tsts  , subscript i of signal )(tsij expresses the decomposing order, and 
subscript j  expresses the sifting times in the i  order. Find all the local extrema, 
including maxima and minima, then connect all the maxima and minima of signal 

)(ts using smooth cubic splines to get its upper envelope and lower envelope. 
b. Subtracting mean )(tmij of these two envelopes from the signal )(tsij  to get their 

difference: )()()( tmtsth ijijij  . 

c. If the sifting result )(thij  meets the two criteria of an IMF, carry out step d; otherwise, 

treat )()()1( thts ijji  , and repeat steps a and b. 

d. The i th IMF of signal )(ts  is: )()( thtc iji  . Calculate the residual signal: 
)()()( 1 tctstr iii  . 

e. If the residue becomes monotonic, the final order in  ; Otherwise, treat 
)()(1)1( trts ii  , repeat steps a, b, c and d. 

The original signal )(ts  can thus be expressed as follows: 
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Where )(tci  is i th IMF component, and )(trn  is the residue. 
In summary, the empirical mode decomposition is similar with wavelet decomposition. The 
tree of empirical mode decomposition is shown in Figure 6. For the first IMF )(1 tc  contains 
the highest frequency component of the signal, it can be applied to fault detection (Li. 2005). 

)(1 tr )(2 tr )(3 tr

)(1 tc )(2 tc )(3 tc )(tcn

)(trn)(ts

 
Fig. 6. Tree of empirical mode decomposition 

 
2.3 Sensors and their characteristics analysis 
Predicting or locating the faults as soon as possible is very important to maintain power grid 
reliable operation. Moreover, faults often accompanied by ultrasonic, electromagnetic field 
distribution and temperature changing, etc. Based on the change of these physical 
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)(ts using smooth cubic splines to get its upper envelope and lower envelope. 
b. Subtracting mean )(tmij of these two envelopes from the signal )(tsij  to get their 

difference: )()()( tmtsth ijijij  . 

c. If the sifting result )(thij  meets the two criteria of an IMF, carry out step d; otherwise, 
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Where )(tci  is i th IMF component, and )(trn  is the residue. 
In summary, the empirical mode decomposition is similar with wavelet decomposition. The 
tree of empirical mode decomposition is shown in Figure 6. For the first IMF )(1 tc  contains 
the highest frequency component of the signal, it can be applied to fault detection (Li. 2005). 
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Fig. 6. Tree of empirical mode decomposition 

 
2.3 Sensors and their characteristics analysis 
Predicting or locating the faults as soon as possible is very important to maintain power grid 
reliable operation. Moreover, faults often accompanied by ultrasonic, electromagnetic field 
distribution and temperature changing, etc. Based on the change of these physical 
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parameters, faults can locate quickly and accurately, so that the repair work can be carried 
out in the minimum time. 

 
2.3.1 Sensors for faults generated ultrasonic 
The basic idea of ultrasonic sensors is quite simple: They transmit acoustic waves and 
receive them after interaction of ultrasonic wave and investigated process. On it’s arrival at 
the receiver the ultrasound signal carries the information about the parameters to be 
measured (and unfortunately many other parameters too – which demands compensation). 
In addition, software algorithms based on models for the ultrasonic propagation and the 
interaction between the ultrasonic wave and physical or chemical variables of interest are 
employed for analysis the measuring. Furthermore, ultrasonic measurements are only 
meaningful when state parameters like temperature, pressure etc. are measured 
simultaneously with the ultrasonic parameters at high accuracy for compensation.  
Ultrasound covers a frequency range from 20 kHz to about 1 GHz. For technical 
applications the range 20 kHz to 10 MHz is the most important one (Hauptmann et al. 2001). 
The attractive features of ultrasonic sensors can be summarized as follow: 
a. Non-invasive measurement. 
b. In-line measurement. 
c. Rapid response, usually a fraction of a second. 
d. Low power consumption. 
e. Excellent long term stability. 
f. High resolution and accuracy. 
At present, ultrasonic technique has been applied to the detection and location of discharges 
in liquid-immersed dielectric structures such as gaps, coil stacks, and reactors. However, in 
some cases it probably can be extended to solid structures, if higher frequencies are used, 
and also to gas-filled structures by using lower frequencies. It is applicable for almost any 
type of voltage testing. It does not interfere with normal current and voltage measurements, 
and indicates the presence and location of sparks and corona. In addition, it is relatively 
insensitive to external disturbances and is not influenced by the test piece capacitance. 
Therefore, it can serve as a valuable adjunct to other methods of discharge detection and 
measurement (Cooper et al. 1984).  
The most challenging issues facing ultrasonic sensors are: 
a. The exact knowledge of the acoustic properties of the substances is necessary for most 

ultrasonic measurements. 
b. Substances under investigation must be acoustically transparent for transmission and 

some reflection techniques. 
c. Ultrasonic measurements are highly disturbed when gas bubbles in liquids are present. 
d. Ultrasonic signals tend to be complicated and need relatively complex signal 

processing. 
e. Only integral information along the entire sound path is delivered. 
f. Increase of the attenuation of sound with frequency. 
It is known that corona and spark breakdowns produce both audible and ultrasonic 
pressure waves in the medium surrounding the discharge. The pressure waves have an 
intensity which is determined by the rate of energy release and the nature of the medium in 
which the discharge occurs. These pressure waves propagate radically outward in all 
directions, and generally contain a wide range of frequency components of up to several 

hundred kilocycles in liquid. In gases, the higher frequencies rapidly are attenuated, leaving 
only vibrations in the audible sound range. However, in liquid and in some solids, the 
attenuation of the higher frequencies is not as severe, and the electric discharges will 
produce pressure variations which have rich ultrasonic components, as well as audible 
sound. 
The ultrasonic partial discharges measurement technique consists of two types, namely the 
contact type and the non-contact type. The contact-type measurement method uses a direct 
contact between the sensor and the equipment measured; for common transformer, the 
ultrasonic sensor was mounted on the wall of transformer to detect the ultrasonic signal and 
corona noise. But for some special transformer, such as epoxy-resin transformer, its coil 
surface relies on epoxy resin to insulate it from the air; it will be more difficult to use the 
contact-type measurement method in the field before the said phenomenon is resolved. The 
non-contact type measurement, although with a less degree of sensitivity than that of the 
contact type, experiences no such shortcoming mentioned above. 
The sound wave’s per-unit area energy and acoustic pressure will decrease as the 
propagation distance increases. Due to the rather weak partial discharges signals, their 
propagation distance is not far in the air and is easily interfered by the environment; hence 
ultrasonic measurement devices must be placed as closely to the measured object as possible. 
We will position the ultrasonic device, at various angles, 1m away from the object to be 
measured. During the measurement, we adopt partial discharges ultrasonic measuring 
devices with measurement frequency ranging from 20 to 100 kHz. To achieve the goal of 
identification of type and magnitude of fault, we design a partial discharges ultrasonic 
signal retrieving and analyzing system to proceed signal analysis; the whole analysis 
flowchart is shown in Figure 7 (Chen et al. 2005). 
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Fig. 7. Ultrasonic measurement flow 
 
Step a. Measuring ultrasonic signals and, after analog–digital conversion, filing them into 

computer and proceeding noise identification. 
Step b. Obtaining the field power-source signal as the reference signal; comparing 

ultrasonic signals with the reference signal to observe the discharges’ sound wave 
characteristics. 

Step c. Using a 60 Hz signal’s angle as the reference, draw partial discharges signals into 
3-D diagrams with the angle, the period, and the magnitude as the coordinates to 
observe partial discharges angles’ characteristics. 
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parameters, faults can locate quickly and accurately, so that the repair work can be carried 
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Ultrasound covers a frequency range from 20 kHz to about 1 GHz. For technical 
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and also to gas-filled structures by using lower frequencies. It is applicable for almost any 
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and indicates the presence and location of sparks and corona. In addition, it is relatively 
insensitive to external disturbances and is not influenced by the test piece capacitance. 
Therefore, it can serve as a valuable adjunct to other methods of discharge detection and 
measurement (Cooper et al. 1984).  
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a. The exact knowledge of the acoustic properties of the substances is necessary for most 

ultrasonic measurements. 
b. Substances under investigation must be acoustically transparent for transmission and 

some reflection techniques. 
c. Ultrasonic measurements are highly disturbed when gas bubbles in liquids are present. 
d. Ultrasonic signals tend to be complicated and need relatively complex signal 

processing. 
e. Only integral information along the entire sound path is delivered. 
f. Increase of the attenuation of sound with frequency. 
It is known that corona and spark breakdowns produce both audible and ultrasonic 
pressure waves in the medium surrounding the discharge. The pressure waves have an 
intensity which is determined by the rate of energy release and the nature of the medium in 
which the discharge occurs. These pressure waves propagate radically outward in all 
directions, and generally contain a wide range of frequency components of up to several 

hundred kilocycles in liquid. In gases, the higher frequencies rapidly are attenuated, leaving 
only vibrations in the audible sound range. However, in liquid and in some solids, the 
attenuation of the higher frequencies is not as severe, and the electric discharges will 
produce pressure variations which have rich ultrasonic components, as well as audible 
sound. 
The ultrasonic partial discharges measurement technique consists of two types, namely the 
contact type and the non-contact type. The contact-type measurement method uses a direct 
contact between the sensor and the equipment measured; for common transformer, the 
ultrasonic sensor was mounted on the wall of transformer to detect the ultrasonic signal and 
corona noise. But for some special transformer, such as epoxy-resin transformer, its coil 
surface relies on epoxy resin to insulate it from the air; it will be more difficult to use the 
contact-type measurement method in the field before the said phenomenon is resolved. The 
non-contact type measurement, although with a less degree of sensitivity than that of the 
contact type, experiences no such shortcoming mentioned above. 
The sound wave’s per-unit area energy and acoustic pressure will decrease as the 
propagation distance increases. Due to the rather weak partial discharges signals, their 
propagation distance is not far in the air and is easily interfered by the environment; hence 
ultrasonic measurement devices must be placed as closely to the measured object as possible. 
We will position the ultrasonic device, at various angles, 1m away from the object to be 
measured. During the measurement, we adopt partial discharges ultrasonic measuring 
devices with measurement frequency ranging from 20 to 100 kHz. To achieve the goal of 
identification of type and magnitude of fault, we design a partial discharges ultrasonic 
signal retrieving and analyzing system to proceed signal analysis; the whole analysis 
flowchart is shown in Figure 7 (Chen et al. 2005). 
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Step a. Measuring ultrasonic signals and, after analog–digital conversion, filing them into 

computer and proceeding noise identification. 
Step b. Obtaining the field power-source signal as the reference signal; comparing 

ultrasonic signals with the reference signal to observe the discharges’ sound wave 
characteristics. 

Step c. Using a 60 Hz signal’s angle as the reference, draw partial discharges signals into 
3-D diagrams with the angle, the period, and the magnitude as the coordinates to 
observe partial discharges angles’ characteristics. 
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Step d. Using a 60 Hz signal’s angle as the reference; drawing partial discharges signals 
into polar-coordinate diagrams with the magnitude and the angle as the 
coordinates to observe partial discharges angles’ characteristics. 

Step e. Draw zone-identification patterns and them with basic discharge patterns to 
determine the equipment’s abnormal discharge type. 

 
2.3.2 Sensors for faults generated electromagnetic field distribution 
Electromagnetic Pulse (EMP) Measurements 
The sensor factor is defined here as the time-domain relation between magnetic or electric 
field ( )(tH or )(tE ) and the sensor output voltage )(tV (Middelkoop 1991): 
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Where i  is an integration time constant, )(tFh and )(tFe  represent the magnetic and 

electric sensor factors, respectively, HB   and tED  /


.  

The sensor factor characterizes the sensitivity of the sensor to the field. It is the function of 
an equivalent surface or equivalent length of the sensor. For calibration purposes it is 
recommended that sensors with unambiguously calculable equivalent surfaces and lengths 
be used. The dipole antenna to measure the electric field when combined with an integrator 
and the short-circuited loop antenna to measure the magnetic field are suitable sensors. 
Figure 8 (Middelkoop R. 1991) shows a relatively simple closed circular loop (CCL) magnetic 
field sensor for which the sensor factor is calculated. The current that is induced in the 
closed loop by a magnetic field is measured using a current transformer clamped onto the 
loop. It can be shown that the current in the loop equals 

LtAHtI /)()( 0                         (27) 

Where 2)( baA   is the effective area, 0 is the free-space permeability 

( mAsV   /104 7
0  ) and L is the inductance of the loop. If the loop width 2 b  is small 

compared to its radius a , 22 ab   and small compared to the wavelength, then 
 2)/8ln(0  baAL                         (28) 

The relation between the induced current )(tI  and the magnetic field )(tH  is therefore 
only dependent on the loop dimensions. In practice, however, a time-dependent response 

)(tR  is introduced by the current clamp. The insertion impedance of the clamp causes a 
low-frequency cutoff, commonly designated as “sensor droop.” This droop influences in 
particular the late time response of the field sensor (in practice > 500ns). The effect can be 
corrected if the cutoff frequency is known. The sensor factor becomes 
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A hollow spherical dipole (HSD) sensor that acts as an electric field sensor is shown in 
Figure 9. (Middelkoop R. 1991). In this case one half of the dipole is replaced by a conducting 

plane, so the sensor can be used asymmetrically, e.g., on the bottom plate of a TEM cell. 
The current )(tI is equal to the change in surface charge per unit of time of the sphere as a 
result of a time varying electric field perpendicular to the base plate. It can be shown that 
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Where r is the sphere radius and 0  the free-space permittivity 

( mVsA   /1085.8 12
0 ). 

When the sensor is connected to a resistor R, the output voltage of the sensor is 

dt
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Fig. 8. Closed circular loop (CCL) sensor.  2a = diameter; 2b = loop width. 
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Fig. 9. Hollow spherical dipole (HSD) sensor 
 
The output voltage is related to the time-derivative of the electric field. The sensor factor is 
found to be 
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The output voltage is related to the time-derivative of the electric field. The sensor factor is 
found to be 
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The sensor factor depends on some constants, the sphere radius r, resistor value R and the 
integration time i . Integration is necessary to relate the output voltage )(tV  to the electric 
field )(tE . This integration can be done by using a passive or active integrating circuit in the 
output signal line of the sensor. Also, a numerical integration is possible. 
 
Electromagnetic (EM) Field Measurement  
The task of EM fields measuring we can find in international EMC standard EN 
61000-4-3,which describes measurement of electric devices immunity against RF fields 
(Dixon and Dutcher 1990). The electromagnetic environment is determined by the strength 
of the electromagnetic field, is not easily measured without sophisticated instrumentation 
nor is it easily calculated by classical equations and formulae because of the effect of 
surrounding structures or the proximity of other equipment that will distort and/or reflect 
electromagnetic waves. Tested equipment is subjected to field strength of 3 V/m or 10 V/m 
with homogeneity –0dB/+6dB from 80 MHz to 1000 MHz. This frequency range is 80% 
amplitude modulated with a 1 kHz sine wave. The signal generator provides the modulated 
frequency at a step rate of 1% of fundamental to the RF amplifier. The RF amplifier provides 
the necessary power to the antenna to establish the field levels as monitored by the field 
probe. The anechoic chamber, where the test is performed, is calibrated according to the 
criteria as per EN 61000-4-3 for 16 points given by geometrical arrangement in Figure 10 
(2006, Bittera et al. 2006). 
 

 
Fig. 10. Geometrical arrangement of measuring points 
 
Then main task is setting the proper value of field strength at the place of tested device; or 
measuring of EM field. Because field strength is monitored by probe without tested device 
at test place result of measurement is influenced only by the presence of the probe, this 
process is not very easy and quality of evaluation depends just on the field probe. 
a. EM field probe 

 
Fig. 11. Measuring resistive dipole(Bittera et al. 2006) 
 
The task of field probe is to transform the electrical field into directly measurable quantity as 
e.g. DC voltage is. The heart of probe is sensor, which is often realized as a dipole with 
travelling wave. This sensor works in an ultra-wide frequency range, it has a sufficient 
sensitivity and its producing is not very difficult. Voltage induced on a dipole is directly 
proportional to strength of incident EM field. This voltage is rectified and transferred via 
resistive wires to electronic interpretation unit (EIU) that is located in a sufficient distance 
from sensor. Scheme of sensor can be seen in Figure 11, to the golden contact we connect 
EIU, it converts signal into digital form and transfers it to the controlling computer. In fact, 
probe consists of three independent sensors due to isotropic properties of the whole probe. 
In term of measurement the field around sensors is interested for us. This field can be 
affected by metal parts of probe as enclosure of EIU or sensors are. 
b. Model of the probe 
It is necessary to know how can be the EM field influenced by presence of the probe during 
the measurement. To solve this problem, we have to design such a model, which can 
represent real behavior of the probe and is also designed regarding to the used method. In 
the case EM field is excited by point source and waves propagate to surroundings and the 
main task is to calculate the strength of EM field, or current distribution on attendant 
structures in analyzed area eventually. Such problem leads integral equation that can be 
described formally 
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field )(tE . This integration can be done by using a passive or active integrating circuit in the 
output signal line of the sensor. Also, a numerical integration is possible. 
 
Electromagnetic (EM) Field Measurement  
The task of EM fields measuring we can find in international EMC standard EN 
61000-4-3,which describes measurement of electric devices immunity against RF fields 
(Dixon and Dutcher 1990). The electromagnetic environment is determined by the strength 
of the electromagnetic field, is not easily measured without sophisticated instrumentation 
nor is it easily calculated by classical equations and formulae because of the effect of 
surrounding structures or the proximity of other equipment that will distort and/or reflect 
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frequency at a step rate of 1% of fundamental to the RF amplifier. The RF amplifier provides 
the necessary power to the antenna to establish the field levels as monitored by the field 
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The task of field probe is to transform the electrical field into directly measurable quantity as 
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travelling wave. This sensor works in an ultra-wide frequency range, it has a sufficient 
sensitivity and its producing is not very difficult. Voltage induced on a dipole is directly 
proportional to strength of incident EM field. This voltage is rectified and transferred via 
resistive wires to electronic interpretation unit (EIU) that is located in a sufficient distance 
from sensor. Scheme of sensor can be seen in Figure 11, to the golden contact we connect 
EIU, it converts signal into digital form and transfers it to the controlling computer. In fact, 
probe consists of three independent sensors due to isotropic properties of the whole probe. 
In term of measurement the field around sensors is interested for us. This field can be 
affected by metal parts of probe as enclosure of EIU or sensors are. 
b. Model of the probe 
It is necessary to know how can be the EM field influenced by presence of the probe during 
the measurement. To solve this problem, we have to design such a model, which can 
represent real behavior of the probe and is also designed regarding to the used method. In 
the case EM field is excited by point source and waves propagate to surroundings and the 
main task is to calculate the strength of EM field, or current distribution on attendant 
structures in analyzed area eventually. Such problem leads integral equation that can be 
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Where Y is source and X unknown function V analyzed area and  is the Hamiltonian 
operator. 
It means that using unknown function X can be solved, which in the case represents EM 
field distribution in V and Y is the feed of EM field source. Solution of the function leads to 
integral equation of first kind, which has not any analytical solution. Hence, we can 
transform it to integral equation of second kind or solve this equation numerically. However 
transformation to the integral equation of second kind is very difficult, complex and just 
approximate, so numerical solution, which is quite accurate, is preferred. One of the most 
popular methods is method of moments that is based on transformation of integral equation 
to system of linear equations – matrix equation and it can be solved easily using computer. 
This principle is used by much commercial software that solves EM problems, e.g. FEKO, 
NEC, etc. 
Method of moment’s principle is based on dividing analyzed structures to the small parts, 
called segments. If one has more segments it means that one needs more long time 
calculation, but has more accurate results. So it is necessary to strike a balance between 
number of segments and calculation accuracy. To get the model of probe all the metal parts 
(case of EIU and sensors) were replaced with segments with properties (dimensions, 
electrical properties) as real probe has (see Figure 12). We consider that probe is situated in 
infinitely large space without any caterers and it is incident by plane wave with linear 
polarization. The distance between sensors and case of EIU can be changed, in case of probe 
the distance is h = 30cm. 

sensors

       

 
Fig. 12. Model of the probe in simulation(Bittera et al. 2006) 
 
Spatial Electromagnetic Field Sensor 
This is made up into a structure in which an electric-current sensor that detects the change 
in the spatial magnetic field due to the electric current passing through the overhead 
transmission/distribution line and that is comprised of a core and coil and a voltage sensor 
that detects by a plate electrode the line voltage capacitance-divided by the spatial charge 
between an electrically charged portion of the overhead transmission/distribution line and 
a plate electrode insulated from the earth, both, are accommodated in a hermetically sealed 
sensor container, such as Figure 13. 
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A noncontact sensor comprising a container including a container main body having an 
opening portion at one side and an isolative lid member that hermetically seals said opening 
portion of said container main body, and a voltage sensor disposed in said container in the 
way in which a lid member side is opposed to an electrically charged portion of an overhead 
wire line, being insulated from the earth, detecting a voltage that is induced in a plate 
electrode due to a spatial charge between said electrically charged portion and the plate 
electrode within said container, characterized in that said lid member has a structure in 
which a water-repellent layer constructed using a water-repellent resin is provided on the 
whole or a part of its at least exposed surface (Nakamura 2008). 
The above-described "container main body" is a container in which a plate electrode and the 
like are accommodated and shielded so that they are not affected by a surplus magnetic 
field and a surplus electric field. The container main body like this can be made of metal 
such as stainless steel and aluminum. Also, the container may be a resin-made container on 
which an electrically coating material and the like are coated so as to add an effect of 
shielding an electric field, etc. 

 
2.3.3 Sensors for faults generated temperature changing 
Distributed fiber-optic temperature sensors (DTS) were first proposed in the early 1980s and 
have been commercially available since 1987. They are instruments which use an optical 
fiber, both as a temperature sensor and as a means of bringing the information back from 
the sensor to the terminal equipment. 
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Where Y is source and X unknown function V analyzed area and  is the Hamiltonian 
operator. 
It means that using unknown function X can be solved, which in the case represents EM 
field distribution in V and Y is the feed of EM field source. Solution of the function leads to 
integral equation of first kind, which has not any analytical solution. Hence, we can 
transform it to integral equation of second kind or solve this equation numerically. However 
transformation to the integral equation of second kind is very difficult, complex and just 
approximate, so numerical solution, which is quite accurate, is preferred. One of the most 
popular methods is method of moments that is based on transformation of integral equation 
to system of linear equations – matrix equation and it can be solved easily using computer. 
This principle is used by much commercial software that solves EM problems, e.g. FEKO, 
NEC, etc. 
Method of moment’s principle is based on dividing analyzed structures to the small parts, 
called segments. If one has more segments it means that one needs more long time 
calculation, but has more accurate results. So it is necessary to strike a balance between 
number of segments and calculation accuracy. To get the model of probe all the metal parts 
(case of EIU and sensors) were replaced with segments with properties (dimensions, 
electrical properties) as real probe has (see Figure 12). We consider that probe is situated in 
infinitely large space without any caterers and it is incident by plane wave with linear 
polarization. The distance between sensors and case of EIU can be changed, in case of probe 
the distance is h = 30cm. 

sensors

       

 
Fig. 12. Model of the probe in simulation(Bittera et al. 2006) 
 
Spatial Electromagnetic Field Sensor 
This is made up into a structure in which an electric-current sensor that detects the change 
in the spatial magnetic field due to the electric current passing through the overhead 
transmission/distribution line and that is comprised of a core and coil and a voltage sensor 
that detects by a plate electrode the line voltage capacitance-divided by the spatial charge 
between an electrically charged portion of the overhead transmission/distribution line and 
a plate electrode insulated from the earth, both, are accommodated in a hermetically sealed 
sensor container, such as Figure 13. 

 
Fig. 13. Container of spatial electromagnetic field sensor 
 
A noncontact sensor comprising a container including a container main body having an 
opening portion at one side and an isolative lid member that hermetically seals said opening 
portion of said container main body, and a voltage sensor disposed in said container in the 
way in which a lid member side is opposed to an electrically charged portion of an overhead 
wire line, being insulated from the earth, detecting a voltage that is induced in a plate 
electrode due to a spatial charge between said electrically charged portion and the plate 
electrode within said container, characterized in that said lid member has a structure in 
which a water-repellent layer constructed using a water-repellent resin is provided on the 
whole or a part of its at least exposed surface (Nakamura 2008). 
The above-described "container main body" is a container in which a plate electrode and the 
like are accommodated and shielded so that they are not affected by a surplus magnetic 
field and a surplus electric field. The container main body like this can be made of metal 
such as stainless steel and aluminum. Also, the container may be a resin-made container on 
which an electrically coating material and the like are coated so as to add an effect of 
shielding an electric field, etc. 

 
2.3.3 Sensors for faults generated temperature changing 
Distributed fiber-optic temperature sensors (DTS) were first proposed in the early 1980s and 
have been commercially available since 1987. They are instruments which use an optical 
fiber, both as a temperature sensor and as a means of bringing the information back from 
the sensor to the terminal equipment. 
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Because distributed temperature sensors use optical fibers as the sensing and 
communications element, they can be used in electrically noisy environments without any 
problems of interference. The fact that a single fiber is able to replace many thousands of 
thermocouples simplifies wiring considerably and thus allows the technology to be used in 
applications where space, weight or wiring costs preclude traditional point sensors. An 
additional benefit of the technology is that the sensors can be made entirely from dielectric 
materials and in that sense are intrinsically safe(Hartog 1995). 
The operation of distributed temperature sensors is based on the optical time domain 
reflectometry (OTDR) technique, in which a short pulse of light is launched into the fiber 
and the return signal is analyzed. The time from the launching of the pulse can be mapped 
directly into distance along the fiber---in a similar way to the measurement of target range in 
radars. The signal consists of light scattered by the glass in which the interrogating pulse is 
traveling. Some of the wavelength components (in particular the so-called Raman 
anti-Stokes band) in the return signal are temperature-sensitive and these are used to 
determine the temperature along the fiber. In order to separate the temperature variations 
from other factors which also influence the Raman backscatter signal, several referencing 
methods are used, including comparison with other wavelengths which are less sensitive to 
temperature and repeating the measurement, but launching into the opposite end of the 
fiber (the latter then being installed in a loop configuration). In this way, an accuracy of 
+0.3  can be achieved. 
The most advanced application for distributed temperature sensing in the power supply 
industry is in the monitoring of high voltage power cables. The capacity of a power 
transmission cable is limited by the increase in core conductor temperature caused by 
resistive heating as the current is increased. The maximum operating temperature is limited 
by degradation mechanisms in the insulation materials used. Traditionally, cables have been 
rated from detailed models which take into account the design of the cable, but also the 
ability of the soil surrounding the cable to dissipate the heat. Thus a cable running through a 
dry soil is less able to dissipate its self-generated heat than one laid in wet conditions. 
The soil conditions are not necessarily known at all points along the cable at all times. 
Moreover, other factors affect the temperature along the cable, such as the proximity of 
other cables or services (e.g. district heating). The presence of these services may not always 
be known at the time when the cable is planned. Of course, it is the temperature of the 
hottest point along the cable which limits its capacity and the location of the hottest point is 
not always known. Energy cables are therefore usually operated below their maximum 
capacity, even at times of peak demand.  
A cable with an optical fiber distributed sensor, either integrated within the cable, or laid in 
physical contact with the sheath can significantly reduce the uncertainty in determining the 
core temperature along the cable. This allows the cable to be operated with confidence at 
loads much closer to the maximum design value. The practical benefits are that knowledge 
of the temperature profile helps the utilities to meet peaks in demand with a smaller number 
of cables. Ultimately, the approach may allow cable sizes to be selected less conservatively, 
with cost savings well in excess of the cost of the monitoring equipment. 
The temperature profile of cables can be measured by temperature sensor. The temperature 
distribution is extremely non-uniform; the peaks in temperature in this case are believed to 
be caused by the cable crossing other underground services. Once their location is known, 
only a few hot spots need be monitored by the operator, although it is possible for the 

relative magnitude of the hot spots to vary according to seasonal variations in the load of 
the cable and of neighboring services, and the distributed nature of the monitoring thus 
remains of value throughout the life of the cable. 

 
3. Fault detection methods 
 

3.1 Fault detection methods with fundamental frequency signals 
 

3.1.1 Faults detection with harmonic current comparison 
A typical ineffectively earthed distribution system is shown in Figure 14. And its zero 
sequence equivalent circuit with single-phase grounding fault is shown as Figure 15. The 
capacitance to earth of the Feeder 1 is 1C , and that of the Feeder n is nC . The Feeder j is the 
faulted feeder. Peterson-coil inductance is nL  and zero sequence voltage of the faulted point 

is fU0
 (Zeng et al. 2007). 

 

 
Fig. 14. Ineffectively earthed distribution system with single-phase grounding fault 
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with cost savings well in excess of the cost of the monitoring equipment. 
The temperature profile of cables can be measured by temperature sensor. The temperature 
distribution is extremely non-uniform; the peaks in temperature in this case are believed to 
be caused by the cable crossing other underground services. Once their location is known, 
only a few hot spots need be monitored by the operator, although it is possible for the 
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A typical ineffectively earthed distribution system is shown in Figure 14. And its zero 
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capacitance to earth of the Feeder 1 is 1C , and that of the Feeder n is nC . The Feeder j is the 
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Fig. 15. Zero sequence equivalent circuit of ineffectively earthed distribution system with 
single-phase grounding fault 
 
Grounding faults generate transient signals. They include many different frequency 
harmonic components. The components are produced in the faulted point, flow to the 
source and normal feeders. From Figure 15, 
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Where, olkI is the kth harmonic current of the zero sequence component in the Peterson-coil, 

oikI  is the kth harmonic current of the zero sequence component in the Feeder i , ojkI  is 

the kth harmonic current of the zero sequence component in the faulted feeder ( i =1,2,…,n; 
j=1,2,…,n ).   
The inductive reactance will increase and the capacitive reactance will decrease along with 
the increasing of the harmonic order. Considering the zero sequence current, when the 
power system capacitive current flowing in the normal feeder is much larger than the 

inductive current flowing in the Petersen-coil, as lM
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inductive current compensated by the Peterson-coil can thus be ignored. Namely the current 
of the Mth harmonic component in the faulted feeder is almost the sum of the current in 
sound feeders, and the Mth harmonic component direction in the faulted feeder is just 
opposite to that in the sound feeders. The faulted feeder can thus be detected by utilizing 

the Mth harmonic component. The feeder with Mth harmonic current component larger than 
other feeders and direction opposite to other feeders is the faulted feeder.  
The M is often selected as 5, and the fifth harmonic component is often used to detect the 
grounding feeder in China. In practice, power transformer also generators 5th harmonic. It 
sometimes disturbs the 5th harmonic generated by grounding faults and has influenced on 
the fault detection. Moreover, the 5th harmonic current is relation to fault arc and resistance. 
Different type faults have different 5th harmonic, and have different fault detection 
characteristics. So the 5th harmonic current based grounding fault detection has some limits. 

 
3.1.2 Faults detection with signal injection 
A signal current is injected to the grounding fault phase of faulted feeder through bus 
voltage transformer. The signal frequency is between n  and 1n  times the power 
fundamental frequency 50Hz: 
 

50)1(50 0  nfn                          (36) 
 
The signal frequency is set as 225Hz shown as Figure 16 (Zeng et al. 2007). 
 

 
Fig. 16. Frequency character for current 
 
A special designed detector is installed in every feeder to detect the injected signal. In 
normal conditions, the signal magnitude in every feeder is in direct proportion to its 
capacitance to earth. In grounding fault conditions, the signal is flowing to the fault point 
from the signal source, and the signal magnitude in every normal feeder is almost zero. The 
faulted feeder can thus be detected by measuring injected signal magnitude.  
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Fig. 16. Frequency character for current 
 
A special designed detector is installed in every feeder to detect the injected signal. In 
normal conditions, the signal magnitude in every feeder is in direct proportion to its 
capacitance to earth. In grounding fault conditions, the signal is flowing to the fault point 
from the signal source, and the signal magnitude in every normal feeder is almost zero. The 
faulted feeder can thus be detected by measuring injected signal magnitude.  
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Fig. 17. Signal injection circuit 
 
The fault detection scheme can be described as below. When the distribution system is in 
normal condition, no tested signal is injected to the system, and the signal detector tested 
signal magnitude is zero. When grounding fault occurs, the fault phase voltage A will 
decrease to zero, for example phase A fault, whereas the voltage of the normal phase B and 

phase C will rise up to the line voltage, namely 3 times the phase voltage. The signal 
injector device then inject signal from the phase A secondary of transformer to the power 
system. And the signal current flows to the fault point (shown as Figure 17 and 18); the 
signal in every normal feeder is almost zero. The faulted branch can also be detected by 
tracking the injection signal. 

 
Fig. 18. Injection signal flowing from source to fault point 
 

Feeder 
No. 

Grounding Fault 
Times 

Correct Fault 
Detection Times 

Time Saving for 
Fault Isolation (h) 

1 4 4 2 
2 3 3 1.5 
3 5 5 2.5 
4 6 6 3 
5 7 7 2 
6 9 9 2 
7 1 1 2 
8 3 3 1.3 

10 2 2 2 
11 7 7 2 
12 5 5 2 
13 1 1 1.25 

Table 1. Fault detection results for Sanjiang Substation 
 
The signal injection based fault detection method has been applied in more than 2000 
distribution systems. An operation statistic results in the Sanjiang Substation (Zengchen 
Power Company) is shown as Table 1. All faulted feeder can be detected correctly, and faults 
isolation time can be saved. The signal injection based detection method has some 
advantages: 
a. The injected signal is small, and it only flows into the grounding fault point. It has no 

influence for power system normal operation. 
b. The special signal current detector is installed near each feeder to detect the injected 

signal, it is easy to install. 
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c. When grounding faults occurs, the faulted point can also be determined if the operator 
holds the special signal current detector moveing along the faulted feeder to find the 
point which the injected signal current disappears. 

Whereas, arcing faults is difficult to detect by the method because of the harmonics 
interference caused by earth faults. And high impedance grounding fault is also difficult to 
detect, because the signal is too small to detect in the faulted feeder. 

 
3.1.3 Faults detection with phase current difference 
In three-phase-symmetry systems, grounding faults caused changing currents have been 
analyzed in section 2.1. The difference between three phase changing currents in sound 
feeder is nearly zero. The difference between the healthy and fault phase changing currents 
in fault feeder is very large, equaling to the residual current. And the difference between 
healthy phase changing currents in the fault feeder is also relatively small, almost equaling 
to zero. If the difference is larger than a threshold, grounding fault can be detected in the 
tested feeder.  
The technique of sampled value difference protection has been widely applied in compute 
based protections due to its inherent simplicity and good performance, which uses 
instantaneous sampled values to calculate the difference of currents, and checks whether 
samples satisfy the operating criterion or not. The number of satisfied samples in a system 
frequency cycle is larger than a threshold, fault can be detected (Wang et al. 2007, Wang et al. 
2006). 
The difference protection is implemented with different phase sampling values comparing. 
The operation criterion is: 

01 )()( drd ikiKki                         (37) 
Where 1K is restraint coefficient, k is sampling number, 0di is pickup current, )(kir  is 
instantaneous current, and )(kid  is instantaneous difference current which can be 
calculated by: 
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Under normal conditions, the difference between healthy phase changing currents would be 
equal to zero. Considering the influence of measuring error, it would be a small value. In 
order to limit the influence, 0di  can be obtained by: 
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In order to improve the protection precision, the sampling rate of the protection is set as 32 
samples per cycle. Taking the half cycle for example, set R=16. During a period after the 
fault, instantaneous difference current ( )(kid ) is calculated by (38). When )(kid is satisfied 
operation criterion (37), grounding fault can be detected in the protected feeder. Namely, if 
there are S samples satisfying (37) during the continuous R sample’s judgments in half 
system frequency cycle after fault inception, the protection would operate. As long as the 
number of the (37) satisfied sampling number is less than S, the protection would not 
mal-operate.  

 
Fig. 19. Prototype of FTU 
 

Optical
isolation

Multiple
-xer 

switch
circuit

Data 
buffer

320F206
DSP

One route 
synchronous
serial port, 

Parallel port of 
printer

Three routes 
asynchronous 

serial port, 
RS232/RS422

One route 
frequency input

Code compiler 
Watch dog 

power monitor

Data 
latch

AMP

AMP S/H

S/H

Digital in 01

Digital out 01

Analog in 01

Analog in 16

Digital out 16

Digital in 16

Optical
isolation

A/D
conversion

4X4X2 channels simultaneous samling  
Fig. 20. Principle of FTU hardware frame 
 
The protection scheme only utilizes the measured voltages and currents in the protected 
unit, and does not need the parameters of the distribution system or other unit. It can be 
implemented on feeder terminal units (FTU) with three-phase voltages and three-phase 
currents sampling in the distribution automation systems. The FTU prototype (shown as in 
Figure 19) has been developed. It uses with DSP TMS320F206, and its hardware frame is 
showed as Figure 20 (Zeng et al. 2008). 
The phase current difference based detection method has been tested in laboratory. High 
impedance faults and arcing faults can be detected with high precision. Not enough phase 
current difference based fault detectors have applied in power system. 

 
3.2 Fault detection methods with transient signals 
When a fault occurs on a transmission line, the voltage at the point of fault suddenly 
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c. When grounding faults occurs, the faulted point can also be determined if the operator 
holds the special signal current detector moveing along the faulted feeder to find the 
point which the injected signal current disappears. 

Whereas, arcing faults is difficult to detect by the method because of the harmonics 
interference caused by earth faults. And high impedance grounding fault is also difficult to 
detect, because the signal is too small to detect in the faulted feeder. 
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based protections due to its inherent simplicity and good performance, which uses 
instantaneous sampled values to calculate the difference of currents, and checks whether 
samples satisfy the operating criterion or not. The number of satisfied samples in a system 
frequency cycle is larger than a threshold, fault can be detected (Wang et al. 2007, Wang et al. 
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operation criterion (37), grounding fault can be detected in the protected feeder. Namely, if 
there are S samples satisfying (37) during the continuous R sample’s judgments in half 
system frequency cycle after fault inception, the protection would operate. As long as the 
number of the (37) satisfied sampling number is less than S, the protection would not 
mal-operate.  

 
Fig. 19. Prototype of FTU 
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The protection scheme only utilizes the measured voltages and currents in the protected 
unit, and does not need the parameters of the distribution system or other unit. It can be 
implemented on feeder terminal units (FTU) with three-phase voltages and three-phase 
currents sampling in the distribution automation systems. The FTU prototype (shown as in 
Figure 19) has been developed. It uses with DSP TMS320F206, and its hardware frame is 
showed as Figure 20 (Zeng et al. 2008). 
The phase current difference based detection method has been tested in laboratory. High 
impedance faults and arcing faults can be detected with high precision. Not enough phase 
current difference based fault detectors have applied in power system. 

 
3.2 Fault detection methods with transient signals 
When a fault occurs on a transmission line, the voltage at the point of fault suddenly 
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reduces to a low value. This sudden change causes a high frequency transient that 
propagates away from the fault point in both directions along the line at a velocity almost 
equal to the speed of light. The high frequency transient is called traveling waves which can 
be used for fault point detection. When the initial traveling wave reaches an impedance 
discontinuity, such as a substation, a part of the wave is reflected back along the line 
towards the fault. The remainder is transmitted through the substation into the network. 
These traveling waves continue to be divided into reflected and transmitted waves and their 
amplitude attenuates with time until finally a new equilibrium is reached. 
 

 
Fig. 21. Transport network of traveling wave in transmission line 
 
Supposing that the fault occurs at f, the transport network is shown in Figure 21 (Zeng.
2000). The initial traveling wave propagates away from the fault in both directions along the 
line, and produces refraction and reflection at point of m, n and p. fnfm UU ,  are the initial 

traveling wave from fault point f; fnfm UU  ,  are reflection traveling wave at point m, n; 

fmU   is refraction traveling wave at point m (the refraction traveling waves from point p 

and n are not signed in Figure 21). 
Taking point m as an example, reflection coefficient m  and refraction coefficient m can 
be expressed as follows: 
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Where, 1Z  is equivalent wave impedance of non-fault line which is directed connected 
with bus m, mZ  is equivalent wave impedance of fault line, generally valued for 300. 

 
3.3 Fault detection methods based on information fusion or AI technology 
Different fault detection methods usually operate using different fault information. They 
have different applications with different degrees of precision and robustness. In practical 
operation, a single ground fault protection scheme has poor precision in ground fault 
detection. If all kinds of fault information can be integrated and fused, the effect of the 
disturbing signal can be reduced, inherent limitation of the single protection scheme can be 
eliminated and the precision and robustness of fault detection can be improved . 
Information fusion or AI technology is an intelligent information processing method, and it is 

the process of combining data to refine state estimates and predications. The purpose of 
information fusion is to produce information from different sources in order to support the 
decision-making process (Bossé et al. 2006).  

 
3.3.1 Fault detection methods based on Neural Networks 
Neural networks (NN), which are parallel distributed information processing units with 
different connection structures and processing mechanism, are particularly suitable to link 
the different variables of a power system where the relationship between the independent 
and the dependent variables are not easily quantifiable. Neural networks are robust to input 
and system noises, have learning capabilities, and can perform in real time (Lippmann 1987). 
Indeed, neural networks can be viewed as nonlinear adaptive system identification units, 
which rely on pattern recognition for the identification procedure (Widrow and Winter 
1988). 
The NN structures used in the fault detection are of the multilayer perceptron type, trained 
using the backpropagation algorithm. The basic philosophy of neural networks learning 
procedure is presented in Figure 22, where the weights are updated based on the error 
generated through the comparison of neural output and the target output. The typical single 
layer net is shown in Figure 23. The input vectors are selected variables derived from the 
transducer signals.  

 
Fig. 22. Neural Networks philosophy(Awais 2003) 
 
Training a network by backpropagation involves three stages:  
a. The feedforward of the input training pattern 
b. The back propagation of the associated error  
c. The adjustment of the weights  
During the learning process, the NN weights are adapted in order to create the desired 
output vectors. For learning process, the symptom-fault map is required. There is also the 
possibility of a hybrid learning process, simulated data for healthy and faulty machines. In 
this way, the NN can learn the health condition (Awais 2003).  
The time domain signals both in healthy and faulty machines are passed through the low 
pass filter. Then the time domain signal is changed to frequency domain by fast Fourier 
transform (FFT). The magnitude from FFT is used as input vector for training the NN which 
defines the target as healthy or faulty. After training NN, we have the weight and bias for 
using to detect the faulty machine. 
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Fig. 23. A single-layer neural net  
 
The dynamics of the system with out faults is represented by (Sreedhar et al. 1995): 

),( uxBuAxx                             (42) 
The dynamics of the system due to the occurrence of the fault is represented by  

     ),(),( uxuxBuAxx                             (43) 
Considering a sigmoid neural network whose input–output characteristics are described by: 

)ˆ;,,(ˆ  qqy                                    (44) 

Where nnnqq ),,(   is the input to the network, ny    is the output of the 

network and p̂  represents the adjustable weights of the network. Let the weights 

0̂)0(ˆ    of the selected neural network be initialized such that  

,0)ˆ;,,(ˆ 0  qq    ,, qq                              (45) 
corresponding to the no-failure situation. Note that this can be achieved simply by initializing 
the output weights of the network to zero(Vemuri et al. 1998). 
Artificial neural networks have been widely used partly because of their multi-input parallel 
processing capabilities, which are most suitable for real time applications. A large number of 
input variables can be simultaneously fed to a multi-input neural network. Despite the 
increase in the number of input nodes, the computation time of the network remains the 
same because neural nets perform parallel processing. Thus, increasing the number of input 
nodes does not affect the neural network processing speed. Besides, increasing the number of 
inputs nodes increases the robustness of the neural networks with respect to measurement 
noise. Moreover, once designed, the internal structure of artificial neural networks can be 
easily changed, if modifications or additions need to be made. The network can be updated, 
without much difficulty, by merely retraining it a few times more after the network structure 
is modified (Chow and Yee 1991). 
 
 
3.3.2 Fault detection methods based on Fuzzy Algorithm 
The output result of the single ground fault protective relay is either fault or no fault. If 1 is 

applied to represent fault, and 0 is applied to represent no fault, the output value of the 
ground fault protection can be chosen from the data collection {0, 1}. The principle of fuzzy 
ground fault protection is described as following. The subjection degree of element to data 
collection is extended to choose any value from data section [0, 1], comparing to choosing 
from data collection {0, 1} formerly. Output uncertainty of different ground fault protective 
relays can be expressed by the subjection function. And the faulted feeder can be identified 
by clarifying the fuzzy results. 
The subjection degree function i  of an arbitrary ground fault protective relay i can be 
selected according to practical instance, such as normal function, trigonometric function, 
trapezoid function, S function and break-line function etc. As shown in Figure 24, the 
break-line subjection degree function is selected, where S is the tripping threshold of the 
general ground fault protective relay, SL is the possible lower limit of tripping threshold in 
the case of fault, SH is the possible upper limit of tripping threshold in the case of non-fault. 
Because the result of a single fault protection scheme isn’t reliable in the section [SL, SH], this 
section is defined as fuzzy section. The possibility of fault in this section can be described by 
fuzzy subjection degree. 
 

  
Fig. 24. Subjection degree function of a grounding protection action(Zeng et al.2004) 
 
There are many methods for calculating fuzzy information fusion, which usually adopt 
additional calculations considering the characteristics of ground faults.  The gross 
reliability of fault decision-making can be expressed as the sum of products of different 
subjection degree and fuzzy reliability coefficients. For example, the fuzzy reliability 
coefficient of the ground fault protective relay i  is iK  according to expert experience. It’s 
value domain is from zero to one. By addition calculation, the information fusion output of 
total ground fault protective relays is 
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The clarifying process of fuzzy reliability degree is converting fuzzy reliablity degree into 
practical output judgement (fault or no fault) according to fuzzy principle. For example, 
when Y0.5, there is fault happening in this distribution line; when Y<0.5, there is no fault 
happening in this distribution line. 
The scheme for information fusion is shown as Figure 25. 
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Fig. 23. A single-layer neural net  
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without much difficulty, by merely retraining it a few times more after the network structure 
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reliability of fault decision-making can be expressed as the sum of products of different 
subjection degree and fuzzy reliability coefficients. For example, the fuzzy reliability 
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The clarifying process of fuzzy reliability degree is converting fuzzy reliablity degree into 
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Fig. 25. Schemes of fuzzy grounding fault detecting(Zeng et al.2004) 

 
3.3.3 Fault detection methods based on Genetic Algorithm 
Genetic algorithms (GA) are probabilistic search techniques inspired by the “survival of the 
fittest” principle of the neo-Darwinian theory of natural evolution, and by the mechanisms 
of natural genetics. This algorithm looks for the fittest individual from a set of candidate 
solutions called population. Basic operations are selection, reproduction, crossover and 
mutation. Parent selection gives a higher probability of reproduction to the fittest 
individuals. During crossover some reproduced individuals cross and exchange their 
genetic characteristics. Mutations may occur in a small percentage and cause a random 
variation in the genetic material, thus contributing to introduce variety in the population. 
Fitness function of each individual is changed by crossover and mutation operators. The 
selection operator decides whether an individual survives in next generation or not. 
Roulette wheel and tournament selection are two common selection methods. The steps of 
genetic algorithm are depicted in Figure 26 (Amaral et al. 2007, Aydin et al. 2008).  
 

 
Fig. 26. Steps of Genetic algorithm 
 
In every generation, a new set of artificial creatures P(t) is randomly generated using bits 

and pieces of the fittest members of the previous generation P(t-1). The process is repeated 
until the last generation P(t) does not satisfy the application requirements. A simplified 
sketch of the algorithm is shown in Figure 27 (Betta et al. 1996, Betta et al. 1998). 
 

 
Fig. 27. Sketch of the Simple Genetic Algorithm 
 
For the robust 1  optimization problem the chromosome is constructed by formulating 
matrices eA , W, P, H and N into a single vector Θ such that 
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The search region is then defined by establishing upper and lower limits   and   such 
that 
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If the stability criterion is not satisfied, a penalty is added to the cost such that 
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where i , i (1, 2, . . . , m + 2n) are the eigenvalues of the augmented system Aa (Curry et al. 
2001, Curry and Collins Jr 2005).  

 
4. Application of fault detection methods 
 

4.1 Fault detection application in power system online monitoring 
Many mining power systems utilize ineffectively grounded sources to restrict the residual 
current of single-phase earth fault in order to reduce outage and shock hazard. In practice, 
with the system expansion, topology changing and insulation aging, the potential residual 
current and zero sequence voltage for earth fault vary dynamically and some arcing earth 
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faults can easily cause over-voltage and induce multiple faults. In order to improve the 
system safety, on-site condition monitoring, safety evaluation for earth fault are proposed in 
this section.  
System states can be classified into normal secure state, alert state, incipient fault state and 
fault state. In alert state and incipient fault state, some preventive actions need to be carried 
out. But in fault state, the faulty feeder section needs to be isolated. 
Normal secure state 
No fault exists in industry power system. Even if earth fault occurs, no high overvoltage and 
no large residual current will be caused, and arcing fault will be self extinguished. 
Alert state 
No fault exists in industry power system. But the neutral point-earth-impedance does not 
match to the system capacitance to earth. If earth fault occurs, the residual current or zero 
sequence voltage will be very high, so that some arcing fault will easily induce multiple 
faults. In order to improve it, neutral-point-earth-impedance adjustment (e.g. Petersen-coil 
tuning) is required. 
Incipient fault state 
Some very high impedance earth fault exists because of insulation aging, and so on. 
Although it does not cause overvoltage and affect system normal operation directly, it can 
create personnel and equipment safety problems, and has an adverse environmental impact. 
So some preventive actions need to be carried out. 
Fault state 
Earth fault occurs. It causes overvoltage and affects system normal operation directly. The 
faulty feeder section is required to be isolated as soon as possible. 
Based on the above indexes, insulation intensity (dissipation factor), potential over-voltage 
and potential fault residual current, and the safety for earth fault in ineffectively earthed 
systems can be evaluated. When the safety indexes are over their threshold, an alarm will be 
given to the operator to change the system operation methods or carryout preventive 
maintenance. As shown in Figure 28, many parameters are measured online in normal 
mining power systems. When zero sequence voltage ( 0U ) is larger than its high threshold 
( 10setU ) which is often set as 30% phU , earth fault occurs. The fault feeder section can be 
detected by over-current protection with the injection current. 
If a feeder’s signal current (e.g. feeder k) is bigger than its threshold ( sksetI ),  

sksetsk II                                       (50) 
this feeder is detected as the earth fault feeder. 
The fault can be isolated automatically with distribution automation equipment. It works as 
one of remedial actions. 

 
Fig. 28. On-site safety evaluation and security enhancement scheme (Zeng et al.2003) 
 
If no fault existing, incipient fault will be tested. When zero sequence voltage ( 0U ) is larger 
than its low threshold ( 20setU ) which is often set as 10% phU , or the total dissipation factor is 

larger than its threshold ( settan ) which is often set as 8%, incipient fault is detected. The 
feeder, whose dissipation factor is bigger than its threshold, is the high impedance earth 
fault feeder. An alarm is sent to the operator to maintain this incipient fault feeder. 
If no fault and incipient fault existing, potential hazards will be evaluated. Supposed that 
some kind of earth fault occurs, it is assessed whether or not the potential residual current 
and overvoltage are out of their limits. In addition, resonance deviation in resonance 
earthed system is measured on-line. If some potential hazards for earth fault exist or 
resonance deviation is out of its limit, an alarm will be given to the operator to adjust 
neutral-point-earth-impedance. Some preventive action is usually carried out, such as: 
changing neutral unearthed or high resistance earthed to Petersen-coil earthed, Petersen-coil 
tuning, etc (Srivani and Vittal 2008). 

 
4.2 Fault detection application in Power system condition-based maintenance 
Condition-based maintenance (CBM) aims to detect latent failures on a basis of processing 
huge amount of information and then take actions to remove them (Liu et al. 2006). The 
main idea of CBM is to monitor the health of critical machine components and system 
almost continuously during operation and maintenance actions based on the assessed 
condition. If done correctly, CBM has the benefits such as reducing catastrophic failures, 
minimizing maintenance and logistical cost, maximizing system security and availability 
and improving reliability. 
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faults can easily cause over-voltage and induce multiple faults. In order to improve the 
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If a feeder’s signal current (e.g. feeder k) is bigger than its threshold ( sksetI ),  

sksetsk II                                       (50) 
this feeder is detected as the earth fault feeder. 
The fault can be isolated automatically with distribution automation equipment. It works as 
one of remedial actions. 

 
Fig. 28. On-site safety evaluation and security enhancement scheme (Zeng et al.2003) 
 
If no fault existing, incipient fault will be tested. When zero sequence voltage ( 0U ) is larger 
than its low threshold ( 20setU ) which is often set as 10% phU , or the total dissipation factor is 
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some kind of earth fault occurs, it is assessed whether or not the potential residual current 
and overvoltage are out of their limits. In addition, resonance deviation in resonance 
earthed system is measured on-line. If some potential hazards for earth fault exist or 
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tuning, etc (Srivani and Vittal 2008). 
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main idea of CBM is to monitor the health of critical machine components and system 
almost continuously during operation and maintenance actions based on the assessed 
condition. If done correctly, CBM has the benefits such as reducing catastrophic failures, 
minimizing maintenance and logistical cost, maximizing system security and availability 
and improving reliability. 
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A CBM system usually has four major functional modules, namely feature extraction, 
diagnostics, prognostics and decision support. Figure 29 illustrates the relationship between 
these modules (Zhang et al. 2007). 
 

 
Fig. 29. Functional modules of CBM system 
 
Fault prognostics is the process to project the current health state of equipment into the 
future taking into account estimates of future usage profiles, thus estimates the remaining 
useful life (RUL) of machine. The existing prognostic methods can generally be classified as 
two major categories, namely model based and data driven approaches. Compared to model 
based approaches, data driven ones do not need the prior knowledge (physical model or 
domain expert experiences) about system fault condition, thus makes it an effective 
approach in practical applications. The data-driven approaches are based upon statistical 
and learning techniques from the theory of pattern recognition. 

 
Fig. 30. condition based diagnosis and maintenance methodology  
 
A procedure for diagnosis and condition based maintenance for power transformers is 
presented in (Setayeshmehr et al. 2004). The condition based diagnosis process uses some of 
the current diagnosis methods (e.g. Oil test, DGA, PD, etc.) to determine the condition of the 
transformer. The condition based diagnosis and maintenance methodology is shown in 
Figure 30 (Setayeshmehr et al. 2004). 
Reference (Zhang, Li, Yu and Gao 2007) presents a fault prognostic algorithm based on a 
generic wavelet neural networks (WNN) architecture whose training process is based on 
genetic algorithm. The paper used MIMO WNN to conduct modeling task. The structure of 
wavelet neural networks is shown in Figure 31. 
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Fig. 31. Structure of wavelet neural networks 
 
A MIMO WNN can be written as: 

CXXXY
MM bAbAbA )]()()([

2211
                   (51) 

The proposed WNN is employed to learn the input-output relationship using the GA. The 
training process of WNN includes following 8 procedures: 
a. Representation 
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b. Fitness definition 
c. Population initialization 
d. Fitness evaluation 
e. Selection 
f. Crossover 
g. Mutation 
h. Stopping criteria 

 
4.3 Fault detection application in transformer protection 
Power transformers are important devices in an electrical energy system for supplying 
electricity. In order to obtain a high reliability level from an operation of the power 
transformer, a precise protection scheme is required. Generally, the transformers can be 
protected by overcurrent relays, pressure relays and differential relays depending on 
purposes. For differential protection, the differential current, which is generated by a 
comparison between the primary current and the secondary current detected via current 
transformers, is required. The differential protection is aimed at detecting internal faults in 
transformer windings. In a normal operation or in a fault condition due to the external short 
circuits, the differential current is relatively small, and the differential relay should not 
function. However, there are some factors that can cause a needless operation of the 
differential protection. To avoid the malfunction, the discrimination between internal faults, 
magnetizing inrush current and external short circuit current is required (Ngaopitakkul et al. 
2005). 
 
4.3.1 The method using short time Fourier transforms 
A novel approach using the short-time Fourier transform (time frequency analysis tools) for 
fault detection during impulse testing of power transformers is described in (Al-Ammar et 
al. 2008). The neutral and/or capacitive transferred currents which are recorded during an 
impulse test can be directly analyzed with this approach. The primary objective of 
time-frequency analysis is to be able to define a function that will describe the energy 
density of a signal simultaneously in time and frequency, and is commonly used in 
applications to speech, sonar and acoustic signals. Among the few tools, STFT happens to be 
very common and popular, because the concept behind it is simple yet powerful. The basic 
idea of STFT is to slice up the signal into suitable overlapping time segments (using 
windowing methods) and then to Fourier analyse each slice to ascertain the frequencies 
contained in it. The accumulation of such spectra indicates how the spectrum is varying in 
time and is called the spectrogram. It is assumed that frequency information is associated 
with the time index in the middle of each slice of windowed data. STFT of a continuous-time 
signal )(tx is defined as: 

 detwxtSTFT j


  )()(),(                       (52) 

 

where )(tw is the window function and )(tx is the signal to be transformed. ),( tSTFT is 
a complex function representing the phase and magnitude of the signal over time and 

frequency. The window )(tw is slid along the time domain to establish ),( tSTFT . In order 

to estimate the “local” frequency contents at time , the signal )(tx has to be isolated in the 
vicinity of time t , and then perform a FFT analysis. 
 
4.3.2 The method using wavelet transforms 
Signal processing using wavelet theory has emerged as a powerful tool over the past ten 
years and has led to significant developments in data analysis, data compression, image and 
speech processing, multi-resolution analysis etc. The WT like the Fourier transform 
decomposes a given signal into its frequency components, but differs in providing a 
non-uniform division of the frequency domain. In addition, unlike the Fourier transform 
which gives a global representation of the signal, WT provides a local representation in both 
time and frequency. These results from the fact that the analyzing basis functions in the case 
of the Fourier transform (namely sines and cosines) extend over infinite time, whereas they 
are compactly supported functions in the case of WT, thus giving them the localization 
property. This property greatly facilitates analysis of non-stationary signals, transient 
detection etc. A mathematical definition of WT follows (Satish 1998):  
Let )(tx  denote a continuous-time finite energy signal, then WT of )(tx  is defined as: 
 

dttgtxbaWT ba )()(),( ),(



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where                         
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is called the base function or mother wavelet. a , b  (real, 0a ) are the dilation and 
translation parameters, respectively. A restriction on the choice of )(tg  is that it must have 
a zero average value and be of short duration, which, mathematically, is called the 
admissibility condition on )(tg . Daubechies’ wavelet, Morlet wavelet and Harr wavelet are 
some examples of popularly used functions for )(tg . 

 
4.4 Fault detection application in generator protection of Multi-Generator-System 
So far the most common generator fault style is stator winding single-phase ground fault, 
which brings about inter-phase failures and inter-turn faults easily. If the stator ground fault 
cannot be detected and isolated duly, this fault brings about overheating in the fault point 
and burns down the stator stick and iron core. So the stator ground fault has very bad 
influences on the generator normal operating, and we need highly accurate and reliable 
protection of stator single-phase ground fault to ensure the generator operates safely and 
reliably. Small or medium power generation systems are Multi-Generator-System (MGS) 
with more than one generator directly connecting to a bus and operating in parallel 
commonly. If stator ground fault happened in one of the generators operating in parallel, 
the generator which have happened single-phase ground fault should be detected and 
isolated by generator protective relay.  
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4.4.1 The method based on the grounding leakage current 
The scheme utilizing the grounding leakage current of the fundamental component and the 
third harmonic fault components can detect HIGF. And the faulted generator can be 
detected and located by comparing the difference of leakage current of the fundamental 
component and third harmonic fault components between generator neutral and terminal 
side of each phase. 
The features of grounding leakage current can be summarized as follow: 
a. In the faulted generator, the differences of the leakage current variations between the 

sound and faulted phases are almost equal to the residual current. On the other hand, 
the differences of the leakage current variations between sound phases are is almost 
equal to zero. 

b. In the healthy generator, the differences of the leakage current variations between any 
two phases are also zero under ideal condition.  

Hence, protection against generator stator ground fault can be carried out through 
comparing the differences of leaking current variations. A difference larger than a threshold 
would indicate the presence of a ground fault. 
The operation criterion is: 

    0drd IKII                             (55) 
Where, K  is the restraint coefficient, 0dI is the pickup current, rI represents restraining 
current, dI represents the maximum of the difference of the grounding leakage current 
between phases and it can be calculated: 

    ),,max( CABCABd IIII                          (56) 
Under normal conditions, the differences of the grounding leakage current between healthy 
phases would equal to zero. Considering the influences of the measuring error, the 
differences of the grounding leakage current between healthy phases would be a small 
value. The setting value of 0dI  can be set to the minimum of the differential current 

between phases which can stands aside, namely BCI . If single-phase earthed fault happen 

in phase A, 0dI  can be obtained by: 

BCCBd ikikiI  )()(0                     (57)  
The restraining current rI can be set to the minimum of the grounding leakage current of 
three phases, namely the single-phase ground leakage capacitive current. 

313),,min( UCIIII CBAr                    (58) 
The generator ground fault current equals the vector sum of the each generator grounding 
leakage current, the grounding current flowing through the Peterson-coil or resistance of the 
generator neutral side, and the capacitive current of the external facilities such as external 
transformers. The restraint coefficient K  can be determined based on the neutral grounding 
modes, compensation factor, and the number of generators operating in parallel. The 
influence of the Peterson-coil to the third harmonic current is very small. If there are 2 
generators operating in parallel, the restraint coefficient K can be set to 1. If there are 3 
generators operating in parallel, the restraint coefficient K can be set to 1.5. If there are 4 
generators operating in parallel, the restraint coefficient K can be set to 1.8.  
Only the grounding leakage current of the fundamental component and third harmonic 

component on the neutral and terminal sides of each phase of the generator stator need be 
measured by the protection scheme. All kinds of single-phase ground fault can be detected 
with high reliability by the scheme. The scheme has high sensitivity and robustness (Xia et 
al. 2007). 

 
4.4.2 The method based on the fault resistance measurement 
The faulted generator can be detected with the differences of the leakage current. If the 
difference is larger than a pre-set threshold value, the generator is considered to have a 
ground fault. Unfortunately, the threshold is difficult to set. In order to improve its 
performance, a fault-resistance based protection scheme is proposed as follows. 
The fault resistance can be calculated from fault voltage and fault current: 
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To implement the fault-resistant based protection scheme, three phase calculated resistances 
are defined as:  
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The generator calculated resistance is defined as: 
),,min( dCdBdAd RRRR                              (63) 

With these definitions, three phase calculated resistances of the faulted generator are: 
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So, the calculated resistance in the faulted generator is: 
fdCdBdAd RRRRR  ),,min( 1111                        (67) 

The calculated resistance in the normal generator is: 
 ),,min( 2222 dCdBdAd RRRR                       (68) 

If the calculated resistance is less than its threshold setR , ground fault is deemed to have 
occurred in the generator stator winding. 
To improve protection reliability, two protection criteria are applied. One criterion is low 
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4.4.1 The method based on the grounding leakage current 
The scheme utilizing the grounding leakage current of the fundamental component and the 
third harmonic fault components can detect HIGF. And the faulted generator can be 
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component and third harmonic fault components between generator neutral and terminal 
side of each phase. 
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generator neutral side, and the capacitive current of the external facilities such as external 
transformers. The restraint coefficient K  can be determined based on the neutral grounding 
modes, compensation factor, and the number of generators operating in parallel. The 
influence of the Peterson-coil to the third harmonic current is very small. If there are 2 
generators operating in parallel, the restraint coefficient K can be set to 1. If there are 3 
generators operating in parallel, the restraint coefficient K can be set to 1.5. If there are 4 
generators operating in parallel, the restraint coefficient K can be set to 1.8.  
Only the grounding leakage current of the fundamental component and third harmonic 

component on the neutral and terminal sides of each phase of the generator stator need be 
measured by the protection scheme. All kinds of single-phase ground fault can be detected 
with high reliability by the scheme. The scheme has high sensitivity and robustness (Xia et 
al. 2007). 
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are defined as:  
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The generator calculated resistance is defined as: 
),,min( dCdBdAd RRRR                              (63) 

With these definitions, three phase calculated resistances of the faulted generator are: 
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So, the calculated resistance in the faulted generator is: 
fdCdBdAd RRRRR  ),,min( 1111                        (67) 

The calculated resistance in the normal generator is: 
 ),,min( 2222 dCdBdAd RRRR                       (68) 

If the calculated resistance is less than its threshold setR , ground fault is deemed to have 
occurred in the generator stator winding. 
To improve protection reliability, two protection criteria are applied. One criterion is low 
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resistance protection, presented as above. If the calculated resistance is less than its 
threshold setR , ground fault is deemed to have occurred in the generator stator winding. 
The threshold setR is usually set from 1k to 8k. The larger the generator capacity, the 
higher is threshold setting. The other protection criterion is through resistance comparing: 
the generator in the MGS which has the lowest calculated resistance is the faulted unit. 
The protection scheme is shown in Figure 32. It has the following steps: 
a. The generator stator currents are monitored in the neutral and on the terminal sides in 

real time. The neutral point voltage is also monitored. The parameters are sampled by 
A/D converters. 

b. If the zero sequence voltage is larger than its threshold, ground fault is detected, and 
the above proposed ground fault protection is initiated. 

c. The faulted generator is the unit with its calculated resistance values less than its 
threshold setR , or with the lowest calculated resistance among the units in the MGS. 

d. The signal identifying the unit with the ground fault is sent to operator and the faulted 
generator is tripped.  

 

 
Fig. 32. Resistance protection scheme 

 
4.5 Fault detection application in line protection 
Grounding faults generate voltage and current traveling wave. They spread from the fault 
point to power station, and then to other sound feeders. The transmission procedure can be 
described as Figure 33. The traveling wave will fade down during spreading abroad. 

 
Fig. 33. Fault line selection based on traveling wave current 
 
The reflecting occurs at the point (bus for the example) where impedance does not match. 
The traveling wave flows in the fault line is the strongest, which is the superposition of the 
initial inverted traveling wave ( btwi ) and forward traveling wave ( ftwi ) whose direction 
change after reflecting. Whereas the traveling wave in the sound lines is the refraction 
component of the traveling wave at the fault point and fault lines. So the traveling wave in 
the sound lines is very small, and its polarity is just reverse to the traveling wave in the fault 
line.  
The traveling wave caused by fault can be detected in each feeder, and the traveling wave in 
the fault feeder is the largest one. The polarity of traveling wave in the fault feeder is just 
opposite to the polarity of traveling wave in sound feeders. The fault feeder can thus be 
detected by comparing the magnitude and polarity of traveling wave caused by distribution 
system faults in all feeders. The zero sequence components are often used. 
 

 
Fig. 34. Traveling wave detection device 
 
In order to detect the faults generated traveling wave, two types of traveling wave sensors 
are developed. They are current traveling wave sensor and voltage traveling wave sensor. 
The current sensor is a coil with magnetic ring iron core (as shown in Figure 34). A transient 
voltage suppressor (TVS) and a resistance divider are connected to the output of the coil. 
The output voltage is controlled to be under 50V. The sensor suppresses power-frequency 
signals and amplifies high-frequency signals above 10 kHz. It is installed at the grounded 
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resistance protection, presented as above. If the calculated resistance is less than its 
threshold setR , ground fault is deemed to have occurred in the generator stator winding. 
The threshold setR is usually set from 1k to 8k. The larger the generator capacity, the 
higher is threshold setting. The other protection criterion is through resistance comparing: 
the generator in the MGS which has the lowest calculated resistance is the faulted unit. 
The protection scheme is shown in Figure 32. It has the following steps: 
a. The generator stator currents are monitored in the neutral and on the terminal sides in 

real time. The neutral point voltage is also monitored. The parameters are sampled by 
A/D converters. 

b. If the zero sequence voltage is larger than its threshold, ground fault is detected, and 
the above proposed ground fault protection is initiated. 

c. The faulted generator is the unit with its calculated resistance values less than its 
threshold setR , or with the lowest calculated resistance among the units in the MGS. 

d. The signal identifying the unit with the ground fault is sent to operator and the faulted 
generator is tripped.  

 

 
Fig. 32. Resistance protection scheme 
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component of the traveling wave at the fault point and fault lines. So the traveling wave in 
the sound lines is very small, and its polarity is just reverse to the traveling wave in the fault 
line.  
The traveling wave caused by fault can be detected in each feeder, and the traveling wave in 
the fault feeder is the largest one. The polarity of traveling wave in the fault feeder is just 
opposite to the polarity of traveling wave in sound feeders. The fault feeder can thus be 
detected by comparing the magnitude and polarity of traveling wave caused by distribution 
system faults in all feeders. The zero sequence components are often used. 
 

 
Fig. 34. Traveling wave detection device 
 
In order to detect the faults generated traveling wave, two types of traveling wave sensors 
are developed. They are current traveling wave sensor and voltage traveling wave sensor. 
The current sensor is a coil with magnetic ring iron core (as shown in Figure 34). A transient 
voltage suppressor (TVS) and a resistance divider are connected to the output of the coil. 
The output voltage is controlled to be under 50V. The sensor suppresses power-frequency 
signals and amplifies high-frequency signals above 10 kHz. It is installed at the grounded 
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line of capacitive equipment (such as CVT, transformer bushing, wall bushing) to capture 
the current traveling-waves flowing from the equipment to earth, and the grounded line is 
passing through the core. This installation does not influence the normal operation of the 
power system.  
The traveling wave based detection method has been tested in laboratory. High impedance 
faults and arcing faults can be detected with high precision. Not enough traveling wave 
based fault detectors have applied in power system.  

 
4.6 Fault detection application in ineffectively earthed distribution systems 
Reliability and safety are always the two important aspects in the design and operation of 
industry power systems. Unscheduled outage can create personnel and equipment safety 
problems, have an adverse environmental impact, and can result in substantial economic 
losses. Ineffectively earthed systems can limit earth fault current and operate indefinitely 
with an earth fault on one phase, eliminating the need for an immediate shutdown. Thus 
many industrial power systems have been operated with floating neutral or high resistance 
earthed neutral. 
The earth fault current in ineffectively earthed systems is usually not more than ten amperes. 
It is difficult to detect ground faults and isolate the faulted feeder. In order to improve them, 
some feeder terminal unit (FTU) based ground fault protectors are developed as follow: 

 
4.6.1 Zero sequence overcurrent protection 
Figure 35 shows zero sequence current based earth fault detectors (EFD) installed in a small 
distribution system.  

 
Fig. 35. Zero sequence current based earth fault detectors (EFD) installed in a small 
distribution system.  
 
If the zero sequence current ( 0I ) in a feeder is larger than its threshold, this feeder is 
identified as the ground fault feeder. The threshold of feeder m ( msetI0 ) is usually set as the 

magnitude of the capacitive current ( cmI ) in feeder m caused by other feeder direct earth 
faults, and it is sure that I, is larger than the least value ( mI0 ) that can be measured 
accurately by the digital measurement unit (Zeng et al. 2004). 
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Where, mK0 is the reliability coefficient. 
The zero sequence current in the faulted feeder k detected by EFD is the sum of charging 
currents of all other sound feeders (feeder i and n) and the neutral point current. Whereas, in 
the occurrence of other feeder earth fault the zero sequence current in the sound feeder k is 
its own capacitive charging currents and its extended feeders (feeders a, b and c). In some 
cases, the charging capacitive currents in the feeder k and its extended feeders (feeders a, b 
and c) are possibly bigger than that in the other feeders. The zero sequence current in feeder 
k caused by its own earth fault is less than that caused by other feeder earth fault. The zero 
sequence overcurrent protection is thus difficult to be set.  

 
4.6.2 Negative sequence current protection 
In Figure 36 (Zeng et al. 2001), an ineffectively earthed system with n feeders has an earth 
fault on feeder k. The system is a symmetrical radial network with only one source. When 
earth fault occurs, the distribution capacitance between the three phases of the system and 
ground is considered. From Figure 36 (b), the positive sequence current ( 1I ), the negative 

sequence current ( 2I ) and the zero sequence current ( 0I ) through the fault point are equal 

to one third of fault current ( fI ). 
 

 
Fig. 36. Sequence network interconnection for “A” phase-to-ground fault 
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Where: EA is the faulted phase voltage (supposed fault is in phase A), 0Z  is the zero 
sequence impedance of this network, 1Z  is the positive sequence impedance, fR is the 

fault resistance, and 2Z  is the negative sequence impedance.  
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line of capacitive equipment (such as CVT, transformer bushing, wall bushing) to capture 
the current traveling-waves flowing from the equipment to earth, and the grounded line is 
passing through the core. This installation does not influence the normal operation of the 
power system.  
The traveling wave based detection method has been tested in laboratory. High impedance 
faults and arcing faults can be detected with high precision. Not enough traveling wave 
based fault detectors have applied in power system.  

 
4.6 Fault detection application in ineffectively earthed distribution systems 
Reliability and safety are always the two important aspects in the design and operation of 
industry power systems. Unscheduled outage can create personnel and equipment safety 
problems, have an adverse environmental impact, and can result in substantial economic 
losses. Ineffectively earthed systems can limit earth fault current and operate indefinitely 
with an earth fault on one phase, eliminating the need for an immediate shutdown. Thus 
many industrial power systems have been operated with floating neutral or high resistance 
earthed neutral. 
The earth fault current in ineffectively earthed systems is usually not more than ten amperes. 
It is difficult to detect ground faults and isolate the faulted feeder. In order to improve them, 
some feeder terminal unit (FTU) based ground fault protectors are developed as follow: 

 
4.6.1 Zero sequence overcurrent protection 
Figure 35 shows zero sequence current based earth fault detectors (EFD) installed in a small 
distribution system.  

 
Fig. 35. Zero sequence current based earth fault detectors (EFD) installed in a small 
distribution system.  
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identified as the ground fault feeder. The threshold of feeder m ( msetI0 ) is usually set as the 

magnitude of the capacitive current ( cmI ) in feeder m caused by other feeder direct earth 
faults, and it is sure that I, is larger than the least value ( mI0 ) that can be measured 
accurately by the digital measurement unit (Zeng et al. 2004). 
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Where, mK0 is the reliability coefficient. 
The zero sequence current in the faulted feeder k detected by EFD is the sum of charging 
currents of all other sound feeders (feeder i and n) and the neutral point current. Whereas, in 
the occurrence of other feeder earth fault the zero sequence current in the sound feeder k is 
its own capacitive charging currents and its extended feeders (feeders a, b and c). In some 
cases, the charging capacitive currents in the feeder k and its extended feeders (feeders a, b 
and c) are possibly bigger than that in the other feeders. The zero sequence current in feeder 
k caused by its own earth fault is less than that caused by other feeder earth fault. The zero 
sequence overcurrent protection is thus difficult to be set.  

 
4.6.2 Negative sequence current protection 
In Figure 36 (Zeng et al. 2001), an ineffectively earthed system with n feeders has an earth 
fault on feeder k. The system is a symmetrical radial network with only one source. When 
earth fault occurs, the distribution capacitance between the three phases of the system and 
ground is considered. From Figure 36 (b), the positive sequence current ( 1I ), the negative 

sequence current ( 2I ) and the zero sequence current ( 0I ) through the fault point are equal 

to one third of fault current ( fI ). 
 

 
Fig. 36. Sequence network interconnection for “A” phase-to-ground fault 
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Where: EA is the faulted phase voltage (supposed fault is in phase A), 0Z  is the zero 
sequence impedance of this network, 1Z  is the positive sequence impedance, fR is the 

fault resistance, and 2Z  is the negative sequence impedance.  
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1Z , 2Z  can be neglected because they are much lower than 0Z  (as Figure 36 (c)), so Eq.70 
can be rewritten as: 
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The negative sequence current, generated in the fault point, flows through the whole 
network, reaches the sources and the loads, and then returns. As the negative sequence 

impedance of the source SZ2  is much lower than that of the loads, most negative sequence 
current in the fault point flows to the source. Thus the negative sequence current in the earth 

fault feeder ( kI2


) or in the source ( sI2


) is approximately equal to one third of the fault 

current, and it is much larger than that in sound feeder i ( iI2


). 
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Considering the zero sequence current in the faulted feeder: 
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Where, kCI is the capacitive current in the faulted feeder k . 

Comparing Eq.72 and Eq.73, the negative sequence current is usually slightly bigger than 
the zero sequence current in the faulted feeder. 
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In sound feeder i , the zero sequence current iI0  is approximately equal to its capacitive 
current ciI . It is usually larger than the negative sequence current, which is approximately 
zero (Eq.72). Negative sequence current is therefore more sensitive in detecting earth fault 
feeder than zero sequence current. 
Moreover, energy oscillations usually exist in zero sequence circuit between restrikes during 
arc-grounding fault, but not in negative sequence circuit because the negative sequence 
impedance of source is so small that energy is quickly faded away after arc extinguishing. 
Protection schemes based on negative sequence current hence have a better performance in 
detecting arcing fault than that based on zero sequence current. 
The principles for earth fault detection based on negative sequence current are as follow: 
a. Negative Sequence Current Based Overcurrent Protection 
If the magnitude of negative sequence current component in a feeder is larger than its 
threshold, this feeder is identified as the earth fault feeder. 
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The threshold of feeder m ( msetI2 ) is usually set as the least value that can be measured 
accurately by digital measurement unit, and it is sure that msetI2  is larger than the magnitude 
of negative sequence current component in feeder m caused by other feeder directly earth 
fault. 
b. Difference between Negative Sequence Current and Zero Sequence Current Based 

Protection 

From Eq.74, when the component of negative sequence current is slightly bigger than that of 
zero sequence current in a feeder, it is identified as the faulted feeder. 
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In order to improve fault detection sensitivity, a reliability coefficient 0K  is used, which is 
usually set as 0.5. 
c. Negative Sequence Current Based Differential Protection  
The component of negative sequence current in the faulty feeder is approximately opposite to 
that in the source, while that in a sound feeder is approximately equal to zero, and is much 
lower than that in the source. The faulted feeder can therefore be detected, if the difference 
between the component of negative sequence current in a feeder and that in the source is 
smaller than its threshold. 

mssetSm III 222                                     (77) 

The threshold of feeder m ( mssetI2 ) is usually set as a value that is larger than the sum of the 
magnitudes of negative sequence current component in all sound feeders caused by a directly 
earth fault of feeder m. 
d. Phase Difference between Negative Sequence Current and Fault Phase Voltage Based 

Protection  
If the phase difference between the negative sequence current in a feeder and the fault phase 
voltage phasor is near to zero (in same direction), this feeder can be identified as the faulted 
feeder. 
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In order to improve fault detection sensitivity, 1set , 2set is usually set as 060 and 060  
respectively. 
e. Fault Point Energy Dissipation Based Protection 
If the energy function (in Eq.79) of a feeder is larger than its threshold, this feeder can also be 
identified as the faulted feeder. 
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Where, 1t is the time of earth fault initiation, (t2-t1) is about one cycle (20mS in 50Hz). SetW  
is usually set as a small positive value. 
Among the above fault detection schemes, scheme a, b, c, and e only demand to measure the 
local current or voltage. These schemes are convenient to be implemented in Remote 
Terminal Unit (RTU), Feeder Terminal Unit (FTU) and Intelligent Electronic Device (IED) in 
Distribution Automation (DA) systems.  
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1Z , 2Z  can be neglected because they are much lower than 0Z  (as Figure 36 (c)), so Eq.70 
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Considering the zero sequence current in the faulted feeder: 
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Where, kCI is the capacitive current in the faulted feeder k . 

Comparing Eq.72 and Eq.73, the negative sequence current is usually slightly bigger than 
the zero sequence current in the faulted feeder. 
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In sound feeder i , the zero sequence current iI0  is approximately equal to its capacitive 
current ciI . It is usually larger than the negative sequence current, which is approximately 
zero (Eq.72). Negative sequence current is therefore more sensitive in detecting earth fault 
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impedance of source is so small that energy is quickly faded away after arc extinguishing. 
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The principles for earth fault detection based on negative sequence current are as follow: 
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If the magnitude of negative sequence current component in a feeder is larger than its 
threshold, this feeder is identified as the earth fault feeder. 
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Where, 1t is the time of earth fault initiation, (t2-t1) is about one cycle (20mS in 50Hz). SetW  
is usually set as a small positive value. 
Among the above fault detection schemes, scheme a, b, c, and e only demand to measure the 
local current or voltage. These schemes are convenient to be implemented in Remote 
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1. Introduction     
 

In recent years, fault detection and isolation (FDI) problem in dynamitic system has been 
paid more and more attention. A great number of methods for FDI have been proposed 
(Chow & Willsky, 1984; Frank & Ding, 1997; Chen & Patton, 1999; Patton et al., 2000; 
Venkatasubramanian et al., 2003). All of the FDI schemes are concerned with a core stage: 
the generation of the residual signals. The difference between the measurement of the 
system and its estimation is called residual, whose values are zero or near to zero when no 
fault occurs while differ distinctly from zero otherwise. Appropriate decisions such as the 
occurrence, magnification, type, location, etc. of the faults are called fault isolation, which 
are achieved by residual evaluation. 
In the field of analytical model-based FDI techniques, the analytical redundancy relations of 
the system are used to create residual signal. The approaches can be roughly classified into 
observer-based approaches and parameter estimation approaches. Parity space approaches 
have been proved to be structurally equivalent to the observer-based though the design 
procedures differ (Gertler, 1991). However, the parity space methodology using the 
temporal redundancy has its advantages, especially in the discrete system. This method was 
firstly generalized by the (Chow & Willsky, 1984).  
Time delays are inherent in many real physical processes (i.e. mechanical and chemical 
processes, long transmission lines in pneumatic systems, power and water distribution 
networks, air pollution systems etc.) Over the past two decades, analysis and synthesis of 
dynamic time-delay systems have attracted a great deal of interests (Dugard & Verriest, 
1997; Yang & Saif, 1998). However, there are relative fewer research results on FDI of time-
delay systems (KRATZ et al., 1998; Zhong et al., 2004). 
This paper proposes a method to deal with the FDI problem for the linear discrete-time 
systems with delays. The results in (KRATZ et al., 1998) are extended. Both fault detection 
and fault isolation method are proposed. The occurrence of the fault can be detected timely 
and the position of the fault can be located exactly. A numerical example is given to 
illustrate the design method at the end. 
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2. Mathematical Preliminaries 
 

A time delay operator is defined according to (KRATZ et al., 1998). ( ) ( 1)f k f k   for 

any discrete-time function f . It is easy to understand that 2( ) ( ) ( 2)f k f k f k     , 

( ) ( )w f k f k w   . 
Consider a linear discrete time-delay system described by 
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where ( ) nk Rx is the state vector, ( ) pk Ru  is the control vector, ( ) mk Ry  is the output 
vector, T

1( ) [ ( ), , ( )]a a apk f k f kf   stands for the actuator faults. ( ), 1, ,aif k i p   is 

corresponding to the ith actuator fault. ( ) lk Rd is disturbance 
vector, ( )k dd . ( 0, , )i i vA  , B , C , dE and dF are constant matrices with appropriate 
dimensions. Integers 0v  denotes the number of time delays in the state. 
Using the operator , the system (1) can be rewritten as 
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where, 
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3. Parity Space Residual Generation for Fault Detection and Isolation 
 

The task of FDI is to design a residual signal which is zero or near to zero in a fault free case 
and non-zero when a fault occurs in the monitored system. Time delay implies that the state 
of the system for the next time step is not only determined by the current state but also 
concerned with the state of the former intervals. The recursion of equation (2) from time 
instant k L  to time instant k  yields 
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Define the following parity space: 
 

 , 0L L L o L P v v H
    (5) 

where 1 ( 1)L m
L R  v is row vector. Vectors belong to parity space are called parity vectors. 

Residual signals can be created by the folowing equation: 
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Substituting equation (6) to equation (4) yields: 
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Define the following parity space: 
 

 , 0L L L o L P v v H
    (5) 

where 1 ( 1)L m
L R  v is row vector. Vectors belong to parity space are called parity vectors. 

Residual signals can be created by the folowing equation: 
 

,( ) ( ) ( )L L L u L Lr k k k    v y H u R     (6) 
Substituting equation (6) to equation (4) yields: 
 

, ,( ) ( ) ( )L L d L L L fa L aLr k k k v H d v H f       (7) 
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It should be noted that the parity vectors Lv satisfying equation (5) are not unique, and the 
corresponding residual signals ( )Lr k are not unique. The freedom of the Lv can be used to 
creat specific residual signals, so as to fulfill specific design purpose.  
The parity vectors Lv can be described as 1 2 ( 1)[ , , , ]L L mv v v v  . Substituting it to equation (7), 
the terms corresponding to disturbance , ( )L d L L kv H d and faults , ( )L fa L aL kv H f can be 
respectively expanded as follows: 

, 1 1 2 2( ) ( ) ( ) ( )L d L L l lk d k d k d k     v H d     (8) 
 

, 1 1 2 2( ) ( ) ( ) ( )L fa L aL a a p apk f k f k f k     v H f    (9) 
Where 1 2, , , p   , 1 2, , , p   are polynomials corresponding to 1 2 ( 1), , , L mv v v  and . 
The successful detection of a fault is followed by the fault isolation procedure which will 
distinguish (isolate) a particular fault from others. While a single residual signal is sufficient 
to detect faults, a set of residuals (or a vector of residual) is usually required for fault 
isolation. According to (Chen & Patton, 1999), a commonly used scheme in designing the 
residual set is to make each residual sensitive to all but one fault, i.e.  
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where ( )R   denotes some functional relation, which works as the residual generator. This is 
defined as a generalized structured residual set. The isolation can be performed by the 
following logic: 
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where ith  means the fault isolation threshold to the corresponding fault. 
To achieve the so called generalized structured residual set, let 1 2, , , p   satisfy the 
folowing equatinos: 
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Solving the equations (12) respectively can achieve a set of parity 
vecters  1,2, ,Lfai i pv  ,witch lead to a set of residual signals ( ), 1,2, ,Lfair k i p   by equation 
(6). When the ith actuator fault occurs( ( ) 0aif k  ), the corresponding residual signal ( )Lfair k is 
not affected, while the other residual signals 1 1 1 1( ) ( ) ( ), ( ), ( )Lfa Lfa Lfai Lfai Lfapr k r k r k r k r k ， ，， are 
affected. The isolation can be fulfilled by equaton (11).  

4. Numerical Example 
 

To illustrate the design process of the proposed mothed and verify its effectiveness,  the 
following numerical example is demonstrated. Consider a time delay system of the form (l), 
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Where ( ) 0.01 (0,1)k randN d , (0,1)randN stands for zero mean, uint Gauss noise. Using the 
operator , the system (1) can be rewritten into the form (2), the system matrix is: 
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In order to fulfill the FDI, a parity space with 2L  is established, the matrix ,o LH , ,u LH ,etc. 
can be computed using the software MAPLE. Solving the equation (5) can get the parity 
vecter: 
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Where 1 2 3 5 5 6, , , , ,t t t t t t R and 1 2 3 5 5 6, , , , ,t t t t t t are not all zeros. Lv is a row 9 dimensions vector 
with 6 fredom.  
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It should be noted that the parity vectors Lv satisfying equation (5) are not unique, and the 
corresponding residual signals ( )Lr k are not unique. The freedom of the Lv can be used to 
creat specific residual signals, so as to fulfill specific design purpose.  
The parity vectors Lv can be described as 1 2 ( 1)[ , , , ]L L mv v v v  . Substituting it to equation (7), 
the terms corresponding to disturbance , ( )L d L L kv H d and faults , ( )L fa L aL kv H f can be 
respectively expanded as follows: 

, 1 1 2 2( ) ( ) ( ) ( )L d L L l lk d k d k d k     v H d     (8) 
 

, 1 1 2 2( ) ( ) ( ) ( )L fa L aL a a p apk f k f k f k     v H f    (9) 
Where 1 2, , , p   , 1 2, , , p   are polynomials corresponding to 1 2 ( 1), , , L mv v v  and . 
The successful detection of a fault is followed by the fault isolation procedure which will 
distinguish (isolate) a particular fault from others. While a single residual signal is sufficient 
to detect faults, a set of residuals (or a vector of residual) is usually required for fault 
isolation. According to (Chen & Patton, 1999), a commonly used scheme in designing the 
residual set is to make each residual sensitive to all but one fault, i.e.  
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where ( )R   denotes some functional relation, which works as the residual generator. This is 
defined as a generalized structured residual set. The isolation can be performed by the 
following logic: 
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where ith  means the fault isolation threshold to the corresponding fault. 
To achieve the so called generalized structured residual set, let 1 2, , , p   satisfy the 
folowing equatinos: 
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Solving the equations (12) respectively can achieve a set of parity 
vecters  1,2, ,Lfai i pv  ,witch lead to a set of residual signals ( ), 1,2, ,Lfair k i p   by equation 
(6). When the ith actuator fault occurs( ( ) 0aif k  ), the corresponding residual signal ( )Lfair k is 
not affected, while the other residual signals 1 1 1 1( ) ( ) ( ), ( ), ( )Lfa Lfa Lfai Lfai Lfapr k r k r k r k r k ， ，， are 
affected. The isolation can be fulfilled by equaton (11).  

4. Numerical Example 
 

To illustrate the design process of the proposed mothed and verify its effectiveness,  the 
following numerical example is demonstrated. Consider a time delay system of the form (l), 
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Where ( ) 0.01 (0,1)k randN d , (0,1)randN stands for zero mean, uint Gauss noise. Using the 
operator , the system (1) can be rewritten into the form (2), the system matrix is: 
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In order to fulfill the FDI, a parity space with 2L  is established, the matrix ,o LH , ,u LH ,etc. 
can be computed using the software MAPLE. Solving the equation (5) can get the parity 
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Where 1 2 3 5 5 6, , , , ,t t t t t t R and 1 2 3 5 5 6, , , , ,t t t t t t are not all zeros. Lv is a row 9 dimensions vector 
with 6 fredom.  
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In order to achieve fault detection and isolation, a generalized residual set consists in three 
residual signals should be created as show in Fig.1. 

 
Fig. 1 Generalized residual set 
 
In Fig.1, aif stands for the ith actuator fault. Residual singal 1r  is sensitive to 2af and 3af while 
insensitive to 1af . The situation of 2r and 3r are the same with 1r . 
Substituting Lv to equation (7), and expanding the terms corresponding to the actuator 
fault , ( )L fa L aL kv H f into equation (9) yields, , 1 1 2 2 3 3( ) ( ) ( ) ( )L fa L aL a a ak f k f k f k    v H f . 
Where 1 2 3, ,   are polynomials corresponding to 1 2 3 5 5 6, , , , ,t t t t t t and . Using equation (12), 
let 
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1 2 3 5 5 6, , , , ,t t t t t t can be achieved by solving the above equation, and substituting them into (13) 
can get the parity vector corresponding to the first actuator fault 1af : 
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Substituting 1L fav to equation (6) can get generalized residual signal 1( )Lfar k corresponding 
to 1af , denoted by 1r . 

2 3 4
1 1 2

2 3 4 2 3
3 2 3

( 0.1020 0.40600 ) ( ) (1 0.2580 0.2520 0.07762 ) ( )

( 0.4120 0.2509 0.03819 ) ( ) ( ) ( ) ( 0.3080 ) ( )

r y k y k
y k u k u k

            

            
 

By the same process, let 

1 1

2 2

3 3

0 0
0, 0
0 0

 
 
 

  
   
   

 

The residual signals correspond to 2af and 3af can be designed, denoted by 2r and 3r . 
Now, the disign of the generalized residual set for actuator fault detection and isolation is 
accomplished. The result of the simulation is show in Fig. 2 to Fig. 5. 
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Fig. 2 System input signals 
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In order to achieve fault detection and isolation, a generalized residual set consists in three 
residual signals should be created as show in Fig.1. 

 
Fig. 1 Generalized residual set 
 
In Fig.1, aif stands for the ith actuator fault. Residual singal 1r  is sensitive to 2af and 3af while 
insensitive to 1af . The situation of 2r and 3r are the same with 1r . 
Substituting Lv to equation (7), and expanding the terms corresponding to the actuator 
fault , ( )L fa L aL kv H f into equation (9) yields, , 1 1 2 2 3 3( ) ( ) ( ) ( )L fa L aL a a ak f k f k f k    v H f . 
Where 1 2 3, ,   are polynomials corresponding to 1 2 3 5 5 6, , , , ,t t t t t t and . Using equation (12), 
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Substituting 1L fav to equation (6) can get generalized residual signal 1( )Lfar k corresponding 
to 1af , denoted by 1r . 
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The residual signals correspond to 2af and 3af can be designed, denoted by 2r and 3r . 
Now, the disign of the generalized residual set for actuator fault detection and isolation is 
accomplished. The result of the simulation is show in Fig. 2 to Fig. 5. 
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Fig. 5 Residual signals 
 
There are 5 stages in the simulation process: 
1. from time 0 second to time 100 second, the system works properly. 1r , 2r and 3r are 

near to zreo. 
2. from time 100 second to time 200 second, the actuator 1 suffers from fault, while 

actuator 2 and actuator 3 work properly. 2r and 3r differ from zero while 1r keeps 
zero nearby. 

3. from time 200 second to time 300 second, the actuator 2 suffers from fault, while 
actuator 1 and actuator 3 work properly. 1r and 3r differ from zero while 2r keeps 
zero nearby. 

4. from time 300 second to time 400 second, the actuator 3 suffers from fault, while 
actuator 1 and actuator 2 work properly. 1r and 2r differ from zero while 3r keeps 
zero nearby. 

5. from time 400 second to time 500 second, the actuator 1 and actuator 2 suffer from fault 
at the same time, while actuator 3 works properly. 1r , 2r and 3r differ from zero 
simultaneously. 

It can be concluded that when there is one actuator goes into fault, the above generalize 
residual set based on pariy space can detect the fault and isolate which actuator corrupted 
by the fault. However, when there are more than one actuators break into faults, the method 
can only detect the fault, while it have no idea that which actuators corrupted by the fault.  

 
5. Conclusion 
 

A fault detection and isolation scheme for discrete time-delay system has been proposed in 
this chapter. The scheme can not only detect the faults but also isolate (locate) the faults. To 
fulfill the FDI, a generalized residual set in form of parity space is designed by the recursion 
of the system equations. Each residual is sensitive to all but one actuator faults. The actuator 
with fault can be isolated from the normal ones exactly. A time delay operator is used to 
deal with the problem brought by the time-delay system. The effectiveness of the proposed 
method has been verified by a numerical example. 
However, further studies are required which include the follow aspects: 
1. To determine an optimal recursion step L . Such that the residuals can obtain a certain 

freedom to complete fault isolation, while the computation is minimized. 
2. To extend the fault isolation result. The sensor faults and the actuator faults should be 

discerned. 
3. To enhance the reliability and robust performance of the FDI system. 
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1. Introduction 
 

While modern control methods were becoming widespread, in addition to demanded 
repeatability and accuracy specifications, reliability and detection and isolation of probable 
faults have become an obligation for automatic control systems. In the early 70’s, first 
studies were appeared on this subject. While the first studies on fault detection and isolation 
(FDI) were implemented for supervisory of chemical processes, following studies were 
extended to systems like air and spacecrafts, automobiles, nuclear reactors, turbines and 
HVACs with high reliability mandatories after especially aircraft accidents with high 
mortality. In 1991, with extending and increasing studies, IFAC SAFEPROCESS comittee 
was founded and in 1993, this comittee issued some definitions about fault types, fault 
detection and isolation, fault diagnosis and fault tolerant control (FTC) (Isermann & Ballé, 
1997). 
Robots are accepted as an assistant subsystem or an individual part of a complex system in 
most applications. In addition to applications like serial product lines in which they can 
work harder, faster and with higher accuracy than humans, they are assigned to missions 
like waste treatment in nuclear reactors, data and sample collection, maintenance in space 
and underwater tasks which can be very risky for humans. As a consequence, a fault in one 
product line may cause a pause in all connected lines even in flexible automation systems or 
a developing and undetected fault may cause abortion of a whole space or underwater 
mission with big money costs, it may even cause harm to humans. With the increase of these 
events in real-life applications and with 90’s, studies on robot reliability and fault detection 
and diagnosis in robotics have become common. In addition to these studies, NASA and US 
Army issued some standards on robots and on the reliability and fault possibilities of 
robotparts (Cavallaro & Walker, 1994).  
This study is focused on model-based FDI schemes, how they can be applied to robot 
manipulators, how soft computing techniques can be used in these schemes and three 
different FDI schemes are proposed. Soft computing techniques which can overcome the 
difficulties of schemes using analytical methods for nonlinear systems are used as 
modelling, fault isolator and fault function approximator tools in the proposed schemes. In 
the following section, a literature overview on FDI for nonlinear systems and robot 
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manipulators is given. In Section 3, defined faults and their physical causes are explained. In 
Section 4, 5 and 6, the proposed schemes are introduced and explained. Soft computing tools 
used in these schemes are introduced; furthermore, how they work and what their duties 
are in these schemes are explained in details. In Section 7, simulation implementations and 
results of these schemes for a two-link robot are given. In the last section, a comparison of 
these schemes according to some FDI specifications and future studies on these schemes are 
given. 
Most studies in the literature are interested in sensor faults and locked and free-swinging 
joint (actuator) faults. This study is interested in abrupt partial actuator faults defined in 
Section 3 to contribute model-based FDI studies for robot manipulators. Furthermore, most 
studies using soft computing techniques for FDI are interested in how the parameters in 
their soft computing tools can be defined in terms of faults and how they can be updated 
according to faults like adaptive learning. In this study, these tools are used directly and 
without any modification to give appropriate outputs for appropriate inputs. From this 
point of view, this study can be accepted as a bridge between model-based FDI and data-
based FDI methods. Furthermore, in this study, in addtion to soft computing tools, a hybrid 
soft computing tool M-ANFIS (multiple-ANFIS) which combines and utilizes benefits of 
neural network (NN) and fuzzy logic (FL) is used for modelling and function 
approximation. The two-link robot manipulator used in the simulations can be seen simple 
but accepted as a test platform for most studies. Besides, it has sufficient specifications for 
implementation of newly proposed schemes. 

 
2. Literature overview of  model-based FDI  for nonlinear systems  and  robot 
manipulators 
 

Studies and methods on fault detection and isolation can be divided into two main groups: 
model-based methods and data-based methods (Chen & Patton, 1999). Model-based 
methods are based on modelling the system and processing the difference signals between 
the model and the real system named as residuals. Data-based methods are based on 
processing the input and output signals of the system. Proposed schemes in this study are 
based on model-based FDI methods and studies on model-based FDI are examined in 
details. Information and surveys about data-based methods can be found in (Chen & Patton, 
1999; Patton et al., 2000a; Venkatasubramanian et al., 2003). Model-based fault diagnosis 
(detection and isolation) is defined as detection, isolation and characterization of faults in 
components of a system from the comparison of the system’s available measurements, with 
a priori information presented by the system’s mathematical model (Chen & Patton, 1999). 
According to this definition, model-based FDI methods are formed of two steps. The first 
step is generation of difference signals called residuals between real and predicted or 
estimated output signals of the system. Discordance of these real and predicted or estimated 
output signals which means nonzero residual signals indicates a potential fault in the 
system. The second step is isolation of faults using these obtained difference signals 
according to a decision set. 
Model-based FDI methods can be classified according to the method used for residual 
generation and the decision set is defined according to the specifications of each residual 
generation method.  The point of classification can not only be the method but also linearity 
(linear-nonlinear-bilinear) type of the system that will be dealt with. The methods used for 

linear systems can be classified into three main titles. The first and mostly used methods are 
observer based methods. The main idea behind these methods is to estimate the output of 
the system using the measurements with Luenberger observes and deterministic 
adjustments or with Kalman filters and stochastic adjustments (Frank & Ding, 1997). Parity 
vector (relation) methods use definition of parallel or temporal redundancy which is named 
as defining a variable with two or more definitions and which can be obtained from 
measurements or analytical relations (Chow & Willsky, 1984). Parameter estimation 
methods are based on the principle that accepts sudden changes in parameters like friction, 
mass, viscosity, resistance etc. using system identification methods as a sign of faults 
(Isermann & Ballé, 1997; Moseler & Isermann, 2000). In addition to proposing new methods, 
all these methods are investigated for the robustness against disturbances and uncertainties. 
A detailed survey about these methods and studies can be found in (Chen & Patton, 1999; 
Patton et al., 2000; Frank & Ding, 1997). 
Generally, two main approaches are adopted for FDI for nonlinear systems (Chen & Patton, 
1999). First approach linearizes nonlinear models around one or multiple 
equilibrium(working) points and generates residuals insensitive to parameter changes in 
small equilibrium point neighbourhoods using robust techniques. This approach may give 
good and sufficient results only for systems with low level nonlinearities. But this approach 
is not suitable for nonlinear systems having highly nonlinear terms and wide working 
points. Second approach, as proposed for solving this problem, uses multiple nonlinear 
models for each working points. But this approach bring multiple FDI systems for each 
working points and this will be not practical for real-time implementations. 
As mentioned below, to solve these problems, FDI methods which can deal with nonlinear 
systems directly must be proposed and developed. Therefore, most of the methods 
proposed for linear systems are adapted for nonlinear systems. One of the approaches is to 
use analytical or deterministic nonlinear observers (Chen & Patton, 1999; Patton et al. 2000; 
Frank & Ding, 1997; Adjallah et al.,1994; Garcia & Frank, 1997). Model of a nonlinear 
systems is accepted as below: 
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where x(t) is the state vector, y(t) is the output vector, u(t) is the input vector, f(t) is the fault 
vector, d(t) is the disturbance vector and g( . , . , . , . ) and h( . , . , . , .) are nonlinear functions. 
FDI problem is generating residuals using the observer form defined in (2): 
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manipulators is given. In Section 3, defined faults and their physical causes are explained. In 
Section 4, 5 and 6, the proposed schemes are introduced and explained. Soft computing tools 
used in these schemes are introduced; furthermore, how they work and what their duties 
are in these schemes are explained in details. In Section 7, simulation implementations and 
results of these schemes for a two-link robot are given. In the last section, a comparison of 
these schemes according to some FDI specifications and future studies on these schemes are 
given. 
Most studies in the literature are interested in sensor faults and locked and free-swinging 
joint (actuator) faults. This study is interested in abrupt partial actuator faults defined in 
Section 3 to contribute model-based FDI studies for robot manipulators. Furthermore, most 
studies using soft computing techniques for FDI are interested in how the parameters in 
their soft computing tools can be defined in terms of faults and how they can be updated 
according to faults like adaptive learning. In this study, these tools are used directly and 
without any modification to give appropriate outputs for appropriate inputs. From this 
point of view, this study can be accepted as a bridge between model-based FDI and data-
based FDI methods. Furthermore, in this study, in addtion to soft computing tools, a hybrid 
soft computing tool M-ANFIS (multiple-ANFIS) which combines and utilizes benefits of 
neural network (NN) and fuzzy logic (FL) is used for modelling and function 
approximation. The two-link robot manipulator used in the simulations can be seen simple 
but accepted as a test platform for most studies. Besides, it has sufficient specifications for 
implementation of newly proposed schemes. 

 
2. Literature overview of  model-based FDI  for nonlinear systems  and  robot 
manipulators 
 

Studies and methods on fault detection and isolation can be divided into two main groups: 
model-based methods and data-based methods (Chen & Patton, 1999). Model-based 
methods are based on modelling the system and processing the difference signals between 
the model and the real system named as residuals. Data-based methods are based on 
processing the input and output signals of the system. Proposed schemes in this study are 
based on model-based FDI methods and studies on model-based FDI are examined in 
details. Information and surveys about data-based methods can be found in (Chen & Patton, 
1999; Patton et al., 2000a; Venkatasubramanian et al., 2003). Model-based fault diagnosis 
(detection and isolation) is defined as detection, isolation and characterization of faults in 
components of a system from the comparison of the system’s available measurements, with 
a priori information presented by the system’s mathematical model (Chen & Patton, 1999). 
According to this definition, model-based FDI methods are formed of two steps. The first 
step is generation of difference signals called residuals between real and predicted or 
estimated output signals of the system. Discordance of these real and predicted or estimated 
output signals which means nonzero residual signals indicates a potential fault in the 
system. The second step is isolation of faults using these obtained difference signals 
according to a decision set. 
Model-based FDI methods can be classified according to the method used for residual 
generation and the decision set is defined according to the specifications of each residual 
generation method.  The point of classification can not only be the method but also linearity 
(linear-nonlinear-bilinear) type of the system that will be dealt with. The methods used for 

linear systems can be classified into three main titles. The first and mostly used methods are 
observer based methods. The main idea behind these methods is to estimate the output of 
the system using the measurements with Luenberger observes and deterministic 
adjustments or with Kalman filters and stochastic adjustments (Frank & Ding, 1997). Parity 
vector (relation) methods use definition of parallel or temporal redundancy which is named 
as defining a variable with two or more definitions and which can be obtained from 
measurements or analytical relations (Chow & Willsky, 1984). Parameter estimation 
methods are based on the principle that accepts sudden changes in parameters like friction, 
mass, viscosity, resistance etc. using system identification methods as a sign of faults 
(Isermann & Ballé, 1997; Moseler & Isermann, 2000). In addition to proposing new methods, 
all these methods are investigated for the robustness against disturbances and uncertainties. 
A detailed survey about these methods and studies can be found in (Chen & Patton, 1999; 
Patton et al., 2000; Frank & Ding, 1997). 
Generally, two main approaches are adopted for FDI for nonlinear systems (Chen & Patton, 
1999). First approach linearizes nonlinear models around one or multiple 
equilibrium(working) points and generates residuals insensitive to parameter changes in 
small equilibrium point neighbourhoods using robust techniques. This approach may give 
good and sufficient results only for systems with low level nonlinearities. But this approach 
is not suitable for nonlinear systems having highly nonlinear terms and wide working 
points. Second approach, as proposed for solving this problem, uses multiple nonlinear 
models for each working points. But this approach bring multiple FDI systems for each 
working points and this will be not practical for real-time implementations. 
As mentioned below, to solve these problems, FDI methods which can deal with nonlinear 
systems directly must be proposed and developed. Therefore, most of the methods 
proposed for linear systems are adapted for nonlinear systems. One of the approaches is to 
use analytical or deterministic nonlinear observers (Chen & Patton, 1999; Patton et al. 2000; 
Frank & Ding, 1997; Adjallah et al.,1994; Garcia & Frank, 1997). Model of a nonlinear 
systems is accepted as below: 
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estimator  (Garcia & Frank, 1997). In the literature, there are some nonlinear observer desing  
approaches defined for certain type nonlinear systems (Frank & Ding, 1997; Adjallah et al., 
1994; Garcia & Frank, 1997; Seliger & Frank, 1991; Yang & Saif, 1995; Kinnaert, 1999).  
All approaches mentioned below use analytical methods but it is hard to obtain analytical 
models which nonlinear observers are based on. To overcome this problem, “universal 
approximator” soft computing modelling tools which can model nonlinear systems are 
preferred. Soft computing techniques involves NN, FL and genetic algorithms (GA). NN can 
be used to model multiple-input-multiple-output (MIMO) nonlinear systems by using 
nonlinear mapping capabilities in its hidden black-box structure (Haykin, 1999). Residual 
generation is implemented by comparing the real system outputs and estimated outputs by 
NN. Furthermore NNs are superior to analytical techniques on classification and a second 
NN can be used to isolate faults by evaluating (classifying) the residuals (Patton et al., 
2000b; Marcu et al., 1998). Model-based FDI scheme with NNs is shown in Fig. 1: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1. Model based fault detection and isolation with two neural networks 
 
In addition to these NN approaches, there are some approaches named online approaches 
using adaptive learning and defining NN parameters in terms of input signals anf fault 
functions (Zhang et al., 2002; Polycarpou & Helmicki, 1995; Polycarpou & Trunov, 2000) 
NNs with self learning capabilities can be thought convenient for FDI but, as a black-box 
structure, keeping user experiences and interferences away from modelling is not a desired 
feature. To overcome this disadvantage, FL is used as modelling, observer, adaptive residual 
threshold selector tools for FDI for nonlinear systems (Dexter, 1995; Patton et al., 1998; Ballé, 
1998). The main idea behind fuzzy observers is to define a nonlinear system using a set of 
locally linearized observers with Takagi-Sugeno fuzzy models. Local region definitions are 
generated using working points. Furthermore, FL is used for residual evaluation. The most 
important problem in residual evaluation is to set residual threshold. An adaptive threshold 
can prevent the FDI system from false and missed alarms and FL can be used as the 
adaptive threshold selector tool (Schneider & Frank, 1996). 
FDI studies on robots continue on most of the robot types (mobile, flexible, kinematically 
redundant, parallel, mobile manipulator, humanoid, bipedal and multi-legged etc.). This 
study deals with the most common used serial, open chained and rigid robot manipulator 
and only a detailed review on this type of robots is given here. Studies on other type robots 

can be found in (Goel et al., 2000; Tinós & Terra, 2002). Most studies on FDI for robot 
manipulators are based on nonlinear observer approaches. Caccavale and Walker tried to 
adapt robot dynamics to a certain kind of nonlinear systems and used nonlinear observers 
which are convenient for these systems (Caccavale & Walker, 1997). Similarly, Schneider 
and Frank used a robust observer designed for nonlinear systems for robot dynamics and 
fuzzy logic for residual evaluation/fault isolation (Schneider & Frank, 1996). Leuschen et al. 
transferred analytical redundancy from linear to nonlinear systems, they defined nonlinear 
analytical redundancy term and they implemented these redundancies and FDI studies on a 
hydraulic robot manipulator platform and on a two-link IMI robot manipulator (Leuschen 
et al., 2005). De Luca and Mattone resembled robot dynamics to generalized notation of 
adaptive controllers and proposed an adaptive FDI scheme (De Luca & Mattone, 2004). 
Dixon et al. proposed a filter, they passed torque signals applied to a robot manipulator 
through this filter and they proposed an FDI technique robust to parametric uncertainties 
using the difference signals between these filtered signals and their predictions (Dixon et al. 
2000). Abdul and Liu proposed an analytical method for the prediction of position and 
velocity signals of modular type robots and designed a fault tolerant controller using these 
predictions (Abdul & Liu, 2008). Brambilla et al. generated residuals using inverse robot 
model, proposed a sliding mode observer and isolated sensor faults using this observer 
(Brambilla, 2008). Chen and Saif resembled robot dynamics to systems with unknown 
inputs in state-space and implemented fault detection using output observers (Chen & Saif, 
2008). 
NNs as an approved tool for FDI for nonlinear systems are also used for robot manipulators. 
Naughton et al. used nonlinear observer proposed by Adjallah et al. for residual generation 
and NN for residual evaluation (Adjallah et al., 1994; Naughton et al., 1996). Vemuri and 
Polycarpou considered fault as a component of robot model function and used adaptive 
learning strategy of NNs to approximate fault function (Vemuri & Polycarpou, 1997). Terra 
and Tinós used some different types of NN structures for both residual generation and 
evaluation (Terra & Tinós, 2001). Lee et al. tried to use parameter identification methods for 
fault detection and ART type NNs for fault isolation on component and sensor type faults 
(Lee et al., 2003). Datta et al. tried to classify coefficients obtained from discrete wavelet 
transform (DWT) using a NN (Datta et al., 2007). 

 
3. Faults defined for robot manipulators  
 

Faults can be classified according to the part of the system, according to modelling or 
according to time characteristics (Chen & Patton, 1999). In this section, how faults defined 
for robot manipulators are classified according to the part of the system (Fantuzzi et al., 
2003). 
Generalized dynamics of robot manipulators are defined in (4) : 
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estimator  (Garcia & Frank, 1997). In the literature, there are some nonlinear observer desing  
approaches defined for certain type nonlinear systems (Frank & Ding, 1997; Adjallah et al., 
1994; Garcia & Frank, 1997; Seliger & Frank, 1991; Yang & Saif, 1995; Kinnaert, 1999).  
All approaches mentioned below use analytical methods but it is hard to obtain analytical 
models which nonlinear observers are based on. To overcome this problem, “universal 
approximator” soft computing modelling tools which can model nonlinear systems are 
preferred. Soft computing techniques involves NN, FL and genetic algorithms (GA). NN can 
be used to model multiple-input-multiple-output (MIMO) nonlinear systems by using 
nonlinear mapping capabilities in its hidden black-box structure (Haykin, 1999). Residual 
generation is implemented by comparing the real system outputs and estimated outputs by 
NN. Furthermore NNs are superior to analytical techniques on classification and a second 
NN can be used to isolate faults by evaluating (classifying) the residuals (Patton et al., 
2000b; Marcu et al., 1998). Model-based FDI scheme with NNs is shown in Fig. 1: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1. Model based fault detection and isolation with two neural networks 
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(4) becomes  
 
     ),()( qqNqqM                      (5) 
 
Faults are defined in (5) as follows: 
a) Actuator faults: Motors and power transmission tools are charged as actuators for 
manipulators and faults occured in these actuators affects the ability of movement. These 
type of faults change dynamics as follows: 
 

    )()(),()( tfTtuqqNqqM                (6) 
 
• Locked joint faults: These faults occur when the magnetic brake of the motor connected to 

a joint  is locked and doesn’t allow any movements (τ free - qi fixed). 
• Free-swinging joint faults: These faults occur when applied torque of the motor connected 

to a joint is zero because of a disconnected cable (τ zero - qi free and under impact of other 
joints or gravity).  

• Partial actuator faults: These faults occur when applied torque of the motor connected to a 
joint decreases (i.e. %20 decrease etc.) because of a fault at power electronics components.   

b) Component faults: In robot manipulators, broken link, gear corrision or fixed or slipped 
chain can be component faults. Dynamics of the manipulator change as follows: 
 
           )),(()( NfqqNqqM       (7) 
 
c) Sensor faults: Optical encoders for joint positions, tachogenerators for joint velocities and 
tactile sensors for contact forces are the sensors used in robot manipulators. The faults 
defined for all sensors can be seen in these sensors (bias etc.). Dynamics of the manipulator 
change as follows:  
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In (6), (7) and (8),  u(t-T) is the delayed unit  step function, T is the fault occurence instant,  fN 
is the component fault,           is the sensor fault. 

 
4. FDI scheme with M-ANFIS and NN 
 

The block diagram of the first scheme is shown in Fig. 2. The diagram includes not only the 
FDI block but also the control block to expose the whole system. To control robot, 
Computed Torque-PID (CT-PID) method is used and a brief introduction about this method 
is given in Section 6. CT-PID method needs exact robot model but it can cope with bounded 
uncertainties. M-ANFIS as the first block of FDI scheme is formed of multiple independent 
ANFIS structure and implements robot modelling. It takes instant torque values of each 
joint and unit time step delayed angular position and velocity values of each link. The 
model gives estimated values of instant angular position and velocity values of each link. 
Difference signals between real robot and robot model generate residuals. Fault detection 
alarm is accepted as overshooting of predefined thresholds by residuals obtained from 

qqf ,

healthy robot operations or simulations. Fault isolation process is implemented by 
classification of the generated residuals applied to a multilayer NN. In subsections, a review 
on M-ANFIS and NN with resilient propagation will be given. 
 
 
   
 

 
 
 
 
 
 
 
                

 
4.1 Residual generation with M-ANFIS 
Difficulties in modelling nonlinear systems analytically, robustness obligations to 
uncertainty and disturbance directed researchers to soft computing techniques and 
structures with self, automatic learning and nonlinear mapping capabilities. Soft computing 
techniques involve NNs, FL, GA and hybrid structures of these tools. Despite NNs have lots 
of types and lots of learning algorithms, they behave like a black box due to their self-
learning nature. Alike FL leaves all parametric adjustments to users, users’ experiences 
become a parameter in modelling and performance of adjustments are dependent on the 
users. Jang et al. considered advantages of both structures and they decided to combine 
these advantages and proposed an adaptive network called ANFIS (Adaptive Neuro Fuzzy 
Inference System) which is functionally equivalent to fuzzy inference system (Jang et al., 
1997).  ANFIS has a 5-layered structure and a sample with 2 inputs is shown in Fig. 3. 
Functions of the layers are given below.  
 
 
 
 
 
 
 
 
 
 
 
 
Layer 1: This layer contains membership functions of inputs as defined in (9) and all inputs 
are applied to these functions. Type and shape of the membership functions are defined by 
the user and generally, these functions are bell-shaped functions defined in (10): 

Fig. 2. The block diagram of the first FDI scheme 

Fig. 3. General ANFIS structure 
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where ai is center, ci is width and bi is crossover gradient, (ai, bi, ci) are parameters of defined 
function and named as premise parameters.  
Layer 2: Each function value is multiplied by other values coming from other inputs due to 
defined rule base and the result values are named as firing strength of each rule: 
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Layer 3: Firing strengths are normalized: 
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Layer 4: Normalized firing strengths are multiplied by a first order function of inputs: 
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where (pi, qi, ri) are parameters of a first order function and these parameters are named as 
consequent parameters. 
Layer 5: Values coming from all Layer 4 outputs are summed and output value is obtained. 
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Points that use user experience in ANFIS like in FL are the choices of membership function 
types at Layer 1 and multiplication operation due to rule base arrangement at Layer 2. These 
dependencies are exposed in the demonstration of functional equivalence of ANFIS and 
fuzzy inference system under some circumstances in (Jang et al., 1997). 
It is purposed in all network structures to adapt or update network parameters in order to 
give appropriate outputs against appropriate inputs. From this point of view, ANFIS 
updates its own parameters using learning algorithms like NNs. As a learning algorithm, 
backpropagation or hybrid learning expressed in forward and backward passes can be 
preferred. Table 1 explains hybrid learning. In forward pass, while premise parameters are 
fixed, inputs go forward until Layer 4 and consequent parameters are determined with least 

squares. In backward pass, consequent parameters are fixed, error is backpropagated until 
Layer 1 and premise parameters are determined with gradient descent. 
 
 
 
 
 
 
Table 1. Parameter updates for hybrid learning in two passes 
 
Fig. 3 illustrates the main disadvantage of ANFIS, being multi-input-single-output (MISO). 
To model systems with multiple outputs (MIMO), multiple-ANFIS (M-ANFIS) which has 
independent parameters and outputs is used. A structure that considers correlations 
between outputs and uses some mutual parameters in order to decrease computational load 
coming from increasing parameter number exists and it is named as coactive-ANFIS (C-
ANFIS) (Jang et al., 1997). In this study, M-ANFIS is preferred and M-ANFIS with 2 inputs 
and 2 outputs is illustrated in Fig. 4. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Robot model takes instant torque and unit time step delayed position and velocity signals 
belonging to each joint as inputs and generates instant predictions of position and velocity 
signals of each joint using an ANFIS for each signal. Residuals are generated from 
differences between real robot and robot model signals. Residual generation using M-ANFIS 
is shown in Fig. 5. 
 
 
 

 
  

 

 

 

Parameters Forward pass Backward pass 

Premise Fixed Gradient descent 

Consequent LSE Fixed 

Fig. 4. M-ANFIS with 2 inputs-2 outputs 
 

Fig. 5. Residual generation with M-ANFIS 
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If one of the residual signals overshoots the thresholds determined by simulations and 
implementations running under healthy conditions, it informs a fault alarm. In this study, in 
addition to generated residuals, signals called analytical redundancies are used for fault 
detection and isolation. These signals will be outlined in the following section. 

 
4.2 Residual evaluation using NN with resilient propagation and analytical redundant 
signals  
Residual generation is followed by residual evaluation to isolate faults. This operation is 
based on the fact that different types of faults show different residual characteristics and it is 
considered as a classification process. All techniques used for classification and pattern 
recognition can be used for this process. Multilayer feedforward NNs are very convenient in 
soft computing based classification tools (Haykin, 1999). (Haykin, 1999) gives all detailed 
information about  NNs. Here, just a review on the used learning algorithm will be given.  
NNs aim to update their defined parameters with learning algorithms to give appropriate 
outputs for appropriate inputs. The most common learning algorithm for this purpose is 
gradient descent algorithm and it is defined in (15):  
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where E(n) as the n. step error function, wij as the weight from neuron i to neuron j and η as 
the learning rate parameter. The updates are dependent on the learning rate parameter η 
and it is known that if it is chosen too small, too many operation steps will be needed and if 
it is chosen too large, minimum value will not be reached and error value will oscillate 
around it. To avoid this problem and to accelerate converge, a momentum term with μ 
momentum parameter is added to (15): 
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Despite the momentum term in (16), observations showed that this regulation is still 
dependent on the selected momentum parameter. And again to avoid these parameter 
dependencies, adaptive learning and momentum parameters are suggested. 
These regulations neglect that weight updates are dependent not only the learning rate but 
also partial derivatives of E(n) with respect to wij. Resilient Propagation (RP) learning 
algorithm removes this blurred adaptation from updates and performs updates directly 
according to the following steps (Riedmiller & Braun, 1993). Firstly, RP assigns Δij update 
values to all weights. These values are updated as defined in (17) and (18): 
(17) expresses that if the partial derivative of error with respect to weight changes its sign, 
the update value is too big and local minima is missed, it should be decreased by η− factor 
taking values between 0 and 1 and if it remains with the same sign, it should be increased 
by η+ factor taking values greater than 1. After the update value is calculated, the weight 
update is performed in (18): 
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On the contrary of other learning algorithms, RP is more transparent, has a more powerful 
update process and is more efficient with respect to time, memory storage consumption and 
it is chosen as the learning algorithm in this study. 
Simulation results in this study and in some other studies showed that it is hard to train a 
NN with sufficient fault isolation rates just using existing residual signals (Chen & Patton, 
1999; Leuschen et al., 2005). To assist isolation process, some variant signals must be 
generated. This can be done by using the definition of analytical redundancy as defining 
one variable in two or more ways like derivation of position and integral of acceleration for 
velocity. It is clear that the derivative value of position residuals must be equivalent to 
velocity residuals mathematically and these derivatives can be applied to NN for isolation 
process and can be used for fault detection. It must be noted that these redundant signals 
are just used to help fault isolation (classification) process and these signals are not directly 
sensitive to a fault defined in (Leuschen et al., 2005). Definitions of analytical redundant 
signals and fault detection process in this study are given in (19) and (20), respectively. NN 
for fault isolation is shown in Fig. 6. 
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If one of the residual signals overshoots the thresholds determined by simulations and 
implementations running under healthy conditions, it informs a fault alarm. In this study, in 
addition to generated residuals, signals called analytical redundancies are used for fault 
detection and isolation. These signals will be outlined in the following section. 

 
4.2 Residual evaluation using NN with resilient propagation and analytical redundant 
signals  
Residual generation is followed by residual evaluation to isolate faults. This operation is 
based on the fact that different types of faults show different residual characteristics and it is 
considered as a classification process. All techniques used for classification and pattern 
recognition can be used for this process. Multilayer feedforward NNs are very convenient in 
soft computing based classification tools (Haykin, 1999). (Haykin, 1999) gives all detailed 
information about  NNs. Here, just a review on the used learning algorithm will be given.  
NNs aim to update their defined parameters with learning algorithms to give appropriate 
outputs for appropriate inputs. The most common learning algorithm for this purpose is 
gradient descent algorithm and it is defined in (15):  
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where E(n) as the n. step error function, wij as the weight from neuron i to neuron j and η as 
the learning rate parameter. The updates are dependent on the learning rate parameter η 
and it is known that if it is chosen too small, too many operation steps will be needed and if 
it is chosen too large, minimum value will not be reached and error value will oscillate 
around it. To avoid this problem and to accelerate converge, a momentum term with μ 
momentum parameter is added to (15): 
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Despite the momentum term in (16), observations showed that this regulation is still 
dependent on the selected momentum parameter. And again to avoid these parameter 
dependencies, adaptive learning and momentum parameters are suggested. 
These regulations neglect that weight updates are dependent not only the learning rate but 
also partial derivatives of E(n) with respect to wij. Resilient Propagation (RP) learning 
algorithm removes this blurred adaptation from updates and performs updates directly 
according to the following steps (Riedmiller & Braun, 1993). Firstly, RP assigns Δij update 
values to all weights. These values are updated as defined in (17) and (18): 
(17) expresses that if the partial derivative of error with respect to weight changes its sign, 
the update value is too big and local minima is missed, it should be decreased by η− factor 
taking values between 0 and 1 and if it remains with the same sign, it should be increased 
by η+ factor taking values greater than 1. After the update value is calculated, the weight 
update is performed in (18): 
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On the contrary of other learning algorithms, RP is more transparent, has a more powerful 
update process and is more efficient with respect to time, memory storage consumption and 
it is chosen as the learning algorithm in this study. 
Simulation results in this study and in some other studies showed that it is hard to train a 
NN with sufficient fault isolation rates just using existing residual signals (Chen & Patton, 
1999; Leuschen et al., 2005). To assist isolation process, some variant signals must be 
generated. This can be done by using the definition of analytical redundancy as defining 
one variable in two or more ways like derivation of position and integral of acceleration for 
velocity. It is clear that the derivative value of position residuals must be equivalent to 
velocity residuals mathematically and these derivatives can be applied to NN for isolation 
process and can be used for fault detection. It must be noted that these redundant signals 
are just used to help fault isolation (classification) process and these signals are not directly 
sensitive to a fault defined in (Leuschen et al., 2005). Definitions of analytical redundant 
signals and fault detection process in this study are given in (19) and (20), respectively. NN 
for fault isolation is shown in Fig. 6. 
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Fig. 7. The block diagram of the second FDI scheme 
 

 
 
 
 
 
 
 
 
 
 

 
5. FDI scheme using generalized observers with M-ANFIS 
 

The design procedure of fault isolation using observes is based on defining relationships 
between faults and generated residuals. If the residual set can isolate all faults, it can be said 
that the residual set has the required isolation property. Two methods can be applied to 
residual sets that involve all residuals to verify this fault isolability property (Chen & Patton, 
1999). For dedicated observer schemes (DOS), as the first method, each of the residuals must 
be sensitive to one fault and insensitive to others. Although this method sounds good, in 
practice, it is hard to design and to obtain robustness against modelling errors for dedicated 
observers using analytical approaches. For generalized observer schemes (GOS), as the 
second method, each of the residuals is sensitive to all but one fault and it is easier to design 
generalized observers using generated residuals. GOS approach can easily cope with 
uncertainties by modelling faulty systems one by one. Nevertheless, computational load 
coming from each system models arises real-time implementation problem. The block 
diagram of the second proposed model-based FDI scheme is shown in Fig. 7. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6. Fault isolation with NN using residuals and analytical redundancy 

Fig. 8. The block diagram of the third FDI scheme 

Again CT-PID is preferred as the robot control method. For the robot manipulator, n+ 1 
systems, as one healthy and n faulty, are defined. Each system is modelled using M-ANFIS 
and generates residual sets (position and velocity residuals of each system) using the same 
definitions in Section 3.1. Using GOS approach, each of the residual sets overshoots 
thresholds of all other systems but itself determined by simulations or implementations. 
GOS combines fault detection and isolation process in one step and that   makes the method 
more effective and attractive. But using models for each defined fault exposes heavy 
computational load. Table 2 illustrates residuals and residual evaluation process for the 
proposed scheme. 

 
 
 
 
 
 
 
 
 
 

 
6. Fault function approximator FDI scheme with M-ANFIS  
 

Despite two proposed schemes are valid and effective for fault detection and isolation, due 
to their nature, they can be used only for predefined fault types and that makes them hard 
against partial actuator faults for nonlinear systems and robot manipulators. Furthermore, 
these schemes can not fully succeed in the design of fault tolerant controllers that use 
information coming from FDI.  
These disadvantages makes fault function approximation more important and the third 
proposed scheme is focused on fault function approximation. The block diagram of the third 
scheme is shown in Fig. 8. Modelling part of the scheme is implemented using the same 
definitions in Section 3.1. In the design of this scheme, to approximate faults, firstly, a M-
ANFIS that takes residuals and redundant signals as inputs is trained but the results are 
vain. As the second attempt, a M-ANFIS that uses instant torque, position and velocity 
signals as inputs is trained. Each ANFIS of M-ANFIS gives a fault function approximation of 
each actuator belonging to each joint. Activation of M-ANFIS and fault detection process are  

 
 
 
 
 

 

 

Faults r1 r2 r3 … rn+1 

Healthy 0 1 1 1 1 

f1 1 0 1 1 1 
f2 1 1 0 1 1 
… 1 1 1 0 1 

fn 1 1 1 1 0 

Table 2. Residual evaluation for generalized observer scheme 
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implemented by residuals and analytical redundant signals. M-ANFIS is designed to give 
one fault function, the other outputs will give zero value. That makes the fault isolation 
process unnecessary but simulation results showed that especially for small faults more than 
one output may give approximations. In this study to avoid this problem, bigger output is 
accepted as the real fault function approximation. 

 
7. Simulation results 
 

In this section, the proposed FDI schemes are simulated using MATLAB Fuzzy Logic Toolbox 
and Neural Network Toolbox. Robot manipulator used in the simulations is a two-link planar 
manipulator under gravity and masses of the links are defined at the end of the links (Lewis 
et al., 1993). The manipulator is shown in Fig. 9.  
 
 
 
 
 
 
 
 
 
 
 
 
 
The dynamics of the manipulator and the generalized form of dynamics are given in (21) 
and (22), respectively:  
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where              is the applied torques to joints,                         is the inertia matrix,  
is   the   Coriolis/centripedal  vector and                      is  the   gravity   vector.    Friction    and  
disturbance  terms are neglected.  The  link  masses are m1 = m2 = 1 kg.,  the  link  lengths  are  
a1 = a2 = 1 m. and the sampling frequency is 100 Hz. 

Fig. 9. Two-link manipulator under gravity 
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Computed Torque control is a special application of feedback linearization of nonlinear 
systems to robotics. It has commonly PD or PID types and CT-PID is used in this study 
(Lewis et al., 1993). CT-PID is not very effective against uncertainties but in this study, the 
controller is not important because suggested FDI schemes use soft computing techniques 
and they use only the datas coming from the system. If another controller is used, only datas 
will change and soft computing tools will be trained again using these new datas. Equations 
of CT-PID are given in (23): 
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where e is the error, ε is the derivative of error. The gain matrices of the controller are Kd = 
100 I2×2, Kp = 20 I2×2, Ki = 500 I2×2. 
In this study, 4 different partial actuator faults are defined, examined and they are given in 
Table 3 with loss percentages. Expression of partial actuator faults defined in (6) with 
respect to time in (22) is given in (24). 
 
    )().(.)())(),(()())(( tTtuttqtqNtqtqM                    (24) 
 
where 2  is the partial actuator loss, 2)( tu  is the unit step and T is the fault 
occurence instant. 
 
 
 
 
 
 
 
 
 

Table 3. Simulated faults 

 
7.1 Case 1: FDI with the first scheme 
As the first case, FDI scheme in Fig. 2 is implemented. Firstly, M-ANFIS is constructed as 
the model. M-ANFIS is formed of 4 independent ANFIS having instant torque and unit time 
step delayed position and velocity signals as common 6 inputs coming from 2 joints and 
each giving assigned instant position or velocity signal of each joint. Manipulator is 
simulated for 146 different joint trajectories defined in sin-, cos-shape with amplitudes 
varying between ±1 and 76 sampled datas from these simulations are used to train M-
ANFIS. Each ANFIS has two bell-shaped membership functions for each input and hybrid 
learning is selected as the learning algorithm. To show the robustness of the model and 
residuals generated, time varying %5 dynamics uncertainty is added to (22) as accepted in 
(25) and the schemes are tested against different uncertainties added to robot dynamics.  

Fault Name 

Actuator 1 %50 loss f1 

Actuator 1 %30 loss f2 

Actuator 2 %50 loss f3 

Actuator 2 %30 loss f4 
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implemented by residuals and analytical redundant signals. M-ANFIS is designed to give 
one fault function, the other outputs will give zero value. That makes the fault isolation 
process unnecessary but simulation results showed that especially for small faults more than 
one output may give approximations. In this study to avoid this problem, bigger output is 
accepted as the real fault function approximation. 
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et al., 1993). The manipulator is shown in Fig. 9.  
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where              is the applied torques to joints,                         is the inertia matrix,  
is   the   Coriolis/centripedal  vector and                      is  the   gravity   vector.    Friction    and  
disturbance  terms are neglected.  The  link  masses are m1 = m2 = 1 kg.,  the  link  lengths  are  
a1 = a2 = 1 m. and the sampling frequency is 100 Hz. 
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Computed Torque control is a special application of feedback linearization of nonlinear 
systems to robotics. It has commonly PD or PID types and CT-PID is used in this study 
(Lewis et al., 1993). CT-PID is not very effective against uncertainties but in this study, the 
controller is not important because suggested FDI schemes use soft computing techniques 
and they use only the datas coming from the system. If another controller is used, only datas 
will change and soft computing tools will be trained again using these new datas. Equations 
of CT-PID are given in (23): 
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where e is the error, ε is the derivative of error. The gain matrices of the controller are Kd = 
100 I2×2, Kp = 20 I2×2, Ki = 500 I2×2. 
In this study, 4 different partial actuator faults are defined, examined and they are given in 
Table 3 with loss percentages. Expression of partial actuator faults defined in (6) with 
respect to time in (22) is given in (24). 
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where 2  is the partial actuator loss, 2)( tu  is the unit step and T is the fault 
occurence instant. 
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7.1 Case 1: FDI with the first scheme 
As the first case, FDI scheme in Fig. 2 is implemented. Firstly, M-ANFIS is constructed as 
the model. M-ANFIS is formed of 4 independent ANFIS having instant torque and unit time 
step delayed position and velocity signals as common 6 inputs coming from 2 joints and 
each giving assigned instant position or velocity signal of each joint. Manipulator is 
simulated for 146 different joint trajectories defined in sin-, cos-shape with amplitudes 
varying between ±1 and 76 sampled datas from these simulations are used to train M-
ANFIS. Each ANFIS has two bell-shaped membership functions for each input and hybrid 
learning is selected as the learning algorithm. To show the robustness of the model and 
residuals generated, time varying %5 dynamics uncertainty is added to (22) as accepted in 
(25) and the schemes are tested against different uncertainties added to robot dynamics.  
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Difference signals between this robot model and real robot generate residuals. Although 
residuals must be zero in healthy conditions, it may have very small values due to 
uncertainties. 12 trajectories of 146 trajectories are selected, up and down boundary 
thresholds of residuals generated from healthy 12 different trajectories are determined and 
any overshooting is defined as the fault alarm and fault detection part of the scheme. 
A four-layered NN with 10-20-20-4 neurons using RP learning algorithm is constructed for 
residual evaluation/fault isolation. Four faults defined in Table 4 for the same 12 different 
trajectories are simulated, 4 residuals and 2 analytical redundant (position residual 
derivatives of each link) signals with 101 samples (6×4848) as 6 inputs and 4 outputs giving 
0.9 value, each representing one fault in Table 4, are used to train NN. 7000 epochs and 0 
error target are selected as training parameters. Training process is accomplished under 5 
minutes and error value is under 10-3.  
Simulation tests showed that NN is confused by residuals during transition from healthy to 
faulty condition and this increases false alarm rate. To prevent this, 3.85 seconds delay is 
added before NN starts to evaluate residuals after fault detection alarm.  
If one of the NN outputs overshoots 0.5, it is defined as fault isolation signal. Simulation 
studies showed that some faults belonging to some trajectories may cause two outputs 
(especially fault outputs of the same actuator) to overshoot 0.5 for short time durations, and 
these results increase false alarm rate. To regulate this, continuity is accepted as criteria and 
network output signals with time durations shorter than 0.35 s. are neglected.  
With these specifications, simulation studies showed %89.58 fault isolation rate for defined 
faults and trajectories.  
As an illustration of the proposed scheme, a trajectory is defined in (26), a %50 fault at 
actuator 1 (f1) at t = 24 s. is simulated. Followed trajectories by joints, errors and applied 
torques to joints are given in Fig. 10, residuals and analytical redundant signals are given in 
Fig. 11 and NN outputs are given in Fig. 12 for 4-50 s. time interval: 
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It can be seen in Fig. 12 that the outputs of f1 and f2 overshoots 0.5 but the time continuity 
rule neglects this time interval. And fault isolation instant t = 28.21 s. can be seen in Fig. 12. 

 
7.2 Case 2: FDI with the second scheme 
As the second case, scheme in Fig. 7 is implemented. Four actuator faults, as in the first case 
defined in Table 1, are considered and from this consideration, as can be seen in Fig. 7, 1 M-
ANFIS for healthy and 4 M-ANFIS for faulty robot models are defined and each is formed 
of 4 independent ANFIS having instant torque and unit time step delayed position and 
velocity signals as common 6 inputs and each giving assigned instant position or velocity 
signal. As a result, 5 M-ANFIS with 20 independent ANFIS is constructed. To train, same 
146 different joint trajectories defined in sin- and cos-shape with amplitudes varying 
between ±1  are simulated  for healthy  and faulty robot models  and 76 sampled datas  from  
these simulations are used. 
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Fig. 12. Neural network outputs 
 
The operation of GOS shows that it can detect and isolate faults at the same time instant. 
Although Table 2 implies that the residual of the defined fault or healthy condition must be 
zero, it may have very small values due to modelling errors. To define thresholds for each 
residual of defined conditions (1 healthy + 4 faulty), 80 trajectories are simulated, up and 
down thresholds are determined, overshooting of these thresholds for each residual is 
defined as another condition except belonging to itself. Analytical redundant signals are not 
defined for this scheme because the residual signals are sufficient and capable of isolating 
faults using GOS scheme. 
Simulation studies for determining fault isolation rate showed that for some faults 
belonging to some trajectories, two residual sets coming from two models may fall between 
threshold intervals causing decrease of isolation rate. To increase this rate, residuals are 
evaluated in the sequence of healthy-f1-f2-f3-f4. Furthermore, again continuity is accepted as 
criteria and residuals falling between threshold intervals with time durations shorter than 
0.8 s. are neglected. 
With these specifications, simulation results showed %87.81 fault isolation rate for defined 
faults and trajectories. As an example of this scheme, the same trajectory in (26) and the 
same fault f1 is accepted. Residuals of f1 are given in Fig. 13 and isolation signals are given in 
Fig. 14. Fault isolation instant t = 24.93 s. can be seen in Fig. 14. 

 
7.3 Case 3: FDI with the third scheme 
As the third case, the scheme in Fig. 8 is implemented. Robot modelling, residual generation 
and fault detection processes are implemented in the same way with the first scheme. The 
scheme is simulated for the 80 trajectories used in the second scheme and residual 
thresholds are determined. To approximate the fault function, M-ANFIS is formed of two 
independent ANFIS (for each actuator) taking instant torque, position and velocity signals 
as  inputs.  Activation of  M-ANFIS  is  realized  by  the  residuals  and analytical  redundant  
 
 

 
 
 
 
 
 
 
 
 

 

 

 

 

 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 14. Fault isolation signals of the second scheme  
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signals defined for the first scheme. For the training of M-ANFIS, to realize fault function 
approximation more correctly, 2 extra faults f5-Actuator 1 %70 torque loss and  f6-Actuator 2 
%70  torque  loss  are defined. Simulations  are  implemented  for  defined  6  faults  and  101  
sampled datas from these simulations are used for training. 
Function approximator M-ANFIS is formed of two ANFIS and they are trained to give fault 
approximation of the faulty actuator. It is hard for the other ANFIS to give zero output 
because of uncertainties and that causes false alarms. This problem is solved by the rule 
“The bigger signal is the right signal”. This rule is based on that ANFIS output torque of the 
faulty actuator is mostly bigger than other ANFIS output torques. This rule constitutes false 
alarms in the cases of low percentage actuator faults resulting close ANFIS outputs.  
The second problem is the torque signals containing high frequency components coming 
from the change of the system region from stable to unstable in the cases of some very high 
percentage actuator faults. Sudden changes in short time intervals as the high frequency 
signals lead M-ANFIS to false alarms. These high frequency signals are removed by using a 
filter like sliding mode control with saturation but the problem still continues and these 
high frequency components are accepted as a part of the study. 
In the simulation studies, like the first scheme, transition from healthy to faulty condition 
increased false alarms and to decrease these alarms, function approximator M-ANFIS is 
activated after 3.2 s. delay from fault detection instant. 
Again for this scheme, 0.8 s. continuity test is added to the scheme to increase fault isolation 
rates. 
With these specifications, simulation results showed %87.5 fault isolation rate for defined 
faults and trajectories. Fault function and aproximation signals are given in Fig. 15 and fault 
isolation signals are given in Fig. 16 for the same example defined for the other schemes. 
Fault isolation instant t = 28 s. can be seen in Fig. 16. In addition to approximating fault 
function, this approximation can give information if the fault function causes actuator 
saturation problem. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 15. Fault function and approximation signals  

 
 
 

 

 

 

 

 

 

 

 

 

 

 

Fig. 16. Fault isolation signals of the third scheme 

 
8. Comparison of the schemes and conclusions  
 

In this study, three model-based fault detection and isolation schemes for robot 
manipulators using soft computing techniques are proposed. All schemes use multi-input-
multi-output type of ANFIS, M-ANFIS structure for modelling. The first scheme uses 
overshooting of the residuals for fault detection and a NN for fault isolation and the second 
scheme uses generalized observer approach for fault detection and isolation. The third 
scheme differs from these schemes by approximating fault function and it uses M-ANFIS for 
approximation. A comparison of the schemes according to some important FDI 
specifications is given in Table 4. 
All schemes have low false alarm rates, common and positive responses against robustness, 
and adding new trajectories and training. It is hard to define robustness of these schemes 
analytically but all schemes are tested against different uncertainties added to robot 
dynamics and all give similar isolation results. It is observed that new added position 
trajectories with lower values than ±1 peak values show same results. When new trajectories 
are added, residual thresholds should be calibrated, isolation structure should be trained 
and isolation delay and continuity time intervals should be revised if the same isolation 
results are desired.  
One of the most demanded specification for FDI schemes is low or absent fault detection 
and isolation delays. None of the schemes need fault detection delay. The first and the third 
schemes have fault isolation delays arising from transition from healthy to faulty condition 
and these delays should be paid attention especially in real-time implementations. The 
second scheme realizes detection and isolation in the same method and doesn t need any 
delays.  
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Resembling of faulty condition residuals to healthy and other type residuals in short time 
intervals causes low isolation rates. To prevent this, continuity tests are added to all of the 
schemes. 

Table 4. Comparison of the schemes 

The first and the third schemes can be considered to have low level, the second scheme to 
have very high level computational load (simulation durations as the proof). The main 
sources of the computational load in these schemes are soft computing structures. 
Especially, ANFIS and its big brother M-ANFIS bring high computational loads. The second 
scheme includes M-ANFIS for all models and that makes it hard for real-time 
implementations. 
The main disadvantage of the first and second scheme is that both are functional for just 
defined faults. This is a limiting characteristic for fault function approximation and for fault 
tolerant controller (FTC) schemes as an extension of FDI schemes. Fault function 
approximation is important to give information about how fault function changes and to 
give the peak value of control signal to observe the saturation occurence. The third scheme 
can approximate all faults and that makes it the first choice for real-time implementation. 
These three schemes, especially the third one, are suitable for real-time implementation. In 
the future studies, schemes involving fault tolerant controllers will be proposed. These FTC 
schemes will use gain scheduling nonlinear PID approach and all proposed schemes will be 
implemented on a real manipulator. 
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1. Introduction     

An electric drive consists of an electric machine, which converts electrical power to 
mechanical power, power electronics to operate the machine and a unit to control the 
motion of the drive. These are the components of the drive. Parts of each of these 
components could fail and give rise to specific failure scenarios. The drive types 
investigated in this chapter are limited to asynchronous induction machine and permanent 
magnet synchronous machines, since these are the most common machine types in modern 
electric drive applications. Faults of power electronics are not discussed since most failures 
lead to the outage of the drive as the power electronics usually show no symptoms before 
failure.  
The task of identifying and classifying drive failures from certain measured quantities is 
called fault detection. Under some conditions, fault detection may require certain safety 
protection actions. Example: A turn to turn short circuit in the stator winding of the machine 
is one example for a safety critical issue. If the short remains for a certain time, parts of the 
winding will be destroyed. This in turn could cause winding failures that lead to a larger 
short circuit current which may result in the failure and outage of the entire drive. In this 
sense, a safety critical issue is a time critical issue. If the failure cannot be detected within a 
certain time, the drive will be damaged and fails. It is thus highly demanded to accurately 
detect safety critical faults and to protect the drive (and the application) in this case. 

 
1.1 Classification of Methods 
Condition monitoring of electric drives is motivated by different intentions. According to 
these intentions methods can be classified:   

 The operating conditions of the drive are stored in a specific format. From the 
reported state a maintenance action or a warning for the operator can be triggered. 
Such methods are condition monitoring methods. 

 Some state quantities of the drive can be monitored to be fed back to the operating 
strategy of the drive. Therefore, these classes of methods may be called condition 
based control methods. An estimated operating temperature of, e.g., the winding of 
the stator or rotor of the machine can be used to control the machine such way that 
a certain temperature limit of the windings is not exceeded.  

8
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 A fault indicator can be used to trigger a protection switch to disconnect the drive 
from the power supply (Farag et al., 1996). In this case the purpose of the condition 
monitoring method is to protect the drive and the method is called a protection 
method. 

Condition monitoring and fault detection of electric drives are very important tasks in order 
to maintain the reliability and safety of the drive. Additionally unexpected failures and 
expensive repair and downtime costs can be avoided or limited this way.  
From a technical point of view condition monitoring and fault detection methods can be 
classified as passive (non-invasive) and active methods.  

 Passive methods utilize measured quantities and derive certain fault or condition 
indicators. These methods are usually applied to mains supplied machines and 
have to no way of influencing the actual operating condition of the drive.  

 Active methods do need any kind of actuator to control the condition of the drive. 
Such an actuator may be either the inverter of the drive or an additional power 
electronics device, connected in series to the feeder cables of the machine.  

Another classification refers to physical domain for where the measured signals are 
acquired from.  

 Electrical monitoring evaluates only electrical signals such as the currents, voltages, 
and – in some cases – the mechanical angle between the rotor and stator by means 
of encoder. For the detection of faults with electrical origin, usually, it is 
advantageous to evaluate electrical signals.  

 Magnetic monitoring assesses the signatures determined from measurement coils. 
Such coils may either be embedded into the stator slots of the machine or are 
located externally as Rogowki coils (Henao et al., 2003). 

 Vibrational monitoring is based on the evaluation of vibrational acceleration or 
velocity.  Mechanical imbalances and faults are difficult to detect by electrical 
quantities. It is thus more reasonable to elaborate vibrational signals for the 
detection of faults with mechanical origin. 

 For thermal monitoring the desired temperature can either be measured directly or 
estimated from state observers or models (Gao et al., 2008a; Kral et al., 2004a).  

 Acoustic monitoring is based on the condition specific sound emissions of a drive 
(Gaylard et al., 1995). The quality of acoustic monitoring, however, is very much 
dependent on the background noise of the environment, the machine is operated 
at. It is therefore very difficult to implement such methods in a real industrial 
environment. 

 For mixed physical domain monitoring methods signals from different domains are 
evaluate and processed.  

In this chapter only electrical monitoring methods are investigated and discussed.  

 
1.2 Structure of Monitoring Methods 
Monitoring methods are usually based on the processing blocks illustrated in Fig. 1. In the 
first processing block the signals are measured. For currents and voltages usually current 
and voltage transducers are used. The rotor speed and the rotor angle, respectively, are 
either retrieved by an encoder or determined from the slotting harmonics of the currents in 
the frequency or time domain (Hurst & Habetler 1996; Kral et al., 2006). Alternative 

monitoring methods may measure other quantities such as temperatures, the vibrations of 
the housing, acoustic emissions or the flux in internal or external coils. 
 

 
Fig. 1. Block diagram of methods for the detection of machine conditions and faults 
 
Signal conditioning includes some initial processing of the measured quantities. Such 
processing includes the calculation of the phase voltages and the currents from the 
measured quantities, depending on whether the connection of the machine is either wye or 
delta. Additionally, for some methods the space phasors  
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are determined from the phase voltages 1v , 2v , 3v  and phase currents 1i , 2i , 3i . 
The evaluation method incorporates knowledge on the computation of internal machine 
quantities or fault signatures from the measured signals. An internal quantity could be, e.g., 
the stator or rotor temperature of the machine. An example of a fault signature is the 
harmonic component of the current that indicates an electrical asymmetry of the squirrel 
cage of an induction machine. In this sense, physical or empirical models or practical 
findings are applied to indicate the condition of the machine.  
If a sound knowledge based on the physical context of certain conditions exists, the 
assessment of the condition is straight forward. Example: The stator temperature of a 
machine is estimated by means of condition monitoring technique. The insulation of the 
stator winding is specified for a specific insulation class and maximum operating 
temperature. In this context it is clear that if the maximum operating temperature is 
exceeded, the machine may be damaged. If the stator temperature is integrated into the 
control of the load of the machine, the set values for the load can be modified such way, that 
maximum operating temperature is not exceeded. In another application one wants to 
predict how long the machine can be operated if it is operated above the maximum 
temperature. Even if the manufacturer of insulation materials provide life cycle curves 
which assess the total life time as a function of the operating temperature, it may still be 
difficult to forecast the remaining life time in an application. From this example the reader 
can suspect that it is very difficult the give a precise answer to the question: How long is it 
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 A fault indicator can be used to trigger a protection switch to disconnect the drive 
from the power supply (Farag et al., 1996). In this case the purpose of the condition 
monitoring method is to protect the drive and the method is called a protection 
method. 

Condition monitoring and fault detection of electric drives are very important tasks in order 
to maintain the reliability and safety of the drive. Additionally unexpected failures and 
expensive repair and downtime costs can be avoided or limited this way.  
From a technical point of view condition monitoring and fault detection methods can be 
classified as passive (non-invasive) and active methods.  

 Passive methods utilize measured quantities and derive certain fault or condition 
indicators. These methods are usually applied to mains supplied machines and 
have to no way of influencing the actual operating condition of the drive.  

 Active methods do need any kind of actuator to control the condition of the drive. 
Such an actuator may be either the inverter of the drive or an additional power 
electronics device, connected in series to the feeder cables of the machine.  

Another classification refers to physical domain for where the measured signals are 
acquired from.  

 Electrical monitoring evaluates only electrical signals such as the currents, voltages, 
and – in some cases – the mechanical angle between the rotor and stator by means 
of encoder. For the detection of faults with electrical origin, usually, it is 
advantageous to evaluate electrical signals.  

 Magnetic monitoring assesses the signatures determined from measurement coils. 
Such coils may either be embedded into the stator slots of the machine or are 
located externally as Rogowki coils (Henao et al., 2003). 

 Vibrational monitoring is based on the evaluation of vibrational acceleration or 
velocity.  Mechanical imbalances and faults are difficult to detect by electrical 
quantities. It is thus more reasonable to elaborate vibrational signals for the 
detection of faults with mechanical origin. 

 For thermal monitoring the desired temperature can either be measured directly or 
estimated from state observers or models (Gao et al., 2008a; Kral et al., 2004a).  

 Acoustic monitoring is based on the condition specific sound emissions of a drive 
(Gaylard et al., 1995). The quality of acoustic monitoring, however, is very much 
dependent on the background noise of the environment, the machine is operated 
at. It is therefore very difficult to implement such methods in a real industrial 
environment. 

 For mixed physical domain monitoring methods signals from different domains are 
evaluate and processed.  

In this chapter only electrical monitoring methods are investigated and discussed.  

 
1.2 Structure of Monitoring Methods 
Monitoring methods are usually based on the processing blocks illustrated in Fig. 1. In the 
first processing block the signals are measured. For currents and voltages usually current 
and voltage transducers are used. The rotor speed and the rotor angle, respectively, are 
either retrieved by an encoder or determined from the slotting harmonics of the currents in 
the frequency or time domain (Hurst & Habetler 1996; Kral et al., 2006). Alternative 

monitoring methods may measure other quantities such as temperatures, the vibrations of 
the housing, acoustic emissions or the flux in internal or external coils. 
 

 
Fig. 1. Block diagram of methods for the detection of machine conditions and faults 
 
Signal conditioning includes some initial processing of the measured quantities. Such 
processing includes the calculation of the phase voltages and the currents from the 
measured quantities, depending on whether the connection of the machine is either wye or 
delta. Additionally, for some methods the space phasors  
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are determined from the phase voltages 1v , 2v , 3v  and phase currents 1i , 2i , 3i . 
The evaluation method incorporates knowledge on the computation of internal machine 
quantities or fault signatures from the measured signals. An internal quantity could be, e.g., 
the stator or rotor temperature of the machine. An example of a fault signature is the 
harmonic component of the current that indicates an electrical asymmetry of the squirrel 
cage of an induction machine. In this sense, physical or empirical models or practical 
findings are applied to indicate the condition of the machine.  
If a sound knowledge based on the physical context of certain conditions exists, the 
assessment of the condition is straight forward. Example: The stator temperature of a 
machine is estimated by means of condition monitoring technique. The insulation of the 
stator winding is specified for a specific insulation class and maximum operating 
temperature. In this context it is clear that if the maximum operating temperature is 
exceeded, the machine may be damaged. If the stator temperature is integrated into the 
control of the load of the machine, the set values for the load can be modified such way, that 
maximum operating temperature is not exceeded. In another application one wants to 
predict how long the machine can be operated if it is operated above the maximum 
temperature. Even if the manufacturer of insulation materials provide life cycle curves 
which assess the total life time as a function of the operating temperature, it may still be 
difficult to forecast the remaining life time in an application. From this example the reader 
can suspect that it is very difficult the give a precise answer to the question: How long is it 
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possible to operate the machine without failing, considering the given conditions or fault 
condition. The final question in this context is: when does the operator have to schedule 
maintenance for the machine. In the literature mostly condition monitoring and fault 
detection methods are investigated without having the focus on fault assessment (Kral et al., 
2003). Only little effort has been spent on the prediction of the remaining life time of 
machines so far – because the subject is so complex and time and cost intense.  

 
2. Faults in Permanent Magnet Synchronous Machines 

The high power density and high efficiency of the permanent magnet (PM) machine has led 
to the use of this machine in applications in which the high reliability is a key feature, such 
as aerospace/aircraft actuators, automotive auxiliaries and traction, and other industrial and 
stand-by power generation applications.  The switched reluctance motor drives are often 
used for these applications because of their inherent fault tolerance (Mecrow et al., 1996).  
While this is true, the switched reluctance machine has a lower power density compared to 
the PM machine, and therefore is often undesirable.  If PM drives are to be considered for 
these applications, they have to be designed to be very reliable.  Redundancy and 
conservative designs have been used for improving the reliability of these drives against the 
variety of faults that can occur (Bianchi et al., 1996).  As an alternative to these expensive 
solutions, considerable diagnostic strategies and control schemes have been devised to 
ensure a fault tolerant drive. 
Permanent magnet machines can be divided into two types: permanent magnet 
synchronous machines (PMSMs) (which have sinusoidal induced stator voltages), and 
brushless DC machines (BLDCMs) (which have trapezoidal induced stator voltages).  PM 
machines have been very desirable since their torque density and efficiency is higher than 
any other machine type.  However, like all machines, they can fail.  Moreover, due to the 
presence of rotating permanent magnets, damage to the machine can progress even if the 
stator is disconnected from the line.  Fault diagnosis, condition monitoring, and fault 
tolerant operation of PM machines is very important, if not critical.    

 
2.1 Detecting Faults in Permanent Magnets 
Rotor magnet defects can be detected by observing the motor current for the same 
frequencies as given by equation (7) below (Rajagopalan et al., 2004).  They can also be 
detected by estimating the strength of the permanent magnet as demonstrated for PMSMs in 
(Le Roux et al., 2003).  Estimating the instantaneous or RMS back-EMF gives a measure of 
the flux linkages resulting from the rotor excitation, making it possible to estimate the 
magnet strength.  There are some examples in the literature of estimating the back-EMF, for 
example in (Wang et al., 2001). 
One method for detecting magnet problems is by estimating the d-axis magnet flux linking 
the stator windings in the synchronous reference frame (Le Roux et al., 2003).  This method 
is derived in the rotor reference frame. The instantaneous value of the d-axis permanent 
magnet flux linking the stator windings, ( )

r
d pm , is estimated by, (averaging the current over 

an integer number of fundamental periods), 
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In eqn. (3) all quantities are instantaneous values and r
dsi  is the d-axis stator current, r
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the d-axis stator inductance, r
qsv  is the q-axis stator voltage, sr  is the stator resistance, and 
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d pm  is a direct measure of the magnet 

strength.  In many applications, the rotor angle might not be available to determine the 
currents and voltages in the rotor rotating reference frame.  For these reasons, the estimation 
is best done in the synchronous reference frame, by averaging ( )

ˆe
d pm , which is given by, 

 

 ( )
ˆ

e e
qs s qse e e

d pm ds ds
e

v r i
L i




  . (4)  

 

 
Fig. 2. Estimated magnet strength for different rotor faults at different operating conditions 
(SL: 640 rpm, 3 Nm; SH: 640 rpm, 6 Nm; FL: 1280 rpm, 4.4 Nm, FH: 1280 rpm, 8.7 Nm) 

 
This method to estimate the magnet strength with (4) was implemented on the 
measurement data of a normal motor case and all the rotor fault cases.  The results of this 
estimation on these motors operating at different speed and loads are shown in Fig. 2. 
For BLDC machines, magnet fault can be found by estimating the mean value of the torque 
constant, Kt (Rajagopalan et al., 2004).  For brushless dc machines (BLDC), this is simply the 
mean value of the added back-EMFs of the two conducting phases in any particular 60-
degree rotor position region. 
The method averages the supply voltage (V) and twice the DC-link current (Idc) multiplied 
by the stator resistance (rs) in every 60-degree region of rotor position during steady-state 
operation.  However, this estimation neglects the variations in stator inductances.  The 
estimation works better when the back-EMF (E) is used directly, but this is not available on a 
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possible to operate the machine without failing, considering the given conditions or fault 
condition. The final question in this context is: when does the operator have to schedule 
maintenance for the machine. In the literature mostly condition monitoring and fault 
detection methods are investigated without having the focus on fault assessment (Kral et al., 
2003). Only little effort has been spent on the prediction of the remaining life time of 
machines so far – because the subject is so complex and time and cost intense.  

 
2. Faults in Permanent Magnet Synchronous Machines 

The high power density and high efficiency of the permanent magnet (PM) machine has led 
to the use of this machine in applications in which the high reliability is a key feature, such 
as aerospace/aircraft actuators, automotive auxiliaries and traction, and other industrial and 
stand-by power generation applications.  The switched reluctance motor drives are often 
used for these applications because of their inherent fault tolerance (Mecrow et al., 1996).  
While this is true, the switched reluctance machine has a lower power density compared to 
the PM machine, and therefore is often undesirable.  If PM drives are to be considered for 
these applications, they have to be designed to be very reliable.  Redundancy and 
conservative designs have been used for improving the reliability of these drives against the 
variety of faults that can occur (Bianchi et al., 1996).  As an alternative to these expensive 
solutions, considerable diagnostic strategies and control schemes have been devised to 
ensure a fault tolerant drive. 
Permanent magnet machines can be divided into two types: permanent magnet 
synchronous machines (PMSMs) (which have sinusoidal induced stator voltages), and 
brushless DC machines (BLDCMs) (which have trapezoidal induced stator voltages).  PM 
machines have been very desirable since their torque density and efficiency is higher than 
any other machine type.  However, like all machines, they can fail.  Moreover, due to the 
presence of rotating permanent magnets, damage to the machine can progress even if the 
stator is disconnected from the line.  Fault diagnosis, condition monitoring, and fault 
tolerant operation of PM machines is very important, if not critical.    

 
2.1 Detecting Faults in Permanent Magnets 
Rotor magnet defects can be detected by observing the motor current for the same 
frequencies as given by equation (7) below (Rajagopalan et al., 2004).  They can also be 
detected by estimating the strength of the permanent magnet as demonstrated for PMSMs in 
(Le Roux et al., 2003).  Estimating the instantaneous or RMS back-EMF gives a measure of 
the flux linkages resulting from the rotor excitation, making it possible to estimate the 
magnet strength.  There are some examples in the literature of estimating the back-EMF, for 
example in (Wang et al., 2001). 
One method for detecting magnet problems is by estimating the d-axis magnet flux linking 
the stator windings in the synchronous reference frame (Le Roux et al., 2003).  This method 
is derived in the rotor reference frame. The instantaneous value of the d-axis permanent 
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This method to estimate the magnet strength with (4) was implemented on the 
measurement data of a normal motor case and all the rotor fault cases.  The results of this 
estimation on these motors operating at different speed and loads are shown in Fig. 2. 
For BLDC machines, magnet fault can be found by estimating the mean value of the torque 
constant, Kt (Rajagopalan et al., 2004).  For brushless dc machines (BLDC), this is simply the 
mean value of the added back-EMFs of the two conducting phases in any particular 60-
degree rotor position region. 
The method averages the supply voltage (V) and twice the DC-link current (Idc) multiplied 
by the stator resistance (rs) in every 60-degree region of rotor position during steady-state 
operation.  However, this estimation neglects the variations in stator inductances.  The 
estimation works better when the back-EMF (E) is used directly, but this is not available on a 
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physical machine.  However, the estimated magnet strength is independent of other faults 
such as the dynamic and static eccentricities, implying that this estimation could still be 
used to detect a decrease in the magnet strength.  Thus, the estimation of the magnet 
strength is given by, 
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2.2 Detection of Rotor Eccentricity 
Load unbalance, misalignment, improper mounting, and a bent rotor shaft can all cause 
rotor eccentricities.  These eccentricities can be divided into static and dynamic eccentricities 
(Fig. 3). Static eccentricity is when the rotor is shifted from its normal position at the center 
of the stator and it rotates in that position.  With dynamic eccentricity, the rotor is also 
shifted from the normal position, but now rotates around the center of the stator.  These 
rotor faults cause problems such as vibration and noise due to unbalanced magnetic pull 
(UMP).  It also causes dynamic problems by adding to torque pulsations. 
 

 
Fig. 3. (a) centric rotor, (b) rotor with static eccentricity, (c) rotor with dynamic eccentricity 
 
Past research in the detection of rotor eccentricities in induction motors has shown that these 
faults affect certain frequency components in the stator current which can be monitored for 
use in diagnosing a fault (see section 3).  These frequency components (Cameron et al., 1986) 
and are given by equation (20) in section 3.4 below.  Setting k, c, and o in (20) to the 
appropriate integers yields the frequencies that have to be monitored to detect dynamic 
eccentricity.  Setting c = 0, yields the principle slot harmonics, which are the frequencies that 
have to be monitored to detect static eccentricity.  However (20) is of little practical use as 
the knowledge of stator slots is not available and BLDC machines do not have rotor slots. 
Dynamic eccentricity in induction motors causes current components at frequencies of, 
(Dorrell et al., 1997), 
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This equation is the same as equation (18) below, except with slip equal to zero.  In (6), fde is 
the dynamic eccentricity frequency, fe is the fundamental frequency, and m is any integer.  In 
the presence of dynamic and static eccentricity, current components at the rotating 
frequency sidebands of fde can be monitored.  This equation can be adapted for use in 
diagnosis of permanent magnet machines too (Le Roux et al., 2002).  In the case of BLDC 
motor drives, there is no rotor slip.  Also, there are no rotor bars or rotor windings and 

therefore there are no rotor slots.  This means that R = 0 and s = 0 in (6).  Thus, the only 
frequencies that can be used to detect dynamic eccentricity are those given in (6) and integer 
multiples of the supply frequency harmonics, thus m.fe.  The only frequencies that are 
influenced by static eccentricity are the integer multiples of the supply frequency harmonics 
(setting R = s = c = 0).  
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Fig. 4. Comparison of good motor current spectrum to a motor with a dynamic eccentricity 
 
The harmonic spectrum of a good 6-pole PMSM and the same machine with a dynamic 
eccentricity are shown in Fig. 4.  Note the presence of the sidebands of the fundamental at 
the rotating frequency. 

 
2.3 Detection of Stator Faults 
The different types of stator turn faults are depicted in Fig. 5.  The first stage is small shorts 
between turns in the same winding. Among the five failure modes, turn-to-turn faults 
(stator turn fault) have been considered the most challenging one since the other types of 
failures are usually the consequence of turn faults.  Furthermore, turn faults are very 
difficult to detect at their initial stages.   
Conventional turn fault detection schemes merely monitor the negative sequence 
component of line currents (or the effective negative sequence impedance) and rely on 
mathematical models for symmetrical induction machines to account for the effect of 
unbalanced supply voltages on the negative sequence current (Kliman, 1996).  However, 
neglecting inherent asymmetries can lead to misdetection, with catastrophic consequences.  
The issue of inherent asymmetries can be addressed by using a neural network-based 
approach (Tallam et al., 2000).  
While this technique has been shown to give very good results for line-connected induction 
machines, it is often not suitable to PM synchronous machine applications since the current 
controller in the drive attempt to regulate the current to track the reference value.  Since the 
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physical machine.  However, the estimated magnet strength is independent of other faults 
such as the dynamic and static eccentricities, implying that this estimation could still be 
used to detect a decrease in the magnet strength.  Thus, the estimation of the magnet 
strength is given by, 
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2.2 Detection of Rotor Eccentricity 
Load unbalance, misalignment, improper mounting, and a bent rotor shaft can all cause 
rotor eccentricities.  These eccentricities can be divided into static and dynamic eccentricities 
(Fig. 3). Static eccentricity is when the rotor is shifted from its normal position at the center 
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rotor faults cause problems such as vibration and noise due to unbalanced magnetic pull 
(UMP).  It also causes dynamic problems by adding to torque pulsations. 
 

 
Fig. 3. (a) centric rotor, (b) rotor with static eccentricity, (c) rotor with dynamic eccentricity 
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have to be monitored to detect static eccentricity.  However (20) is of little practical use as 
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frequency sidebands of fde can be monitored.  This equation can be adapted for use in 
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The harmonic spectrum of a good 6-pole PMSM and the same machine with a dynamic 
eccentricity are shown in Fig. 4.  Note the presence of the sidebands of the fundamental at 
the rotating frequency. 
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The different types of stator turn faults are depicted in Fig. 5.  The first stage is small shorts 
between turns in the same winding. Among the five failure modes, turn-to-turn faults 
(stator turn fault) have been considered the most challenging one since the other types of 
failures are usually the consequence of turn faults.  Furthermore, turn faults are very 
difficult to detect at their initial stages.   
Conventional turn fault detection schemes merely monitor the negative sequence 
component of line currents (or the effective negative sequence impedance) and rely on 
mathematical models for symmetrical induction machines to account for the effect of 
unbalanced supply voltages on the negative sequence current (Kliman, 1996).  However, 
neglecting inherent asymmetries can lead to misdetection, with catastrophic consequences.  
The issue of inherent asymmetries can be addressed by using a neural network-based 
approach (Tallam et al., 2000).  
While this technique has been shown to give very good results for line-connected induction 
machines, it is often not suitable to PM synchronous machine applications since the current 
controller in the drive attempt to regulate the current to track the reference value.  Since the 
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current is regulated, the effect of the asymmetry from the fault is now reflected in the motor 
voltage. For this reason, voltage-based turn fault detection methods have been proposed, 
but require additional voltage sensors and cables. 
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Fig. 5. Possible failure modes in wye-connected stator windings 
 
By modeling a machine with a turn fault, it can be concluded that a bolted turn fault reduces 
the positive sequence components of the machine impedances and back-emf voltages, while 
increasing the negative sequence and coupling terms in the impedance matrix at the same 
time.  The positive sequence current slightly increases under a stator turn fault condition in 
a mains-fed application where the power supply is a fixed voltage source (Lee et al., 2002).  
In a Current Controlled Voltage Sourced Inverter (CCVSI)-driven application, the inverter 
controls the line currents so as to follow their references by introducing negative sequence 
voltage and reducing positive sequence voltage under a stator turn fault condition (Lee et 
al., 2007).  Since the inverter output voltages are produced according to the voltage 
references that are generated through the current controllers, the variations in the machine 
parameters will be reflected into the voltage references.  This implies that for a given 
rotating speed and current references (or alternatively torque reference), the presence of a 
stator turn fault results in a reduced positive sequence component and an increased 
negative sequence component of the voltage references as compared to a machine without a 
turn fault.  Thus, it can be concluded that the differences in positive and negative sequence 
components of the voltage references, for a given torque reference and rotating speed, under 
a stator turn fault and fault-free conditions can indicate the occurrence of a stator turn fault.  
The voltage references in the rotating and stationary reference frame until fault and no-fault 
conditions are shown in Fig. 6. 
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Fig. 6. Voltage references under fault-free and turn fault conditions 

 
2.4 Fault Tolerant Operation 
Turn faults are particularly problematic in Interior Permanent Magnet Synchronous 
Machine (IPMSM) drives in safety-critical applications.  This is due to the fact that the 
rotating magnet can often not be stopped when a fault occurs, and therefore the fault 
current is allowed to flow until catastrophic or dangerous thermal damage is done to the 
machine.  Therefore, PM machines not only require a reliable turn fault detection method, 
but also imperatively require a proper remedial action that can maintain the drive’s 
uninterrupted operation.   
The most desirable characteristic of a remedial action is to maintain the drive’s 
uninterrupted operation without any degradation in the performance characteristics of the 
drive in the presence of a stator turn fault.  Unfortunately, this is very difficult to achieve, 
and only redundancy-based approaches can solve this difficulty.  But these approaches can 
be justified in specific applications.  In transit applications such as traction drives, an 
uninterrupted operation during a short period of time, even with a limp operation, can 
prevent injury or death.   
A simple stator turn fault-tolerant strategy for IPMSM drives that does not require any 
hardware modification to the standard drive configuration has been proposed (Lee et al., 
2006).  This strategy does not result in the complete loss of availability of the drive.  
Generally, the asymmetry in the stator voltages resulting from a stator turn fault has only a 
small effect on the overall stator voltage.  Therefore the amplitude of the faulty phase 

voltage is almost the same as that of the complex stator voltage vector ( e
sv ) in the 

synchronous rotating reference frame.  Consequently, current in the faulted winding is 
given by, 
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current is regulated, the effect of the asymmetry from the fault is now reflected in the motor 
voltage. For this reason, voltage-based turn fault detection methods have been proposed, 
but require additional voltage sensors and cables. 
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turn fault.  Thus, it can be concluded that the differences in positive and negative sequence 
components of the voltage references, for a given torque reference and rotating speed, under 
a stator turn fault and fault-free conditions can indicate the occurrence of a stator turn fault.  
The voltage references in the rotating and stationary reference frame until fault and no-fault 
conditions are shown in Fig. 6. 
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hardware modification to the standard drive configuration has been proposed (Lee et al., 
2006).  This strategy does not result in the complete loss of availability of the drive.  
Generally, the asymmetry in the stator voltages resulting from a stator turn fault has only a 
small effect on the overall stator voltage.  Therefore the amplitude of the faulty phase 
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Where Rf is the resistance of shorted section of the winding,  is the fraction of the winding 
that is shorted, Lls is the leakage inductance, and L1 is the average self inductance of the 
winding, and L2 is the first harmonic magnitude of the self inductance.  This equation 
implies that an appropriate selection of q- and d-axis current combination for a given 
operating condition can reduce the stator voltage significantly; consequently, a significant 
reduction in fi is achievable while maintaining the given operating condition.   

 
2.5 Fault Detection under Non-Stationary Conditions (Rajagopalan et al., 2005) 
Operating conditions of an electric motor usually change rapidly over time.  Diagnostics of 
motor faults in such conditions is a challenging problem due to the need for application of 
sophisticated signal processing techniques that can process non-stationary signals.  While 
some research has been reported in the detection of faults in induction motors operating 
under very slowly varying speed and load conditions (Yazici et al., 1999 and Kim et al., 
2002), no research has been reported in the diagnosis of faults in motors operating under 
rapidly varying operating conditions. 
The classical technique for characterizing the time evolution of non-stationary signals is the 
short-time Fourier transform (STFT), a linear time frequency representation (TFR) analysis 
technique.  Though simple and rugged, the STFT still assumes that the non-stationary signal 
is slowly changing in the chosen time window.  This and the choice of window length 
impair the use of STFT at low frequencies or when the signal is changing very fast 
dynamically.  Beginning with the Wigner-Ville distribution a plethora of quadratic TFR 
techniques have been introduced in an attempt to improve the time-frequency detail over 
that achievable with the STFT (Marple et al., 1998).  They have been extensively used in the 
area of mechanical engineering for detection of gear faults.   
The use of quadratic TFRs has been presented as a solution for the diagnostics of rotor faults 
in electric motors operating under non-stationary load and speed conditions.  Although the 
method could be applied to any motor, its application is limited in this discussion to BLDC 
motors.  Four time-frequency representations have been considered – Wigner-Ville 
distribution (WVD) (Cohen, 1989), Choi-Williams Distribution (CWD) (Choi et al., 1989), 
and the Zhao-Atlas Marks Distribution (ZAM) (Zaho et al., 1990).  The use of time-frequency 
distributions has proven suitable for detection of rotor faults in electric motors operating 
under continuous non-stationary conditions.  However, the need to provide high frequency 
resolution along with good cross-term suppression leads to complicated kernels requiring 
large amounts of processing power.  
Some of the commonly used TFRs have been implemented on a DSP platform to study their 
computational loads.  It is observed that quadratic TFRs such as WVD and CWD are 
computationally more intensive than linear TFRs such as the spectrogram.  The quadratic 
TFRs however provide much better frequency resolution and localization of energy with the 
ZAM distribution exhibiting the best performance.  The CWD in particular is a good trade-
off between the excellent frequency resolution of the WVD and the high cross-term 
suppression of the ZAM distribution.  These distributions also do not depend on the size 
and type of the window as in the spectrogram.  The increased computational load is the 
price paid if a better frequency resolution and good localization of energy is needed.  In 
spite of the increased complexity involved, the computation time of a CWD is still in the 
order of a few tens of micro-seconds and hence is amenable to implementation in real-time. 
This computational time can be further decreased by paralleling several micro-programmed 

systems and using more optimized software routines.  The results of Fig. 7 show that the 
fault frequency magnitudes can be clearly seen even in the case of a time-varying 
fundamental frequency for the machine. 
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Fig. 7. CWD of a simulated BLDCM rotor fault. 

 
3. Faults in Induction Machines 

Many fault statistics have been published for induction machines, e.g., (Bell et al., 1985). In 
these statistics the failure causes are classified. In most statistics the majority of failures are 
due to bearing and stator faults. Since these statistics mostly refer to industrial applications 
the statistics may look different for, e.g., railway traction drives. Additionally, any statistic is 
inherently incomplete, since it very much depends on the boundary conditions and the 
integrity of the determined data. However, induction machine conditions are usually 
classified as: 

 Stator faults are electrical faults in the stator winding of the machine. Stator faults 
may be turn to turn faults, interturn faults, phase to phase faults, and phase to 
ground faults.  

 Rotor faults refer to electrical faults of the rotor of an induction machines. Since 
most machines have a squirrel cage rotor, these faults are also called cage faults. 

 The determination of the stator and rotor temperature is of particular interest for the 
conditional monitoring and control of the machine. The temperature does not 
directly indicate a fault, but may be an indicator of disadvantageous operating 
conditions or severe stress to the machine.   

 Eccentricity faults are caused by mechanical imbalances, misalignments, bent shafts, 
or non-uniform air gaps. These eccentricities may be caused by the machine, the 
mechanical coupling or the mechanical load or any combinations of these. To a 
certain extent eccentricity faults can be detected by means of electrical 
measurements over the reaction of magnetic field air gap on the stator currents.  
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Where Rf is the resistance of shorted section of the winding,  is the fraction of the winding 
that is shorted, Lls is the leakage inductance, and L1 is the average self inductance of the 
winding, and L2 is the first harmonic magnitude of the self inductance.  This equation 
implies that an appropriate selection of q- and d-axis current combination for a given 
operating condition can reduce the stator voltage significantly; consequently, a significant 
reduction in fi is achievable while maintaining the given operating condition.   
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systems and using more optimized software routines.  The results of Fig. 7 show that the 
fault frequency magnitudes can be clearly seen even in the case of a time-varying 
fundamental frequency for the machine. 
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Fig. 7. CWD of a simulated BLDCM rotor fault. 
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the statistics may look different for, e.g., railway traction drives. Additionally, any statistic is 
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classified as: 
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most machines have a squirrel cage rotor, these faults are also called cage faults. 

 The determination of the stator and rotor temperature is of particular interest for the 
conditional monitoring and control of the machine. The temperature does not 
directly indicate a fault, but may be an indicator of disadvantageous operating 
conditions or severe stress to the machine.   

 Eccentricity faults are caused by mechanical imbalances, misalignments, bent shafts, 
or non-uniform air gaps. These eccentricities may be caused by the machine, the 
mechanical coupling or the mechanical load or any combinations of these. To a 
certain extent eccentricity faults can be detected by means of electrical 
measurements over the reaction of magnetic field air gap on the stator currents.  
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 Bearing faults are due the failure of one of the bearings of the machine. The causes 
of failures are manifold and detection of the origin is very difficult. Particularly, the 
detection of bearing faults by means of electrical signals is a real challenge (Stack et 
al., 2006).  

 
3.1 Detection of Stator Faults 
In the case of a fully symmetric stator winding the stator magneto motive force (MMF) can 
be synthesized as a Fourier series, i.e., a fundamental and higher harmonic waves. A 
symmetric winding gives rise to a constant magnitude of the fundamental MMF wave. A 
fault of the stator winding leads to asymmetry of the stator magneto motive force (MMF) 
caused by the stator winding. This asymmetry causes the magnitude of the stator MMF not 
be constant any more. In this case the fundamental wave can be decomposed into a forward 
and backward traveling wave with constant magnitudes. The forward traveling wave is 
represented by the positive sequence component of the stator current spi  and the additional 

backward traveling wave due to the stator fault is reflected by the negative sequence 
component of the stator current sni . The sequence components are computed from the 
phase voltages and currents, however.  
A negative sequence current could also be caused by a negative sequence voltage which is 
due to a supply asymmetry. For the reliable detection of stator turn and winding faults it is 
important not to confuse these faults with supply voltage imbalances. Nevertheless, the 
measured negative sequence current and voltage component are used to identify stator turn 
and winding faults (Tallam et al., 2007; Lee et al., 2003). Additionally, inherent winding 
asymmetries have to be taken into account for stator fault detection techniques.  
The negative sequence voltage, snv  is coupled to the positive and negative sequence current 
through impedances, 
 
 snsnnspsnpsn iZiZv  . (8) 

 
In order to compensate inherent winding asymmetries the impedances snpZ  and snnZ  have 
to be identified. These impedances are (slightly) dependent on the operating conditions of 
the machine. The identification of the impedances may therefore be performed by means of 
neural networks or functional approximations (Tallam et al., 2000). This way supply voltage 
imbalances and inherent winding asymmetries are properly taken into account. For less 
sensitive methods, the impedances are assumed to be constant quantities (Kral et al., 2007). 
After a learning stage, where impedances are identified, the fault detection method can be 
applied in the regular operation of the machine.  
For the identification of the impedances snpZ  and snnZ  a negative sequence voltage is 
required, since a symmetric voltage supply does not give rise to negative sequence currents 
in case of a symmetric machine. The negative sequence voltage can be generated by means 
of a single phase ohmic resistor which leads to asymmetric line to line voltages. If it is not 
possible to introduce a negative sequence voltage, the impedances cannot be indentified – 
except for inherent voltage asymmetries caused by asymmetric loads.  
From the measured positive and negative sequence current, the computed negative 
sequence voltage (8) can be compared with the measured negative sequence voltage. 

Alternatively the computed negative sequence current according to (8), incorporating the 
measured positive sequence current and the measured negative sequence voltage, can be 
compared with the measured negative sequence current. Any deviation of the computed 
from the measured value then indicates a stator fault. 
In closed loop inverters the identification of the negative sequence component could be 
contained in the machine voltages and currents (Tallam et al., 2003). It is thus important to 
take both, the negative sequence voltage and current for the fault detection into account. 
Nevertheless, the artificially generation of negative sequence currents for the determination 
of the impedances applied in (8) is much easier since the reference currents can be 
superimposed with a negative sequence reference quantity.  
An alternative method for the detection of stator faults in inverter fed drives is based on the 
statistical evaluation of the switching behavior of the current controller which is caused by 
an electrical asymmetry of the stator winding (Wolbank et al., 2003). The advantage of this 
method is that it easy to implement on an existing dive, since statistical evaluation has to be 
implemented by means of additional software routines.  
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Fig. 8. The squirrel cage rotor of an induction machine consists of (a) rotor bars and end 
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3.2 Detecting Faults in the Squirrel Cage 
The squirrel cage of induction machine consists of R  rotor bars and end rings on both ends 
which are placed in the sheet iron of the rotor as depicted in Fig. 8. The bars and end rings 
of small machines are usually die casted of aluminum or copper. For larger machines, the 
copper bars are insulated and manually fitted into the sheet iron. In this case the bars and 
end rings are either welded or hard-soldered.  
In the symmetric cage of a squirrel cage induction machine the root mean square (RMS) 
values of the bar currents are equal – except for inherent asymmetries. Therefore, also end 
ring currents on both sides are equal. In case of a faulty rotor bar, which is physically 
reflected in an increase of the respective bar resistance, the current flow of this bar is 
diminished.  
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 Bearing faults are due the failure of one of the bearings of the machine. The causes 
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al., 2006).  
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which are placed in the sheet iron of the rotor as depicted in Fig. 8. The bars and end rings 
of small machines are usually die casted of aluminum or copper. For larger machines, the 
copper bars are insulated and manually fitted into the sheet iron. In this case the bars and 
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Fig. 9. RMS values of rotor bar currents for the case of one broken rotor bar (index 1); results 
refer to an 18.5 kW induction machine with 40 rotor bars 
 
In Fig.  9 the RMS rotor bar currents of a squirrel cage with one broken rotor bar are 
depicted. Since bar number 1 is broken, the respective current is zero. Therefore, the bars 
adjacent to the fault location have to carry higher RMS bar currents than the rest of bars. The 
increased currents lead to an increased thermal stress of the respective bars. Due to this 
phenomenon the adjacent bars could also fail. This in turn leads to the spreading out of the 
fault from an initial fault location. Over time, the fault condition of the rotor gets worse and 
worse until the machine fails. 
In a real machine a faulty bar leads to an additional phenomenon. Since the rotor bars are 
usually not insulated from the sheet iron, interbar currents occur. The original bar current is 
thus diverted to the iron parts of the rotor which in turn damages the sheets.  
Apart from broken rotor bars, broken end ring or broken junctions of the bars and end ring 
segments may give also rise to an electrical asymmetry of the rotor. The entirety of these 
faults is also called electrical rotor asymmetries. These faults cause a distortion of the rotor 
MMF which can be interpreted as a forward and a backward traveling rotor MMF wave – 
with respect to the rotor reference frame. The backward traveling rotor MMF wave induces 
voltages in the stator winding at the so called lower side band frequency 
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where ef  is the fundamental stator supply frequency and s  represents slip. The superscript 
r  indicates that the frequency refers to a rotor fault. The interaction of this harmonic 
component with the flux causes a double slip frequency  
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torque pulsation. Due to the finite inertia of the drive, rotor speed pulsations occur at the 
same frequency. The speed pulsations then induce additional side band harmonics in the 
stator currents, i.e., 
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where m  is a positive integer order number. The index usb  abbreviates the term upper side 
band, however. The entirety of current harmonics is also reflected in low frequency torque 
and instantaneous power pulsations at 
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A typical stator current Fourier spectrum for steady state operation of an induction machine 
is depicted in Fig.  10. The equidistant displaced lower and upper side band currents are 
clearly arising in this figure.  
 

 
Fig. 10. Fourier spectrum of a per unit stator current during steady state operation; results 
refer to a 18.5 kW induction machine with one broken rotor bar out of 40 bars 
 
A rotor fault can only be detected when the rotor currents lead to sufficient reactions on the 
air gap field. The magnitudes of the side band currents of stator current are proportional to 
load torque in steady state. The magnitudes of side band harmonics with low ordinal 
numbers m  are larger than the magnitudes with higher ordinal numbers. When the 
mechanical load of the machine is relieved, slip decreases and the magnitudes of the side 
band currents decrease as well. In this case the side band harmonics merge with the 
fundamental according to (11) and (12). Therefore, a rotor fault cannot be detected when the 
machine is mechanically unloaded in steady state. For the reliable detection of rotor faults a 
minimum load torque of approximately 30% of the nominal torque is required.  
The magnitudes of the lower and upper side band harmonics are also influenced by the total 
inertia of the drive. A large inertia leads to a dominant magnitude of the lower side band 
harmonic component (9) in the stator current, whereas a low inertia gives rise to a decreased 
lower side band and an increased higher side band component (Kral et al., 2008a).  
Most rotor fault detection methods are based on the evaluation of one or more stator current 
signatures and are thus called current signature analysis (CSA) methods. For steady state 
operating conditions a conventional Fourier analysis can be used to identify electrical rotor 
asymmetries. For such applications, it is important to determine the magnitudes of the 
respective current harmonics with high precision. Since low frequency torque fluctuations 
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A rotor fault can only be detected when the rotor currents lead to sufficient reactions on the 
air gap field. The magnitudes of the side band currents of stator current are proportional to 
load torque in steady state. The magnitudes of side band harmonics with low ordinal 
numbers m  are larger than the magnitudes with higher ordinal numbers. When the 
mechanical load of the machine is relieved, slip decreases and the magnitudes of the side 
band currents decrease as well. In this case the side band harmonics merge with the 
fundamental according to (11) and (12). Therefore, a rotor fault cannot be detected when the 
machine is mechanically unloaded in steady state. For the reliable detection of rotor faults a 
minimum load torque of approximately 30% of the nominal torque is required.  
The magnitudes of the lower and upper side band harmonics are also influenced by the total 
inertia of the drive. A large inertia leads to a dominant magnitude of the lower side band 
harmonic component (9) in the stator current, whereas a low inertia gives rise to a decreased 
lower side band and an increased higher side band component (Kral et al., 2008a).  
Most rotor fault detection methods are based on the evaluation of one or more stator current 
signatures and are thus called current signature analysis (CSA) methods. For steady state 
operating conditions a conventional Fourier analysis can be used to identify electrical rotor 
asymmetries. For such applications, it is important to determine the magnitudes of the 
respective current harmonics with high precision. Since low frequency torque fluctuations 
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can also induce current sidebands as depicted in Fig.  10, it is important to exactly track the 
fault specific frequency components so that they do not get confused with load specific 
harmonics (Kral et al., 2005). From the magnitudes of the side band harmonics the extent of 
the fault can be estimated according to formulas presented in the literature, e.g., (Thomson 
& Ranking 1987; Bellini et al., 2000; Culbert & Rhodes 2007). 
During transient operating conditions, load torque and thus slip are not constant. A 
conventional Fourier analysis is therefore not applicable in this case. The problem of time 
varying load torque can either be solved by means of compensating the modeled load 
torque (Schoen et al., 1995) or by mathematical transformations and algorithms (Wu et al., 
2005). Other approaches use a short time Fourier analysis or multiple signal classification 
(MUSIC) algorithms to overcome the problem of identification of the non-stationary fault 
signatures (Benbouzid & Kliman 2003). The fault detection under transient operating 
conditions can also be performed by means of wavelet transforms (Antonino-Daviu et al., 
2006). 
 

 
Fig. 11. Scheme of the Vienna Monitoring Method: V = voltage model, I = current model; F = 
low pass filter for determining the (average) load torque from the torque of the voltage 
model, C = spatial data clustering technique, D = discrete Fourier analysis 
 
Apart from these methods, electrical rotor asymmetries can be detected by means of the 
Vienna Monitoring Method (VMM). A scheme of this method is depicted in Fig. 11. This 
method is a model based approach which compares the torque signals vT  and iT  of a 
voltage and current model of the machine, resptively; the superscript indicates the model 
reference. Both these mathematical models are the models of a symmetrical machine. The 
voltage model is based on the stator voltage equation in the stator reference frame, whereas 
the current model relies on the rotor voltage in the rotor reference frame. The input 
quantities of the voltage model are the stator voltage and current space phasor (1) and (2). 
Since the current model is utilized in the rotor reference frame the stator current space 
phasor has to be transformed by means of the mechanical angle m  – which is the electrical 
angle of the rotor with respect to the stator. 
Applied to a fully symmetrical machine each model calculates the same torque and thus the 
torque difference  
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is zero. In case of a rotor fault, both models will calculate a double slip harmonic torque 
oscillation – as well as higher harmonics which are, however, not taken into account in the 
VMM. The double slip harmonic torque oscillations computed by the voltage and current 
model show different magnitudes and phase angles, since both models have a different 
model structure and different input signals. It turned out that the magnitude of the torque 

difference is directly proportional to the fault extent and the load torque (Wieser et al., 1999). 
If the torque difference is divided by the estimated load torque – which is determined from, 
e.g., the voltage model – the relative torque difference is obtained,  
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The magnitude of the double slip frequency component of t  is independent of the load 
torque and thus a measure for the electrical asymmetry of the rotor. Nevertheless, the 
frequency of the relative torque difference is depending on slip. In order to eliminate the 
time dependency of the relative torque difference, a spatial data clustering technique is 
applied. This technique investigates the relative torque difference versus the angle of the 
rotor flux space phasor,  ,which is determined by the current model in Fig. 11. Since the 
rotor flux with respect to the rotor reference frame rotates with slip frequency, the double 
slip frequency oscillation of the relative torque difference is mapped into a second harmonic 
component with respect to the rotor circumference. A clustering technique is used to 
average the wave forms of the obtained second harmonic signal. For this purpose, that rotor 
circumference is subdivided into n data segments. The data value of each segment is then 
derived by applying a recursive averaging algorithm. The data values represent an averaged 
and discretized wave of the second harmonic torque difference. After a certain measurement 
period a discrete Fourier analysis is applied to the data values. The magnitude of the second 
harmonic then represents the averaged magnitude of the double slip frequency component 
of the relative torque difference – which in turn serves as fault indicator for the VMM (Kral 
et al., 2008a). 
A great advantage of the VMM is that it reliably detects rotor faults under almost any 
operation and boundary conditions. The VMM works  

 independent of the load torque of the machine, 
 under stationary and transient load conditions, 
 under varying load and speed conditions, 
 independent of the inertia of the drive, 
 for mains supplied and inverter fed machines, independent of the applied control 

technique and structure. 

 
3.3 Monitoring of Stator and Rotor Temperature 
The stator temperature of a machine can be measured by means of sensors which are 
embedded in the winding, the winding heads or the sheet iron of the stator. This is a state of 
the art measurement technology. Measuring the rotor temperatures is much more difficult 
since the rotor is spinning and measuring lines can thus not be used. Even if there exist 
radio frequency (RF) transmission sensors such technology is almost impossible to be 
implemented in an industrial environment, because the machine to be monitored has to be 
dismounted and modified – which is highly undesired. 
In some applications it may be undesired to even measure the stator temperatures. In this 
case it is then required to estimate the temperatures of the stator and rotor, respectively. 
Neither stator nor rotor temperature are precise terms, since temperature is a local quantity. 
Both the stator and the rotor have specific temperature distributions, depending on the 
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can also induce current sidebands as depicted in Fig.  10, it is important to exactly track the 
fault specific frequency components so that they do not get confused with load specific 
harmonics (Kral et al., 2005). From the magnitudes of the side band harmonics the extent of 
the fault can be estimated according to formulas presented in the literature, e.g., (Thomson 
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During transient operating conditions, load torque and thus slip are not constant. A 
conventional Fourier analysis is therefore not applicable in this case. The problem of time 
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torque (Schoen et al., 1995) or by mathematical transformations and algorithms (Wu et al., 
2005). Other approaches use a short time Fourier analysis or multiple signal classification 
(MUSIC) algorithms to overcome the problem of identification of the non-stationary fault 
signatures (Benbouzid & Kliman 2003). The fault detection under transient operating 
conditions can also be performed by means of wavelet transforms (Antonino-Daviu et al., 
2006). 
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the current model relies on the rotor voltage in the rotor reference frame. The input 
quantities of the voltage model are the stator voltage and current space phasor (1) and (2). 
Since the current model is utilized in the rotor reference frame the stator current space 
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harmonic then represents the averaged magnitude of the double slip frequency component 
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The stator temperature of a machine can be measured by means of sensors which are 
embedded in the winding, the winding heads or the sheet iron of the stator. This is a state of 
the art measurement technology. Measuring the rotor temperatures is much more difficult 
since the rotor is spinning and measuring lines can thus not be used. Even if there exist 
radio frequency (RF) transmission sensors such technology is almost impossible to be 
implemented in an industrial environment, because the machine to be monitored has to be 
dismounted and modified – which is highly undesired. 
In some applications it may be undesired to even measure the stator temperatures. In this 
case it is then required to estimate the temperatures of the stator and rotor, respectively. 
Neither stator nor rotor temperature are precise terms, since temperature is a local quantity. 
Both the stator and the rotor have specific temperature distributions, depending on the 
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actual operating conditions. It is for the symmetrical machine (and supply), however, useful 
to assume homogenous or averaged temperatures, for the conductors in the stator slots, 
each winding head as well as each rotor bar and both end rings. By means of a lumped 
parameter thermal model of the machine, these temperatures can be determined (Kral et al., 
2008b) – even online. In order to parameterize such a model all geometric details of the 
stator, rotor, housing and cooling concept have to be known and modeled. A complex 
lumped parameter model is thus not applicable in practice if the only little is known about 
the machine.  
For practical applications simplified lumped thermal parameter models can be used (Gao et 
al., 2008b). These models usually employ only a couple thermal time constants. The thermal 
time constants have to be determined during an identification test or are computed or 
measured in advance before the machine is put into operation. A lumped parameter thermal 
model can also be combined with any other resistance estimation method to a hybrid model 
(Kral et al., 2004a). 
In practice, only the average temperature of the stator winding can be estimated. The 
average stator winding temperature increase is determined by estimating the stator 
resistance, considering the temperature dependence of the conductor according to, 
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where refR  is the resistance at temperature refT , and ref  is the linear temperature 
coefficient at the reference temperature. In this equation T  is the actual temperature and R  
is the respective actual resistance. One class of methods determines the average stator 
winding temperature by means of a direct current (DC) bias. Since a DC current does not 
cause any voltage drop across the stator inductance, the DC voltage represents the voltage 
drop across the stator resistance only. For symmetric machines it can be assumed that the 
winding temperatures are equal in all three phases. Therefore, the DC bias is injected only in 
one phase. For mains fed induction machines the bias could be applied by means of 
different devices: A resistor in parallel with a diode can be used to cause a voltage drop 
across this element which is different with respect to the positive and the negative half-wave 
(Lee & Habetler, 2003b). Other proposals provide the controlled bias by a soft starter, giving 
rise to a similar effect (Zhang et at., 2008), or use a zero sequence voltage to estimate the 
stator resistance of the machine (Jacobina et al., 2000).  
Since the estimation of resistances is required for the tuning the control of inverter drives, 
such methods are often integrated into the digital signal processing (DSP) software of the 
drive. For this class of applications rotor and stator resistances may be focus of interest. In 
this context observers (Jeon et al., 2002), models (Gao et al., 2008a) and neural networks 
(Karanayil et al., 2007) are applied. In variable speed drives also signal injection methods 
can be used to determine the resistances since the inverter can be seen as active voltage 
source (Wu & Gao, 2006).  

 
3.4 Detection of Rotor Eccentricity 
Rotor eccentricities are usually classified by the terms static and dynamic eccentricity. A 
visualization of these classes is depicted in Fig. 3. For static eccentricity the axis of rotation 
of the rotor is displaced from geometric center of the stator. This eccentricity mode can be 

caused by a misalignment of the bearings, the end shields or stator ovality. Since the air gap 
and the air gap field are non-uniform in this case a so called unbalanced magnetic pull arises. 
This pull acts in the direction of the minimum air gap. In the case of dynamic eccentricity 
the axis of rotation of rotor is aligned with center of the stator, but the axis of rotation is 
displaced from the rotor center. Dynamic eccentricity may be caused by a bent shaft, 
mechanical resonances, bearing wear and static eccentricity. An unbalanced magnetic pull is 
also present in this case (Dorrell 1996). In practice always mixed modes of eccentricity occur 
(Faiz & Ojaghi 2008).  
Mixed static and dynamic eccentricity gives rise to harmonic components with frequencies 
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in the stator currents, where P  is the number of pole pairs and superscript e  indicates the 
reference to eccentricity related components and ,...]3,2,1[m  is the ordinal number. Due to 
the interaction of current and flux, power and torque specific components arise at  
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The slotting of the rotor also gives rise to additional frequencies  
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in the current, where ]1,0[c  indicates static (zero) or dynamic (one) eccentricity, and o  is 
an odd integer number, ],5,3,1[ o .  
For stationary operated induction machines, supplied by the mains, the eccentricity related 
harmonic components (17)) or (19)) can be determined by means of a conventional Fourier 
analysis (Thomson & Fenger 2001). Oscillating load effects require different approaches 
since a Fourier analysis is not applicable any more. An alternative method utilizes the 
negative sequence fault components of the stator current space phasor which is independent 
of the actual loading of the machine (Wu et al., 2007).  
Another approach strictly avoids time domain frequency analysis and is based on the 
evaluation of (18) applied to instantaneous power (Kral et al., 2004b). A scheme of this 
method is depicted in Fig. 12. In order to evaluate a quantity independent of the actual 
rating of the machine, instantaneous power is divided by a reference power, which is, e.g., 
equal to the nominal power of the machine. A band pass filter extracts the frequency 
components (18) and a phase locked loop (PLL) is used to track the filtered signal. Since 
power is a real quantity, a Hilbert transform is applied to generate a complex phasor. The 
angle   of the quantity associated to the output of the Hilbert transform is then used to 
employ a data clustering technique similar to that one used for the Vienna Monitoring 
Method in subsection 3.2. The data clustering averages the output of the filter in a spatial 
domain to eliminate any frequencies other than the fault frequency.  
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actual operating conditions. It is for the symmetrical machine (and supply), however, useful 
to assume homogenous or averaged temperatures, for the conductors in the stator slots, 
each winding head as well as each rotor bar and both end rings. By means of a lumped 
parameter thermal model of the machine, these temperatures can be determined (Kral et al., 
2008b) – even online. In order to parameterize such a model all geometric details of the 
stator, rotor, housing and cooling concept have to be known and modeled. A complex 
lumped parameter model is thus not applicable in practice if the only little is known about 
the machine.  
For practical applications simplified lumped thermal parameter models can be used (Gao et 
al., 2008b). These models usually employ only a couple thermal time constants. The thermal 
time constants have to be determined during an identification test or are computed or 
measured in advance before the machine is put into operation. A lumped parameter thermal 
model can also be combined with any other resistance estimation method to a hybrid model 
(Kral et al., 2004a). 
In practice, only the average temperature of the stator winding can be estimated. The 
average stator winding temperature increase is determined by estimating the stator 
resistance, considering the temperature dependence of the conductor according to, 
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where refR  is the resistance at temperature refT , and ref  is the linear temperature 
coefficient at the reference temperature. In this equation T  is the actual temperature and R  
is the respective actual resistance. One class of methods determines the average stator 
winding temperature by means of a direct current (DC) bias. Since a DC current does not 
cause any voltage drop across the stator inductance, the DC voltage represents the voltage 
drop across the stator resistance only. For symmetric machines it can be assumed that the 
winding temperatures are equal in all three phases. Therefore, the DC bias is injected only in 
one phase. For mains fed induction machines the bias could be applied by means of 
different devices: A resistor in parallel with a diode can be used to cause a voltage drop 
across this element which is different with respect to the positive and the negative half-wave 
(Lee & Habetler, 2003b). Other proposals provide the controlled bias by a soft starter, giving 
rise to a similar effect (Zhang et at., 2008), or use a zero sequence voltage to estimate the 
stator resistance of the machine (Jacobina et al., 2000).  
Since the estimation of resistances is required for the tuning the control of inverter drives, 
such methods are often integrated into the digital signal processing (DSP) software of the 
drive. For this class of applications rotor and stator resistances may be focus of interest. In 
this context observers (Jeon et al., 2002), models (Gao et al., 2008a) and neural networks 
(Karanayil et al., 2007) are applied. In variable speed drives also signal injection methods 
can be used to determine the resistances since the inverter can be seen as active voltage 
source (Wu & Gao, 2006).  

 
3.4 Detection of Rotor Eccentricity 
Rotor eccentricities are usually classified by the terms static and dynamic eccentricity. A 
visualization of these classes is depicted in Fig. 3. For static eccentricity the axis of rotation 
of the rotor is displaced from geometric center of the stator. This eccentricity mode can be 

caused by a misalignment of the bearings, the end shields or stator ovality. Since the air gap 
and the air gap field are non-uniform in this case a so called unbalanced magnetic pull arises. 
This pull acts in the direction of the minimum air gap. In the case of dynamic eccentricity 
the axis of rotation of rotor is aligned with center of the stator, but the axis of rotation is 
displaced from the rotor center. Dynamic eccentricity may be caused by a bent shaft, 
mechanical resonances, bearing wear and static eccentricity. An unbalanced magnetic pull is 
also present in this case (Dorrell 1996). In practice always mixed modes of eccentricity occur 
(Faiz & Ojaghi 2008).  
Mixed static and dynamic eccentricity gives rise to harmonic components with frequencies 
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in the stator currents, where P  is the number of pole pairs and superscript e  indicates the 
reference to eccentricity related components and ,...]3,2,1[m  is the ordinal number. Due to 
the interaction of current and flux, power and torque specific components arise at  
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The slotting of the rotor also gives rise to additional frequencies  
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in the current, where ]1,0[c  indicates static (zero) or dynamic (one) eccentricity, and o  is 
an odd integer number, ],5,3,1[ o .  
For stationary operated induction machines, supplied by the mains, the eccentricity related 
harmonic components (17)) or (19)) can be determined by means of a conventional Fourier 
analysis (Thomson & Fenger 2001). Oscillating load effects require different approaches 
since a Fourier analysis is not applicable any more. An alternative method utilizes the 
negative sequence fault components of the stator current space phasor which is independent 
of the actual loading of the machine (Wu et al., 2007).  
Another approach strictly avoids time domain frequency analysis and is based on the 
evaluation of (18) applied to instantaneous power (Kral et al., 2004b). A scheme of this 
method is depicted in Fig. 12. In order to evaluate a quantity independent of the actual 
rating of the machine, instantaneous power is divided by a reference power, which is, e.g., 
equal to the nominal power of the machine. A band pass filter extracts the frequency 
components (18) and a phase locked loop (PLL) is used to track the filtered signal. Since 
power is a real quantity, a Hilbert transform is applied to generate a complex phasor. The 
angle   of the quantity associated to the output of the Hilbert transform is then used to 
employ a data clustering technique similar to that one used for the Vienna Monitoring 
Method in subsection 3.2. The data clustering averages the output of the filter in a spatial 
domain to eliminate any frequencies other than the fault frequency.  
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Fig. 12. Method for the eccentricity detection based on instantaneous power; F = band pass 
filter, PLL = phase locked loop, H = Hilbert transform, C = clustering technique, DFT = 
discrete Fourier analysis  
 
Eccentricities have mechanical origins and therefore fault detection based on vibration 
signals leads to more direct – without the interaction of the magnetic field and the reaction 
on the stator currents – and thus more significant signatures. A fault signature according to 
(17) and (18) may also be caused by a mechanical mass imbalance of the rotating parts. This 
case was investigated in (Kral et al., 2004c) with a non-rigid mounting of the machine. It 
turned out that it is difficult to detect a mechanical problem by means of current signatures 
whereas vibrational signatures very clearly indicate the issue. The result of this investigation 
thus shows that the detection of mechanical problems by means of electrical signals is 
limited.  

 
4. Conclusions 

In this chapter state of the art fault detection methods for permanent magnet and induction 
machines are presented. The discussed methods rely on the evaluation of measured 
voltages, currents and speed, respectively. Each kind of fault gives rise to a specific fault 
pattern in either of the measured quantities. Advanced signal processing techniques and 
neural network methods are used to isolate and assess the fault severity accordingly.  
The field of rotating electric machine monitoring and diagnostics has seen major 
advancements in the two decades.  As a result of this, simple motor protection devices will 
soon be replaced with sophisticated monitoring devices which will provide early indication 
of impeding faults.  The technology described in this chapter can be used to greatly improve 
factory and process reliability and availability by reducing unscheduled downtime.  The 
potential cost savings are enormous.  All of this can be achieved at little or no cost since all 
the technology here relies only on the use of data from sensors that are all ready installed.  
Virtually everything described here can be implemented with only software changes to 
existing microprocessor-based protection relays.   

The future will be even more exciting as advances are made in sensorless monitoring of 
mechanical systems driven by electrical machines, motor bearings, and a wide variety of 
motor types in a myriad of applications. 
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Eccentricities have mechanical origins and therefore fault detection based on vibration 
signals leads to more direct – without the interaction of the magnetic field and the reaction 
on the stator currents – and thus more significant signatures. A fault signature according to 
(17) and (18) may also be caused by a mechanical mass imbalance of the rotating parts. This 
case was investigated in (Kral et al., 2004c) with a non-rigid mounting of the machine. It 
turned out that it is difficult to detect a mechanical problem by means of current signatures 
whereas vibrational signatures very clearly indicate the issue. The result of this investigation 
thus shows that the detection of mechanical problems by means of electrical signals is 
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In this chapter state of the art fault detection methods for permanent magnet and induction 
machines are presented. The discussed methods rely on the evaluation of measured 
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factory and process reliability and availability by reducing unscheduled downtime.  The 
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Virtually everything described here can be implemented with only software changes to 
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This chapter presents a study on fault detection mechanisms involved in secure devices in 
order to prevent faults-based attacks. We explore the solutions based on the use of error 
detection codes (parity bits, CRC) and we discuss the strengths and the weaknesses of these 
solutions with regards to error and fault detection. 

 
1. Introduction   
 

Today’s secure devices are mainly used for storage and processing of confidential data. 
Current products provide hardware and software secure solutions for civil and online 
identification, telecommunication, healthcare, banking, pay-TV, access control for restricted 
systems or areas, e-government... Tomorrow, they will include decision making capabilities
for machine to machine applications. 20 billion of secure devices are forecasted in 2020 (4 
billion in 2007) [Eurosmart, 2007].
Due to their applications, secure devices must be designed so that they can guarantee high 
levels of dependability and quality. But in addition to usual dependability features 
(reliability, availability, safety, robustness to environmental conditions), we also expect that 
they have the ability to protect information against unauthorized access and intentional 
misuse. The digital security mechanisms involved in such devices rely on various principles: 
secrecy of design and implementation, ciphering operations for encryption/decryption of 
confidential data, and hardware and software countermeasures for attack detection or 
tolerance. 
Encryption is the process of transforming data in order to make it unreadable to anyone 
except those possessing the decryption key. Encryption can be symmetric or asymmetric. In 
symmetric encryption, a sender and a recipient share the same secret key, which is used for 
both encryption of plaintexts and decryptions of corresponding cipher texts.  Conversely, 
the asymmetric algorithms use different keys for encryption and decryption. A sender S 
communicate his/her public key to all recipients R; messages encrypted with that public key 
by any R can only be decrypted by the sender S using his/her corresponding private key. 
The symmetric and asymmetric algorithms are generally public, while the secret and private 
keys are kept secret. Symmetric encryption is fast but senders and recipients need to define 
a “secure” key exchange process prior to start communication. Asymmetric encryption can 
be used for exchanging this secret key at the beginning of a communication, and then a 
symmetric-key algorithm using that secret key can be used for fast encryption during the 
remainder of the communication. The section 2 details the Advanced Encryption Standard 
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(AES), a symmetric encryption process based on the Rijndael algorithm from Joan Daemen 
and Vincent Rijmen. 
Due to their applications, secure devices are subject to attacks aiming to gather private 
information. Discovering the secret key of a symmetric cipher for instance allows decrypting 
the text encrypted with that key. Numerous types of attack rely on the hardware 
implementation of the cipher since cryptanalysis on recent algorithms is hopefully not 
practical. Most recent invasive attacks using probes or modifications of the chip are 
powerful but destroy the package, require time of specialists in laboratories and a proper 
budget. Non-invasive side-channel attacks use leakage information related to the processed 
data such as the operational timing, the power consumption of the chip, or the 
electromagnetic interferences of signals. Active but semi or non-invasive fault-based attacks 
rely on perturbation of the circuit behavior and use (expected) production of erroneous 
results for inferring secret information. Section 3 gives an overview of implementation 
techniques and data analysis performed on the reference encryption standard AES for fault-
based attacks.
Cipher algorithms are often integrated as coprocessors for better performance. As any other 
function implemented in hardware, these coprocessors need to be carefully tested in order 
to determine whether they are capable of performing the intended functions. So, test 
contributes to the dependability and the quality of the devices in the sense that it prevents 
insertion of failing hardware in dependable devices, and allows revealing faulty behaviours 
during the chip lifetime. Classically, targeted fault-set includes permanent (or intermittent) 
faults, which model physical defects due to manufacturing defaults or aging, and “natural” 
transient faults due to the environment (particle hit) (Reed et al.., 2003). However, test can 
also contribute to digital security by preventing maliciously injected transient faults to 
contribute in revealing confidential data.  While the detection of permanent faults is 
generally performed during the execution of specific test modes after production or during 
maintenance times, transient fault detection must be concurrent to the mission mode of the 
circuit. Online test solutions are thus implemented in secure chips as part of protection 
mechanisms targeting fault-attacks. In this context, fault-set includes transient stuck-at 
faults on gate signals in the combination part of the cipher, and bit-flips on memory 
elements (Leveugle, 2007). In this context, potential faults are generally detected through 
identification of erroneous signal(s) on a function or sub-function output.  Section 4 presents 
the solutions from the literature for error-detection schemes in AES ciphers. These solutions 
are first compared using common evaluation criteria such as implementation cost and fault 
detection latency. 
These solutions are then compared in terms of error detection capacity in Section 5. 
Experimental data shows the percentage of undetected errors for each scheme according to 
the number of erroneous bits injected in one or several bytes during execution of the AES 
encryption. 
Finally, the quality of the protection mechanisms is also evaluated in terms of capacity to 
detect most frequent misbehavior. Section 6 presents an analysis on the diffusion of errors in 
the responses of the AES cipher in the case of single transient stuck-at faults and discuss the 
choice of appropriate detection mechanisms. 

 
 
 

2. Advanced Encryption Standard 
 

Even if fault detection techniques described in this chapter are general enough to be 
implemented for secure devices implementing any cryptographic algorithm, we use the 
Advanced Encryption Standard (AES) as support example. This section details the AES 
which was adopted by the US government (FIPS-197, 2001). 
The AES algorithm is a symmetric block cipher that can encrypt (encipher) and decrypt 
(decipher) information. Encryption converts data to an unintelligible form called cipher text; 
decrypting the cipher text converts the data back into its original form, called plaintext. 
Encryption and decryption are performed by means of the same cryptographic secret key. 
The AES algorithm is capable of using cryptographic keys of 128, 192, and 256 bits to 
encrypt and decrypt data in blocks of 128 bits. This section focuses on the encryption 
algorithm for 128-bits cryptographic keys (details on decryption and others key lengths are 
fully described in (FIPS-197, 2001)). 
The basic unit for processing in the AES algorithm is a byte. Input, output and secret key bit 
sequences are internally processed on a two-dimensional array of bytes called the State. The 
State consists of four rows of four bytes. In the State array, denoted by the symbol s, each 
individual byte has two indices, with its row number r in the range 0 ≤ r < 3 and its column 
number c in the range 0 ≤ c ≤ 3.  
 

in0 in4 in8 in12
in1 in5 in9 in13
in2 in6 in10 in14
in3 in7 in11 in15

s0,0 s0,1 s0,2 s0,3
s1,0 s1,1 s1,2 s1,3
s2,0 s2,1 s2,2 s2,3
s3,0 s3,1 s3,2 s3,3

out0 out4 out8 out12
out1 out5 out9 out13
out2 out6 out10 out14
out3 out7 out11 out15

Fig. 1. Input, State and Output arrays
 
The AES algorithm is based on permutations and substitutions. Permutations are 
rearrangements of data, while substitutions replace one unit of data with another. AES 
performs permutations and substitutions using several different functions. 
At the beginning of the encryption, the input is copied to the State array using the 
conventions described in Fig. 1. After an initial XOR operation between the State array and 
the cipher key, the State array is transformed by implementing a round function that is 
repeated 10 times (see Section 2.1), with the final round differing slightly from the first 9 
rounds. The final State is then copied to the output as shown in Fig. 1. 
The round function is parameterized using a Key Expansion function that generates a 
variation of the original cipher key at each round repetition (see Section 2.2). 
Fig. 2 summarizes the AES algorithm. 

 
2.1 Round 
Round function is composed of 4 operations: SubBytes, ShiftRows, MixColumns, and 
AddRoundKey. These functions operate and modify the value of the State. As shown in Fig. 
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elements (Leveugle, 2007). In this context, potential faults are generally detected through 
identification of erroneous signal(s) on a function or sub-function output.  Section 4 presents 
the solutions from the literature for error-detection schemes in AES ciphers. These solutions 
are first compared using common evaluation criteria such as implementation cost and fault 
detection latency. 
These solutions are then compared in terms of error detection capacity in Section 5. 
Experimental data shows the percentage of undetected errors for each scheme according to 
the number of erroneous bits injected in one or several bytes during execution of the AES 
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detect most frequent misbehavior. Section 6 presents an analysis on the diffusion of errors in 
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The AES algorithm is based on permutations and substitutions. Permutations are 
rearrangements of data, while substitutions replace one unit of data with another. AES 
performs permutations and substitutions using several different functions. 
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2, all rounds are identical with the exception of the final round, which does not include the 
MixColumns transformation. 
 

Plaintext (128 bits)

Ciphertext (128 bits)

Cypher Key (128 bits)

for i=1 to 10

SubBytes

ShiftRows

MixColumns

RoundKey (i)  (128 bits)

i<10 No

Round

 
Fig. 2. AES Algorithm 
 
A schematic view of the Round function is shown in Fig. 3. Next paragraphs describe in 
detail each of the 4 operations. 
 

 
Fig. 3. AES Round 
 
The SubBytes transformation is a non-linear byte substitution that operates independently 
on each byte of the State using a substitution table (S-box). The S-box is it is constructed by 
composing two transformations: 

1. The multiplicative inverse in the finite field GF(28), where the element (00000000)2 is 
mapped to itself; 

 
2. The following affine transformation (over GF(2)): 

iiiiiii cbbbbbb   8mod)7(8mod)6(8mod)5(8mod)4(
'  

for 0 ≤ i ≤ 7, where bi is the ith bit of the byte, and ci is the ith bit of a byte c whose 
value is fixed by the standard and it is equal to {01100011}.  

The S-box can be seen as a look-up table where for each 8-bits input there is a unique 8-bits 
output value. Several hardware implementations have been proposed in the literature. They 
can be classified in three major categories: 

1. ROM-based (Zhang and Parhi, 2002); 
2. Look-up table implementation (combinational logic): the S-box is written in any 

hardware description language as a look-up table and it is converted into a gate-level 
circuit using a logic synthesizer (Di Natale et al., 2007 A). This solution allows the 
best performances in terms of speed and dynamic power consumption; 

3. Mathematical implementation: instead of describing the S-box as look-up table, the 
circuit is described as the sequence of operations in the finite field GF and then 
synthesized. This alternative can provide better solutions in terms of area occupation 
and leakage power consumption (Wolkerstorferm et al., 2002).  

In order to provide an idea of the differences between look-up table based implementations 
and mathematical implementations, we implemented in VHDL the solutions proposed in 
(Di Natale et al., 2007 A) (look-up table) and in (Wolkerstorferm et al., 2002) (mathematical) 
and then we synthesized the two circuits. Table 1 shows the comparison of area, speed and 
power consumptions obtained using a 90nm technology library provided by ST 
Microelectronics, where a new input is provided to the circuit every 3 ns. 
 

 Look-up table implementation Mathematical implementation 
Area [µm2] 1993 1122 

Delay of critical path [ns] 1.25 (14 logic levels) 2.45 (25 logic levels) 
Average Dynamic Power [mW] 0.136 0.907 

Table. 1. Comparison of area, delay and power between look-up table implementation and 
Mathematical implementation (ASIC) 

 
The ShiftRows operation changes the byte position in the State. It rotates each row with 
different offsets to obtain a new State as follows: 

����� � �
����������
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� 

The first row is unchanged; the second row is rotated one byte position to the left, the third 
row two byte positions, and the fourth row three byte positions. ShiftRows is a linear 
transformation. Hardware implementation of this transformation resumes to wiring. 
 
The MixColumns operates column-wise altering all the bytes of the same column. It treats a 
column as a 3rd degree polynomial with coefficients in GF (28) and produces the new 
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column by multiplying it with a constant polynomial. This operation is performed modulo a 
4th degree polynomial with coefficients in GF (28). 
Let si,si+1,si+2,and si+3 be four consecutive bytes (column-wise),  iЄ{0,4,8,12} in the State 
matrix before MixColumns. These four bytes are transformed as: 

�
��������������
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02 
01
01
03

 03  
02
01
01

01  
03
02
01

01
01
03
02

� �
��������������

� 

where the ti's are the State bytes after the MixColumns operation. The MixColumns 
operation is typically implemented as XOR-trees.  
The AddRoundKey adds the corresponding round key to the current State. In the GF(28) 
field, addition is implemented as a bit-wise XOR operation between the two elements. The 
implementation of the AddRounkey operation resumes to a single layer of XOR gates. 

 
2.2 Key Expansion 
The AES algorithm takes the Cipher Key and performs a Key Expansion routine to generate 
a key schedule. The Key Expansion generates a total of 11 words (the initial key plus one 
roundkey for each of the ten rounds).  Each generated key has 128 bits that are organized in 
a state array as defined for the data in Figure 1 (i.e., the jth byte of the key state word is 
composed of the bits from 8j to 8j+7). 
We define Ki the key of ith round (0  i  10), where K0 denotes the initial secret key. The 
generation of a new round key depends on the previous one. Fig. 4 shows the scheme of 
generation on a new key Ki+1 starting from Ki. The transformation Fi is a non-linear function 
composed of 4 S-boxes (one for each byte), a rotation of bytes, and the addition of a round 
specific constant, defined by the standard. More details about the generation process are 
given in (FIPS-197, 2001).  
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Fig. 4. AES Key Expansion Scheme 

 
3. Fault attacks 
 

As mentioned in the introduction, faults can be either permanent (due to fabrication defects) 
or transient (due to environmental conditions such as the exposure to cosmic radiations). 
For the particular case of crypto-coprocessors, transient faults can also be maliciously and 
intentionally injected in the circuit in order to retrieve the secret key (Blömer and Seifert, 

2003). By comparing the result of a normal encryption with a faulty one, a hacker can 
deduce the key. These techniques are referred to as "Differential Fault Analysis" (DFA). 
Faults can be injected by different means such as temperature variation, clock frequency 
modification, exposure to radiations UV, X or visible light (Kim and Quisquater, 2007). The 
formers are quite efficient for software implementations of the crypto algorithm, while the 
latter (i.e., laser-based fault injection) is particularly well-suited for hardware 
implementations. The main advantage of laser-based fault injection is the localization of the 
fault (in the timing and the spatial domains). 
In this context, it is thus of prime importance to be able to detect such faults. Nevertheless, 
independently of the mean used to inject the fault, the induced error must satisfy certain 
conditions in order to be successfully exploited. The following subsections quickly review 
the published DFA attacks on AES and analyze these conditions on the injected errors. 

 
3.1 Attacks on 1 bit 
One of the first cryptanalysis method using faults on AES has been published by (Giraud, 
2005). The considered error is a single faulty bit  on any of the 128 State bits at the input of 
the SubBytes operation during execution of the last encryption round (10th round). This  
error of multiplicity one (only one bit is affected)is equivalent to an error of multiplicity one  
appearing on the round key or on the input of the previous AddRoundKey operation. This 
error spreads, affects the output of the SubBytes operation and, since the last round does not 
include the Mixcolum operation, it also affects one (and only one) byte of the final Output 
array. The attack can be summarized as follows: let denote B9 one of the output bytes of the 
last but one round (i.e., the one where the fault will be injected), e the 8-bit error mask (it 
contains only one asserted bit in the position where the error is considered), and BK10 the 
byte of the round key K10 at the same position of B9 (among the 16 bytes). The correct output 
result should be {SubBytes(B9)BK10}. Because of the fault, the result is 
{SubBytes(B9e)BK10}. By adding these two results, it comes:  

d = {SubBytes(B9)BK10}{SubBytes(B9e)BK10} = SubBytes(B9)SubBytes(B9e) 

There are 8 possibilities for the faulty bit. For each possibility, the list of possible B9 values is 
built up. The same process is iterated with other values of e. In average, the value of B9 can 
be obtained with 3 faults. Then, by adding SubBytes(B9) to the correct result, the byte BK10 of 
the key is obtained. In about 50 fault injections, the whole round key K10 can be fully 
determined. The primary key K0 can be mathematically derived from K10. 
 
In (Blömer and Seifert, 2003) the authors proposed attacks based on the “safe error” 
principle, i.e. "the error affects the result or not". The considered fault is a stuck-at-0 
affecting one bit of the key. If the result is faulty, the actual value of the key bit is 1.  
 
In (Blömer and Krummel, 2006) the authors report another attack based on the injection of 
an error of multiplicity one which exploits collision effects, i.e. the fact that a two messages 
(one without, the other one with an error) will give the same result.  
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column by multiplying it with a constant polynomial. This operation is performed modulo a 
4th degree polynomial with coefficients in GF (28). 
Let si,si+1,si+2,and si+3 be four consecutive bytes (column-wise),  iЄ{0,4,8,12} in the State 
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where the ti's are the State bytes after the MixColumns operation. The MixColumns 
operation is typically implemented as XOR-trees.  
The AddRoundKey adds the corresponding round key to the current State. In the GF(28) 
field, addition is implemented as a bit-wise XOR operation between the two elements. The 
implementation of the AddRounkey operation resumes to a single layer of XOR gates. 

 
2.2 Key Expansion 
The AES algorithm takes the Cipher Key and performs a Key Expansion routine to generate 
a key schedule. The Key Expansion generates a total of 11 words (the initial key plus one 
roundkey for each of the ten rounds).  Each generated key has 128 bits that are organized in 
a state array as defined for the data in Figure 1 (i.e., the jth byte of the key state word is 
composed of the bits from 8j to 8j+7). 
We define Ki the key of ith round (0  i  10), where K0 denotes the initial secret key. The 
generation of a new round key depends on the previous one. Fig. 4 shows the scheme of 
generation on a new key Ki+1 starting from Ki. The transformation Fi is a non-linear function 
composed of 4 S-boxes (one for each byte), a rotation of bytes, and the addition of a round 
specific constant, defined by the standard. More details about the generation process are 
given in (FIPS-197, 2001).  
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intentionally injected in the circuit in order to retrieve the secret key (Blömer and Seifert, 
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deduce the key. These techniques are referred to as "Differential Fault Analysis" (DFA). 
Faults can be injected by different means such as temperature variation, clock frequency 
modification, exposure to radiations UV, X or visible light (Kim and Quisquater, 2007). The 
formers are quite efficient for software implementations of the crypto algorithm, while the 
latter (i.e., laser-based fault injection) is particularly well-suited for hardware 
implementations. The main advantage of laser-based fault injection is the localization of the 
fault (in the timing and the spatial domains). 
In this context, it is thus of prime importance to be able to detect such faults. Nevertheless, 
independently of the mean used to inject the fault, the induced error must satisfy certain 
conditions in order to be successfully exploited. The following subsections quickly review 
the published DFA attacks on AES and analyze these conditions on the injected errors. 

 
3.1 Attacks on 1 bit 
One of the first cryptanalysis method using faults on AES has been published by (Giraud, 
2005). The considered error is a single faulty bit  on any of the 128 State bits at the input of 
the SubBytes operation during execution of the last encryption round (10th round). This  
error of multiplicity one (only one bit is affected)is equivalent to an error of multiplicity one  
appearing on the round key or on the input of the previous AddRoundKey operation. This 
error spreads, affects the output of the SubBytes operation and, since the last round does not 
include the Mixcolum operation, it also affects one (and only one) byte of the final Output 
array. The attack can be summarized as follows: let denote B9 one of the output bytes of the 
last but one round (i.e., the one where the fault will be injected), e the 8-bit error mask (it 
contains only one asserted bit in the position where the error is considered), and BK10 the 
byte of the round key K10 at the same position of B9 (among the 16 bytes). The correct output 
result should be {SubBytes(B9)BK10}. Because of the fault, the result is 
{SubBytes(B9e)BK10}. By adding these two results, it comes:  

d = {SubBytes(B9)BK10}{SubBytes(B9e)BK10} = SubBytes(B9)SubBytes(B9e) 

There are 8 possibilities for the faulty bit. For each possibility, the list of possible B9 values is 
built up. The same process is iterated with other values of e. In average, the value of B9 can 
be obtained with 3 faults. Then, by adding SubBytes(B9) to the correct result, the byte BK10 of 
the key is obtained. In about 50 fault injections, the whole round key K10 can be fully 
determined. The primary key K0 can be mathematically derived from K10. 
 
In (Blömer and Seifert, 2003) the authors proposed attacks based on the “safe error” 
principle, i.e. "the error affects the result or not". The considered fault is a stuck-at-0 
affecting one bit of the key. If the result is faulty, the actual value of the key bit is 1.  
 
In (Blömer and Krummel, 2006) the authors report another attack based on the injection of 
an error of multiplicity one which exploits collision effects, i.e. the fact that a two messages 
(one without, the other one with an error) will give the same result.  
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3.2 Attacks on 1 byte 
In (Giraud, 2005), Giraud also proposes a more complex attack with the advantage of 
considering a less restrictive error model than errors on a single bit only. Here, errors of 
multiplicity x (x ≥1) affecting one byte are taken into account. The attack is composed of 
three steps: 
1. an error is injected on the round key K9 just before the last KeySchedule. This error 

affects 5 bytes of the next key K10, four of them being on the same line of the Key State 
array. Using the same set of equations than in the previously mentioned attack, one byte 
of the last column of the last round key is obtained. By repeating this step 4 times, the 4 
bytes of the last column of K9 are retrieved. 

2. an error is injected on the last column of K8 before the penultimate KeySchedule. This 
spreads on 10 bytes. One of these faulty bytes gives information on the propagated error 
during the last KeySchedule. Since, the last column of K9 is known, 3 bytes of K8 can be 
definitely determined and it remains 130 possibilities of its fourth byte. This gives the 
penultimate column of K9.  

3. in the last step, an error is injected on the last column of the State array before round 10. 
Thus, all values which satisfy the observed differences on the output are determined 
using an exhaustive search on the 242 possibilities. Since, the last column before round 
10 is known and also the two last columns of K9, one can derive 14 bytes of K10. The two 
last ones are determined using an exhaustive search. 

Some other attacks relying on several fault injections on bytes are reported in (Chen and 
Yen, 2003), (Piret and Quisquater, 2003), and (Dusart et al., 2003). 
 
The attack in (Blömer and Seifert, 2003), based on the "safe error" principle, can be extended 
to the case of attack on 1 byte. In this case all the input bits of an S-box must be stuck at 0. 
Then, by applying all 256 values at the input of the S-box, a collision appears: when the byte 
has the same value as the key, the result equals the one obtained with the stuck-at fault.  

 
3.3 Attacks on several bytes on the same column  
In (Moraidi et al., 2006) the authors propose a generalization of the attack on a single byte, 
focusing on 3 or 4 bytes in the first State array column. The faults can be injected at any step 
of the AES process. For the attack to be successful, it is necessary to know if the error affects 
3 or 4 bytes. Furthermore, 6 and 1500 error injections have to be performed for 3 and 4 faulty 
bytes respectively.  

 
3.4 Conclusions 
In this paper, we do not discuss about the actual capabilities of injecting faults according to 
the hypothesis underlying those attacks. Nevertheless, from this overview, it can be 
concluded that: 
 To our knowledge, errors affecting more than one byte (except (Moraidi et al., 2006)) 

cannot be exploited to perform an attack. Thus it's of prime importance to detect errors 
located within a byte. All error multiplicities (1 to 8) have to be considered.  

 According to the variety of reported attacks, all time steps (rounds) of the AES algorithm 
are prone to fault injections. Thus, the data protection mechanism must span over the 
whole AES process. 

 While errors affecting more than one byte are not exploitable by nowadays reported 
attacks, their detection is of interest since, firstly it helps in detecting an attack (for 
instance laser-based attacks need in practice many shots before succeeding in flipping 
bits within a single byte), and secondly the ingenuity of hackers may make efficient these 
attacks in the future. 

 
4. Error Detection Methods 
 

Concurrent fault detection for hardware implementations of secure devices is important not 
only to protect the system from random faults, but also to protect it the from an attacker 
who may maliciously inject faults in order to find the encryption secret key. 
Several error detection solutions have been proposed in the literature, they rely on the use of 
some form of spatial or temporal redundancy. (Karri et al., 2002) propose a solution suitable 
for systems containing both encryption and decryption modules. The basic idea is to use the 
decryption module to decrypt the encrypted data (ciphertext), and to verify that the 
ciphertext is equal to the actual plaintext. (Maistri et al., 2007) propose a design solution that 
exploits temporal redundancy by a Double-Data-Rate mechanism in order to perform the 
computation twice without affecting adversely the overall throughput of the system. 
(Monnet et al., 2006) propose quasi-delay insensitive (QDI) asynchronous logic design to 
cope with fault attacks. Indeed, specific properties of asynchronous circuits make them 
inherently resistant against a large class of faults.  Finally, several papers have been 
published on the use of codes to detect faults in secure devices. In particular, we focus the 
analysis on the architectures proposed in (Wu et al., 2004), (Bertoni et al., 2003), (Yen and 
Wu, 2006), and (Di Natale et al., 2007 B), as representative of the wide range of code-based 
solutions. 
In a code-based fault detection scheme for a block of logic gates, the basic approach is that 
the output code of the block is predicted from the input data and this code is compared to 
the actual code calculated from the block output data of the block. The disadvantage of this 
technique is the use of the data bits to predict the code since corrupted bits may affect the 
code and the error may not be detected. 
 (Wu et al., 2004) propose the use of a parity bit for each of the 16 S-boxes that are XOR-
merged in a single parity bit for the whole 128-bits data block. The single parity bit is used to 
check the correctness of the other blocks of the round. The datapath implementing the AES 
round with concurrent checking is shown in Fig. 5.  
The principle is to compare the input parity of a round with the predicted output parity of 
the previous round, at each round. For that, the parity of the input values of a round is first 
determined (P(x) in the figure). Then, the parity bit is modified according to the operations 
executed during the round. In particular, a parity bit of the word composed by the input (xi) 
and the output (yi) is predicted for each S-box. The 16 parity bits so calculated are then 
added to obtain a single parity bit (P(x)P(y)). This parity bit is added again to the input 
parity bit P(x) so that the parity P(y) is determined. P(y) is not affected by neither ShiftRows, 
which only changes the byte position in the state array, nor MixColumns operations (Wu et 
al., 2004). This parity bit is then modified by adding the parity of the key P(k) and stored in a 
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3.2 Attacks on 1 byte 
In (Giraud, 2005), Giraud also proposes a more complex attack with the advantage of 
considering a less restrictive error model than errors on a single bit only. Here, errors of 
multiplicity x (x ≥1) affecting one byte are taken into account. The attack is composed of 
three steps: 
1. an error is injected on the round key K9 just before the last KeySchedule. This error 

affects 5 bytes of the next key K10, four of them being on the same line of the Key State 
array. Using the same set of equations than in the previously mentioned attack, one byte 
of the last column of the last round key is obtained. By repeating this step 4 times, the 4 
bytes of the last column of K9 are retrieved. 

2. an error is injected on the last column of K8 before the penultimate KeySchedule. This 
spreads on 10 bytes. One of these faulty bytes gives information on the propagated error 
during the last KeySchedule. Since, the last column of K9 is known, 3 bytes of K8 can be 
definitely determined and it remains 130 possibilities of its fourth byte. This gives the 
penultimate column of K9.  

3. in the last step, an error is injected on the last column of the State array before round 10. 
Thus, all values which satisfy the observed differences on the output are determined 
using an exhaustive search on the 242 possibilities. Since, the last column before round 
10 is known and also the two last columns of K9, one can derive 14 bytes of K10. The two 
last ones are determined using an exhaustive search. 

Some other attacks relying on several fault injections on bytes are reported in (Chen and 
Yen, 2003), (Piret and Quisquater, 2003), and (Dusart et al., 2003). 
 
The attack in (Blömer and Seifert, 2003), based on the "safe error" principle, can be extended 
to the case of attack on 1 byte. In this case all the input bits of an S-box must be stuck at 0. 
Then, by applying all 256 values at the input of the S-box, a collision appears: when the byte 
has the same value as the key, the result equals the one obtained with the stuck-at fault.  

 
3.3 Attacks on several bytes on the same column  
In (Moraidi et al., 2006) the authors propose a generalization of the attack on a single byte, 
focusing on 3 or 4 bytes in the first State array column. The faults can be injected at any step 
of the AES process. For the attack to be successful, it is necessary to know if the error affects 
3 or 4 bytes. Furthermore, 6 and 1500 error injections have to be performed for 3 and 4 faulty 
bytes respectively.  

 
3.4 Conclusions 
In this paper, we do not discuss about the actual capabilities of injecting faults according to 
the hypothesis underlying those attacks. Nevertheless, from this overview, it can be 
concluded that: 
 To our knowledge, errors affecting more than one byte (except (Moraidi et al., 2006)) 

cannot be exploited to perform an attack. Thus it's of prime importance to detect errors 
located within a byte. All error multiplicities (1 to 8) have to be considered.  

 According to the variety of reported attacks, all time steps (rounds) of the AES algorithm 
are prone to fault injections. Thus, the data protection mechanism must span over the 
whole AES process. 

 While errors affecting more than one byte are not exploitable by nowadays reported 
attacks, their detection is of interest since, firstly it helps in detecting an attack (for 
instance laser-based attacks need in practice many shots before succeeding in flipping 
bits within a single byte), and secondly the ingenuity of hackers may make efficient these 
attacks in the future. 

 
4. Error Detection Methods 
 

Concurrent fault detection for hardware implementations of secure devices is important not 
only to protect the system from random faults, but also to protect it the from an attacker 
who may maliciously inject faults in order to find the encryption secret key. 
Several error detection solutions have been proposed in the literature, they rely on the use of 
some form of spatial or temporal redundancy. (Karri et al., 2002) propose a solution suitable 
for systems containing both encryption and decryption modules. The basic idea is to use the 
decryption module to decrypt the encrypted data (ciphertext), and to verify that the 
ciphertext is equal to the actual plaintext. (Maistri et al., 2007) propose a design solution that 
exploits temporal redundancy by a Double-Data-Rate mechanism in order to perform the 
computation twice without affecting adversely the overall throughput of the system. 
(Monnet et al., 2006) propose quasi-delay insensitive (QDI) asynchronous logic design to 
cope with fault attacks. Indeed, specific properties of asynchronous circuits make them 
inherently resistant against a large class of faults.  Finally, several papers have been 
published on the use of codes to detect faults in secure devices. In particular, we focus the 
analysis on the architectures proposed in (Wu et al., 2004), (Bertoni et al., 2003), (Yen and 
Wu, 2006), and (Di Natale et al., 2007 B), as representative of the wide range of code-based 
solutions. 
In a code-based fault detection scheme for a block of logic gates, the basic approach is that 
the output code of the block is predicted from the input data and this code is compared to 
the actual code calculated from the block output data of the block. The disadvantage of this 
technique is the use of the data bits to predict the code since corrupted bits may affect the 
code and the error may not be detected. 
 (Wu et al., 2004) propose the use of a parity bit for each of the 16 S-boxes that are XOR-
merged in a single parity bit for the whole 128-bits data block. The single parity bit is used to 
check the correctness of the other blocks of the round. The datapath implementing the AES 
round with concurrent checking is shown in Fig. 5.  
The principle is to compare the input parity of a round with the predicted output parity of 
the previous round, at each round. For that, the parity of the input values of a round is first 
determined (P(x) in the figure). Then, the parity bit is modified according to the operations 
executed during the round. In particular, a parity bit of the word composed by the input (xi) 
and the output (yi) is predicted for each S-box. The 16 parity bits so calculated are then 
added to obtain a single parity bit (P(x)P(y)). This parity bit is added again to the input 
parity bit P(x) so that the parity P(y) is determined. P(y) is not affected by neither ShiftRows, 
which only changes the byte position in the state array, nor MixColumns operations (Wu et 
al., 2004). This parity bit is then modified by adding the parity of the key P(k) and stored in a 



Fault Detection186

1-bit register. Errors are detected when this predicted parity bit differs from the input parity 
computed at the beginning of the next round. 
The authors implemented this solution on a Xilinx Virtex 1000 FPGA. The hardware 
overhead is about 8% and the additional time delay is about 5%. Details about error 
detection capability are given in Section 5. It must be noted that this technique, while being 
effective when S-boxes are ROM-implemented, is quite costly for standard gates 
implementations.  
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Fig. 5. (Wu et al., 2004) concurrent checking scheme 
 
In (Bertoni et al., 2003) the authors propose to use 16 parity bits instead of a single bit. In 
particular, a parity bit is associated to each byte of the state (see Fig. 6).  
Concerning the S-boxes, the authors propose a ROM-based implementation. The extra 
parity bit is stores in that ROM resulting in a 256x9 bits memory. Moreover, to detect input 
parity errors and some internal memory (data or decode) errors, authors propose the use of 
a 512×9 ROM, where the ninth bit is driven bit the input parity bit. They deliberately force 
all the ROM words corresponding to a wrong input address (i.e., S-boxes input with a 
wrong parity bit associated) with a dummy output value where the output parity is wrong, 
so that the detection mechanism will detect the fault. 
As before, the parity bit associated to each byte does not change after the ShiftRows 
operation. On the contrary, the prediction of the output parity bits of the MixColumns is the 
most mathematically complex for this type of architecture, because it depends on the value 
of 4 bytes of the state (see details in (Bertoni et al., 2003)). For AddRoundKey operation, the 
prediction of the output parity bit easily consists in adding the current parity bits with the 
parity bits of the corresponding round key. 
(Yen and Wu, 2006) propose the use of a systematic (n+1,n) Cyclic Redundancy Check 
(CRC) over GF(28) to detect errors during encryption, where n{4,8,16} is the number of 
bytes contained in the message (see Fig. 7). The generator polynomial is g(x)=1+x. The CRC 

byte can be associated either to each column of the state (i.e., to 4 bytes and so they use 
CRC(5,4)), or to two columns (i.e., 89 bytes, so CRC(9,8)), or to the whole State (CRC(17,16)).  
This solution allows a very high error detection level at the cost of high area overhead (in 
the order of a thousand additional ports). 
 

Fig. 6. AES round with (Bertoni et al., 2003) model 
 
Since S-boxes represent the largest part of the circuit, (Di Natale et al., 2007 B) propose a 
solution that focuses on S-boxes only. They propose the use of two parity bits per S-box, one 
parity bit for the input byte of the S-box and one for its output byte. This double parity per 
S-box was also proposed in (Wu et al., 2004), but the two parity bits are now independently 
generated by dedicated prediction logics.  
 

 
Fig. 7. AES round with (Yen and Wu, 2006) model 
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1-bit register. Errors are detected when this predicted parity bit differs from the input parity 
computed at the beginning of the next round. 
The authors implemented this solution on a Xilinx Virtex 1000 FPGA. The hardware 
overhead is about 8% and the additional time delay is about 5%. Details about error 
detection capability are given in Section 5. It must be noted that this technique, while being 
effective when S-boxes are ROM-implemented, is quite costly for standard gates 
implementations.  
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Fig. 5. (Wu et al., 2004) concurrent checking scheme 
 
In (Bertoni et al., 2003) the authors propose to use 16 parity bits instead of a single bit. In 
particular, a parity bit is associated to each byte of the state (see Fig. 6).  
Concerning the S-boxes, the authors propose a ROM-based implementation. The extra 
parity bit is stores in that ROM resulting in a 256x9 bits memory. Moreover, to detect input 
parity errors and some internal memory (data or decode) errors, authors propose the use of 
a 512×9 ROM, where the ninth bit is driven bit the input parity bit. They deliberately force 
all the ROM words corresponding to a wrong input address (i.e., S-boxes input with a 
wrong parity bit associated) with a dummy output value where the output parity is wrong, 
so that the detection mechanism will detect the fault. 
As before, the parity bit associated to each byte does not change after the ShiftRows 
operation. On the contrary, the prediction of the output parity bits of the MixColumns is the 
most mathematically complex for this type of architecture, because it depends on the value 
of 4 bytes of the state (see details in (Bertoni et al., 2003)). For AddRoundKey operation, the 
prediction of the output parity bit easily consists in adding the current parity bits with the 
parity bits of the corresponding round key. 
(Yen and Wu, 2006) propose the use of a systematic (n+1,n) Cyclic Redundancy Check 
(CRC) over GF(28) to detect errors during encryption, where n{4,8,16} is the number of 
bytes contained in the message (see Fig. 7). The generator polynomial is g(x)=1+x. The CRC 

byte can be associated either to each column of the state (i.e., to 4 bytes and so they use 
CRC(5,4)), or to two columns (i.e., 89 bytes, so CRC(9,8)), or to the whole State (CRC(17,16)).  
This solution allows a very high error detection level at the cost of high area overhead (in 
the order of a thousand additional ports). 
 

Fig. 6. AES round with (Bertoni et al., 2003) model 
 
Since S-boxes represent the largest part of the circuit, (Di Natale et al., 2007 B) propose a 
solution that focuses on S-boxes only. They propose the use of two parity bits per S-box, one 
parity bit for the input byte of the S-box and one for its output byte. This double parity per 
S-box was also proposed in (Wu et al., 2004), but the two parity bits are now independently 
generated by dedicated prediction logics.  
 

 
Fig. 7. AES round with (Yen and Wu, 2006) model 
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Then, the actual output parity is compared with the predicted output parity bit, and the 
actual input parity bit is compared to the predicted one (Fig. 8). When the S-box and the 
prediction circuits are synthesized as combinational logic, the area overhead is 38.33% with 
respect to the original S-box. This double parity checking allows additional detection of 27% 
of errors of even multiplicity compared to the solution of (Wu et al., 2004), besides all odd 
multiplicity of errors. 
 

 
Fig. 8. SubBytes transformation with (Di Natale et al., 2007 B)  model 
 
Concerning error detection flags, the predicted and actual parity bits can be compared after 
each operation, each round, or after execution of the whole encryption. These solutions are 
equivalent from the detection capability point of view. They only differ in terms of 
hardware overhead and detection latency. Multiplicity of checkpoints decreases the error 
detection latency but increases the hardware overhead. 

 
5. Error Detection 
 

The error detection schemes detailed in the preceding section are now compared in terms of 
error detection capabilities. 
Concerning the experimental setup, we assume single transient stuck-at faults, which are 
supposed to occur during the execution of one operation in one round (Fig. 9). S-boxes are 
implemented using random logic. Concerning the scheme presented in (Yen and Wu, 2006), 
we used a CRC (5,4) i.e. 4 CRC bytes, one for each column of the State array (32 bits). Since 
the error detection scheme presented in (Di Natale et al, 2007 B) only addresses errors on the 
S-boxes outputs, this protection scheme is completed with the solution proposed in (Bertoni 
et al., 2003): a faulty parity bit is affected to an S-box operation when either faulty input or 
output parities are detected. This S-box parity bit is subsequently used in the following 
prediction operations. 
We first analyzed the detection capabilities of these four techniques with respect to errors 
affecting a single byte. Errors have been exhaustively injected in every byte, every operation 
and at every round. Table 2 reports the error multiplicity (one to eight faulty bits), the 

number of simulated errors for each error multiplicity (e.g. �� � �� � �28� = 17920 error 
instances for 2 faulty bits among 8 bits, affecting one byte over 16 in the State array, after one 
of the 40 operations executed during the encryption), and the number of the undetected 
errors for each technique under evaluation. 
 

 
Fig. 9. Errors injection model 

 
As expected, errors with odd multiplicity are more easily detected with detection schemes 
based on parity codes (Wu et al., 2004), while the CRC-based scheme proposed in (Yen and 
Wu, 2006) outperforms other techniques by detecting even-multiplicity errors too. 
 

Output errors 
multiplicity 

# of 
possible 
errors 

 Number and percentage of the undetected errors 

(Wu et al., 2004) 
(1 parity bit) 

(Bertoni et al., 
2003) 

(16 parity bits) 

(Yen and 
Wu, 2006) 

(4 CRC 
bytes) 

(Di Natale et al., 
2007 B) 

(16 parity bits + 
S-box protection) 

1 5120 125 (2.44%) 0 (0%) 0 (0%) 0 (0%) 
2 17920 2644 (14.75%) 16912 (94.38%) 0 (0%) 14666 (81.84%) 
3 35840 841 (2.35%) 0 (0%) 0 (0%) 0 (0%) 
4 44800 6614 (14.76%) 39760 (88.75%) 0 (0%) 34095 (76.10%) 
5 35840 898 (2.51%) 0 (0%) 0 (0%) 0 (0%) 
6 17920 2620 (14.62%) 14896 (83.13%) 0 (0%) 12642 (70.55%) 
7 5120 110 (2.15%) 0 (0%) 0 (0%) 0 (0%) 
8 640 98 (15.31%) 496 (77.50%) 0 (0%) 171 (26.72%) 

Table 2. Detection capability for errors in a single byte 
 
In the next experiments we injected random errors affecting any of the 128 state bits, with 
error multiplicity ranging from 1 to 64 faulty bits. Note that if errors affecting several bytes 
are not easily exploitable during DFA, their detection is of prime interest for detecting the 
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error multiplicity ranging from 1 to 64 faulty bits. Note that if errors affecting several bytes 
are not easily exploitable during DFA, their detection is of prime interest for detecting the 
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attack itself. For each error multiplicity, 1000 randomly-chosen injection positions have been 
selected among randomly-chosen State array bits after execution of a randomly-chosen 
encryption operation. Simulation results are reported in Table 3. 
All the techniques detect errors with multiplicity larger than 6 bits, except the detection 
scheme in (Wu et al., 2004) that provides only one parity bit for the whole State array. 

Error  
multiplicity 

Number and percentage of the undetected errors 

 (Di Natale et al., 
2007 B) 

(16 parity bits + S-
box protection) 

(Yen and Wu, 2006)  
(4 CRC bytes) 

 (Bertoni et al., 2003) 
(16 parity bits) 

 (Wu et al., 2004) 
(1 parity bit) 

1 0 (0.00%) 0 (0.00%) 0 (0.00%) 975 (2.44%) 
2 1883 (4.71%) 549 (1.37%) 2164 (5.41%) 5992 (14.98%) 
3 0 (0.00%) 2 (0.01%) 0 (0.00%) 1037 (2.59%) 
4 262 (0.66%) 70 (0.18%) 320 (0.80%) 6069 (15.17%) 
5 0 (0.00%) 1 (0.00%) 0 (0.00%) 981 (2.45%) 
6 61 (0.15%) 0 (0.00%) 80 (0.20%) 6050 (15.13%) 
7 0 (0.00%) 0 (0.00%) 0 (0.00%) 995 (2.49%) 
8 0 (0.00%) 0 (0.00%) 0 (0.00%) 5956 (14.89%) 
9 0 (0.00%) 0 (0.00%) 0 (0.00%) 1022 (2.56%) 
10 0 (0.00%) 0 (0.00%) 0 (0.00%) 5933 (14.83%) 
11 0 (0.00%) 0 (0.00%) 0 (0.00%) 991 (2.48%) 
12 0 (0.00%) 0 (0.00%) 0 (0.00%) 6021 (15.05%) 
13 0 (0.00%) 0 (0.00%) 0 (0.00%) 1001 (2.50%) 
14 0 (0.00%) 0 (0.00%) 0 (0.00%) 6021 (15.05%) 
15 0 (0.00%) 0 (0.00%) 0 (0.00%) 1018 (2.55%) 
16 0 (0.00%) 0 (0.00%) 0 (0.00%) 5997 (14.99%) 
….   
63 0 (0.00%) 0 (0.00%) 0 (0.00%) 1019 (2.55%) 
64 0 (0.00%) 0 (0.00%) 0 (0.00%) 6008 (15.02%) 

Table 3. Detection capability for random errors in 1 to 64 bits of a State  

 
6. Faults and Error multiplicity 
 

In the previously mentioned papers, the authors present the error detection capability of the 
methods (for instance, parity based architectures can detect all odd multiplicity errors). 
However, none of the papers correlatesthe error multiplicity, that appear at the output of 
round operations, with detected transient stuck-at faults affecting signals in logic blocks 
during execution of these operations.  
In this section we evaluate the effectiveness of the solutions described in Section 4 with 
respect to fault detection. We focused this study on the S-box only, for the following 
reasons:  
 it implements a 8 input bits function so it is possible to perform an exhaustive study; 
 most of the attacks are performed on this block; 
 Shiftrow module is anyway out of concern since it resumes to wiring; 

 AddRoundKey resumes to a single layer of XOR gates. Thus, under the selected fault 
model, only error of multiplicity 1 may occur when a fault affects a XOR gate signal; 

 MixCloumns operates on 32 input bits so an exhaustive study cannot be performed.  
Moreover, since the error propagation on the output of the SubBytes operation strongly 
depends on the implementation (netlist) of the S-box, we implemented different versions of 
the S-box using different synthesis parameters and implementation styles. In particular, we 
implemented the following designs using the AMS 0.35µm technology library: 
 Sbox1: description in VHDL as combinational look-up table, synthesis with Cadence©, 

553 cells 
 Sbox2: description in VHDL as combinational look-up table, synthesis with Design 

Compiler (Synopsys©) with “-map_effort high” option, 477 cells 
 Sbox3: description in VHDL as combinational look-up table, synthesis with Design 

Compiler with “-map_effort medium” option, 482 cells 
 Sbox4: description in VHDL as combinational look-up table, synthesis with Design 

Compiler with “-map_effort low” option, 474 cells  
 Sbox5: mathematical description in VHDL of two blocks: the inversion in GF(28) 

described as combinational look-up table plus the affine transformation, synthesis with 
Design Compiler with “-map_effort high” option, 481 cells 

 Sbox6: mathematical description in VHDL, by using the decomposition of calculations in 
GF(24) as described in (Wolkerstorferm et al., 2002), synthesis with Design Compiler 
with “-map_effort high” option, 193 cells 

For each S-box implementation we performed exhaustive fault simulation, i.e. we applied all 
the possible input values (256 values) and we fault simulated the behavior of the device for 
each possible stuck-at in the circuit. The fault simulation produced a fault dictionary 
composed by all the possible couples C formed by { input value / fault } and, associated to 
each of them, the number of erroneous bits at the output of the S-box. 
Table 4 reports the number of couples C leading to error multiplicities ranging from 0 to 8 
for each S-box implementation. The first column (error multiplicity = 0) represents all the 
cases where the fault is not excited by a specific input value, or its effect is not propagated to 
the output. For all the other cases, the cell reports, besides the number of couples C, the 
percentage with respect to the overall number of couples and, in bold, the percentage with 
respect to the number of couples that lead to at least 1 error at the output of the S-box. 
It is possible to note that, for instance, among the 11% of fault simulations for which a fault 
injection results in erroneous data on the Sbox1 output (89% of experiments result in 0 
error), about 78% of the cases result in only one erroneous output bit, justifying therefore the 
use of code-based solution that exploits simple parity bit. Likewise, the 14 couple 
[fault/vector] providing 8 output errors correspond to faults at the input of the Sbox. It 
might not be necessary to protect the Sbox with detection schemes able to detect 8 error bits, 
if these errors are detected at the input of the Sbox. 
Obviously, different S-box implementations lead the series of fault injection to different 
profiles in terms of error multiplicity. The presented implementations differ in terms of 
power consumption, performance and area according to chosen synthesis parameters. But 
the synthesis tool generates also quite different implementations whether the initial 
VHDL model is described as a look-up table or a mathematical expression.When starting 
from look-up table, the number of errors at the output of the S-box is concentrated around 1 
or 2 erroneous bits. On the contrary, mathematical-based architectures (Sbox5 and Sbox6) 
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attack itself. For each error multiplicity, 1000 randomly-chosen injection positions have been 
selected among randomly-chosen State array bits after execution of a randomly-chosen 
encryption operation. Simulation results are reported in Table 3. 
All the techniques detect errors with multiplicity larger than 6 bits, except the detection 
scheme in (Wu et al., 2004) that provides only one parity bit for the whole State array. 

Error  
multiplicity 

Number and percentage of the undetected errors 

 (Di Natale et al., 
2007 B) 

(16 parity bits + S-
box protection) 

(Yen and Wu, 2006)  
(4 CRC bytes) 

 (Bertoni et al., 2003) 
(16 parity bits) 

 (Wu et al., 2004) 
(1 parity bit) 

1 0 (0.00%) 0 (0.00%) 0 (0.00%) 975 (2.44%) 
2 1883 (4.71%) 549 (1.37%) 2164 (5.41%) 5992 (14.98%) 
3 0 (0.00%) 2 (0.01%) 0 (0.00%) 1037 (2.59%) 
4 262 (0.66%) 70 (0.18%) 320 (0.80%) 6069 (15.17%) 
5 0 (0.00%) 1 (0.00%) 0 (0.00%) 981 (2.45%) 
6 61 (0.15%) 0 (0.00%) 80 (0.20%) 6050 (15.13%) 
7 0 (0.00%) 0 (0.00%) 0 (0.00%) 995 (2.49%) 
8 0 (0.00%) 0 (0.00%) 0 (0.00%) 5956 (14.89%) 
9 0 (0.00%) 0 (0.00%) 0 (0.00%) 1022 (2.56%) 
10 0 (0.00%) 0 (0.00%) 0 (0.00%) 5933 (14.83%) 
11 0 (0.00%) 0 (0.00%) 0 (0.00%) 991 (2.48%) 
12 0 (0.00%) 0 (0.00%) 0 (0.00%) 6021 (15.05%) 
13 0 (0.00%) 0 (0.00%) 0 (0.00%) 1001 (2.50%) 
14 0 (0.00%) 0 (0.00%) 0 (0.00%) 6021 (15.05%) 
15 0 (0.00%) 0 (0.00%) 0 (0.00%) 1018 (2.55%) 
16 0 (0.00%) 0 (0.00%) 0 (0.00%) 5997 (14.99%) 
….   
63 0 (0.00%) 0 (0.00%) 0 (0.00%) 1019 (2.55%) 
64 0 (0.00%) 0 (0.00%) 0 (0.00%) 6008 (15.02%) 

Table 3. Detection capability for random errors in 1 to 64 bits of a State  
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each possible stuck-at in the circuit. The fault simulation produced a fault dictionary 
composed by all the possible couples C formed by { input value / fault } and, associated to 
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Table 4 reports the number of couples C leading to error multiplicities ranging from 0 to 8 
for each S-box implementation. The first column (error multiplicity = 0) represents all the 
cases where the fault is not excited by a specific input value, or its effect is not propagated to 
the output. For all the other cases, the cell reports, besides the number of couples C, the 
percentage with respect to the overall number of couples and, in bold, the percentage with 
respect to the number of couples that lead to at least 1 error at the output of the S-box. 
It is possible to note that, for instance, among the 11% of fault simulations for which a fault 
injection results in erroneous data on the Sbox1 output (89% of experiments result in 0 
error), about 78% of the cases result in only one erroneous output bit, justifying therefore the 
use of code-based solution that exploits simple parity bit. Likewise, the 14 couple 
[fault/vector] providing 8 output errors correspond to faults at the input of the Sbox. It 
might not be necessary to protect the Sbox with detection schemes able to detect 8 error bits, 
if these errors are detected at the input of the Sbox. 
Obviously, different S-box implementations lead the series of fault injection to different 
profiles in terms of error multiplicity. The presented implementations differ in terms of 
power consumption, performance and area according to chosen synthesis parameters. But 
the synthesis tool generates also quite different implementations whether the initial 
VHDL model is described as a look-up table or a mathematical expression.When starting 
from look-up table, the number of errors at the output of the S-box is concentrated around 1 
or 2 erroneous bits. On the contrary, mathematical-based architectures (Sbox5 and Sbox6) 
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are composed of several blocks that operate in cascade, and an error in a particular element 
is spread over several output bits. Therefore this type of implementation is first more 
sensitive to faults (in the case of Sbox6, 37% of couples generates an error at the output, 
while only 11% for Sbox1), and second it generates a higher number of output errors (the 
highest average is between 4 and 5).   
Such experiments must be conducted for selecting appropriate fault detection schemes. 
 

 0 1 2 3 4 5 6 7 8 
Sbox1 450382 

90% 
36551 

7% / 78% 
6448 

1% / 14% 
2033 

0% / 4% 
953 

0% / 2% 
474 

0% / 1% 
235 

0% / 1% 
62 

0% / 0% 
14 

0% / 0% 
Sbox2 441836 

89% 
23664 

5% / 43% 
16744 

3% / 30% 
8547 

2% / 15% 
3922 

1% / 7% 
1631 

0% / 3% 
637 

0% / 1% 
147 

0% / 0% 
24 

0% / 0% 
Sbox3 438510 

89% 
23849 

5% / 44% 
16609 

4% / 30% 
8212 

2% / 15% 
3801 

1% / 7% 
1544 

0% / 3% 
619 

0% / 1% 
145 

0% / 0% 
23 

0% / 0% 
Sbox4 441855 

89% 
23658 

5% / 43% 
16745 

3% / 30% 
8534 

2% / 15% 
3924 

1% / 7% 
1629 

0% / 3% 
636 

0% / 1% 
147 

0% / 0% 
24 

0% / 0% 
Sbox5 418618 

86% 
7311 

2% / 11% 
8973 

2% / 13% 
4808 

1% / 7% 
9949 

2% / 15% 
27511 

6% / 41% 
8486 

2% / 13% 
212 

0% / 0% 
20 

0% / 0% 
Sbox6 144592 

63% 
9392 

4% / 11% 
8515 

4% / 10% 
10443 

5% / 12% 
24581 

11% / 29% 
21571 

9% / 26% 
4473 

2% / 5% 
3401 

1% / 4% 
2152 

1% / 3% 
Table 4. Fault vs error multiplicity on S-boxes output 

 
7. Conclusions 
 

This chapter presented a study on mechanisms involved for detecting faults-based attacks 
on crypto-processors. Using the example of a standard in symmetric cryptographic, fault-
based attacks were discussed with respect to their requirements in terms of error 
multiplicity (spatial and timing characteristics). We presented countermeasures to fault-
based attacks that consist in detecting errors on the ciphered information. We analyzed 
more precisely some error detection schemes based on code-redundancy, with respect to 
their cost and ability to detect errors occurring at run time. Analysis on error detection has 
been conducted according to the error multiplicity in order to check the ability of the 
protection schemes to detect exploitable errors. We also analyzed error detection schemes 
performances in terms of transient fault detection (natural or maliciously injected).  
Current attacks using laser-based fault injection require errors localized on very few bytes, 
without need of large precision as for the attack launch instant.  Error detection schemes can 
be used for preventing these attacks or detecting natural transient faults. Dedicated parity 
and CRC -based solutions exploit typical features of the cipher for optimization of cost 
factors (area, latency) and improvement of their error detection capacity. The correlation 
between the transient faults affecting the combinational parts of the circuit and the errors 
produced on sub-function outputs strongly depends on the implementation of the cipher. 
Experiments show that for some particular implementations, most of the faults results in 
only one or two erroneous output bits, while there is no internal faults affecting all the 
output bits. Such analysis on ciphering operations can justify simple and non expensive 
code-redundancy solutions. 
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are composed of several blocks that operate in cascade, and an error in a particular element 
is spread over several output bits. Therefore this type of implementation is first more 
sensitive to faults (in the case of Sbox6, 37% of couples generates an error at the output, 
while only 11% for Sbox1), and second it generates a higher number of output errors (the 
highest average is between 4 and 5).   
Such experiments must be conducted for selecting appropriate fault detection schemes. 
 

 0 1 2 3 4 5 6 7 8 
Sbox1 450382 

90% 
36551 

7% / 78% 
6448 

1% / 14% 
2033 

0% / 4% 
953 

0% / 2% 
474 

0% / 1% 
235 

0% / 1% 
62 

0% / 0% 
14 

0% / 0% 
Sbox2 441836 

89% 
23664 

5% / 43% 
16744 

3% / 30% 
8547 

2% / 15% 
3922 

1% / 7% 
1631 

0% / 3% 
637 

0% / 1% 
147 

0% / 0% 
24 

0% / 0% 
Sbox3 438510 

89% 
23849 

5% / 44% 
16609 

4% / 30% 
8212 

2% / 15% 
3801 

1% / 7% 
1544 

0% / 3% 
619 

0% / 1% 
145 

0% / 0% 
23 

0% / 0% 
Sbox4 441855 

89% 
23658 

5% / 43% 
16745 

3% / 30% 
8534 

2% / 15% 
3924 

1% / 7% 
1629 

0% / 3% 
636 

0% / 1% 
147 

0% / 0% 
24 

0% / 0% 
Sbox5 418618 

86% 
7311 

2% / 11% 
8973 

2% / 13% 
4808 

1% / 7% 
9949 

2% / 15% 
27511 

6% / 41% 
8486 

2% / 13% 
212 

0% / 0% 
20 

0% / 0% 
Sbox6 144592 

63% 
9392 

4% / 11% 
8515 

4% / 10% 
10443 

5% / 12% 
24581 

11% / 29% 
21571 

9% / 26% 
4473 

2% / 5% 
3401 

1% / 4% 
2152 

1% / 3% 
Table 4. Fault vs error multiplicity on S-boxes output 

 
7. Conclusions 
 

This chapter presented a study on mechanisms involved for detecting faults-based attacks 
on crypto-processors. Using the example of a standard in symmetric cryptographic, fault-
based attacks were discussed with respect to their requirements in terms of error 
multiplicity (spatial and timing characteristics). We presented countermeasures to fault-
based attacks that consist in detecting errors on the ciphered information. We analyzed 
more precisely some error detection schemes based on code-redundancy, with respect to 
their cost and ability to detect errors occurring at run time. Analysis on error detection has 
been conducted according to the error multiplicity in order to check the ability of the 
protection schemes to detect exploitable errors. We also analyzed error detection schemes 
performances in terms of transient fault detection (natural or maliciously injected).  
Current attacks using laser-based fault injection require errors localized on very few bytes, 
without need of large precision as for the attack launch instant.  Error detection schemes can 
be used for preventing these attacks or detecting natural transient faults. Dedicated parity 
and CRC -based solutions exploit typical features of the cipher for optimization of cost 
factors (area, latency) and improvement of their error detection capacity. The correlation 
between the transient faults affecting the combinational parts of the circuit and the errors 
produced on sub-function outputs strongly depends on the implementation of the cipher. 
Experiments show that for some particular implementations, most of the faults results in 
only one or two erroneous output bits, while there is no internal faults affecting all the 
output bits. Such analysis on ciphering operations can justify simple and non expensive 
code-redundancy solutions. 
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1. Introduction 
 

The problem of changes detection in dynamical properties of signals and systems appears 
in many problems of signal processing, navigation and control (Basseville & Benveniste, 
1986; Benveniste et al., 1987; Gadzhiev, 1992; Chen & Patton, 1999; Chan et al., 1999; 
Hajiyev & Caliskan, 2003; Vaswani, 2004; Tykierko, 2008; Li & Jaimoukha, 2009). 
Abnormal measurements, sudden shifts appearing in the measuring channel, faultiness of 
measuring devices, changes in statistical characteristics of noises of an object or of 
measurements, malfunctions in the computer, and also a sharp change in the trajectory of 
a monitoring process, etc. should be enumerated among these changes. In real situations 
of exploiting an object, the problem occurs of operative detection of such changes in order 
to subsequently correct estimators or to make timely decisions on the necessity and 
character of control actions with respect to the process of technical exploitation of the 
object. Under this process, different methods of control and diagnostics are used. 
Many fault detection methods have been developed to detect and identify sensor and 
actuator faults by using analytical redundancy (Zhang & Li, 1997; Rago et al., 1998; 
Maybeck, 1999; Larson et al., 2002; Lee & Lyou, 2002). In (Larson et al., 2002) an analytical 
redundancy-based approach for detecting and isolating sensor, actuator, and component 
(i.e., plant) faults in complex dynamical systems, such as aircraft and spacecraft is 
developed. The method is based on the use of constrained Kalman filters, which are able 
to detect and isolate such faults by exploiting functional relationships that exist among 
various subsets of available actuator input and sensor output data.  
A statistical change detection technique based on a modification of the standard 
generalized likelihood ratio (GLR) statistic is used to detect faults in real time. The GLR 
test requires the statistical characteristics of the system to be known before and after the 
fault occurs. As this information is usually not available after the fault, the method has 
limited applications in practice. An integrated robust fault detection and isolation (FDI) 
and fault tolerant control (FTC) scheme for a fault in actuators or sensors of linear 
stochastic systems subjected to unknown inputs (disturbances) is presented in (Lee & 
Lyou, 2002). The FDI modules is constructed using banks of robust two-stage Kalman 
filters, which simultaneously estimate the state and the fault bias, and generate residual 
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sets decoupled from unknown disturbances. All elements of residual sets are evaluated by 
using a hypothesis statistical test, and the fault is declared according to the prepared 
decision logic. In this work it is assumed that single fault occurs at a time and the fault 
treated is of random bias type. The diagnostic method presented in the article is valid only 
for the control surface FDI.  
In (Zhang & Li, 1997; Rago et al., 1998) the algorithms for detection and diagnosis of 
multiple failures in a dynamic system are described. They are based on the Interacting 
Multiple-Model (IMM) estimation algorithm, which is one of the most cost-effective 
adaptive estimation techniques for systems involving structural as well as parametric 
changes. The proposed algorithms provide an integrated framework for fault detection, 
diagnosis, and state estimation. In (Maybeck, 1999) Multiple model adaptive estimation 
(MMAE) methods have been incorporated into the design of a flight control system for the 
variable in-flight stability test aircraft (VISTA) F-16, providing it with the capability to 
detect and compensate for sensor/actuator failures. The algorithm consists of a “front 
end” estimator for the control system, composed of a bank of parallel Kalman filters, each 
matched to a specific hypothesis about the failure status of the system (fully functional or 
a failure in any one sensor or actuator), and a means of blending the filter outputs through 
a probability-weighted average. In methods described in (Zhang & Li, 1997; Rago et al., 
1998; Maybeck, 1999), the faults are assumed to be known, and the Kalman filters are 
designed for the known sensor/actuator faults. As the approach requires several parallel 
Kalman filters, and the faults should be known, it can be used in limited applications. 
In the references (Napolitano et al., 1993; Raza, et al., 1994; Napolitano, et al., 1996; Borairi 
& Wang, 1998; Alessandri, 2003) the neural network based methods to detect 
sensor/actuator failures are developed and discussed. In the reference (Napolitano  et al., 
1993) a neural network is proposed as an approach to the task of failure detection 
following damage to an aerodynamic surface of an aircraft flight control system. This 
structure, used for state estimation purpose, can be designed and trained on line in flight 
and generates a residual signal indicating the damage as soon as it occurs. In (Raza et al., 
1994)  the problem of detecting control surface failures of a high performance aircraft is 
considered. The detection model is developed using a linear dynamic model of an F/A-18 
aircraft. Two parallel models detect the existence of a surface failure, whereas the isolation 
and magnitude of any one of the possible failure modes is estimated by a decision 
algorithm using either neural networks or fuzzy logic. The reference (Napolitano et al., 
1996) describes a study related to the testing and validation of a neural-network based 
approach for the problem of actuator failure detection and identification following battle 
damage to an aircraft control surface. Online learning neural architectures, trained with 
the Extended Back-Propagation algorithm, have been tested under nonlinear conditions in 
the presence of sensor noise. In (Borairi & Wang,1998) an approach for the fault detection 
and diagnosis of the actuators and sensors in non-linear systems is presented. First, a 
known non-linear system is considered, where an adaptive diagnostic model 
incorporating the estimate of the fault is constructed. Further, unknown nonlinear 
systems are studied and a feed forward neural network trained to estimate the system 
under healthy conditions. Genetic algorithms is proposed as a means of optimizing the 
weighting connections of neural network and to assist the diagnosis of the fault. In 
(Alessandri, 2003) a neural network based method to detect faults in nonlinear systems is 
proposed. Fault diagnosis is accomplished by means of a bank of estimators, which 

provide estimates of parameters that describe actuator, plant, and sensor faults. The 
problem of designing such estimators for general nonlinear systems is solved by searching 
for optimal estimation functions. These functions are approximated by feed forward 
neural networks and the problem is reduced to find the optimal neural weights. The 
methods based on artificial neural networks and genetic algorithms do not have physical 
bases. Therefore according to the different data corresponding to the same event the 
model gives different solutions. Thus, the model should continuously be trained by using 
the new data. 
The reference (Perhinschi et al., 2002) focuses on specific issues relative to real-time on-
line estimation of aircraft aerodynamic parameters at nominal and post-actuator failure 
flight conditions. A specific parameter identification (PID) method, based on Fourier 
Transform, has been applied to an approximated mathematical model of the NASA IFCS 
F-15 aircraft. The direct evaluation of stability and control derivatives versus the 
estimation of the coefficients of the state space system matrices evaluation has been 
considered. This method may not produce good results when the number of the stability 
and control derivatives is high. 
In this direction of studies, it is necessary to mention the theory of diagnostics of a 
dynamic system by the innovation sequence of the Kalman filter (Mehra & Peschon, 1971; 
Willsky, 1976; Basseville &  Benveniste, 1986; Gadzhiev, 1992, 1993; Hajiyev & Caliskan, 
2003, 2005). The advantages of these methods are as follows: they provide the monitoring 
of the correctness of the result obtained by current working input actions; they do not 
require a priori information on the values of changes in the statistical characteristics of the 
innovation sequence in the case of fault; they allow one to solve the fault detection 
problem in real time; they require small computational expenditures for their realizations 
since they do not increase, in contrast to the most algorithmic methods, the dimension of 
the initial problem. 
As is known (Mehra & Peschon, 1971), in the case where a system is normally operated, 
the normalized innovation sequence in the Kalman filter compatible with the model of 
dynamics is the white Gaussian noise with zero mean and identity covariance matrix. The 
faults appearing in the system of estimations lead to the changes in these statistical 
characteristics of the normalized innovation sequence. Therefore, in this case, the fault 
detection problem is reduced to the problem of fastest detection of the deviation of these 
characteristics from nominal. 
In (Hajiyev & Caliskan, 2005) the sensor and control surface/actuator failures that affect 
the mean of the innovation sequence have been considered. The methods of testing the 
correspondence between the innovation sequence and the white noise and of revealing 
the change of its expectation are based on the classical statistical methods and are 
considered in detail in the literature (Mehra & Peschon, 1971; Hajiyev & Caliskan, 2003, 
2005) therefore, it shall not be concentrated on testing these characteristics. 
Testing, in real time, the covariance matrix of the innovation sequence of the Kalman filter 
turns out to be very complicated and not well developed, since there are difficulties in the 
determination of the confidence domain for a random matrix. Moreover, the existing 
methods of high-dimensional statistical analysis (Anderson, 1984; Kendall & Stuart, 1969) 
usually lead to asymptotic distributions; this sharply diminishes the operativeness of 
these methods. The method of testing the covariance matrix of the innovation sequence 
proposed in (Gadzhiev, 1992) on the basis of using the statistics of the ratio of two 
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sets decoupled from unknown disturbances. All elements of residual sets are evaluated by 
using a hypothesis statistical test, and the fault is declared according to the prepared 
decision logic. In this work it is assumed that single fault occurs at a time and the fault 
treated is of random bias type. The diagnostic method presented in the article is valid only 
for the control surface FDI.  
In (Zhang & Li, 1997; Rago et al., 1998) the algorithms for detection and diagnosis of 
multiple failures in a dynamic system are described. They are based on the Interacting 
Multiple-Model (IMM) estimation algorithm, which is one of the most cost-effective 
adaptive estimation techniques for systems involving structural as well as parametric 
changes. The proposed algorithms provide an integrated framework for fault detection, 
diagnosis, and state estimation. In (Maybeck, 1999) Multiple model adaptive estimation 
(MMAE) methods have been incorporated into the design of a flight control system for the 
variable in-flight stability test aircraft (VISTA) F-16, providing it with the capability to 
detect and compensate for sensor/actuator failures. The algorithm consists of a “front 
end” estimator for the control system, composed of a bank of parallel Kalman filters, each 
matched to a specific hypothesis about the failure status of the system (fully functional or 
a failure in any one sensor or actuator), and a means of blending the filter outputs through 
a probability-weighted average. In methods described in (Zhang & Li, 1997; Rago et al., 
1998; Maybeck, 1999), the faults are assumed to be known, and the Kalman filters are 
designed for the known sensor/actuator faults. As the approach requires several parallel 
Kalman filters, and the faults should be known, it can be used in limited applications. 
In the references (Napolitano et al., 1993; Raza, et al., 1994; Napolitano, et al., 1996; Borairi 
& Wang, 1998; Alessandri, 2003) the neural network based methods to detect 
sensor/actuator failures are developed and discussed. In the reference (Napolitano  et al., 
1993) a neural network is proposed as an approach to the task of failure detection 
following damage to an aerodynamic surface of an aircraft flight control system. This 
structure, used for state estimation purpose, can be designed and trained on line in flight 
and generates a residual signal indicating the damage as soon as it occurs. In (Raza et al., 
1994)  the problem of detecting control surface failures of a high performance aircraft is 
considered. The detection model is developed using a linear dynamic model of an F/A-18 
aircraft. Two parallel models detect the existence of a surface failure, whereas the isolation 
and magnitude of any one of the possible failure modes is estimated by a decision 
algorithm using either neural networks or fuzzy logic. The reference (Napolitano et al., 
1996) describes a study related to the testing and validation of a neural-network based 
approach for the problem of actuator failure detection and identification following battle 
damage to an aircraft control surface. Online learning neural architectures, trained with 
the Extended Back-Propagation algorithm, have been tested under nonlinear conditions in 
the presence of sensor noise. In (Borairi & Wang,1998) an approach for the fault detection 
and diagnosis of the actuators and sensors in non-linear systems is presented. First, a 
known non-linear system is considered, where an adaptive diagnostic model 
incorporating the estimate of the fault is constructed. Further, unknown nonlinear 
systems are studied and a feed forward neural network trained to estimate the system 
under healthy conditions. Genetic algorithms is proposed as a means of optimizing the 
weighting connections of neural network and to assist the diagnosis of the fault. In 
(Alessandri, 2003) a neural network based method to detect faults in nonlinear systems is 
proposed. Fault diagnosis is accomplished by means of a bank of estimators, which 

provide estimates of parameters that describe actuator, plant, and sensor faults. The 
problem of designing such estimators for general nonlinear systems is solved by searching 
for optimal estimation functions. These functions are approximated by feed forward 
neural networks and the problem is reduced to find the optimal neural weights. The 
methods based on artificial neural networks and genetic algorithms do not have physical 
bases. Therefore according to the different data corresponding to the same event the 
model gives different solutions. Thus, the model should continuously be trained by using 
the new data. 
The reference (Perhinschi et al., 2002) focuses on specific issues relative to real-time on-
line estimation of aircraft aerodynamic parameters at nominal and post-actuator failure 
flight conditions. A specific parameter identification (PID) method, based on Fourier 
Transform, has been applied to an approximated mathematical model of the NASA IFCS 
F-15 aircraft. The direct evaluation of stability and control derivatives versus the 
estimation of the coefficients of the state space system matrices evaluation has been 
considered. This method may not produce good results when the number of the stability 
and control derivatives is high. 
In this direction of studies, it is necessary to mention the theory of diagnostics of a 
dynamic system by the innovation sequence of the Kalman filter (Mehra & Peschon, 1971; 
Willsky, 1976; Basseville &  Benveniste, 1986; Gadzhiev, 1992, 1993; Hajiyev & Caliskan, 
2003, 2005). The advantages of these methods are as follows: they provide the monitoring 
of the correctness of the result obtained by current working input actions; they do not 
require a priori information on the values of changes in the statistical characteristics of the 
innovation sequence in the case of fault; they allow one to solve the fault detection 
problem in real time; they require small computational expenditures for their realizations 
since they do not increase, in contrast to the most algorithmic methods, the dimension of 
the initial problem. 
As is known (Mehra & Peschon, 1971), in the case where a system is normally operated, 
the normalized innovation sequence in the Kalman filter compatible with the model of 
dynamics is the white Gaussian noise with zero mean and identity covariance matrix. The 
faults appearing in the system of estimations lead to the changes in these statistical 
characteristics of the normalized innovation sequence. Therefore, in this case, the fault 
detection problem is reduced to the problem of fastest detection of the deviation of these 
characteristics from nominal. 
In (Hajiyev & Caliskan, 2005) the sensor and control surface/actuator failures that affect 
the mean of the innovation sequence have been considered. The methods of testing the 
correspondence between the innovation sequence and the white noise and of revealing 
the change of its expectation are based on the classical statistical methods and are 
considered in detail in the literature (Mehra & Peschon, 1971; Hajiyev & Caliskan, 2003, 
2005) therefore, it shall not be concentrated on testing these characteristics. 
Testing, in real time, the covariance matrix of the innovation sequence of the Kalman filter 
turns out to be very complicated and not well developed, since there are difficulties in the 
determination of the confidence domain for a random matrix. Moreover, the existing 
methods of high-dimensional statistical analysis (Anderson, 1984; Kendall & Stuart, 1969) 
usually lead to asymptotic distributions; this sharply diminishes the operativeness of 
these methods. The method of testing the covariance matrix of the innovation sequence 
proposed in (Gadzhiev, 1992) on the basis of using the statistics of the ratio of two 
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quadratic forms, whose matrices are reversed sample and theoretical covariance matrices, 
is free from the above-mentioned shortcoming. Nevertheless, the results obtained in 
(Gadzhiev, 1992)  are valid only in the case where the reversed matrices which enter the 
expression of the monitoring statistics are nonsingular. 
In practice, therefore, one makes use of  a scalar measure of this matrix such as the trace, 
sum of the matrix elements, generalized variance (determinant), eigenvalues of a matrix, 
etc., each characterizing one or another geometrical parameter of the correlation ellipsoid.  
The algorithm for testing the trace of the covariance matrix of the innovation sequence is 
presented in (Mehra & Peschon, 1971).  But the trace testing algorithm ignores the off-
diagonal elements of the covariance matrix. Therefore this algorithm cannot detect very 
small changes, in the measurement channel (Hajiyev & Caliskan, 2003). 
In (Gadzhiev, 1993) a confidence range has been constructed for the generalized variance 
of the Wishart matrix using Chebyshev inequality. However as it is known (Krinetsky et 
al., 1979), the Chebyshev inequality gives the extended confidence range for the random 
variables. Therefore in this case the miss-failure probability increases.   
Most of fault detection tests are based on the statistical properties of the eigenvalues of 
the sample covariance matrix (Bienvenu & Kopp, 1983; Wax & Kailath, 1985). In (Wu et al., 
1995) an algorithm based on the geometrical location of these eigenvalues has been 
proposed. In (Grouffaud et al., 1996) a new kind of test based on an analytic expression of 
the ordered eigenvalues profile, obtained under noise only hypothesis. Strategy in this 
work consists in looking for a break in profile by comparing observed profile and noise 
only one. The decision is taken by comparing the error of prediction with the threshold, 
which is obtained by solving the integral equation. Unfortunately, the distributions 
entering in this equation are not analytically known, hence it is difficult to determine the 
threshold and perform the proposed algorithm. 
There exists some interesting results on the distribution of eigenvalues, characteristic 
function of eigenvalues, and distribution and moments of the smallest eigenvalue of 
Wishart distributed matrices (Malik, 2003; Zanella et al., 2008; Edelman, 1991; Everson & 
Stephen, 2000). But application of mentioned works to fault detection problem of 
multidimensional dynamic systems turns out to be very complicated since there are 
difficulties in determining the confidence domain (or intervals) for the eigenvalues of 
random matrix. 
In this study, an approach to detect the aircraft sensor and actuator/surface failures based 
on the spectral norm of an innovation matrix is proposed. A real-time detection of sensor 
and actuator/surface failures affecting the mean and variance of the innovation process 
applied to F-16 fighter flight dynamic is examined. A decision approach to isolate the 
sensor and actuator/surface failures based on the Adaptive Extended Kalman Filter 
insensitive to sensor failures is proposed. 
The structure of this chapter is as follow. In Section 2, the failure detection problem in 
multidimensional dynamic systems using spectral norm of the innovation matrix of the 
Kalman filter is formulated. The upper confidence bound of the spectral norm of a 
Gaussian random matrix that consists of normally distributed random variables with zero 
mean is found and a new failure detection approach based on the properties of the 
spectral norm of the innovation matrix is proposed in this Section. In Section 3 the 
AFTI/F-16 aircraft model description is given and the Extended Kalman filter (EKF) for 
the F-16 nonlinear dynamic model estimation is designed. In Section 4 an adaptive EKF 

for the F-16 aircraft state estimation which is insensitive to sensor failures is designed and 
a decision approach to isolate the sensor and actuator/surface failure is proposed. In 
Section 5 some simulations are carried out for the sensor and actuator/surface failure 
detection problem in the AFTI/F-16 aircraft flight control system. The changes that affect 
the mathematical expectation and variance of the innovation sequence have been 
considered. Simulation results of adaptive EKF insensitive to sensor failures are given in 
this section too. Section 6 gives a brief summary of the obtained results and conclusions. 

 
2. Failure Detection Using Spectral Norm of the Innovation Matrix 

In diagnosing some dynamic systems, of special interest now are the methods of dynamic 
diagnosis that take into account influence of failures on system dynamics, in particular, 
revealing failures based on the analysis of the innovation sequence. Let us consider the 
linear dynamic system described by the equation of state 
 

)k(w)k,1k(G)k(x)k,1k()1k(x                                        (1) 
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Here E  is the operator of statistical averaging; T  is the sign of transposition; and  kj   is 
the Kronecker delta symbol. Note that  )k(w  and  )k(V  are assumed mutually 
uncorrelated. 
Estimate of the state vector  )k/k(x̂   and covariance matrix of estimation errors )k/k(P   
can be found using the optimum linear discrete Kalman filter (Sage and Melsa, 1971): 
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Here E  is the operator of statistical averaging; T  is the sign of transposition; and  kj   is 
the Kronecker delta symbol. Note that  )k(w  and  )k(V  are assumed mutually 
uncorrelated. 
Estimate of the state vector  )k/k(x̂   and covariance matrix of estimation errors )k/k(P   
can be found using the optimum linear discrete Kalman filter (Sage and Melsa, 1971): 
 



Fault Detection200

 
 

),1k,k(G)1k(Q)1k,k(G

)1k,k()1k/1k(P)1k,k()1k/k(P

);1k/k(P)k(H)k(KI)k/k(P
;)k(R)k(H)1k/k(P)k(H)k(H)1k/k(P)k(K

);1k/k(x̂)k(H)k(z)k(
);k()k(K)1k/k(x̂)k/k(x̂

T

T

1TT














                   (4) 

 
Here )k(K  is the gain matrix of the Kalman filter; )k(  is the innovation sequence; I is a 
unit matrix; )1k/k(P    is the covariance matrix of extrapolation errors  and 

)1k/1k(P   is the covariance matrix of estimation errors at the previous step. 
If there are no faults in the estimation system, then the normalized innovation sequence 
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in the Kalman filter (4) coordinated with the model dynamics is a Gaussian white noise 
with zero mean and a unit covariance matrix (Mehra and Peschon, 1971) 
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Failures that change system dynamics due to abrupt changes or shifts in components of 
the state vector, faults in computer, abnormal measurements, sudden shifts appearing in 
the channel of measurement, divergence of the estimation algorithm, and also such faults 
as a decrease in device accuracy, noise increase, etc. will result in changes of the above 
characteristics of the sequence of  )k(~ . Of interest is development of an on-line method 
of a simultaneous check of mathematical expectation and variance of the normalized 
innovation sequence (5) that does not require a priori information on the values of their 
changes in case of failure and allows one to detect on-line faults in the estimation system. 
To do this, two hypotheses are introduced:  
 

0  : the Kalman filter operates normally; 
                                           1  : a failure takes place. 
 
To reveal a failure, let us construct a matrix whose columns are vectors of innovation of 
the Kalman filter (Hajiyev, 2007). The following definitions are introduced. 

Definition 1. By the innovation matrix of the Kalman filter a rectangular mn   matrix ( n  
is the dimension of the innovation vector; 2m;2n  ) is mentioned, whose columns are 
the innovation vectors  )k(  that correspond to m  different instants of time. 

Definition 2. The innovation matrix composed of the normalized innovation vectors )k(~  
is referred as the normalized innovation matrix of the Kalman filter. 

Hereinafter, to check the innovation sequence, the normalized innovation matrices A  that 
consist of a finite number of normalized innovation vectors will be used. For a real-time 
check, it is expedient, at the instant of time )mk(k  , to construct the matrix )k(A  from a 
finite number m )2m(   of sequential innovation vectors: 
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To verify the hypothesis 0  and 1 , a spectral norm of the matrix (7) below will be used.  

 
2.1 Deriving the Upper Confidence Bound of the Spectral Norm of a Random Matrix 
As is generally known (Horn and Jonson, 1986), the spectral norm 2.  of a real matrix  

)k(A  is determined by the formula 
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eigenvalues of the matrix  )k(A)k(A T , i.e., the quantities   2/1T
i ))k(A)k(A( , are called 

the singular values of the matrix  )k(A . Therefore, spectral norm of the matrix )k(A   is 

equal to its maximum singular value. Since the matrix )k(A)k(A T  is Hermitian, 

    )k(A)k(A)k(A)k(A)k(A)k(A TTTTTT  , and is positive definite, i.e., for any nonzero 
vector )k(x  the relation is true 
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(parentheses designate here a scalar product), the singular values are real and positive. 
For the same reasons, computation of singular values and, consequently, also of spectral 
norm, is more simpler than deriving eigenvalues for an arbitrary matrix. This explains the 
choice of spectral norm of matrices as a controllable scalar measure in solving some 
diagnosis problems. Of interest is here deriving the upper bound of the spectral norm of 
random matrices. 
In the present study, based on the calculation of a respective vector and matrix norms, an 
analytical expression is found for the upper bound of spectral norm of a random matrix 

mnR)k(A   composed of normally distributed random variables with zero mathematical 
expectation. The results of the above analysis are applied to the case of dynamic diagnosis 
of the Kalman filter in innovation sequence. 
Let the Euclidean norm (or the 2-norm) of the vector nRx  and the spectral norm (or the 
2-norm) of the matrix  mnR)k(A    be determined by the expressions 
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where  .max  and  .max  are the maximum eigenvalue and maximum singular value of 
the respective matrix. 
The Frobenius norm of the matrix    mn
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where  )(tr  is the trace of the matrix. The Frobenius norm and the 2-norm are related as 
follows (Chan  et al.,1999): 
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where  mnR)k(A   and   mRx . Since 0x  ,  let us present expression (12) in the 
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Inequality (13) is true for all  mnR)k(A  , mRx , 0x  , including the maximum value 
of the left-hand side of the inequality, i.e., 
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As is generally known (Horn and Jonson, 1986), the matrix norm associated with the 
respective vector norm is the relation 
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If the Euclidean norm 2x  is selected as the vector norm, then the respective matrix norm 
is the maximum singular value of the matrix A, i.e., 
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Regarding (14) – (16), the following inequality can be written, 
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Let the matrix  mnR)k(A   be composed of normally distributed random variables with 
zero mathematical expectation and the mean-square deviation , i.e., 
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 will have the 2 -distribution with 

1nmk   degrees of freedom (Rao, 1965).  It is easy to establish a relation between  
 Amax  and  2 : 
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Specifying the significance level , the following condition can be used 
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where   1  is the confidence probability, and tables of the  2 -distribution to derive 

2
)1nm(,  , which is a confidence boundary (quantile) of the  2 -distribution with  1nm    

degrees of freedom. Substituting  2
)1nm(,   into (19), it is obtained finally 

 

  2
)1nm(,max A  .                                            (21) 

 
Formula (21) determines the upper confidence bound for spectral norm of a random 
matrix A. Thus, an analytical expression, convenient for practical calculations, is found for 
the upper bound of spectral norm of a random matrix, composed from normally 
distributed random variables with zero mathematical expectation. The obtained result 
may be used in applied statistical problems, in particular, to check statistical compatibility 
of data of statistical simulation with the results of field tests, and in health monitoring and 
diagnosis of multidimensional technical systems. 
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of data of statistical simulation with the results of field tests, and in health monitoring and 
diagnosis of multidimensional technical systems. 
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2.2 Failure Detection Using Spectral Norm of the Innovation Matrix   
Since the random normalized innovation matrix (7) consists of normally distributed 
stochastic elements with zero mathematical expectation and a finite variance  1,0Naij  ,  

inequality (21) may be used for solution of the above diagnosis problem. Expression (21) 
characterizes the relation between the mean-square value    of the elements of a random 
matrix  A  and its spectral norm and may be used to derive the upper confidence 
boundary of the spectral norm of matrix (7). In this case, one may state that if elements ija  

of the controlled normalized innovation matrix of the Kalman filter obey the distribution 
 1,0N , then inequality (21) should be fulfilled. Non-fulfillment of inequality (21) points 

to the shift of zero mean of the elements ija , a change of the unit variance or to difference 

of  ija  from white noise. If the case  1  is considered, then inequality (21) can be 

written in a more simple form: 
 

  2
)1nm(,max A   .                                                    (22) 

 
As is seen from expression (22), in the case being considered, the upper confidence 
boundary of the spectral norm of the normalized innovation matrix of the Kalman filter is 
determined by the dimension of the innovation vector (or dimension of the measurement 
vector), the number of sequential innovation vectors used, and the confidence probability 
selected. 
In view of that stated above, in solving the diagnosis problem posed, the decision rule 
concerning the hypotheses introduced has the form 
   

                                                    2
)1nm(,max0 A:   ,  km;   

                              A,mk: max1   2
)1nm(,  .                                             (23) 

 
The boundary for the spectral norm of the normalized innovation matrix found is quite 
simple and allows one to check on-line simultaneously mathematical expectation and 
variance of the innovation sequence. Under operating conditions, the algorithm proposed 
can be reduced to the following sequence of calculations performed at each step of 
measurements. 

       1. Using expressions (4), calculate the Kalman estimate for the vector of system state 
and the value of the vector of the normalized innovation sequence at the current step k . 
       2. Compose the normalized innovation matrix for the Kalman filter according to (7) 
for the given 2m,2n   and  mk  .   

       3. Determine eigenvalues of the matrix )k(A)k(AT  as solutions of the equation  
  0IAdet   and the spectral norm  

 
    2/1T

imax2 ))k(A)k(A(max)k(A)k(A  .                           (24) 

       4. Check realization of inequality (22) and make decision on detection of a failure in 
the Kalman filter based on the decision rule (23). 
       5. Repeat the sequence of calculations, beginning with step 1, for the next instant of 
time 1k  . 

Qualitative characteristics of the proposed algorithm of failure revealing are probabilities 
of a correct detection and a false alarm. These characteristics are calculated in a usual way 
with the use of the table of the 2 -distribution (Grishin and Kazarinov, 1985). Deriving 
the required characteristics involves a large volume of mathematical simulation for a 
justified choice of m number of innovation vectors )k( , that correspond to m  different 
instants of time, from which the matrix of innovation  A  is composed. A too large m  
smoothes effects caused by the system failure, and a too small m , increases probability of 
a false alarm. 

 
3. Design of the EKF for the F-16 Aircraft State Estimation 

3.1 F-16 Aircraft  Model  Description 
The technique for failure detection is applied to an unstable multi-input multi-output model 
of an AFTI/F-16 fighter. The fighter is stabilized by means of a linear quadratic optimal 
controller. The control gain brings all the eigenvalues that are outside the unit circle, inside 
the unit circle. It also keeps the mechanical limits on the deflections of control surfaces. The 
model of the fighter is as follows (Lyshevski, 1997): 
 

)k(Gw+))k(x(F+)k(Bu+)k(Ax=)1+k(x                                       (25) 
 

where )k(x  is the 9-dimensional state vector of the aircraft, A is the transition matrix of 
order 9x9 of the aircraft, B is the control distribution matrix of order 9x6 of the aircraft, 

)k(u is the 6-dimensional control input vector, ))k(x(F  is the 9-dimensional vector of 
nonlinear elements of system, )k(w  is the random 9-dimensional vector of system noises 

with zero mean and  the covariance matrix    )kj()k(Q)j(w)k(wE T  , G is the transition 
matrix of the system noises. 
The aircraft state variables are: 
 

 T,,r,p,,,q,,vx  , 
 
where, v is the forward velocity,   is the angle of attack,  q is the pitch rate,   is the pitch 
angle,   is the side-slip angle, p  is the roll rate, r  is the yaw rate,   is the roll angle, and 
  is the yaw angle. 
The fighter has six control surfaces and hence six control inputs are: 
 

 RCFLFRHLHR ,,,,,u  , 
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with the use of the table of the 2 -distribution (Grishin and Kazarinov, 1985). Deriving 
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justified choice of m number of innovation vectors )k( , that correspond to m  different 
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where HR  and HL are the deflections of the right and left horizontal stabilizers, FR  and  

FL  are the deflections of the right and left flaps, C  and  R  are the canard and rudder 
deflections. The following hard bounds (mechanical limits) on the deflections of control 
surfaces are assumed: 44.0, HLHR  rad, 35.0, FLFR  rad, 47.0C  rad and 

52.0R  rad.  B,A and )x(F  for the sampling period of 0.03 s. are: 
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Below the Extended Kalman Filter (EKF) to estimate the F-16 aircraft motion is designed.       

 
 

3.2 Deriving  of  the EKF     
Let us define the estimated vector as: 
 

 )k(),k(),k(r),k(p),k(),k(),k(q),k(),k()k(xT   

 
and apply the Kalman filter to estimate this vector. The nonlinear mathematic model for 
the longitudinal and lateral F-16 aircraft motion is given in (25). 
The measurement equations can be written as:  
 

)k(V+)k(Hx=)k(z ,                                                             (26) 
 

where H  is the measurement matrix, which is 99 unit matrix, )k(V is the measurement 
noise and its mean and correlation matrix respectively are: 
 
                                               [ ] [ ] )kj(δ)k(R=)j(V)k(VE;0=)k(VE T . 
 
By using quasi-linearization method let us linearize the equation (25): 
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Among the procedures of estimation theory, the Bayes procedure has the most accuracy 
because it is based on both the experimental data in likelihood function and a priori data 
expressed by a priori density of the estimated parameters. The more data, the more 
accuracy yields. Moreover, the Bayes procedure does not require the system to be linear 
and stationary, and produces a solution for the filtering when the initial conditions of the 
state vector are unknown (Gadzhiev, 1996). Therefore, the Bayes procedure to filter the 
state vector of the aircraft motion is preferred. A posteriori distribution density of the 
state vector is given by the Bayes formula: 
 

    P

































1k

1k
1kk

Z
)k(zP

Z
)k(xP

)k(z,Z
)k(xP

Z
)k(x P 








1kZ),k(x

)k(z ,                 (28)                        

 
where Zk=z(1),z(2),z(3),.....,z(k);   Zk-1= z(1),z(2),.........,z(k-1).               
When the probability density functions in (28) are substituted and the conditional 
mathematical expectation of the a posteriori probability density function is taken as the 
optimum estimation value, the following recursive EKF algorithm for the state vector 
estimation of the F-16 aircraft motion is obtained as (Caliskan and Hajiyev, 2003):  
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Below the Extended Kalman Filter (EKF) to estimate the F-16 aircraft motion is designed.       
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and apply the Kalman filter to estimate this vector. The nonlinear mathematic model for 
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Among the procedures of estimation theory, the Bayes procedure has the most accuracy 
because it is based on both the experimental data in likelihood function and a priori data 
expressed by a priori density of the estimated parameters. The more data, the more 
accuracy yields. Moreover, the Bayes procedure does not require the system to be linear 
and stationary, and produces a solution for the filtering when the initial conditions of the 
state vector are unknown (Gadzhiev, 1996). Therefore, the Bayes procedure to filter the 
state vector of the aircraft motion is preferred. A posteriori distribution density of the 
state vector is given by the Bayes formula: 
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where Zk=z(1),z(2),z(3),.....,z(k);   Zk-1= z(1),z(2),.........,z(k-1).               
When the probability density functions in (28) are substituted and the conditional 
mathematical expectation of the a posteriori probability density function is taken as the 
optimum estimation value, the following recursive EKF algorithm for the state vector 
estimation of the F-16 aircraft motion is obtained as (Caliskan and Hajiyev, 2003):  
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       Equation of   the estimation value 
  )k(ν)k(K+)1k/k(x̂=)k(x̂ -                                          (29) 

 
       Equation of  the  extrapolation value  
 

  ))1k(x̂(F+)1k(ûB+)1k(x̂A=)1k/k(x̂ ----                                 (30) 
 

       The  innovation sequence    

               [ ]))1k(x̂(F+)1k(ûB+)1k(x̂AH)k(z=)k(ν ----                            (31) 
  

       The   gain matrix  of filter    
 

 ( ) ( ) ( ) )k(RkHkP=kK 1T -                                             (32) 
 

       The covariance matrix of estimation errors        
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where  Du is the covariance matrix of the control input error, )1k(Q -  is the covariance 
matrix of  system noise.  

 
4. Adaptive EKF Insensitive to Sensor Failures 
An adaptive EKF for the F-16 aircraft state estimation may be designed in order to isolate 
the detected sensor and actuator/surface failures. The following approach for the solution 
of the filtration problem is proposed for this case (Hajiyev, 2006). In the case of normal 
operation of measurement system, the filter works according to the conventional EKF 
algorithm (29)-(34). But if the condition of the operation of the measurement system does 
not correspond to the models, used in the synthesis of the filter, then the gain coefficient 
(32) of the discrepancy automatically changes due to the change in the covariance matrix 
of the innovation sequence according to the rule 
 

                   )k(R)k(S+H)k(HM=)k(P T
ν                                                (35) 

 
in which weight coefficient )k(S is calculated from the discrepancy (31) analysis results. In 
this case the filter gain coefficient (32) can be written in the form of 
 

( ) ( ) ( ) ( )[ ] 1TT kR)k(S+HkHMHkM=kK -
                                (36) 

According to the proposed approach the gain coefficient (32) is changed when the 
following condition is valid 
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where  (.)tr is the trace of matrix. When a significant change in the conditions of the 
operation of the measurement system occurs, the prediction of observations in (31), 

( )1k/kx̂H - , will considerably differ from the observation results )k(z . Consequently, the 
sum of the discrepancy squares on the left side of (37) will characterize the real filtration 
error, while the right side determines the theoretical accuracy of the innovation sequence, 
obtained on the basis of a priori information. If condition (38) is met, then the real 
filtration error exceeds the theoretical error. Therefore, it is necessary to correct the filter 
gain matrix (32). In this case by substituting (35) in (37) the following equation can be 
obtained; 
 

{ } { } { })k(Rtr)k(S+H)k(HMtr=)k(ν)k(νtr TT                                      (38) 
 
Hence taking the expression { } )k(ν)k(ν=)k(ν)k(νtr TT   into consideration, the following 
formula for the weighting factor )k(S is obtained: 
 

{ }
{ })k(Rtr
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=)k(S

TT -
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Using (35), (36) and (39) in the estimation algorithm (29) -(34) gives the possibility to 
accomplish the adaptation of the filter to the change of measurement system operation 
conditions. If the left side of the expression (37) is greater than the right side, the value of 
coefficient )k(S will increase. This corresponds to the beginning of the adaptation of filter. 
Consequently, both the covariance matrix of innovation sequence )k(Pν  (35) and the filter 
gain matrix )k(K  (32) increase, and that cause to the strengthening of the corrective 
influence of discrepancy in (29) which makes the estimation value )k(x̂ approach to the 
actual value )k(x . This will lead to the decrease of discrepancy )k(ν and coefficient )k(S , 
weakening of the corrective influence of discrepancy, etc.  
The final expressions of the proposed adaptive filtration algorithm with the filter gain 
correction insensitive to measurement faults can be written in the following form: 
 
                                                         )k(ν)k(K+)1k/k(x̂=)k(x̂ -  
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where  Du is the covariance matrix of the control input error, )1k(Q -  is the covariance 
matrix of  system noise.  
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where  (.)tr is the trace of matrix. When a significant change in the conditions of the 
operation of the measurement system occurs, the prediction of observations in (31), 

( )1k/kx̂H - , will considerably differ from the observation results )k(z . Consequently, the 
sum of the discrepancy squares on the left side of (37) will characterize the real filtration 
error, while the right side determines the theoretical accuracy of the innovation sequence, 
obtained on the basis of a priori information. If condition (38) is met, then the real 
filtration error exceeds the theoretical error. Therefore, it is necessary to correct the filter 
gain matrix (32). In this case by substituting (35) in (37) the following equation can be 
obtained; 
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Using (35), (36) and (39) in the estimation algorithm (29) -(34) gives the possibility to 
accomplish the adaptation of the filter to the change of measurement system operation 
conditions. If the left side of the expression (37) is greater than the right side, the value of 
coefficient )k(S will increase. This corresponds to the beginning of the adaptation of filter. 
Consequently, both the covariance matrix of innovation sequence )k(Pν  (35) and the filter 
gain matrix )k(K  (32) increase, and that cause to the strengthening of the corrective 
influence of discrepancy in (29) which makes the estimation value )k(x̂ approach to the 
actual value )k(x . This will lead to the decrease of discrepancy )k(ν and coefficient )k(S , 
weakening of the corrective influence of discrepancy, etc.  
The final expressions of the proposed adaptive filtration algorithm with the filter gain 
correction insensitive to measurement faults can be written in the following form: 
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where )k(Pν  is the covariance matrix of the innovation sequence, and )k(S  is the 
weighting factor. The other filter parameters in (40) are same with the ones given in the 
expressions (29)-(34). 
In contrast to the EKF algorithm (29)-(34), in which the filter gain )k(K changes by 
program, in the proposed algorithm the current measurements have larger weight, since 
the coefficients of matrix )k(K are corrected by the results of each observation. This 
algorithm is adapted to the measurement system operation conditions by the 
approximation of the theoretical covariance matrix )k(Pν to the real covariance matrix of 
the innovation sequence, due to the change in the weighting factor )k(S . Mentioned 

change is accomplished because of regarding the matrix )k(ν)k(ν T , which characterizes 
the real filtration error. Proposed adaptive EKF for the F-16 aircraft state estimation will 
ensure the guaranteed adaptation of the filter to the change of the measurement system 
operation conditions, consequently it will become insensitive to sensor failures. 
The  designed adaptive EKF (40) is  not  an  optimum  filter, unlike  the  EKF (29)-(34), 
because  of  the )k(S factor. Even in the absence of a failure, the estimation error could be 
larger than that of the conventional filtration algorithm (29)-(34).  Therefore, adaptive 
algorithm is operated only when the measurements are faulty or in order to isolate the 
detected sensor and actuator/surface failures. In all other cases procedure is run 
optimally with regular EKF (29)-(31). 

 
4. Simulation Results of Failure Detection and Adaptive EKF Algorithms  

The technique for failure detection is applied to multi-input multi-output model of an 
AFTI/F-16 fighter (25). The measurements are processed using Kalman filter (29)-(32) that 
allows us to determine the estimate of the state vector of F-16 aircraft and the covariance 
matrix of the estimate errors at each thk  step. 
If there are no faults in the estimation system, then the normalized innovation sequence  

  ),k()k(RH)k(HM)k(~ 2/1T 


                                        (41) 
 
of the EKF (29)-(32) is a Gaussian white noise with zero mean and a unit covariance 
matrix. Sensor and control surface/actuator failures will result with changes in the above 
characteristics of the sequence of )k(~ .  To verify the hypothesis  0  and 1 , let us use a 
spectral norm of the matrix constructed as (7).  

In the simulations, 997.0=β;9=n;10=m are taken, and the threshold value 2
)1nm(,βχ -   

is found as 11.4. Decisions as to reveal a failure in the system are made based on the rule 
(23). The results of simulations are shown in Figs. 1–16. 

 
4.1 A Sensor Failure (Shift in the Pitch Rate Gyroscope) 
Shift in the pitch rate gyroscope is simulated at iteration 30 as follows;  
  

    3+)k(V+)k(q=)k(z qq , ( )30k≥ .                             (42) 

 
The graph of the spectral norm  Amax  is shown in Figure 1 when a shift occurs in the 
pitch rate gyroscope. 
 As seen in Figure 1, until the sensor failure occurs  Amax  is lower than the threshold. 
When a failure occurs in the pitch rate gyroscope,  Amax  grows rapidly, and after 1 
iteration it exceeds the threshold.  Hence 1  hypothesis is judged to be true. This failure 
causes a change in the mean of the innovation sequence. The innovation sequences in case 
of a shift in the pitch  rate gyroscope are shown in Figures 2-4. 

 
Fig. 1. Behavior of the spectral norm  Amax  in case of a shift in the pitch  rate gyroscope 
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where )k(Pν  is the covariance matrix of the innovation sequence, and )k(S  is the 
weighting factor. The other filter parameters in (40) are same with the ones given in the 
expressions (29)-(34). 
In contrast to the EKF algorithm (29)-(34), in which the filter gain )k(K changes by 
program, in the proposed algorithm the current measurements have larger weight, since 
the coefficients of matrix )k(K are corrected by the results of each observation. This 
algorithm is adapted to the measurement system operation conditions by the 
approximation of the theoretical covariance matrix )k(Pν to the real covariance matrix of 
the innovation sequence, due to the change in the weighting factor )k(S . Mentioned 

change is accomplished because of regarding the matrix )k(ν)k(ν T , which characterizes 
the real filtration error. Proposed adaptive EKF for the F-16 aircraft state estimation will 
ensure the guaranteed adaptation of the filter to the change of the measurement system 
operation conditions, consequently it will become insensitive to sensor failures. 
The  designed adaptive EKF (40) is  not  an  optimum  filter, unlike  the  EKF (29)-(34), 
because  of  the )k(S factor. Even in the absence of a failure, the estimation error could be 
larger than that of the conventional filtration algorithm (29)-(34).  Therefore, adaptive 
algorithm is operated only when the measurements are faulty or in order to isolate the 
detected sensor and actuator/surface failures. In all other cases procedure is run 
optimally with regular EKF (29)-(31). 

 
4. Simulation Results of Failure Detection and Adaptive EKF Algorithms  

The technique for failure detection is applied to multi-input multi-output model of an 
AFTI/F-16 fighter (25). The measurements are processed using Kalman filter (29)-(32) that 
allows us to determine the estimate of the state vector of F-16 aircraft and the covariance 
matrix of the estimate errors at each thk  step. 
If there are no faults in the estimation system, then the normalized innovation sequence  
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of the EKF (29)-(32) is a Gaussian white noise with zero mean and a unit covariance 
matrix. Sensor and control surface/actuator failures will result with changes in the above 
characteristics of the sequence of )k(~ .  To verify the hypothesis  0  and 1 , let us use a 
spectral norm of the matrix constructed as (7).  

In the simulations, 997.0=β;9=n;10=m are taken, and the threshold value 2
)1nm(,βχ -   

is found as 11.4. Decisions as to reveal a failure in the system are made based on the rule 
(23). The results of simulations are shown in Figs. 1–16. 

 
4.1 A Sensor Failure (Shift in the Pitch Rate Gyroscope) 
Shift in the pitch rate gyroscope is simulated at iteration 30 as follows;  
  

    3+)k(V+)k(q=)k(z qq , ( )30k≥ .                             (42) 

 
The graph of the spectral norm  Amax  is shown in Figure 1 when a shift occurs in the 
pitch rate gyroscope. 
 As seen in Figure 1, until the sensor failure occurs  Amax  is lower than the threshold. 
When a failure occurs in the pitch rate gyroscope,  Amax  grows rapidly, and after 1 
iteration it exceeds the threshold.  Hence 1  hypothesis is judged to be true. This failure 
causes a change in the mean of the innovation sequence. The innovation sequences in case 
of a shift in the pitch  rate gyroscope are shown in Figures 2-4. 

 
Fig. 1. Behavior of the spectral norm  Amax  in case of a shift in the pitch  rate gyroscope 
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Fig. 2. Normalized Innovation Sequences )k(~

v , )k(~
 , )k(~

q  in the case of  a shift in the 

pitch rate gyroscope 

 
Fig. 3. Normalized Innovation Sequences )k(~

 , )k(~
 , )k(~

p  in the case of a shift in the 

pitch rate gyroscope 

 
Fig. 4. Normalized Innovation Sequences )k(~

r , )k(~
 , )k(~

   in the case of a shift in the 
pitch rate gyroscope 

 
4.2 A Sensor Failure (the Noise Variance in the Pitch Rate Gyroscope is Changed)  
The noise variance in the pitch rate gyroscope is changed at iteration 30 as follows; 
 

)k(V3+)k(q=)k(z qq , )30k( ≥ .                                                      (43)            

Figure 5 shows that the value of  Amax  sharply increases after the th30 step and 
intersects its admissible bound at the step 42k  . As a result, based on the decision rule 
(23), estimation system failure is noted. This failure causes a change in the variance of the 
innovation sequence. The innovation sequences in case of changes in the noise variance of 
the pitch rate gyroscope are shown in Figures 6-8. 
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Figure 5 shows that the value of  Amax  sharply increases after the th30 step and 
intersects its admissible bound at the step 42k  . As a result, based on the decision rule 
(23), estimation system failure is noted. This failure causes a change in the variance of the 
innovation sequence. The innovation sequences in case of changes in the noise variance of 
the pitch rate gyroscope are shown in Figures 6-8. 
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Fig. 5. Behavior  of the spectral norm  Amax  in case of changes in the noise variance of 
the pitch rate gyroscope 
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Fig. 7. Normalized Innovation Sequences )k(~

 , )k(~
 , )k(~

p  in case of  changes in the 

noise variance of the pitch rate gyroscope 
 

 
Fig. 8. Normalized Innovation Sequences  )k(~

r , )k(~
 , )k(~

   in case of  changes in the 
noise variance of the pitch rate gyroscope 



Sensor and Actuator/Surface Failure Detection Based 	
on the Spectral Norm of an Innovation Matrix 215

 
Fig. 5. Behavior  of the spectral norm  Amax  in case of changes in the noise variance of 
the pitch rate gyroscope 

 
Fig. 6. Normalized Innovation Sequences )k(~

v , )k(~
 , )k(~

q  in case of changes in the 

noise variance of the pitch rate gyroscope 
 

 
Fig. 7. Normalized Innovation Sequences )k(~

 , )k(~
 , )k(~

p  in case of  changes in the 

noise variance of the pitch rate gyroscope 
 

 
Fig. 8. Normalized Innovation Sequences  )k(~

r , )k(~
 , )k(~

   in case of  changes in the 
noise variance of the pitch rate gyroscope 



Fault Detection216

4.3 The Actuator Motor Failure 
Two kinds of failures can occur in an actuator: actuator motor failure, and control surface 
failure. For simulation of the actuator motor failure, the control input  HR  (deflection of 

the right horizontal stabilizer) has been changed to 1)k()k( HRHR  , )30k(   at 
iteration 30. The graph of the spectral norm  Amax  is shown in Figure 9 when a shift 
occurs in the actuator motor at the step 30. This failure causes a change in the mean of the 
innovation sequence. As seen in Figure 9, until the actuator failure occurs, spectral norm 

 Amax  is lower than the threshold. When a failure occurs in the actuator  Amax  
grows rapidly,  and after 3 steps it exceeds the threshold. Hence 1  hypothesis is judged 
to be true. The innovation sequences in the case of actuator motor failure are shown in 
Figures 10-12. 
 

 
Fig. 9. Behavior  of the spectral norm  Amax  in case of actuator motor failure 

 
Fig. 10. Normalized Innovation Sequences )k(~
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Fig. 11. Normalized Innovation Sequences )k(~
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p  in case of  actuator motor 

failure 
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Fig. 12. Normalized Innovation Sequences )k(~

r , )k(~
 , )k(~

  in case of actuator motor 
failure 

 
4.4 The Control Surface Failure  
The proposed failure detection algorithm is used below to detect the control surface 
failures. The control derivatives corresponding to the first control surface (right horizontal 
stabilizer) has been changed as follows at iteration 30; 

                                            ;08.0)1,i(B)1,i(B  ,9,1i  )30k(                                     (44) 
 
The graph of the spectral norm  Amax  is shown in Figure 13 when a shift occurs in the 
control surface. As seen in Figure 13, until the control surface failure occurs,  Amax is 
lower than the threshold. When a fault occurs in the control surface  Amax  grows 
rapidly, and after 28 iterations it exceeds the threshold. Hence 1  hypothesis is judged to 
be true. This failure causes a change in the mean of the innovation sequence. The 
innovation sequences in case of control surface failure are shown in Figures 14-16. 
 

 
Fig. 13. Behavior  of the spectral norm  Amax  in case of control surface failure 
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The graph of the spectral norm  Amax  is shown in Figure 13 when a shift occurs in the 
control surface. As seen in Figure 13, until the control surface failure occurs,  Amax is 
lower than the threshold. When a fault occurs in the control surface  Amax  grows 
rapidly, and after 28 iterations it exceeds the threshold. Hence 1  hypothesis is judged to 
be true. This failure causes a change in the mean of the innovation sequence. The 
innovation sequences in case of control surface failure are shown in Figures 14-16. 
 

 
Fig. 13. Behavior  of the spectral norm  Amax  in case of control surface failure 
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The simulations show that both sensor and actuator/surface failures affect the spectral 
norm of the normalized innovation matrix. The simulation results justify the obtained 

theoretical calculations and show the practical applicability of the proposed failure 
detection algorithm.  
The introduction of the developed fault detection algorithms does not distort the 
estimation results of the filter and has no influence on their accuracy.  
In real situations of exploiting an object, the proposed algorithm enables operative 
detection of faults such as: abnormal measurements, sudden shifts appearing in the 
measuring channel, faultiness of the measuring devices, changes in the statistical 
characteristics of the noises of an object or of measurements, reduction in the 
actuator/surface effectiveness, friction between moving parts of the control surfaces, 
partial loss of a control surface (break off of a part of control surface), malfunctions in the 
computer, and also a sharp change in the trajectory of a monitoring process, etc in order 
to subsequently correct estimators or to make timely decisions on the necessity and the 
character of the control actions with respect to the process of technical exploitation of the 
object. 

 
4.5 Simulation Results of Adaptive EKF Insensitive to Sensor Failures 
Simulation of the proposed adaptive EKF for the F-16 aircraft state estimation is 
performed. The measurements were processed using adaptive EKF (40) insensitive to 
sensor failures. To verify the hypothesis  0  and 1  in cases of the sensor and control 
surface/actuator failures, the spectral norm of the matrix constructed as (7) is used. 
Decisions as to reveal a failure in the system are made based on the rule (23). The results 
of simulations are shown in Figures 17–21. 
Behavior of the spectral norm [ ]Aσmax  in case of changes in the noise variance of the 
pitch rate gyroscope (sensor failure), when the adaptive EKF is used, is given in Figure 17. 
The noise variance of the pitch rate gyroscope has been changed corresponding to (43) at 
iteration 30. 

 
Fig. 17. Behavior  of the spectral norm [ ]Aσmax  in case of changes in the noise  variance of 
the pitch rate gyroscope (adaptive EKF was used)  
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As seen in Figure 17, in spite of the sensor failure, in all iterations  Amax  is lower than 
the threshold. Consequently, via the decision rule (23) 0γ  hypothesis is judged to be true.  
The normalized innovation sequence )k(ν~q  in case of changes in the noise variance of the 

pitch rate gyroscope, when adaptive EKF is used, is shown in Figure 18. The results 
presented in the Figures 17 and 18 show that the adaptive EKF (40) is insensitive to sensor 
failures. Behavior of the weighting factor )k(S of the adaptive filter is given in Figure 19. 
Behavior of the spectral norm [ ]Aσmax  in case of control surface failure, when adaptive 
EKF insensitive to sensor failures is used, is presented in Figure 20. The control derivatives 
corresponding to the first control surface (right horizontal stabilizer) has been changed 
corresponding to (44) at iteration 30. As seen in Figure 20, until the control surface failure 
occurs,  Amax is lower than the threshold. When a fault occurs in the control surface, 

 Amax  grows rapidly, and after 26 iterations it exceeds the threshold. Hence 1  
hypothesis is judged to be true. The normalized innovation sequence )k(ν~q  in case of 

control surface failure, when adaptive EKF is used, is given in Figure 21.  
 

 
Fig. 18. Normalized Innovation Sequences )k(ν~q  in case of changes in the noise variance 

of the  pitch rate gyroscope ( adaptive EKF was used) 
 

 
Fig. 19. Behavior of the weighting factor )k(S  

 
The obtained simulation results show that the proposed adaptive EKF for the F-16 aircraft 
state estimation can isolate the detected sensor and actuator/surface failures. This filter is 
insensitive to sensor failures but sensitive to actuator/surface failures. When a regular 
EKF is used, the decision statistics changes regardless to the failure in the sensors or in the 
actuators/surfaces. On the other hand if the adaptive EKF insensitive to sensor failures is 
used, it is easy to distinguish the sensor and actuator failures. 
The further fault isolation – finding in which component the fault has occurred 
(determining the location of the fault) - can be performed via the innovation approach 
based fault isolation methods described in (Hajiyev & Caliskan, 2003; Hajiyev & Caliskan, 
2005; Hajiyev, 2009). 

 
Fig. 20. Behavior of the spectral norm [ ]Aσmax  in case of the control surface failure 
(adaptive EKF was used) 
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Fig. 21. Normalized Innovation Sequence )k(ν~q  in case of  the control surface failure 

(adaptive EKF was used) 

 
4.6 About Choosing the Number of the Innovation Vectors (Samples)  
Note that, in this case, the inertia (the delay) of the failure detection depends on the 
number of the innovation vectors (samples) m , that  correspond to m  different instants 
of time, from which the matrix of innovation  A  is composed and with an increase in this 
number, this characteristic worsens. On the other hand, a very small value of m  leads to 
frequent false faults. Furthermore, the estimates of the eigenvalues of the matrix 

)k(A)k(AT  and consequently, the singular values of the matrix  )k(A  and the spectral 
norm of the matrix  )k(A  will be biased for small sample sizes in general. Less unlikely 
larger number of the samples m causes to the biasness of the estimates. However, larger 
number of the samples reduces the ability of the algorithm to correctly trace high-
frequency changes of the trajectory, e.g. turns (Mohamed & Schwarz, 1999). Therefore, the 
trade-off between the biasness and the frequent false faults on the one hand and the 
tractability of the estimates and bad inertia characteristic of the fault detection on the 
other hand should be taken into account according to the application at hand. In addition, 
the proper choice of the number of innovation vectors m , depends significantly on the 
motional dynamics. Since the number of samples m , is chosen empirically, there is no 
theoretically justified choice of it at present. Deriving the required correct detection and 
the false alarm characteristics involves mathematical simulation for a justified choice of 
the number of innovation vectors m . For this purpose simulations of the failure detection 
algorithm are performed for the different number of samples m . During simulations four 
kinds of scenario are considered: 

1. In the simulations, m , n , and β  are taken as 95.0=β;9=n;6=m , and the 

threshold value 2
)1nm(,βχ -   is found as 8.1.  The noise variance of the pitch rate 

gyroscope is changed at iteration 30. 
2. In the simulations, m , n , and β  are taken as 95.0=β;9=n;13=m , and the 

threshold value  2
)1nm(,βχ -  is found as 11.91. The noise variance of the pitch rate 

gyroscope is changed at iteration 30. 
3. In the simulations, m , n , and β  are taken as 95.0=β;9=n;30=m , and the 

threshold value 2
)1nm(,βχ -   is found as 17.55. The noise variance of the pitch rate 

gyroscope is changed at iteration 60. 

Decisions as to reveal a failure in the system are made based on the rule (23). The results 
of the simulations are shown in Figures 22–24. Graphs show the behavior of the statistic 

[ ]Aσmax  and its admissible bound in case of changes in the noise variance of the pitch 
rate gyroscope. 

 
Fig. 22. Behavior of the spectral norm [ ]Aσmax  in case of changes in the noise  variance of 
the pitch rate gyroscope at iteration 30 ( 6=m ) 

 
As it is seen from Figure 22, in the first scenario ( 6=m ),the value of the statistic [ ]Aσmax  
exceeds its admissible bound until the 30th step and via the decision rule (23) the false 
failure in the system is detected. When a failure occurs in the pitch rate gyroscope at the 
iteration 30,  Amax  grows rapidly, and after 3 iteration (0.09 s  after fault occurs) it 
exceeds the threshold.  Hence 1  hypothesis is judged to be true. Figure 23 show that in 
the second scenario ( 13=m ), [ ]Aσmax is lower than the threshold until the pitch rate 
gyroscope fault occurs. When a fault occurs in the pitch rate gyroscope at the 30th step, 
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As it is seen from Figure 22, in the first scenario ( 6=m ),the value of the statistic [ ]Aσmax  
exceeds its admissible bound until the 30th step and via the decision rule (23) the false 
failure in the system is detected. When a failure occurs in the pitch rate gyroscope at the 
iteration 30,  Amax  grows rapidly, and after 3 iteration (0.09 s  after fault occurs) it 
exceeds the threshold.  Hence 1  hypothesis is judged to be true. Figure 23 show that in 
the second scenario ( 13=m ), [ ]Aσmax is lower than the threshold until the pitch rate 
gyroscope fault occurs. When a fault occurs in the pitch rate gyroscope at the 30th step, 
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[ ]Aσmax  grows abruptly and at the step 37=τ  (0.21 s after fault occurs) it exceeds its 
admissible bound and the inequality (22) becomes not fulfilled. As a result, on the base of 
decision rule (23) failure in the system is detected. As seen from Figure 24, in the third 
scenario ( 30=m ), the statistic [ ]Aσmax  is lower than the threshold until the pitch rate 
gyroscope fault occurs. After the 60th step (after the fault occurs), the value of the statistic 

[ ]Aσmax increases, and at the step 84=τ  (0.72 s after fault occurs) it exceeds the 
threshold. Hence 1  hypothesis is judged to be true. 
 In the practical implementations the usage of the values between 10 and 20 are 
recommended for the number of samples m .  

 
Fig. 23. Behavior  of the spectral norm [ ]Aσmax  in case of changes in the noise variance of 
the pitch rate gyroscope at iteration 30 ( 13=m ) 

 
Fig. 24. Behaviour  of the spectral norm [ ]Aσmax  in case of changes in noise variance in 
the pitch rate gyroscope at iteration 60 ( 30=m ) 

5. Conclusions and Discussions 

An approach to detect the aircraft sensor and actuator/surface failures based on the 
spectral norm of an innovation matrix is proposed. An upper confidence bound for the 
spectral norm of a random innovation matrix  mnR)k(A    that consists of normally 
distributed random variables with zero mathematical expectation is found. The outlined 
approach allows check of the mathematical expectation and the variance of the innovation 
sequence simultaneously online and does not require a priori information on the 
quantitative changes of its statistical characteristics in case of failure. 
The suggested approach to the failure detection is used for the sensor and 
actuator/surface failure detection problem in the AFTI/F-16 aircraft flight control system. 
An extended Kalman filter has been developed for nonlinear flight dynamic estimation of 
an F-16 fighter. Failures in the sensors and actuators/surfaces affect the characteristics of 
the innovation sequence of the EKF. The failures that affect the mean and the variance of 
the innovation sequence have been considered. The following failures, that affect the 
characteristics of the innovation sequence of the EKF are examined: 

a) Shift in the measurement noise of the pitch rate gyroscope (sensor failure); 
b) Changes in the noise variance of the pitch rate gyroscope (sensor failure); 
c)  Shift in the control input, corresponding to the deflection of the right horizontal 

stabilizer (actuator motor failure); 
d) Changes in the control derivatives corresponding to the right horizontal 

stabilizer (control surface failure). 

The theoretical results are confirmed by the simulations carried out on a nonlinear 
dynamic model of the F-16 aircraft. The obtained simulation results  have confirmed  the 
practical possibility of the diagnostics of the flight control system using the introduced 
spectral norm of the innovation matrix. The introduction of the developed failure 
detection algorithm does not distort the estimation results of the filter and has no 
influence on their accuracy. 
An adaptive EKF for the F-16 aircraft state estimation insensitive to sensor failures is 
designed and a decision approach to isolate the sensor and actuator/surface failure is 
proposed. When a regular EKF is used, the decision statistics changes regardless to the 
failure in the sensors or in the actuators/surfaces. On the other hand, if the adaptive EKF 
insensitive to sensor failures is used, it is easy to distinguish the sensor and actuator 
failures. 
It is shown that the inertia of the fault detection depends on the number of samples m  
and with an increase in this number, this characteristic worsens. On the other hand, a very 
small value of m  leads to frequent false faults. Some recommendations for the choice of 
the number of samples m in the practical implementations are given in this study. 
The presented failure detection method has the following disadvantages: this method is of 
a statistical approach and a particular statistics must be accumulated, and the method has 
no ability to determine the value of the fault (fault identification). 
The future work is to investigate the integrated sensor and actuator/surface failure 
detection, isolation and identification, and reconfigurable control problems together for 
the innovation approach based active fault–tolerant flight control system design.  
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1. Introduction    
 

Fault tolerance is a property of a system that continues operating properly in the event of 
failure of some of its parts. It provides the ability of a system to provide a service 
complying with the specification in spite of faults. If operating quality decreases at all, the 
decrease is proportional to the severity of the failure, as compared to a naively-designed 
system in which even a small failure can cause total breakdown. 
Fault-tolerant design of a drive-by-wire (DBW) system provides key-method for achieving 
safe and reliable systems (Isermann et al, 2002; Shibahata, 2005). It is generally required in 
the design of all mechanical, electrical and software components of drive-by-wire systems. 
Extensive analysis is performed during the design and testing phase, combined with 
quality control methods during manufacturing. This design method reduces faulty 
behaviour dramatically and forms the basis for safe and reliable systems. The design 
method identify potential hazards and associated avoidance requirements, translates 
safety requirements into engineering requirements, provides design assessment and 
trade-off to support the ongoing design, assesses the relative compliance of the design to 
the requirements and document the findings, directs and monitors specialized safety 
testing, and monitors and reviews test and field issues for safety trends.  
It is noted that certain faults and failures cannot be avoided totally. Components in a 
system can fail even after with a fault tolerant design. These faults should be tolerated by 
additional measures and compensated in such a way that they do not cause the overall 
system (or certain critical functions) to fail. The most obvious way to reach this goal is to 
implement duplication in order to avoid single points of failure.  
Duplication can offer fault-tolerance in three different ways: 

 Replication: Providing multiple identical instances of the same system, directing 
tasks or requests to all of them in parallel, and choosing the correct result on the 
basis of a quorum. 

 Redundancy:  Providing multiple identical instances of the same system and 
switching to one of the remaining instances in case of a failure (fall-back or 
backup). 
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 Diversity: Providing multiple different implementations of the same 
specification, and using them like replicated systems to cope with errors in a 
specific implementation.  

For redundancy, ideally it is desirable to have as much redundancy as possible. Instead of 
just two, or three, sensors one would perhaps want ten to be even safer. But the design is 
limited by cost and weight. Diversity in redundant components is desirable. There is also 
redundancy in software, where different programming teams work on solving the same 
problem using different methods. This method gives higher levels of safety than just 
duplicating the same code when running multiple redundant systems. Otherwise the 
same error is likely to happen in the backup system as well. There are three types of 
hardware redundancies as described below: 
1. Static hardware redundancy  
Three or more parallel modules are used that have the same input signal and are all 
active. A voter compares their output signals and decides by majority which is the correct 
one.  In a commonly used triple-redundant modular architecture one fault can be 
masked without the use of special error detection methods. The output is parsed through 
a voter that examines the values. Decision is made based on what the majority thinks is a 
correct view of the reality. There can be a single module that fails, sending faulty output 
values, and system still have a correct view. For a system having n redundant modules, 
system will tolerate (n-1)/2 faults. n must be odd so that there exists no tie. Static 
redundancy is based on the voting of the outputs of a number of modules to mask the 
effects of a fault within these units. The simplest form of this arrangement consists of 
three modules and a voter (TMR). 
2. Dynamic hardware redundancy 
It requires fewer modules at the cost of more information processing. A minimal 
configuration consists of two modules, where one module is in operation, and the second 
module takes over in case of an error. When the second module is continuously operating 
this method is called ‘hot standby’, which has the advantage of shorter downtime of the 
system. However since it is operating all the time aging of the module becomes a 
disadvantage. In a ‘cold-standby’ configuration, the backup system is normally out of 
function. It only becomes operational in case of an erroneous primary system. Both 
configurations need for error-detection methods observing if a module becomes faulty. 
Methods range from simple ones such as limit value and plausibility checks, parity 
checking and watchdog timers, to sophisticated signal-model-based or process-model-
based methods. In dynamic redundancy fewer modules are used but we have to do more 
information processing. The system has to detect if a module is malfunctioning and 
reconfigure the system so that the module is shutdown and the backup module is brought 
online. Dynamic redundancy based on fault detection rather than fault masking, achieved 
by using two modules and some sort of comparison on their outputs that can detect 
possible faults. It offers lower component count but is not suitable for real-time 
applications.  
3. Hybrid hardware redundancy 
In this configuration, a combination of voting, fault-detection, and module switching 
techniques is used. It is a hybrid of static and dynamic redundancies.  
In order to bring down the cost, the total number of redundant components must be 
reduced without compromising the fault tolerance. One possible solution to this problem 

 

is to utilize analytical redundancy or model based fault detection, isolation, and 
accommodation. Model-based Fault Detection and Isolation explicitly use a mathematical 
model of the system. It is motivated by the conviction that utilizing deeper knowledge of 
the system results in more reliable diagnostic decisions. The main idea is “analytical 
redundancy” which makes comparison of measurement data with known mathematical 
model of the physical process. It is superior to “hardware redundancy” generated by 
installing multiple sensors for the same measured variable. They offer simplicity, 
flexibility in the structure, less hardware, less weight, and cost. 

 
2. Analytical Redundancy 
 

Model-based Fault Detection and Isolation is achieved by implementing more complex 
failure detection algorithms that take careful account of system dynamics; utilizing such 
algorithms, one may be able to reduce requirements for costly hardware redundancy. 
Analytical redundancy based FDI (failure detection and isolation) uses a model of the 
dynamic system to generate the redundancy required for failure detection. In many 
systems, all of the states cannot be measured because of cost, weight and size 
considerations, therefore, FDI schemes for such systems must extract the redundant 
information from dissimilar sensors, using the differential equations that relate their 
outputs. In addition to taking hardware issues into consideration, the designer should 
consider the issue of computational complexity. Most model-based FDI methods rely on 
analytical redundancy. In contrast to physical redundancy, when measurements from 
different sensors are compared, now sensory measurements are compared to analytically 
obtained values of the respective variable and the resulting differences are called 
residuals. The deviation of residuals from the ideal value of zero is the combined result of 
noise, modelling errors and faults. A logical pattern is generated showing which residuals 
can be considered normal and which ones indicate a fault. Such a pattern is called the 
signature of the failure. The final step of the procedure is the analysis of the logical 
patterns obtained from the residuals, with the aim of isolating the failures that cause 
them. Such analysis may be performed by comparison to a set of patterns known to 
belong to sample failures or by the use of some more complex logical procedure. 

 
3. Case Study: Analytical Redundancy Based Fault Detection, Isolation, and 
Accommodation of a Steer By Wire System 
 

Proposed Methodology 
 

It is clear that a major challenge for steer by wire (SBW) system is to reduce the cost and 
the number of hardware components (e.g. sensors) while maintaining safety. Analytical 
redundancy method has been investigated by several applications before (Gertler, 1992; 
Dong & Hongyue, 1996; Suzuki et al, 1999; Venkateswaran et al, 2002; Anwar & Chen, 
2006). However, most of these investigations focused on hardware redundancy based 
fault detection and simulation on aircraft applications as opposed to hardware experiment 
of analytical redundancies for automobiles with SBW system. The objective of this 
research is to study the feasibility of an analytical redundancy method for a SBW system 
through hardware-based experiment instead of software simulation. 
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problem using different methods. This method gives higher levels of safety than just 
duplicating the same code when running multiple redundant systems. Otherwise the 
same error is likely to happen in the backup system as well. There are three types of 
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Three or more parallel modules are used that have the same input signal and are all 
active. A voter compares their output signals and decides by majority which is the correct 
one.  In a commonly used triple-redundant modular architecture one fault can be 
masked without the use of special error detection methods. The output is parsed through 
a voter that examines the values. Decision is made based on what the majority thinks is a 
correct view of the reality. There can be a single module that fails, sending faulty output 
values, and system still have a correct view. For a system having n redundant modules, 
system will tolerate (n-1)/2 faults. n must be odd so that there exists no tie. Static 
redundancy is based on the voting of the outputs of a number of modules to mask the 
effects of a fault within these units. The simplest form of this arrangement consists of 
three modules and a voter (TMR). 
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It requires fewer modules at the cost of more information processing. A minimal 
configuration consists of two modules, where one module is in operation, and the second 
module takes over in case of an error. When the second module is continuously operating 
this method is called ‘hot standby’, which has the advantage of shorter downtime of the 
system. However since it is operating all the time aging of the module becomes a 
disadvantage. In a ‘cold-standby’ configuration, the backup system is normally out of 
function. It only becomes operational in case of an erroneous primary system. Both 
configurations need for error-detection methods observing if a module becomes faulty. 
Methods range from simple ones such as limit value and plausibility checks, parity 
checking and watchdog timers, to sophisticated signal-model-based or process-model-
based methods. In dynamic redundancy fewer modules are used but we have to do more 
information processing. The system has to detect if a module is malfunctioning and 
reconfigure the system so that the module is shutdown and the backup module is brought 
online. Dynamic redundancy based on fault detection rather than fault masking, achieved 
by using two modules and some sort of comparison on their outputs that can detect 
possible faults. It offers lower component count but is not suitable for real-time 
applications.  
3. Hybrid hardware redundancy 
In this configuration, a combination of voting, fault-detection, and module switching 
techniques is used. It is a hybrid of static and dynamic redundancies.  
In order to bring down the cost, the total number of redundant components must be 
reduced without compromising the fault tolerance. One possible solution to this problem 

 

is to utilize analytical redundancy or model based fault detection, isolation, and 
accommodation. Model-based Fault Detection and Isolation explicitly use a mathematical 
model of the system. It is motivated by the conviction that utilizing deeper knowledge of 
the system results in more reliable diagnostic decisions. The main idea is “analytical 
redundancy” which makes comparison of measurement data with known mathematical 
model of the physical process. It is superior to “hardware redundancy” generated by 
installing multiple sensors for the same measured variable. They offer simplicity, 
flexibility in the structure, less hardware, less weight, and cost. 

 
2. Analytical Redundancy 
 

Model-based Fault Detection and Isolation is achieved by implementing more complex 
failure detection algorithms that take careful account of system dynamics; utilizing such 
algorithms, one may be able to reduce requirements for costly hardware redundancy. 
Analytical redundancy based FDI (failure detection and isolation) uses a model of the 
dynamic system to generate the redundancy required for failure detection. In many 
systems, all of the states cannot be measured because of cost, weight and size 
considerations, therefore, FDI schemes for such systems must extract the redundant 
information from dissimilar sensors, using the differential equations that relate their 
outputs. In addition to taking hardware issues into consideration, the designer should 
consider the issue of computational complexity. Most model-based FDI methods rely on 
analytical redundancy. In contrast to physical redundancy, when measurements from 
different sensors are compared, now sensory measurements are compared to analytically 
obtained values of the respective variable and the resulting differences are called 
residuals. The deviation of residuals from the ideal value of zero is the combined result of 
noise, modelling errors and faults. A logical pattern is generated showing which residuals 
can be considered normal and which ones indicate a fault. Such a pattern is called the 
signature of the failure. The final step of the procedure is the analysis of the logical 
patterns obtained from the residuals, with the aim of isolating the failures that cause 
them. Such analysis may be performed by comparison to a set of patterns known to 
belong to sample failures or by the use of some more complex logical procedure. 

 
3. Case Study: Analytical Redundancy Based Fault Detection, Isolation, and 
Accommodation of a Steer By Wire System 
 

Proposed Methodology 
 

It is clear that a major challenge for steer by wire (SBW) system is to reduce the cost and 
the number of hardware components (e.g. sensors) while maintaining safety. Analytical 
redundancy method has been investigated by several applications before (Gertler, 1992; 
Dong & Hongyue, 1996; Suzuki et al, 1999; Venkateswaran et al, 2002; Anwar & Chen, 
2006). However, most of these investigations focused on hardware redundancy based 
fault detection and simulation on aircraft applications as opposed to hardware experiment 
of analytical redundancies for automobiles with SBW system. The objective of this 
research is to study the feasibility of an analytical redundancy method for a SBW system 
through hardware-based experiment instead of software simulation. 
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The analytical redundancy method discussed in this paper makes the following 
assumptions: The probability of two sensors failing simultaneously is much less than that 
for only one sensor failing. Similarly, the probability of three sensors failing 
simultaneously is much less than that for two-sensor-fault.  
It simulation studies, it has been shown that the accuracy of the Fault Detection and 
Isolation Accommodation (FDIA) algorithm won’t be sacrificed by the reduction of the 
number of physical sensors since analytical redundancy will provide additional 
information (Anwar & Chen, 2006). 
The research methodology in this paper involves several parts. These parts are: 

 Build of a simplified SBW system hardware-in-loop (HIL) bench with necessary 
hardware components. 

 Development of control models for SBW system. These models involve:  
- A modified 4th order vehicle model 
- A nonlinear observer model based on the vehicle model 
- A long range prediction model with different prediction horizons 
- A FDIA algorithm for sensor fault detection based on analytical redundancy. 

Completion of the build of the HIL bench for the SBW system (illustrated in Figure 1) 
involves: 
• A steering wheel module with three angular sensors and one electric motor for haptic 
feedback. 
• A rapid prototyping controller from dSpace, MicroAutoBox Model 1401, which receives 
input signals from all angular sensors on the steering wheel, feedback signals from all 
angular sensors on the pinion of the rack and pinion assembly, sends commands to motor 
drivers and servo motors. And, all necessary wiring and cable devices between 
controllers, drivers, motors, and sensors. 
• A set of motors: the motor drivers, Parker OEM770T, the servo motors, Parker BE342KJ-
K10N, and a set of gears and a gear box converting the servo motor’s rotation into rack’s 
linear motion. 
• A rack and pinion assembly with fixture. The rack and pinion assembly is that of a 
Volkswagen SI-9281-9-2, which provides lateral movement of the steering system. Three 
angular sensors situated on the pinion provide the feedback signal to controller. And two 
springs with spring coefficient 2000 N/in are attached a both ends of the rack to 
simulated the road loads for the SBW HIL bench. 
For real vehicles, the road wheel friction force created at the contact patch of road and tire 
can be transmitted to rack via front wheels. In building the hardware of the SBW system 
in this paper (Figure 1), there are two springs that replace front wheels and these two 
springs also provide simulated force caused by front wheels contacting road surface. The 
rack was made for power steering wheel system (with pinion on top). In a close-loop 
control system, there must be a feedback from the road wheel system (rack/pinion). Thus, 
the pinion is taken as the feedback signal source for close-loop control (Figure 2). 
 

 

 
Fig. 1. Loop bench for simplified SBW system 
 
Developing the overall analytical redundancy based FDIA and control model and 
performing the validation tests of FDIA algorithms is the main work in this research. 
Before modelling the FDIA algorithms as a part of fault tolerant control, it is necessary to 
understand the complete control model considered in this paper (Figure 3). The complete 
model shows that the fault tolerant control is made possible by FDIA. θ (pinion angle) 
from vehicle model and from predictor are checked by FDIA logic to isolate any sensor 
fault on the pinion. The vehicle model converts motor’s current into pinion angle via the 
nonlinear observer. Ideally, we wished to make the steering wheel rotation and the pinion 
angle rotation simultaneously. But, due to the dynamic model used in the observer and 
usage of low pass filter to reduce noise in the feedback signals, a delay is introduced in 
the after the pinion angle is reconstructed using the observer. In order to reduce this 
delay, a long range predictor is used in the observer model that reduces the delay 
between steering wheel’s angle and pinion angle (Anwar & Chen, 2006). And, the 
observer in the overall model provides the information about other state variables inside 
the controller as well (Hasan & Anwar, 2008; Nise, 1994). 
Lastly, by taking the advantage of Matlab/Simulink and the code-compiling functions 
provided by dSpace, the steering system model, the modified vehicle model, the nonlinear 
observer, the predictor, and the FDIA algorithm were implemented in real-time 
environment which was then downloaded into the dSpace MicroAutoBox controller. 
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observer in the overall model provides the information about other state variables inside 
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Lastly, by taking the advantage of Matlab/Simulink and the code-compiling functions 
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Fig. 2. Flow chart of simplified SBW system with mechanism/component 
 

 
Fig. 3.  Complete control model of simplified SBW system 

 
3.2 SBW Hardware-In-Loop Bench Design and Construction 
In building the loop bench, there are several components and parts (Table 1) used in 
machine constructing. The overall road wheel portion (including rack and pinion) of the 
HIL bench is shown in Figure 4. 
 

 
Table 1. List of components/parts for building the loop bench 
 
For the design and construction of mechanical components of the bench, each component 
was been modelled by using Pro/E Wildfire 3.0 and tested by using ANSYS 14.0 to check 
the maximum deformation within the material (steel). 
 

 

 
Fig. 4.  Completed construction of the hardware 
 

 
Fig. 5.  Complete SBW hardware with all hardware components 
 
Once the construction of hardware was finished, all the electrical and electronic 
components of the HIL bench (listed in Table 1) were then connected using the designed 
wiring diagram. The complete SBW system with the mechanical components, driver, 
controller, laptop computer, and power supply is represented in Figure 5. 

 
4. Observer, Predictor, and FDIA Algorithm 
 

A majority of the theoretical developments for analytical redundancy has been described 
in references (Anwar & Chen, 2006; Hasan & Anwar, 2008). A summary of the observer, 
predictor, and FDIA algorithms are presented below.  
The overall vehicle and steering system model are given by (Anwar, 2005):  
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Whrere,  is the vehicle body side slip angle, r is the vehicle yaw rate at the center of 
gravity,  is the steering angle at road wheel, C,f & C,r are cornering coefficients for the 
front & rear wheels  respectively, a & b are distance between front & rear axles to the 
vehicle center of gravity respectively, m is vehicle mass, V is vehicle nominal velociy, Iz is 
vehicle inertia in yaw direction, J is wheel ineria, tm & tp are mechanical and pneumatic 
trails repectively, km is the motor torque constant. The details of the above model 
equations can be found in (Hasan, 2007) and is based on simplified single track vehicle 
model (or bicycle model) as illustrated in Figure 6.  
 

 
Fig. 6. Linear vehicle model simplified as bicycle model 

 

 
Fig. 7. Nonlinear observer (sliding mode) in state space form 
 
A sliding mode observer was designed based on the above vehicle model. The details of 
the sliding mode observer developed are described in (Hasan, 2007; Utkin et al, 1999; 
Stotsky, & Hu, 1997) and hence skipped here. A schematic of this observer is given in 
Figure 7. 
A long range prediction algorithm was designed based on Diophantine equation (Clarke 
et al, 1987). This algorithm was then used to predict the future output (e.g. steering angle 
at road wheel) which is then used in the FDIA algorithm. This objective of this predictor is 
to reduce the latency in fault detection due to computational delays. A detailed account of 
this prediction algorithm can be found in (Hasan & Anwar, 2008). Only prediction 
equation is stated here for reference.  
 

          )()()1()()()( 111 tzFjtUzAzEjt jj                     (2) 

 
Where, t is current time, z-1 is the backward shift operator in z-domain, Ej and Fj are 
polynomials in Diophantine equation which are uniquely defined given the system 
characteristic polynomial A(z-1), U is the system input. 
The fault detection, isolation, and accommodation algorithms (FDIA) are based on a 
majority voting scheme and are given in details in (Hasan, 2007; Niu, 2009). Only the 
fundamental algorithm in flow chart format is given here for brevity (Figures 8 and 9).  
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Where, t is current time, z-1 is the backward shift operator in z-domain, Ej and Fj are 
polynomials in Diophantine equation which are uniquely defined given the system 
characteristic polynomial A(z-1), U is the system input. 
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majority voting scheme and are given in details in (Hasan, 2007; Niu, 2009). Only the 
fundamental algorithm in flow chart format is given here for brevity (Figures 8 and 9).  
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Fig. 8.  Single-sensor FDIA logic 
 

 
Fig. 9.  FDIA logic in detecting fault state of three sensors 

 
 
 

 

5. Experimental Results 
 

Before we illustrate the FDIA algorithms used in this work, it is necessary to describe the 
types of Faults which are tested in this research. Commonly, faults can be classified in 
three main types: transient fault (Figure 10), hard fault (Figure 11), and soft fault (Figures 
12 – 13). 
 

 
Fig. 10.  Normal signal and signal with transient fault 
 

 
Fig. 11. Persistent fault, a hard fault 
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Fig. 12. Attenuating fault, a soft fault 
 

 
Fig. 13. Variable phase shift, a soft fault 
 
5.1 Servo Motor Control Modeling by Using Matlab/Simulink 
In order to build the control program for the experiment with the SBW system, it is first 
necessary to develop the basic functions to control the angular rotation of motor via 
feedback information from steering wheel’s angular sensors. Servo motor control function 
(Figure 14) is the combination of the controller block and the servo motor block in Figure 
3, and involves a counter, a PID controller, and a command block. 
 

 

 
Fig. 14. Motor rotation control made by Simulink (shaded area) 

 
5.2 Vehicle Parameters 
The vehicle parameters used in a previous work (Hasan & Anwar, 2008) has been adopted 
for the modified vehicle model here and is modeled in Matlab/Simulink. These vehicle 
parameters are given in Table 2. 
 

Parameter Value 
Cα,f 22000 (N/rad) 
Cα,r 55000 (N/rad) 
m 1400 (kg) 
V 15 (m/s) 
b 1.5 (m) 
a 1 (m) 
Iz 4000 (kg-m2) 
tp 0.025 (m) 
tm 0.03 (m) 
J 20 Kg-m2 

Table 2. Parameter values used for the modified vehicle model 
 
A validated sliding mode observer model was developed using the HIL bench. The 
overall observer model along with the predictor is shon in Figure 15 will all the 
input/output relationships. It is noted that if the steering model in Figure 15 is 
G(s)=(s)/im(s), then the expression for motor current reading is be given by im(s) = G-

1(s)(s). 
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Fig. 15.  Steering angle observation and predictor taken in SBW control system 
 
Usage of ControlDesk program provides a convenient connection between modelling 
control program using Matlab/Simulink and using dSpace D1401 as a prototyping 
controller. After the control model built by using Matlab/Simulink is downloaded into 
D1401, ControlDesk program can help users to view and record various model 
parameters and inputs/output data. Additionally, other functions such as testing 
hardware with any control model, reporting state, etc. can also be performed. A number 
of interfaces were built by using ControlDesk to test steering function to move the rack, to 
test FDIA logic with different fault types, and to test the detection speed in detecting fault 
of predicted   with different prediction horizon. 
The purpose of adding a predictor in a control system is to reduce the delay between 
input and system’s response. If we remove the FDIA and Predictor, then the system’s 
feedback in a close-loop control system becomesestimated. Similarly, if the predictor hasn’t 
been removed, then predicted can be equal to estimated when selecting the horizon as zero (J 
= 0). 
Now, Figure 16 and Figure 17 represent the delay between desired and estimated. In Figure 
15, it is the same as the delay between desired and predicted for J equal to zero because 
estimated is equal to predicted for J =0. 
From these figures, it is noted that the controller with servo motor in the SBW System 
causes a 40 millisecond delay between desired and estimated. 
When the SBW System with Predictor (Figure 3) is used with different number of J, it is 
noted that selecting a higher number of J makes predicted closer todesired (Figure 17). Thus, 
using long range predictor with higher number of horizon can shorten the delay time 
between steering angle input and predicted steering angle output. 
 

 

 
Fig. 16.  Steering angle and estimated steering angle 
 

 
Fig. 17. A 0.04-second delay between desired and estimated 
 
In this paper, a number of tests are designed to test whether the FDIA is able to detect 
transient, hard, and soft faults with the sensors attached with pinion, not predicted with 
different horizon.    
 
In this section, the FDIA is tested with transient fault, hard fault (persistent zero and 
constant phase shift), and soft fault (increased amplitude, attenuated amplitude and 
variable phase shift). With appropriate designed FDIA using Matlab/Simulink and using 
Control Desk program, the FDIA interface built with Control Desk program is able to 
report the times of transient fault, the fallen sensor, and the state of morn than one sensor 
fallen. 
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Fig. 18. Reported times of transient fault (circled area) 
 

 
Fig. 19. Normal signal after transient zero is removed 
 
To test transient fault and hard fault for the SBW System with mechanism, three manually 
operated switched are wired between the angular sensors coupled with pinion and D1401. 
Also, to test soft fault, Simulink blocks with signal-increasing, signal-attenuating and 
phase-shifting functions are added into the SBW System.  
After manually operated switches and Simulink blocks are made, the ability of detecting 
fault using FDIA algorithm with transient, hard, and soft faults respectively was tested.  
In testing transient fault, the transient-fault signal is made by quickly turning off and then 
turning on a manually operated switch with a selected sensor coupled with pinion. Thus, 

 

a transient signal can be created for testing purpose. After doing experiment, the FDIA 
interface (Figure 18) represents the detection of transient fault with 2; it shows that the 
FDIA interface is able to record the times of transient fault. Certainly, the interface keeps 
the times of transient fault (Figure 18) after transient fault is removed (Figure 19). 
Next, we test persistent zero with FDIA interface. The persistent-zero signal is created by 
turning off the manually operated switch with a selected sensor on pinion. Then, the 
interface immediately reports a fault state of the selected sensor (Figure 20). Later, once 
the switch is turned on (Figure 20), the fault state is updated as fault-out (Figure 21). 
 

 
Fig. 20. Fault state reported by FDIA interface for persistent zero with 2(circled area) 
 
To test the attenuating-amplitude fault with FDIA interface, the ControlDesk interface 
creates a decreasing-amplitude fault with a selected , and fault detection from FDIA 
interface is then observed (Figure 22). After the test was completed, it was noted that 
attenuating-amplitude fault is removed, and then it was observed that the FDIA interface 
updated the fault state (Figure 23). 
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attenuating-amplitude fault is removed, and then it was observed that the FDIA interface 
updated the fault state (Figure 23). 
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Fig. 21. Normal signal after persistent zero is removed 
 

 
Fig. 22. Fault state reported by FDIA interface for attenuating amplitude with 2 (circled 
area) 
 

 

 
Fig. 23. Normal signal after attenuating amplitude is removed 
 

 
Fig. 24. Horizon versus fault-detecting speed for attenuating amplitude 
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For this fault case, the impact of the predictor with various prediction horizons is studied. 
Here the fault detection times are recorded for each prediction horizon selection. After 
completing the experiment with all selected prediction horizon, the result for attenuating-
type fault is shown in Figure 24. It is clear that selecting higher number of horizon makes 
the FDIA report the detecting speed faster. Again, this result is similar to the ones tested 
in software-simulation experiment (Hasan & Anwar, 2008). 
Similarly, to test variable-phase-shift fault with FDIA interface, the interface creates a 
variable-phase-shift fault with a selected , and fault detection from FDIA interface is then 
observed (Figure 25). After the test was completed, it is noted that the fault is removed, 
and then it was observed that the FDIA interface updated fault state. (Figure 26). 
Finally, in verifying the performance with varying-phase-shifting-type fault, the result 
shows that selecting a higher number for prediction horizon makes the FDIA report the 
detecting speed slower (Figure 27). However, this result is different that the once as tested 
in (Hasan, 2007) using software-simulation. 
 

 
Fig. 25. Fault state reported by FDIA interface for variable phase shift with 2 (circled 
area) 
 

 

 
Fig. 26. Normal signal after variable phase shift is removed 
 

 
Fig. 27. Horizon versus fault-detecting speed for variable phase shift. 

 
 
 



Fault Detection, Isolation, and Control of Drive By Wire Systems 251

 

For this fault case, the impact of the predictor with various prediction horizons is studied. 
Here the fault detection times are recorded for each prediction horizon selection. After 
completing the experiment with all selected prediction horizon, the result for attenuating-
type fault is shown in Figure 24. It is clear that selecting higher number of horizon makes 
the FDIA report the detecting speed faster. Again, this result is similar to the ones tested 
in software-simulation experiment (Hasan & Anwar, 2008). 
Similarly, to test variable-phase-shift fault with FDIA interface, the interface creates a 
variable-phase-shift fault with a selected , and fault detection from FDIA interface is then 
observed (Figure 25). After the test was completed, it is noted that the fault is removed, 
and then it was observed that the FDIA interface updated fault state. (Figure 26). 
Finally, in verifying the performance with varying-phase-shifting-type fault, the result 
shows that selecting a higher number for prediction horizon makes the FDIA report the 
detecting speed slower (Figure 27). However, this result is different that the once as tested 
in (Hasan, 2007) using software-simulation. 
 

 
Fig. 25. Fault state reported by FDIA interface for variable phase shift with 2 (circled 
area) 
 

 

 
Fig. 26. Normal signal after variable phase shift is removed 
 

 
Fig. 27. Horizon versus fault-detecting speed for variable phase shift. 
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6. Summary and Conclusion 
 

Although automobiles with Steer-by-Wire Control applications are still limited to only 
prototypes without any near-term commercialization scenario, the potential has been 
proven by recent research work based on simulation and prototype-based experiments. In 
this paper, we developed analytical redundancy algorithms using a sliding mode observer 
and long-range predictor that have been validated on a steer by wire hardware in loop 
bench. It has also been shown that overall robustness of the SBW system is not sacrificed 
through the usage of analytical redundancy for sensors along with the designed FDIA 
algorithm. It is also shown that the faults can be detected faster using the developed 
analytical redundancy based algorithms for amplifying-type and attenuating-type faults 
as shown in results section.  
However, the fault detection speed for different prediction horizons for the varying 
phase-shift type faults, the developed analytical redundancy based FDIA algorithms 
developed for this paper doesn’t work as good as in software-simulation. A close look at 
the result of detecting varying-phase-shift faults reveals that selecting longer prediction 
horizon for the predictor would reduce the delay time between input and system’s 
output. But, this also means that if there is a fault with gradually changing phase, the 
system with longer horizon w\would not be able to react or isolate the fault quickly. The 
reason for the inability of detecting varying-phase-shifting fault faster is that phase of 
system’s response is changed when the input’s phase is changed (Figure 28). 
 

 
Fig. 28. Phase change occurring when variable phase shift happens with different horizon 
 
Therefore, in order to make possible improvements in solving this problem, an enhanced 
FDIA algorithm is needed such as tracking the phase for certain duration, etc. 
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1. Introduction 
 

Electric machines are electromagnetic energy conversion devices that convert one form of 
energy into another form. Electric machines have been playing important roles in the 
developments of modern industrial technology for over a century. Better understanding of 
energy conversion principles coupled with evolution of new and improved materials has 
contributed to the developments of machine designs. The applications of electric machines 
are increasing rapidly with increased technological advancements. The advances of modern 
digital computers and recent developments in power electronics and semiconductor devices 
have made revolutionary contributions on the design and control of electric machines. The 
direct current (dc), induction, and synchronous machines are the three major electric 
machines that serve industrial, commercial and household needs. The time-stepping finite 
element analysis has helped in further developments and design optimization of electric 
machines. Thus, new electric machines such as brushless dc (BLDC) motor, switched 
reluctance motor, permanent magnet hysteresis motor, permanent magnet synchronous 
motor, self-excited induction generator, and doubly fed induction generator are developed 
and implemented for household and industry applications (Rahman, 1980; Slemon, 1992). 
The electric machines comes in many sizes and forms, and fulfill their function either 
independently or as part of a highly complex process in which all elements must function 
smoothly so that production can be maintained. The function of an individual electric 
machine is normally seen as separable from the rest of the electromechanical system. Not 
withstanding their high reliability, electric machines face various stresses including faults 
during different operating conditions. Hence the condition monitoring, faults diagnostic, 
and protection become necessary in order to avoid catastrophic failures of electric machines. 
The use of comprehensive monitoring schemes for the continuous assessment of electrical 
machines is becoming increasingly important. It is possible to provide adequate warning of 
imminent/incipient failures using new condition monitoring techniques. It is also possible 
to schedule future preventive maintenance and repair work in addition to present 
maintenance needs. This can result in minimum downtime and optimum maintenance 
schedules. Faults diagnosis allows a machine operator to have the necessary spare parts 
before the machine is stripped down, which also reduce machine outage times. If faults 
diagnosis is integrated into the maintenance policy, the usual maintenance at specified 

12



Fault Detection256

intervals can be replaced by condition centered maintenance. This can also eliminate 
unnecessary maintenance (Vas, 1996). It is important to stress the fact that protection system 
for electric machines is basically designed to act only when a fault has occurred in order to 
initiate some remedial action. Virtually all electric machine protection systems embody 
some form of protective devices. In a typical machine, they are used in some or all of the 
following schemes 
 
 Earth fault protection, 
 over current protection, 
 differential current protection, 
 under and overvoltage protection, 
 negative phase sequence protection, 
 field failure protection, 
 reverse power protection, 
 over speed protection, 
 excessive vibration protection, 
 thermal overload protection, etc. 

 
The executive action of a protection system is the disconnection of the piece of machinery of 
a plant from the supply. Such action is acceptable if the machine is readily dissociated from 
the process it is involved with, or if it exists substantially in isolation. However, if the 
machine is vital to the operation of a process, then an unscheduled shutdown of the 
complete process may occur. The losses involved may then be significantly greater than 
those resulting simply from the loss of output during a schedule shutdown. The capital cost 
of an individual electric machine is more often not small compared with the capital costs 
involved in a plant shutdown. Maintenance is most effective when it is planned to service 
many items in the course of a single outage. Therefore, condition monitoring of an electric 
machine is not necessarily aimed at the machine itself, but also at the wider health of the 
process involving the machines (Tavner et al., 2008).  

 
2. State of the Art Faults Diagnostic and Condition Monitoring Technologies  
 

Intensive research has been conducted to develop and implement new and reliable 
techniques for condition monitoring, faults diagnostic and protection of electric machines. 
The modern techniques are based on the application of advanced digital signal processing 
tools on stator currents. The signal processing tools include discrete Fourier transform (DFT), 
fast Fourier transform (FFT), wavelet transform (WT), and other high level frequency 
spectra analysis tools. The model reference adaptive system and artificial intelligence have 
also been used for faults diagnostic and protection of electric machines. In these non-
invasive faults diagnostic techniques, either stator current or vibration signals of electric 
machines is used to detect a fault. The new faults diagnostic techniques for electric machines 
can be broadly classified into three categories: (a) artificial intelligence based techniques, (b) 
standard digital signal processing based techniques, (c) advanced digital signal processing 
based techniques. The artificial intelligence (AI) based techniques include the applications of 
expert systems (ES), genetic algorithm (GA), support vector machine (SVM), neural 
networks (NN), fuzzy logic (FL), and neuro-fuzzy. The standard digital signal processing 

based techniques include the applications of discrete Fourier transform (DFT), fast Fourier 
transform (FFT), short time Fourier transform (STFT), and higher order spectra (HOS) such 
as bi-spectrum, tri-spectrum, etc. The advanced digital signal processing based techniques 
include the applications of continuous wavelet transform (CWT), discrete wavelet transform 
(DWT), wavelet packet transform (WPT), and wavelet neural network (WNN). The use of 
partial discharge (PD), and measurements of stator temperature and negative sequence 
impedance have also been documented in the literatures for faults diagnostic of electric 
machines. A state of the art review of various forms of condition monitoring and faults 
diagnostic techniques for squirrel cage and wound rotor induction motors, permanent 
magnet synchronous motors, interior permanent magnet (IPM) motors, separately excited 
synchronous generators, etc, are given in the following subsections. 

 
2.1 Application of artificial intelligence 
The artificial intelligence (AI) is the study of system conditions through the use of 
computational models. The AI tools are of great practical significance in engineering to 
solve various complex problems, which require human intelligence. Recently, significant 
efforts have been made on the use of artificial intelligence tools to develop condition 
monitoring and faults diagnostic techniques for electric machines. Filippetti et al., (1988), 
have outlined an expert system (ES) based on the knowledge representation for faults 
diagnostic of induction motors. The knowledge based ES uses instantaneous line currents, 
line voltages, and rotor speed as input variables. Leith et al., (1988), have presented an on-
line real time ES for diagnosing faults in induction motors. The knowledge base consists of a 
failure tree, an observation tree, and a case tree. The proposed ES require theoretical and 
practical studies of fault mechanisms, and case histories of fault analyses. This method is 
vulnerable to uncertainty and is not quite suitable from computational point of view. 
Pöyhönen et al. (2002), have implemented support vector machine (SVM) based faults 
diagnostic and classification technique for an inverter fed squirrel cage induction motor. 
The magnetic field analysis is used to get virtual data of the healthy and faulty operating 
conditions of the induction motor. The power spectra of stator current are used as inputs to 
the SVM based classifier to distinguish healthy condition from normal unfaulted condition. 
However, the technique may fail if two separate classes get equal amount of votes. In 
addition, it did not consider the possible redundancy from pair-wise outputs of the classifier. 
Chow et al. (1991), have implemented a three-layer feed forward neural network for 
condition monitoring of induction motors in real time. The stator inter-turn and motor 
bearing faults are investigated at constant load torque. The stator currents and rotor speed 
are used as inputs during the off-line training of the network. The network is implemented 
in real time using a digital signal processor board. The network showed satisfactory 
performances with higher number of hidden nodes. However, the technique is not quite 
accurate due to the dynamic nature of machine parameters. In addition, it requires large 
number of training data set in order to cover all the operating conditions including the 
faulted and unfaulted conditions of the motor. Lasurt et al. (2000), have implemented a 
fuzzy logic based condition monitoring and faults diagnostic technique for induction 
motors. The proposed technique implemented the higher order statistical (HOS) analysis of 
the machine vibration signal.  The fuzzy logic procedures are then applied to the HOS 
signatures in order to enable diagnosis of a machine fault. Park et al. (2004), have presented 
an adaptive neuro-fuzzy inference system (ANFIS) based faults diagnostic technique for an 
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in real time using a digital signal processor board. The network showed satisfactory 
performances with higher number of hidden nodes. However, the technique is not quite 
accurate due to the dynamic nature of machine parameters. In addition, it requires large 
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faulted and unfaulted conditions of the motor. Lasurt et al. (2000), have implemented a 
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inverter fed pulse width modulated induction motor drive system. The proposed technique 
involves data acquisition and feature extraction of fault currents, and then use of adaptive 
neuro fuzzy inference system (ANFIS) for faults diagnostic. The technique used the mean 
values of direct and quadrature axis phase currents as the input pattern for the ANFIS.  

 
2.2 Application of standard digital signal processing techniques 
The standard signal processing tools such as DFT, FFT, STFT, etc are widely used for 
condition monitoring and faults diagnostic of electric machines in last fifteen years. These 
techniques have traditionally been applied separately in time and frequency domains. The 
time domain analysis focuses particularly on statistical characteristics of vibration, 
temperature, and stator currents, which include peak level, standard deviation, kurtosis, 
skewness, and crest factor of the diagnostic signal. The frequency domain approach uses 
Fourier methods to transform the time domain signal in the frequency domain, where 
further analysis is carried out. The use of either domain implicitly excludes the direct use of 
information present in other domain (Yang et al., 2003).  
Yang et al. (2003), have used vibration analysis based on bi-spectra and wavelet transform 
for the diagnostic of induction motor rolling element bearing faults. The singular value 
decomposition (SVD) technique is applied to extract the most significant features from 
vibration signatures. The features are used as inputs to an artificial neural network to 
identify the type of fault. Roux et al. (2003), have investigated two condition monitoring 
techniques in order to detect rotor faults in surface mounted type permanent magnet 
synchronous motor. The first technique is based on harmonic spectra analysis of stator 
voltage and current in the natural reference frame. The second technique is based on spectra 
analysis of d-q axis voltage the rotor reference frame. The static and dynamic eccentricity, 
broken magnets, and rotor misalignments are investigated. The harmonic spectra analysis 
method based on fast Fourier transform (FFT) was able to differentiate all faults except the 
static eccentricity from the normal case. Therefore, the harmonics of the negative sequence 
component of the stator current were used for the detection of static eccentricity, and it 
successfully distinguished the static eccentricity from the normal case. However, the main 
disadvantage of FFT based harmonic spectra analysis is the impact of side lobe leakage due 
to windowing of finite data sets.  
Zanardelli et al. (2007), have implemented the short time Fourier transform (STFT) of the 
torque producing current component in order to diagnose faults in surface mounted 
permanent magnet synchronous motor. The field oriented d-q axis currents are used in this 
analysis. The energy of the STFT coefficients is used to detect a fault in the motor, and linear 
discriminator analysis is used to classify faults. However, the STFT based technique uses 
stationary and periodic basis functions. But fault currents are often non-stationary and non-
periodic. As a result, the performances of the technique are limited due to the constraint on 
the window size. In addition, the performances of the proposed technique have not been 
investigated in real time. Schoen et al. (1995), have implemented motor current spectral 
analysis (MCSA) for diagnostic of rolling element bearing in induction motors. The 
vibration and current frequencies are modeled in order to detect incipient bearing failures. 
Yazici et al. (1999), have developed an adaptive statistical time–frequency approach for 
diagnostic of broken bars and bearing faults in induction motors. The proposed technique 
has four stages such as preprocessing, training, testing, and post processing. In the 
preprocessing stage, analog current data are filtered by low pass circuit in order to prevent 

aliasing in the frequency domain. Next, the time–frequency spectra of the digital data are 
computed and used as inputs of a neural network. In the training stage, fault frequencies are 
determined, and a window with frequency components near to the estimated frequencies is 
applied to form a feature vector. Next, feature vectors are segmented into homogenous 
sections along the time axis in time–frequency space. Segmentation is performed by a 
statistical method, which divided the time–frequency spectra into statistically homogenous 
regions along the time axis. However, the proposed technique shows strong interactions 
between machine operating conditions and machine variables.  
 
2.3 Application of advanced digital signal processing techniques 
Majority of the signal processing based faults diagnostic techniques involve the analyses of 
vibrations signal or stator currents in either time or frequency domains assuming stationary 
and periodic nature of fault currents. Thus these techniques are not fully suitable for 
localizing and identifying short duration dynamic phenomena. Therefore, the applications 
of advanced signal processing techniques are required, which include signal modeling, 
filtering, and time-frequency analysis. Among the latter, the wavelet transform algorithms 
are the recent mathematical tools adopted and implemented for faults diagnostic  and 
protection of electric machines (Dalpiaz & Rivola, 1997).  
Zanardelli et al. (2005), have developed a failure prognosis technique for surface mounted 
permanent magnet synchronous motor drives based on undecimated discrete wavelet 
transform (UDWT) of torque current components.  The energy of the UDWT coefficients of 
normal unfaulted and faulted currents is used to detect a fault in the motor. The linear 
discriminator analysis is used to classify faults. The same authors (Zanardelli et. al., 2002) 
have made a comparative analysis of wavelet based faults diagnostic and protection 
techniques in electric machines. Khan & Rahman (2009), have developed and implemented 
a novel fault diagnostic and protection technique for interior permanent magnet (IPM) 
synchronous motors using wavelet packet transform (WPT) and artificial neural network 
(ANN). In the proposed technique, the line currents of different faulted and normal 
conditions of an IPM motor are preprocessed by the WPT. The second level wavelet packet 
transformed coefficients of line currents are used as inputs of a three-layer feed forward 
neural network. The proposed protection technique is successfully simulated and 
experimentally tested on a line-fed and an inverter-fed IPM motors. aKhan & Rahman (2008), 
have developed a wavelet transform based diagnostic and protection technique for inverter 
faults of IPM motor drives. The proposed technique is implemented in real time for a 
voltage source inverter fed IPM motor. The WPT coefficients of motor currents are used as 
inputs of a three-layer wavelet neural network (WNN) for detecting inverter faults in the 
drive system. A feature vector based on the energy of WPT coefficients is used to classify 
different faulted conditions. bKhan & Rahman (2008), have developed and implemented a 
WNN based diagnostic and protection algorithm for inverter faults in vector controlled 
induction motor drive system. The proposed technique is tested on-line for a laboratory 1-
hp induction motor drive using the digital signal processor board ds1102. aKhan et al. (2007), 
have developed and implemented a novel wavelet power based faults diagnostic and 
protection algorithm for separately excited synchronous generator. The proposed algorithm 
is based on the comparison of instantaneous wavelet power of terminal voltage and current 
of a synchronous generator for different faulted and normal (unfaulted) conditions. The 
wavelet power of second level high frequency details (dd2) of fault currents and voltages 
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inverter fed pulse width modulated induction motor drive system. The proposed technique 
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neuro fuzzy inference system (ANFIS) for faults diagnostic. The technique used the mean 
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discriminator analysis is used to classify faults. However, the STFT based technique uses 
stationary and periodic basis functions. But fault currents are often non-stationary and non-
periodic. As a result, the performances of the technique are limited due to the constraint on 
the window size. In addition, the performances of the proposed technique have not been 
investigated in real time. Schoen et al. (1995), have implemented motor current spectral 
analysis (MCSA) for diagnostic of rolling element bearing in induction motors. The 
vibration and current frequencies are modeled in order to detect incipient bearing failures. 
Yazici et al. (1999), have developed an adaptive statistical time–frequency approach for 
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computed and used as inputs of a neural network. In the training stage, fault frequencies are 
determined, and a window with frequency components near to the estimated frequencies is 
applied to form a feature vector. Next, feature vectors are segmented into homogenous 
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statistical method, which divided the time–frequency spectra into statistically homogenous 
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between machine operating conditions and machine variables.  
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are the recent mathematical tools adopted and implemented for faults diagnostic  and 
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permanent magnet synchronous motor drives based on undecimated discrete wavelet 
transform (UDWT) of torque current components.  The energy of the UDWT coefficients of 
normal unfaulted and faulted currents is used to detect a fault in the motor. The linear 
discriminator analysis is used to classify faults. The same authors (Zanardelli et. al., 2002) 
have made a comparative analysis of wavelet based faults diagnostic and protection 
techniques in electric machines. Khan & Rahman (2009), have developed and implemented 
a novel fault diagnostic and protection technique for interior permanent magnet (IPM) 
synchronous motors using wavelet packet transform (WPT) and artificial neural network 
(ANN). In the proposed technique, the line currents of different faulted and normal 
conditions of an IPM motor are preprocessed by the WPT. The second level wavelet packet 
transformed coefficients of line currents are used as inputs of a three-layer feed forward 
neural network. The proposed protection technique is successfully simulated and 
experimentally tested on a line-fed and an inverter-fed IPM motors. aKhan & Rahman (2008), 
have developed a wavelet transform based diagnostic and protection technique for inverter 
faults of IPM motor drives. The proposed technique is implemented in real time for a 
voltage source inverter fed IPM motor. The WPT coefficients of motor currents are used as 
inputs of a three-layer wavelet neural network (WNN) for detecting inverter faults in the 
drive system. A feature vector based on the energy of WPT coefficients is used to classify 
different faulted conditions. bKhan & Rahman (2008), have developed and implemented a 
WNN based diagnostic and protection algorithm for inverter faults in vector controlled 
induction motor drive system. The proposed technique is tested on-line for a laboratory 1-
hp induction motor drive using the digital signal processor board ds1102. aKhan et al. (2007), 
have developed and implemented a novel wavelet power based faults diagnostic and 
protection algorithm for separately excited synchronous generator. The proposed algorithm 
is based on the comparison of instantaneous wavelet power of terminal voltage and current 
of a synchronous generator for different faulted and normal (unfaulted) conditions. The 
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using a selected mother wavelet show distinctive features between different faulted and 
normal conditions. The proposed technique is tested on-line on a laboratory 1.6 kW three-
phase synchronous generator. The WPT based diagnostic and protection technique is 
implemented in (bKhan et al., 2007) for three-phase induction motors. The WPT coefficients 
at second level of resolution using a selected mother wavelet are compared with a fault 
threshold in order to detect a fault in induction motor. The proposed technique is tested on 
both squirrel cage and wound rotor induction motors. The proposed protection technique 
initiated a trip signal almost at the instant or within one cycle of fault current in all cases of 
investigated faults. cKhan & Rahman (2007), have developed and implemented a hybrid 
WPT and ANN based faults diagnostic and protection technique for three-phase IPM 
motors. The proposed technique is compared with discrete Fourier transform (DFT) based 
protection algorithm at dynamic operating conditions. The proposed technique showed 
better performances than the DFT based technique. dKhan et al. (2007), have developed and 
implemented a wavelet power based diagnostic and protection technique for stator faults in 
synchronous generators. The stator phase unbalance, line to ground (L-G), line-to-line (L-L), 
and turn-to-turn faults are investigated to evaluate the performances of the proposed 
technique.   
Kim et al. (2002), have developed a model based faults diagnostic technique based on 
recurrent dynamic neural networks and multi-resolution signal decomposition for 
predicting transient response and extracting features of fault currents in induction motors, 
respectively. The transient model is used to generate residual fault current. Then, the 
wavelet packet transform based decomposition algorithm is implemented on residuals in 
order to generate decoupled fault indicators. The wavelet transform is applied in (Chow et 
al., 2004) for extracting vibration spectra, which contain features of critical frequencies for 
faults diagnostic in induction motors running at different speeds. The wavelet basis 
functions are matched with related signals through careful selection of basis function 
parameters. An on-line fault detection approach based on the continuous wavelet transform 
of vibration signals for detecting bearing faults in induction motors has been reported in 
(Luo et al., 2003). Douglas et al. (2004), have developed a new faults diagnostic algorithm 
based on the signature analysis of starting currents of induction motors. The proposed 
algorithm estimated the amplitude, frequency, and phase of a single sinusoid signal of the 
non-stationary fault current waveforms. The DWT is applied to residual current vector in 
order to discriminate a healthy motor from the damaged motor. However, the proposed 
technique is used to detect passive faults rather than incipient failures in induction motors. 
Toliyat et al. (2003), have implemented WPT for detecting defects in railroad track. The 
energy of WPT coefficients is used to detect a fault. The experimental results showed 
deviation of energy of the DWT coefficients in the faulted motor from the healthy motor. 
Yen et al. (2000), have outlined a systematic procedure for selecting best WPT features, 
which exploit specific differences among interesting signals. In this method the signal is first 
decomposed via the wavelet packet transform (WPT) in order to extract the time–frequency 
information. Several feature components, which contain little discriminator information are 
discarded with the help of a statistic based feature selection criterion. Zhengjia et al. (1996), 
have implemented WPT for condition monitoring and faults diagnostic of turbo generators. 
The proposed method successfully diagnosed weak defects and looseness in ball bearings of 
inside the bearing terminal of a 50MW turbine generator.  

There have been many condition monitoring and faults diagnostic techniques for electric 
machines. The artificial intelligence, motor current signature analysis, and finally time-
frequency analysis based on short time Fourier transform or wavelet transforms are widely 
used in last twenty years. The wavelet transform is a relatively new technique for condition 
monitoring and faults diagnostic of electric machines. It replaces other condition monitoring 
techniques because of its better frequency resolution and time localization properties. It is 
free from any learning or training of the experimental data covering all operating conditions 
of the motor. In addition, desirable basis function related to a specific application can be 
chosen in wavelet transform based faults diagnostic technique whereas in Fourier transform 
based diagnostic technique the basis functions are fixed to sinusoid or cosine function. 

 
3. DFT, STFT, and NN Based Faults Diagnostic and Protection 
 

The discrete Fourier transform (DFT), short time Fourier transform (STFT), and neural 
network are implemented for faults diagnostic and protection of three-phase interior 
permanent magnet (IPM) motors. At the beginning the discrete Fourier transform (DFT) is 
implemented using the fast Fourier transform (FFT) based algorithm to estimate the spectra 
of fault current in order to differentiate normal conditions from abnormal conditions. The 
short time Fourier transform (STFT) based faults diagnostic algorithm is implemented after 
the DFT based technique. Finally a pattern recognition technique based on three-layer feed 
forward neural network is implemented for faults diagnostic of laboratory 1hp IPM motor. 
A short analysis and real time implementation of each type are given for diagnostic and 
protection of faults in electric motors. 

 
3.1 Application of Discrete Fourier Transform (DFT)  
The DFT analysis and synthesis equations can be expressed as  
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For the case of non-periodic and non-stationary fault current signals, the windowed DFT is 
normally used. If a signal is sampled with sampling interval of t such that there are N/t 
samples per cycle, then the DFT basis function coefficients can be calculated as (Khan, 2006)  
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using a selected mother wavelet show distinctive features between different faulted and 
normal conditions. The proposed technique is tested on-line on a laboratory 1.6 kW three-
phase synchronous generator. The WPT based diagnostic and protection technique is 
implemented in (bKhan et al., 2007) for three-phase induction motors. The WPT coefficients 
at second level of resolution using a selected mother wavelet are compared with a fault 
threshold in order to detect a fault in induction motor. The proposed technique is tested on 
both squirrel cage and wound rotor induction motors. The proposed protection technique 
initiated a trip signal almost at the instant or within one cycle of fault current in all cases of 
investigated faults. cKhan & Rahman (2007), have developed and implemented a hybrid 
WPT and ANN based faults diagnostic and protection technique for three-phase IPM 
motors. The proposed technique is compared with discrete Fourier transform (DFT) based 
protection algorithm at dynamic operating conditions. The proposed technique showed 
better performances than the DFT based technique. dKhan et al. (2007), have developed and 
implemented a wavelet power based diagnostic and protection technique for stator faults in 
synchronous generators. The stator phase unbalance, line to ground (L-G), line-to-line (L-L), 
and turn-to-turn faults are investigated to evaluate the performances of the proposed 
technique.   
Kim et al. (2002), have developed a model based faults diagnostic technique based on 
recurrent dynamic neural networks and multi-resolution signal decomposition for 
predicting transient response and extracting features of fault currents in induction motors, 
respectively. The transient model is used to generate residual fault current. Then, the 
wavelet packet transform based decomposition algorithm is implemented on residuals in 
order to generate decoupled fault indicators. The wavelet transform is applied in (Chow et 
al., 2004) for extracting vibration spectra, which contain features of critical frequencies for 
faults diagnostic in induction motors running at different speeds. The wavelet basis 
functions are matched with related signals through careful selection of basis function 
parameters. An on-line fault detection approach based on the continuous wavelet transform 
of vibration signals for detecting bearing faults in induction motors has been reported in 
(Luo et al., 2003). Douglas et al. (2004), have developed a new faults diagnostic algorithm 
based on the signature analysis of starting currents of induction motors. The proposed 
algorithm estimated the amplitude, frequency, and phase of a single sinusoid signal of the 
non-stationary fault current waveforms. The DWT is applied to residual current vector in 
order to discriminate a healthy motor from the damaged motor. However, the proposed 
technique is used to detect passive faults rather than incipient failures in induction motors. 
Toliyat et al. (2003), have implemented WPT for detecting defects in railroad track. The 
energy of WPT coefficients is used to detect a fault. The experimental results showed 
deviation of energy of the DWT coefficients in the faulted motor from the healthy motor. 
Yen et al. (2000), have outlined a systematic procedure for selecting best WPT features, 
which exploit specific differences among interesting signals. In this method the signal is first 
decomposed via the wavelet packet transform (WPT) in order to extract the time–frequency 
information. Several feature components, which contain little discriminator information are 
discarded with the help of a statistic based feature selection criterion. Zhengjia et al. (1996), 
have implemented WPT for condition monitoring and faults diagnostic of turbo generators. 
The proposed method successfully diagnosed weak defects and looseness in ball bearings of 
inside the bearing terminal of a 50MW turbine generator.  

There have been many condition monitoring and faults diagnostic techniques for electric 
machines. The artificial intelligence, motor current signature analysis, and finally time-
frequency analysis based on short time Fourier transform or wavelet transforms are widely 
used in last twenty years. The wavelet transform is a relatively new technique for condition 
monitoring and faults diagnostic of electric machines. It replaces other condition monitoring 
techniques because of its better frequency resolution and time localization properties. It is 
free from any learning or training of the experimental data covering all operating conditions 
of the motor. In addition, desirable basis function related to a specific application can be 
chosen in wavelet transform based faults diagnostic technique whereas in Fourier transform 
based diagnostic technique the basis functions are fixed to sinusoid or cosine function. 

 
3. DFT, STFT, and NN Based Faults Diagnostic and Protection 
 

The discrete Fourier transform (DFT), short time Fourier transform (STFT), and neural 
network are implemented for faults diagnostic and protection of three-phase interior 
permanent magnet (IPM) motors. At the beginning the discrete Fourier transform (DFT) is 
implemented using the fast Fourier transform (FFT) based algorithm to estimate the spectra 
of fault current in order to differentiate normal conditions from abnormal conditions. The 
short time Fourier transform (STFT) based faults diagnostic algorithm is implemented after 
the DFT based technique. Finally a pattern recognition technique based on three-layer feed 
forward neural network is implemented for faults diagnostic of laboratory 1hp IPM motor. 
A short analysis and real time implementation of each type are given for diagnostic and 
protection of faults in electric motors. 

 
3.1 Application of Discrete Fourier Transform (DFT)  
The DFT analysis and synthesis equations can be expressed as  
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For the case of non-periodic and non-stationary fault current signals, the windowed DFT is 
normally used. If a signal is sampled with sampling interval of t such that there are N/t 
samples per cycle, then the DFT basis function coefficients can be calculated as (Khan, 2006)  
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The Fourier harmonic coefficients can be calculated as 
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where kF  is the kth harmonic Fourier coefficient, and x[n] is the sampled sequence of the 
continuous signal x(t). Three types of electrical faults such as single phasing, stator winding 
line to ground (L-G), and stator winding line to line (L-L) faults are investigated. The DFT is 
implemented to determine the spectra of stator current of different faulted and normal 
unfaulted conditions.  
Figure 1 shows the DFT based spectra of stator current of different unfaulted and faulted 
conditions of a laboratory 4-pole 1-hp IPM motor. The fundamental harmonic (30Hz) is 
found significant in all the operating conditions of the IPM motor of Figs. 1(a)-1(d). The 
fundamental spectrum varied between faulted and normal unfaulted (healthy) conditions 
and also within disturbances. The normalized magnitude of fundamental spectrum varied 
between 0.5 and 0.6 for the case of unfaulted operating conditions of the motor. It showed 
peak values of greater than 0.69 and less than 0.3 for the cases of disturbances. Based on the 
observations it can be asserted that the DFT based spectra analysis of fault currents can 
detect and classify possible disturbances in IPM motors. However, the DFT based technique 
is not suitable for non-stationary and non-periodic signals. In addition, faults cannot be 
localizes in time domain using DFT based technique. 
 

 
Fig. 1. The DFT of stator current of the 1hp IPM motor: (a) normal healthy operation, (b) stator 
winding line to ground (L-G) fault, (c) stator winding line to line (L-L) fault, (d) single phasing. 

3.2 Application of Short Time Fourier Transform (STFT) 
The short time Fourier transform (STFT) is an extension of fast Fourier transform (FFT), 
which is able to analyze non-stationary and non-periodic signals. In the STFT, the discrete 
signal is divided into segments, and each segment is analyzed using the FFT. The results of 
the STFT are intuitive and easy to correlate with the original signal. The tiling of the STFT is 
shown in Fig. 2. The tiling shows how the spectrum of a signal changes with time in the 
STFT.  In the implementation of the STFT, a design tradeoff is normally made between time 
and frequency resolution. This is due to the uncertainty principle, which limits the lower 
bound of the time-bandwidth product.  Figure 3 shows the block diagram of the STFT 
algorithm. In Fig. 3, nfft is the length of the FFT, noverlap is the number of overlap samples, 
and window is a weighting vector applied to the FFT input. The spectrogram is the 
graphical way to display the output of the STFT. 
The STFT based spectrogram of stator current of the 1hp IPM motor for the case of normal 
unfaulted and faulted conditions are shown in Figs. 4(a)-4(d). In the detailed analysis, a 512-
point FFT with 475 overlap samples between data segments is used to estimate the 
frequencies of discrete signal. A 500-point Kaiser window (Mathworks, 2007) is applied in 
each data segment. The analysis generated 257 frequency points in 141 time-axis values. The 
energy concentration of the fundamental harmonic (30 Hz) of the 4-pole IPM motor is 
uniform over the entire time axis of the spectrogram for the case of healthy operating 
condition of the IPM motor of Fig. 4(a). However, the concentrations of energy of the 
fundamental, third, fifth, and seventh harmonics are different than those of the healthy 
motor during the inception and clearing of faults of Figs. 4(b)-4(d). Based on the analysis 
performed, it can be asserted that the STFT based algorithm can detect faults in the IPM 
motors in both time and frequency domains. However, the STFT based technique does not 
provide good energy resolution for a specific point of the data signal as the length of the 
window is fixed in each of the data segment of the discrete signal. In addition, the frequency 
analysis is performed using the sinusoidal basis functions. 

 

 
Fig. 2. Time-frequency distribution of the STFT. 
 

 
Fig. 3. Block diagram of the STFT algorithm. 
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where kF  is the kth harmonic Fourier coefficient, and x[n] is the sampled sequence of the 
continuous signal x(t). Three types of electrical faults such as single phasing, stator winding 
line to ground (L-G), and stator winding line to line (L-L) faults are investigated. The DFT is 
implemented to determine the spectra of stator current of different faulted and normal 
unfaulted conditions.  
Figure 1 shows the DFT based spectra of stator current of different unfaulted and faulted 
conditions of a laboratory 4-pole 1-hp IPM motor. The fundamental harmonic (30Hz) is 
found significant in all the operating conditions of the IPM motor of Figs. 1(a)-1(d). The 
fundamental spectrum varied between faulted and normal unfaulted (healthy) conditions 
and also within disturbances. The normalized magnitude of fundamental spectrum varied 
between 0.5 and 0.6 for the case of unfaulted operating conditions of the motor. It showed 
peak values of greater than 0.69 and less than 0.3 for the cases of disturbances. Based on the 
observations it can be asserted that the DFT based spectra analysis of fault currents can 
detect and classify possible disturbances in IPM motors. However, the DFT based technique 
is not suitable for non-stationary and non-periodic signals. In addition, faults cannot be 
localizes in time domain using DFT based technique. 
 

 
Fig. 1. The DFT of stator current of the 1hp IPM motor: (a) normal healthy operation, (b) stator 
winding line to ground (L-G) fault, (c) stator winding line to line (L-L) fault, (d) single phasing. 
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The short time Fourier transform (STFT) is an extension of fast Fourier transform (FFT), 
which is able to analyze non-stationary and non-periodic signals. In the STFT, the discrete 
signal is divided into segments, and each segment is analyzed using the FFT. The results of 
the STFT are intuitive and easy to correlate with the original signal. The tiling of the STFT is 
shown in Fig. 2. The tiling shows how the spectrum of a signal changes with time in the 
STFT.  In the implementation of the STFT, a design tradeoff is normally made between time 
and frequency resolution. This is due to the uncertainty principle, which limits the lower 
bound of the time-bandwidth product.  Figure 3 shows the block diagram of the STFT 
algorithm. In Fig. 3, nfft is the length of the FFT, noverlap is the number of overlap samples, 
and window is a weighting vector applied to the FFT input. The spectrogram is the 
graphical way to display the output of the STFT. 
The STFT based spectrogram of stator current of the 1hp IPM motor for the case of normal 
unfaulted and faulted conditions are shown in Figs. 4(a)-4(d). In the detailed analysis, a 512-
point FFT with 475 overlap samples between data segments is used to estimate the 
frequencies of discrete signal. A 500-point Kaiser window (Mathworks, 2007) is applied in 
each data segment. The analysis generated 257 frequency points in 141 time-axis values. The 
energy concentration of the fundamental harmonic (30 Hz) of the 4-pole IPM motor is 
uniform over the entire time axis of the spectrogram for the case of healthy operating 
condition of the IPM motor of Fig. 4(a). However, the concentrations of energy of the 
fundamental, third, fifth, and seventh harmonics are different than those of the healthy 
motor during the inception and clearing of faults of Figs. 4(b)-4(d). Based on the analysis 
performed, it can be asserted that the STFT based algorithm can detect faults in the IPM 
motors in both time and frequency domains. However, the STFT based technique does not 
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Fig. 2. Time-frequency distribution of the STFT. 
 

 
Fig. 3. Block diagram of the STFT algorithm. 
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Fig. 4. STFT based spectrogram of stator current of the 1hp IPM motor: (a) normal healthy 
operation, (b) stator winding line to ground (L-G) fault, (c) single phasing, (d) stator winding 
line to line (L-L) fault. 

 
3.3 Application of artificial neural network (NN) 
The primary step in developing and implementing artificial neural network (NN) based faults 
diagnostic and protection technique for electric motors is to choose a suitable network structure. 
A three-layer feed forward network with three neurons in the hidden layer and one neuron in 
the output layer is chosen in this work for the NN based faults diagnostic of IPM motors. The 
numbers of neurons in the hidden layer are selected by trial and error, which ensured stability 
and higher convergence rate. The Nguyen-Widrow initialization algorithm (Mathworks, 2007) is 
used in order to initialize weights and biases of the network. The activation function log-sigmoid 
(Mathworks, 2007) is used in both hidden and output layers of the network.   
 

 
Fig. 5. Specific structure of a three-layer feed forward neural network (FFNN). 

The specific structure of a three-layer feed forward neural network is shown in Fig. 5. The 
network is trained off-line in a supervised manner with the back propagation function 
traingdm (Mathworks, 2007), which updates weight and bias values of the hidden and 
output layers according to the gradient descent with momentum. In the NN based faults 
diagnostic algorithm for an IPM motor, the stator currents are used as inputs to the neural 
network. The discrete data of normal unfaulted and faulted conditions are used to train the 
network so that it can differentiate normal conditions from the abnormal conditions. In 
order to generate the realizable training patterns for the NN based faults diagnostic, 
samples of the squared summation of three-phase stator currents are compared with a 
predefined threshold to convert it a binary value of either 1 or 0, depending on whether the 
value is greater or smaller than the threshold, respectively. In this way each training pattern 
became a different combination of 1 and 0. It is expected that the starting current and fault 
currents data would not have same training pattern. The elements of the target vector for 
the case of normal unfaulted (both no load and full load) and starting current samples are 
chosen equal to binary ‘0’. On the other hand, the elements of the target vector are equal to 
binary ‘1’ for the case of fault current samples. After training the network with one set of 
training pattern, which includes the samples of the normal unfaulted and faulted currents, 
and starting currents, the network is tested off-line in the MATLAB environment with the 
different set of testing pattern. Figure 6 shows the off-line test results of NN based faults 
diagnostic and protection algorithm of the 1hp IPM motor.  
 

 
Fig. 6. NN based faults diagnostic response and stator current of the 1hp IPM motor: (a) 
normal unfaulted condition, (b) normal starting condition, (c) stator winding line to ground 
(L-G) fault, (d) single phasing. 
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Figures 6(a)–6(b) show the NN based faults diagnostic response and stator current of the 
1hp IPM motor for the case of normal (unfaulted) and starting conditions. The neural 
network (NN) based diagnostic algorithm identified these as normal conditions and did not 
generate any trip signal. The stator current with the associated trip signal for the case of 
stator winding line to ground (L-G) fault and single phasing are shown in Figs. 6(c)–6(d). 
The algorithm identified these properly and initiated a trip signal almost at the instant of the 
fault occurrence. However, the technique needs a large number of data files to train the 
network effectively. In addition, number of hidden layers may have to be increased to 
improve the accuracy. Therefore, more memory may be needed to accommodate the 
weights and biases of the new layers, and as a result, many trials are required to determine 
the learning rate, so as to improve the functionality of the NN based diagnostic algorithm. 

 
4. Wavelets and Wavelet Transforms 
 

The wavelet transforms analyze a signal simultaneously in time and frequency domains. 
The wavelet transforms are very useful in analyzing non-stationary, non-periodic, 
intermittent, and transient signals. Therefore, a number of wavelet based techniques are 
developed and implemented for signal manipulation and interrogation. The wavelet 
transforms are applied in the investigation of diverse physical phenomena such as climate 
analysis, financial market analysis, heart monitoring, condition monitoring and protection 
of rotating machines, de noising of seismic signal and astronomical images, characterization 
of crack surface and turbulent intermittency, compression of video image and medical 
signal records, etc. The wavelets are little waves of short duration. These have finite energy 
and decay quickly in time. The wavelets also have oscillating feature, which comes along 
with the location in time and frequency. These basic features make wavelets highly 
adequate for signal representation. The wavelet functions of orthogonal type have a 
companion function, which is known as the scaling function. It is responsible for generating 
basis functions, which are required during the decomposition or reconstruction of a signal. 
Figures 7(a) and 7(b) show the Daubechies (‘db3’) wavelet function and its scaling function, 
respectively. In certain application, it is necessary to use real and symmetric wavelets. One 
way to get the symmetric wavelets is to construct two sets of bi-orthogonal wavelets, which 
are wavelet function  ,m n t  and it’s dual  ,

ˆ
m n t . The first set is used during the 

decomposition, and the other one is used during the reconstruction process. Figures 8(a)–
8(d) show the spline bi-orthogonal (‘bior2.6’) wavelet functions and their scaling functions 
during the decomposition and reconstruction of a signal.  
 

 
Fig. 7. The Daubechies (‘db3’) wavelet: (a) mother wavelet function and (b) scaling function. 

 
Fig. 8. The Spline bi-orthogonal (‘bior2.6’) wavelet: (a) scaling function during decomposition, 
(b) mother wavelet function during decomposition, (c) scaling function during 
reconstruction, and (d) mother wavelet function during reconstruction. 
 
The wavelet transforms use little wavelike functions, which are known as wavelets. 
Wavelets are used to transform a signal under investigation into another representation of a 
more useful form. From the mathematical point of view, the wavelet transform is a 
convolution of the wavelet function with the signal. The wavelet function is manipulated in 
two ways: it is moved to various locations on the signal, and it is stretched or squeezed. If a 
wavelet function matches the shape of a signal well at a specific scale and location, then a 
large transformation value will be generated. On the other hand, if the wavelet function and 
signal do not correlate well, then a low value of transformation will be generated (Addison, 
2002). The wavelet transform can be applied to both continuous and discrete signals. In the 
following subsections, different forms of wavelet transforms and their mathematical 
formulations are briefly presented. 

 
4.1 Continuous wavelet transform 
The wavelet transform of a continuous signal x(t) with respect to the wavelet function ( )t  
can be defined as 

( , ) ( ) ( ) t bT a b w a x t dt
a


 



   
   (7) 

where w(a) is the weighting function, a and b are the dilation and translation parameters, 
respectively. The asterisk indicates that the complex conjugate of the wavelet function is 
used in the transformation. The wavelet transform can be thought of as the cross correlation 
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of a signal with a set of wavelets of various widths. Typically, w(a) is set to 1 / a  for the 
reason of energy conservation. It ensures that wavelets at each scale have identical energy. If 
one sets w(a) = 1 / a , then the wavelet transform of the continuous signal x(t) can be 
rewritten as 

  1, ( ) .t bT a b x t dt
aa


 



   
                                         (8) 

 
The equation (8) is known as the continuous wavelet transform (CWT) of the signal x(t). It 
contains both dilated and translated wavelets (( ) / )t b a  , and the continuous signal x(t). 
The signal x(t) may be a beating heart, an audio signal, a financial index, the gearbox 
vibration signal, a spatial signal such as crack profile or land surface heights. The 
normalized wavelet function can be written more compactly as       
 

,
1( )a b

t bt
aa

     
 

                                                       (9) 

 
where the normalization is in the sense of wavelet energy. Now the transform integral of 
equation (9) can be rewritten as 
 

  ,, ( ) ( )a bT a b x t t dt
 


                                                (10) 

The dilation and contraction of the mother wavelet function is governed by the dilation 
parameter a, which is the distance between center of the wavelet function and its crossing 
on the time axis. The movement of the wavelet function along the time axis is governed by 
the translation parameter b. Figure 9 shows the stretching (double) and squeezing (half) of 
the Mexican Hat wavelet function on the time axis. Figure 10 shows the translation of the 
Mexican Hat wavelet function on the time axis from b1 via b2 to b3. 
 

 
Fig. 9. Stretching (a = 0.5) and squeezing (a = 2) of the Mexican Hat wavelet function. 

 
Fig. 10. Translation (b1 via b2 to b3) of the Mexican Hat wavelet function. 

 
4.2 Discrete wavelet transform 
In the continuous wavelet transform (CWT), the mother wavelet is dilated and translated 
continuously over a real continuous number system   . Therefore, it can generate 
substantial redundant information. The mother wavelet can be dilated and translated 
discretely by replacing 0

ma a  and 0 0
mb nb a , where 0a  and 0b  are the fixed constants with 

0 1a  , 0 0b  , and ,m n . Here   is the set of positive integers. Then, the discretized 
mother wavelet function can be defined as (Addison, 2002) 
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                                               (11) 

 
and the corresponding discrete wavelet transform (DWT) can be defined as 
 

,( , ) ( ) ( )m nDWT x m n x t t dt 
 


                                            (12) 

 
In the DWT, the family of dilated wavelets constitutes an orthonormal basis by careful 

selections of 0a  and 0b .  There are several implications of the orthonormal basis. The 
orthonormality ensures no information redundancy among the decomposed signals. With 

the optimal choices of 0a and 0b , there exists an elegant algorithm known as the 
multiresolution signal decomposition. It decomposes a signal into various scales with 
different time and frequency resolutions. In the DWT, the procedure starts with passing the 
discrete signal x[n] of length N  through a digital low pass filter with impulse response g[n] 
and a digital high pass filter with impulse response h[n]. The low pass and high pass filters 
are called scaling and wavelet filters, respectively. The outputs from the low pass filter are 
approximation coefficients of the discrete signal at first level of resolution of the DWT. The 



Wavelet Based Diagnosis and Protection of Electric Motors 269

of a signal with a set of wavelets of various widths. Typically, w(a) is set to 1 / a  for the 
reason of energy conservation. It ensures that wavelets at each scale have identical energy. If 
one sets w(a) = 1 / a , then the wavelet transform of the continuous signal x(t) can be 
rewritten as 

  1, ( ) .t bT a b x t dt
aa


 



   
                                         (8) 

 
The equation (8) is known as the continuous wavelet transform (CWT) of the signal x(t). It 
contains both dilated and translated wavelets (( ) / )t b a  , and the continuous signal x(t). 
The signal x(t) may be a beating heart, an audio signal, a financial index, the gearbox 
vibration signal, a spatial signal such as crack profile or land surface heights. The 
normalized wavelet function can be written more compactly as       
 

,
1( )a b

t bt
aa

     
 

                                                       (9) 

 
where the normalization is in the sense of wavelet energy. Now the transform integral of 
equation (9) can be rewritten as 
 

  ,, ( ) ( )a bT a b x t t dt
 


                                                (10) 

The dilation and contraction of the mother wavelet function is governed by the dilation 
parameter a, which is the distance between center of the wavelet function and its crossing 
on the time axis. The movement of the wavelet function along the time axis is governed by 
the translation parameter b. Figure 9 shows the stretching (double) and squeezing (half) of 
the Mexican Hat wavelet function on the time axis. Figure 10 shows the translation of the 
Mexican Hat wavelet function on the time axis from b1 via b2 to b3. 
 

 
Fig. 9. Stretching (a = 0.5) and squeezing (a = 2) of the Mexican Hat wavelet function. 

 
Fig. 10. Translation (b1 via b2 to b3) of the Mexican Hat wavelet function. 

 
4.2 Discrete wavelet transform 
In the continuous wavelet transform (CWT), the mother wavelet is dilated and translated 
continuously over a real continuous number system   . Therefore, it can generate 
substantial redundant information. The mother wavelet can be dilated and translated 
discretely by replacing 0

ma a  and 0 0
mb nb a , where 0a  and 0b  are the fixed constants with 

0 1a  , 0 0b  , and ,m n . Here   is the set of positive integers. Then, the discretized 
mother wavelet function can be defined as (Addison, 2002) 
 

/2 0 0
, 0

0

( )
m

m
m n m

t nb at a
a

   
   

 
                                               (11) 

 
and the corresponding discrete wavelet transform (DWT) can be defined as 
 

,( , ) ( ) ( )m nDWT x m n x t t dt 
 


                                            (12) 

 
In the DWT, the family of dilated wavelets constitutes an orthonormal basis by careful 

selections of 0a  and 0b .  There are several implications of the orthonormal basis. The 
orthonormality ensures no information redundancy among the decomposed signals. With 

the optimal choices of 0a and 0b , there exists an elegant algorithm known as the 
multiresolution signal decomposition. It decomposes a signal into various scales with 
different time and frequency resolutions. In the DWT, the procedure starts with passing the 
discrete signal x[n] of length N  through a digital low pass filter with impulse response g[n] 
and a digital high pass filter with impulse response h[n]. The low pass and high pass filters 
are called scaling and wavelet filters, respectively. The outputs from the low pass filter are 
approximation coefficients of the discrete signal at first level of resolution of the DWT. The 



Fault Detection270

outputs from the high pass filter are detail coefficients of the discrete signal at first level of 
resolution of the DWT. The output of these filters consists of N wavelet coefficients. This 
constitutes first level of decomposition of the discrete signal and can be mathematically 
expressed as 
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The approximation coefficients (a1) at first level of resolution are used as inputs for another 
pair of wavelet filters (identical with the first pair) after being down sampled by two. The 
filters at second level of resolution generate sets of approximations and details coefficients 
of length N/2. This constitutes second level of decomposition of the discrete signal and can 
be mathematically expressed as   
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Figure 11(a) shows the two-level decomposition of a discrete signal of the discrete wavelet 
transform. It uses the high pass filters (H) and the low pass filters (G) in the decomposition 
process. 

 
4.3 Wavelet packet transform 
The wavelet packets are alternative bases, which can be formed from the linear 
combinations of usual wavelet functions. These bases inherit properties such as 
orthonormality and time-frequency localization from their corresponding wavelet functions. 
A wavelet packet function is a function of three indices j, k and n, and is defined as  
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where the integers j and k are the indices for scale and translation operations, respectively. 
The index n is defined as the modulation or oscillation parameter. The first two wavelet 
packet functions are the scaling function and mother wavelet function, and these are 
defined as 
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The wavelet packet functions for n = 2,3,… can be computed as 
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where g(k) and h(k) are the quadrature mirror filters associated with the predefined scaling 
and mother wavelet functions. To measure specific time-frequency information of a signal, 
one simply takes the inner product of the signal with a particular basis function. The 
wavelet packet decomposition (WPD) involves applying both high pass and low pass filters 
to a discrete signal, and then recursively to each intermediate signal. The procedure is 
illustrated in Fig. 11(b) up to the second level of resolution. The first level of decomposition 
of the discrete signal x[n] of length N in the wavelet packet transform (WPT) generates two-
frequency sub-bands, which are the approximation coefficients 1 1 1 1 1

0 1 2 1...n Na a a a a      and 

detail coefficients 1 1 1 1 1
0 1 2 1...n Nd d d d d     . The second level of decomposition generates four-

frequency sub-bands using same set of filters of the first level of resolution. These are 
defined as  
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The frequency sub-band aa2 is defined as second level low frequency approximations of 
original signal. The frequency sub-band ad2 is defined as second level low frequency details 
of original signal. The frequency sub-band da2 is defined as second level high frequency 
approximations of original signal. The frequency sub-band dd2 is defined as second level 
high frequency details of original signal.        
 

 
Fig. 11. (a) Two-level decomposition of a discrete signal of the discrete wavelet transform 
(DWT) and (b) two-level decomposition of a discrete signal of the wavelet packet transform 
(WPT). 
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outputs from the high pass filter are detail coefficients of the discrete signal at first level of 
resolution of the DWT. The output of these filters consists of N wavelet coefficients. This 
constitutes first level of decomposition of the discrete signal and can be mathematically 
expressed as 
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The approximation coefficients (a1) at first level of resolution are used as inputs for another 
pair of wavelet filters (identical with the first pair) after being down sampled by two. The 
filters at second level of resolution generate sets of approximations and details coefficients 
of length N/2. This constitutes second level of decomposition of the discrete signal and can 
be mathematically expressed as   
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Figure 11(a) shows the two-level decomposition of a discrete signal of the discrete wavelet 
transform. It uses the high pass filters (H) and the low pass filters (G) in the decomposition 
process. 

 
4.3 Wavelet packet transform 
The wavelet packets are alternative bases, which can be formed from the linear 
combinations of usual wavelet functions. These bases inherit properties such as 
orthonormality and time-frequency localization from their corresponding wavelet functions. 
A wavelet packet function is a function of three indices j, k and n, and is defined as  
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where the integers j and k are the indices for scale and translation operations, respectively. 
The index n is defined as the modulation or oscillation parameter. The first two wavelet 
packet functions are the scaling function and mother wavelet function, and these are 
defined as 
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The wavelet packet functions for n = 2,3,… can be computed as 
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where g(k) and h(k) are the quadrature mirror filters associated with the predefined scaling 
and mother wavelet functions. To measure specific time-frequency information of a signal, 
one simply takes the inner product of the signal with a particular basis function. The 
wavelet packet decomposition (WPD) involves applying both high pass and low pass filters 
to a discrete signal, and then recursively to each intermediate signal. The procedure is 
illustrated in Fig. 11(b) up to the second level of resolution. The first level of decomposition 
of the discrete signal x[n] of length N in the wavelet packet transform (WPT) generates two-
frequency sub-bands, which are the approximation coefficients 1 1 1 1 1
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detail coefficients 1 1 1 1 1
0 1 2 1...n Nd d d d d     . The second level of decomposition generates four-

frequency sub-bands using same set of filters of the first level of resolution. These are 
defined as  
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The frequency sub-band aa2 is defined as second level low frequency approximations of 
original signal. The frequency sub-band ad2 is defined as second level low frequency details 
of original signal. The frequency sub-band da2 is defined as second level high frequency 
approximations of original signal. The frequency sub-band dd2 is defined as second level 
high frequency details of original signal.        
 

 
Fig. 11. (a) Two-level decomposition of a discrete signal of the discrete wavelet transform 
(DWT) and (b) two-level decomposition of a discrete signal of the wavelet packet transform 
(WPT). 
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5. Wavelet Transform Based Faults Diagnostic and Protection 
 

One of the primary tasks of wavelet based faults diagnostic technique for electric machines 
is to develop experimental setup and to collect stator current of faulted and normal 
unfaulted conditions. The collected data are to be employed for selecting optimum mother 
wavelet and optimal levels of resolution, and for off-line testing of the proposed technique. 
In the data acquisition setup, the current transformers (CTs) are connected in series with 
motor terminals to collect different faulted and normal unfaulted stator currents. The CTs 
are rated at 200/5 A (rms) and 15 V (max.). The data acquisition instrument consists of DSP 
controller board ds1102, which includes a floating-point digital signal processor TMS320C31. 
The digital data are acquired through on-board three-channel analog-to-digital (A/D) 
converters. The data are collected at the sampling rate of 8 kHz, and stored in a personal 
computer through dSPACE TRACE module. Then, these data are converted to ASCII format 
for further processing. The wavelet based faults diagnostic and protection technique is 
tested on laboratory prototype electric machines. These include 1hp and 5hp interior 
permanent magnet (IPM) motors, 1hp squirrel cage induction motor (IM), 1.5hp wound 
rotor induction motor (IM), and 1.6 kW separately excited synchronous generator. Electric 
machines may experience different type of faults. The majority of these faults are stator 
faults such as turn-to-turn fault, which appears as phase-to-phase or phase-to-ground faults 
later, loss of a phase or field faults, and rotor faults such as static eccentricity, dynamic 
eccentricity, broken bars, and defects in buried permanent magnets or field windings. Faults 
such as stator inter-turn, loss of supply (single phasing), line to ground (L-G), and line-to-
line (L-L) faults are considered in this work.  

 
5.1 Feature extraction using WPT coefficients  
The wavelet packet transform (WPT) is suitable for detection of high frequency components 
superimposed on the fundamental frequency.  In addition, a feature can be extracted by the 
existence of details or approximations coofficients of a signal at any level of resolution of the 
wavelet packet tree, and such feature can be used to identify the type of a fault. The 
collected data of different faulted and unfaulted conditions of an IPM motor are 
decomposed up to the second level of resolution of the WPT using the selected mother 
wavelet ‘db3’. The minimum description length data criterion (Hamid et al., 2002) is used for 
the selection of optimum mother wavelet from a set of orthogonal and non orthogonal 
wavelet functions. Figures 12–13 show the second level WPT coefficients of normal and 
fault currents of an inverter-fed 1-hp IPM motor. The second level WPT coefficients of stator 
current for the case of faulted condition in Fig. 13 are larger than those of unfaulted 
condition in Fig. 12 at the inception of fault occurrence. Therefore, these feature coefficients 
can be used for faults diagnostic and protection of IPM motors. A feature vector F is defined 
using the de noised second level WPT components of stator currents. The feature vector F is 
defined as (Khan & Rahman, 2009) 
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Fig. 12. Second level WPT coefficients of normal current: (a) low frequency approximations 
(aa2), (b) low frequency details (ad2), (c) high frequency approximations (da2), and (d) high 
frequency details (dd2). 
 

 
 

Fig. 13. Second level WPT coefficients of fault current: (a) low frequency approximations 
(aa2), (b) low frequency details (ad2), (c) high frequency approximations (da2), and (d) high 
frequency details (dd2). 
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machines may experience different type of faults. The majority of these faults are stator 
faults such as turn-to-turn fault, which appears as phase-to-phase or phase-to-ground faults 
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eccentricity, broken bars, and defects in buried permanent magnets or field windings. Faults 
such as stator inter-turn, loss of supply (single phasing), line to ground (L-G), and line-to-
line (L-L) faults are considered in this work.  
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The wavelet packet transform (WPT) is suitable for detection of high frequency components 
superimposed on the fundamental frequency.  In addition, a feature can be extracted by the 
existence of details or approximations coofficients of a signal at any level of resolution of the 
wavelet packet tree, and such feature can be used to identify the type of a fault. The 
collected data of different faulted and unfaulted conditions of an IPM motor are 
decomposed up to the second level of resolution of the WPT using the selected mother 
wavelet ‘db3’. The minimum description length data criterion (Hamid et al., 2002) is used for 
the selection of optimum mother wavelet from a set of orthogonal and non orthogonal 
wavelet functions. Figures 12–13 show the second level WPT coefficients of normal and 
fault currents of an inverter-fed 1-hp IPM motor. The second level WPT coefficients of stator 
current for the case of faulted condition in Fig. 13 are larger than those of unfaulted 
condition in Fig. 12 at the inception of fault occurrence. Therefore, these feature coefficients 
can be used for faults diagnostic and protection of IPM motors. A feature vector F is defined 
using the de noised second level WPT components of stator currents. The feature vector F is 
defined as (Khan & Rahman, 2009) 
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Fig. 12. Second level WPT coefficients of normal current: (a) low frequency approximations 
(aa2), (b) low frequency details (ad2), (c) high frequency approximations (da2), and (d) high 
frequency details (dd2). 
 

 
 

Fig. 13. Second level WPT coefficients of fault current: (a) low frequency approximations 
(aa2), (b) low frequency details (ad2), (c) high frequency approximations (da2), and (d) high 
frequency details (dd2). 
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where N denotes total number of coefficients in a certain node of wavelet packet tree. Table-
I shows the comparisons of feature vector calculated using equations (26)-(30) between 
faulted and normal conditions of an IPM motor. The feature vectors clearly differentiate 
faulted conditions from normal conditions and also within faulted conditions.  

 

Type of faults Waa2 Wad2 Wda2 Wdd2 
Normal  17.31 0.2757 0.0479 0.1222 

Inter-turn 30.33 0.3654 0.1125 0.1854 
L-G  34.34 0.4164 0.1278 0.2039 
L-L 114.75 0.7929 0.2588 0.3607 

Single phasing  21.88 0.7485 0.1036 0.2671 
Table 1. Feature vector 

 
5.2 Feature extraction based on signature analysis of WPT coefficients 
The signature analysis technique is used for feature extraction of fault currents of the 
proposed wavelet based faults diagnostic technique for induction motors. The discrete 
signal of stator current is decomposed up to the second level of resolution of the wavelet 
packet tree using the selected mother wavelet ‘db3’. The second level high frequency details 
(dd2) of stator currents are used to analyse the signatures of various faults in an induction 
motor as most of the fault current signals contain high frequency components superimposed 
on the fundamental frequency. The 2nd level high frequency details (dd2) of stator currents of 
different faulted and normal unfaulted conditions are given in Figs. 14(a)–14(d). The details 
(dd2) of stator current of Figs. 14(c)–14(d) showed high density of color strips between the 
faulted region as compared to those of normal currents (loaded or unloaded) of Figs. 14(a)–
14(b). Therefore, the significant features for faults detection can be extracted based on the 
density of WPT coefficients (dd2) of stator currents.  

 
5.3 Wavelet based faults diagnostic algorithm 
The new faults diagnostic and protection algorithm is developed by combining the features 
of wavelet packet transform (WPT) coefficients and neural network (NN) algorithm. A 
three-layer feed forward neural network with four inputs and one output is used. 

 
 

Fig. 14. Second level high frequency details (dd2) of stator current of the 1hp induction 
motor: (a) unloaded current, (b) full load current, (c) stator winding phase to ground fault 
current, and (d) single phasing current. 
 

 
 

Fig. 15. Experimental setup of the proposed WPT and NN based faults diagnostic and 
protection algorithm for inverter fed IPM motor using the DSP board ds1102. 
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where N denotes total number of coefficients in a certain node of wavelet packet tree. Table-
I shows the comparisons of feature vector calculated using equations (26)-(30) between 
faulted and normal conditions of an IPM motor. The feature vectors clearly differentiate 
faulted conditions from normal conditions and also within faulted conditions.  
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The new faults diagnostic and protection algorithm is developed by combining the features 
of wavelet packet transform (WPT) coefficients and neural network (NN) algorithm. A 
three-layer feed forward neural network with four inputs and one output is used. 

 
 

Fig. 14. Second level high frequency details (dd2) of stator current of the 1hp induction 
motor: (a) unloaded current, (b) full load current, (c) stator winding phase to ground fault 
current, and (d) single phasing current. 
 

 
 

Fig. 15. Experimental setup of the proposed WPT and NN based faults diagnostic and 
protection algorithm for inverter fed IPM motor using the DSP board ds1102. 
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Fig. 16. Flow chart of the new WPT and NN based faults diagnostic and protection 
algorithm for electric motors. 
 
In the proposed faults diagnostic and protection technique, the inputs of the NN are feature 
vectors of second level WPT coefficients of faulted and normal currents. The outputs are 
binary values of 0 or 1 to indicate whether the measured current is a normal current or a 
fault current, respectively. The proposed wavelet based diagnostic and protection technique 
for inverter fed interior permanent magnet (IPM) motors using the DSP board ds1102 is 
shown in Fig. 15. The proposed WPT and NN based faults diagnostic algorithm is written in 
the turbo C language. The algorithm uses a set of initialization and input/output (I/O) 
functions in order to initialize TMS320C31’s on-chip timers and to access the ds1102’s on 
board A/D and D/A converters. When a timer is started, the A/D converters of the DSP 
board continuously sample stator currents at the rate of 8 kHz. The samples of stator 
currents are sent to the memory of the DSP by the host PC, where they are squared and 
summed into one sample. This sample is placed into a circular buffer of size six. The six 
current data are processed using the filter coefficients of the mother wavelet ‘db3’, and the 
biases and weights of the NN algorithm. 
The procedure to implement the proposed WPT and NN based faults diagnostic algorithm 
using the DSP board ds1102 is shown in the flow chart of Figure 16. In the proposed 

technique, samples of three-phase stator currents are squared and summed into one sample 
at the beginning for minimizing the computational burden. The WPT is applied on squared 
samples of stator currents, and the feature vectors are calculated from the WPT coefficients. 
The feature vectors are given as inputs to the neural network. The NN algorithm determines 
the values of the network output using the trained weights and biases, and checks whether 
it is greater than the threshold or not in order to generate the trip signals for the circuit 
breakers.   

 
5.4 Laboratory implementation of wavelet based faults diagnostic algorithm 
The proposed wavelet based faults diagnostic technique is tested in real time using the 
experimental setup of Fig. 15. The experimental responses of the wavelet based faults 
diagnostic technique for supply and inverter fed IPM motors are shown in Figs. 17–19. 
Figures 17(a) and 17(b) show the test results for the case of single phasing of a supply fed 
IPM motor. Figures 17(c) and 17(d) contain the test results for the case of L-L fault of a 
supply fed IPM motor. The proposed faults diagnostic algorithm generated trip signal 
almost at the instant of fault occurrence without any delay. The experimental responses of 
the wavelet based faults diagnostic technique for inverter fed IPM motor are shown in Figs. 
18(a)–18(d). It is clear from Figs. 18(a)–18(d) that for all fault cases disturbances are identified 
promptly and properly. However, the trip signal is initiated after three cycles of fault 
occurrence for the case of single phasing of inverter fed IPM motor of Figs. 18(a)–18(b). In 
addition, the algorithm generated trip signal after one cycle of fault occurrence for the case 
of line to line fault of Figs. 18(c)–18(d). These delays are due to the fact that the response 
time includes the executions of the proposed protection algorithm, the speed control 
algorithm, and the vector control algorithm for generation of logic signals of inverter 
switches. Figure 19(a) shows the phase-a current and experimental response of no trip signal 
of the hybrid wavelet packet transform (WPT) and neural network (NN) based faults 
diagnostic algorithm for step increase and step decrease of command speeds of the inverter 
fed IPM motor. Figure 19(b) shows the phase-a current and experimental response of no trip 
signal of the hybrid diagnostic algorithm for the sudden change of load torque of the 
inverter fed IPM motor. The hybrid algorithm identified these unfaulted conditions of Figs. 
19(a)–19(b) as normal conditions and did not change the status of trip signal. Thus the 
proposed WPT and NN based hybrid algorithm correctly and promptly detected faulted 
and normal currents of both supply fed and inverter fed IPM motors.  
The wavelet based faults diagnostic technique is also implemented on a three-phase, Y-
connected, 1705 rpm, 1hp squirrel cage induction motor. The proposed algorithm is based 
on the identification of WPT coefficients of stator currents of different faulted and normal 
unfaulted conditions. The experimental responses of the faults diagnostic algorithm and 
three-phase stator currents are shown in Figs. 20(a)–20(d). Figures 20(a)–20(b) show the test 
results for single phasing, and Figures 20(c)–20(d) show the test results for line to ground 
fault of supply fed induction motors. The proposed WPT based faults diagnostic algorithm 
correctly and promptly classified faulted and normal currents of induction motor. 
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switches. Figure 19(a) shows the phase-a current and experimental response of no trip signal 
of the hybrid wavelet packet transform (WPT) and neural network (NN) based faults 
diagnostic algorithm for step increase and step decrease of command speeds of the inverter 
fed IPM motor. Figure 19(b) shows the phase-a current and experimental response of no trip 
signal of the hybrid diagnostic algorithm for the sudden change of load torque of the 
inverter fed IPM motor. The hybrid algorithm identified these unfaulted conditions of Figs. 
19(a)–19(b) as normal conditions and did not change the status of trip signal. Thus the 
proposed WPT and NN based hybrid algorithm correctly and promptly detected faulted 
and normal currents of both supply fed and inverter fed IPM motors.  
The wavelet based faults diagnostic technique is also implemented on a three-phase, Y-
connected, 1705 rpm, 1hp squirrel cage induction motor. The proposed algorithm is based 
on the identification of WPT coefficients of stator currents of different faulted and normal 
unfaulted conditions. The experimental responses of the faults diagnostic algorithm and 
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Fig. 17. Experimental responses of the WPT and NN based faults diagnostic technique for 
supply fed IPM motor: (a)-(b) single phasing condition and (c)-(d) line to line fault condition. 
(time: 0.1 s/div., trip signal: 5 V/div., Ia: 4.172 A/div., Ib: 4.66 A/div., and Ic: 4.82 A/div.) 
 

 
Fig. 18. Experimental responses of the WPT and NN based faults diagnostic technique for 
inverter fed IPM motor: (a)-(b) single phasing condition and (c)-(d) line to line fault 
condition. (time: 0.1 s/div., trip signal: 5 V/div., Ia: 4.172 A/div., Ib: 4.66 A/div., and Ic: 4.82 
A/div.) 
 
 
 

 
 

Fig. 19. Experimental responses of the WPT and NN based faults diagnostic technique for 
inverter fed IPM motor: (a) step changes of speed condition and (b) change of load torque 
condition. (time: 2 s/div., trip signal: 1 V/div., Ia: 4.172 A/div., Ib: 4.66 A/div., and Ic: 4.82 
A/div.) 
 

 
 

Fig. 20. Experimental responses of the WPT based faults diagnostic technique for supply fed 
induction motor: (a)-(b) single phasing condition and (c)-(d) line to ground fault condition. 
(time: 0.1 s/div., trip signal: 5 V/div., Ia: 4.172 A/div., Ib: 4.66 A/div., and Ic: 4.82 A/div.) 

 
6. Conclusions and Remarks 
 

In this chapter, a short review of conventional Fourier transforms and new wavelet based 
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Fig. 17. Experimental responses of the WPT and NN based faults diagnostic technique for 
supply fed IPM motor: (a)-(b) single phasing condition and (c)-(d) line to line fault condition. 
(time: 0.1 s/div., trip signal: 5 V/div., Ia: 4.172 A/div., Ib: 4.66 A/div., and Ic: 4.82 A/div.) 
 

 
Fig. 18. Experimental responses of the WPT and NN based faults diagnostic technique for 
inverter fed IPM motor: (a)-(b) single phasing condition and (c)-(d) line to line fault 
condition. (time: 0.1 s/div., trip signal: 5 V/div., Ia: 4.172 A/div., Ib: 4.66 A/div., and Ic: 4.82 
A/div.) 
 
 
 

 
 

Fig. 19. Experimental responses of the WPT and NN based faults diagnostic technique for 
inverter fed IPM motor: (a) step changes of speed condition and (b) change of load torque 
condition. (time: 2 s/div., trip signal: 1 V/div., Ia: 4.172 A/div., Ib: 4.66 A/div., and Ic: 4.82 
A/div.) 
 

 
 

Fig. 20. Experimental responses of the WPT based faults diagnostic technique for supply fed 
induction motor: (a)-(b) single phasing condition and (c)-(d) line to ground fault condition. 
(time: 0.1 s/div., trip signal: 5 V/div., Ia: 4.172 A/div., Ib: 4.66 A/div., and Ic: 4.82 A/div.) 

 
6. Conclusions and Remarks 
 

In this chapter, a short review of conventional Fourier transforms and new wavelet based 
faults diagnostic and protection techniques for electric motors is presented. The new hybrid 
wavelet packet transform (WPT) and neural network (NN) based faults diagnostic 
algorithm is developed and implemented for electric motors. The proposed WPT and NN 



Fault Detection280

faults diagnostic algorithm based protection technique is implemented in real time using the 
DSP board ds1102 for both supply fed and inverter fed IPM motors. In the proposed faults 
diagnostic technique, the WPT feature coefficients of stator currents are used as inputs to a 
two-layer feed forward neural network. The WPT based faults diagnostic algorithm is 
developed and implemented for a squirrel cage induction motor. The performances of both 
hybrid and WPT based diagnostic algorithm are found satisfactory. The proposed 
techniques do not require any harmonic contents analysis, and these are independent of 
motor equivalent circuit model parameters. The wavelet based technique is quite fast and 
easy to implement. It also requires less computational memory for the on-line 
implementation. 
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1. Introduction    
 

Automotive vehicles are nowadays equipped with a significant number of networked 
electronic systems by which advanced vehicle control, elimination of bulky wiring, and 
sophisticated features can be achieved. Most of the features are enabled by the use of 
distributed electronic systems including sensors, switches, actuators and electronic control 
units (ECUs). In today’s premium automobiles, there can be fifty or more individual ECUs 
communicating over multiplexed data networks such as Controller Area Network (CAN), 
Local Interconnect Network (LIN), FlexRay for X-by-wire applications (Kopetz & Bauer, 
2003; Leen et al., 1999; Leen & Heffernan, 2002; Shrinath & Emadi, 2004). 
However, as more features and ECUs are introduced, overall system complexity increases, 
in turn raising the likelihood for unpredictable or emergent behaviour that could not have 
been anticipated during ever shrinking vehicle development cycles. These cycles reduced 
from 48 months in 1985 to 24 months in 2005, and are expected to be 12 months in 2010 
(Ortega et al., 2006). The consequences of the unpredictable behaviour or implementation 
errors would discourage brand loyalty and bring a manufacturer into disrepute. In addition, 
rising feature levels have resulted in the embedded software and electronic components 
becoming an increasing proportion of the total value of the vehicle. The average cost for in-
vehicle electronic content increased from 2% of the total car price in 1974 to 23% in 2004, and 
is forecasted to reach 40% by 2010 (Ortega et al., 2006).  
Against this background, vehicle manufacturers are striving to reduce costs and at the same 
time to improve levels of customer satisfaction. Work to improve test and validation of large 
distributed electronic systems has been ongoing for years (Athanasas & Dear, 2004; Ehret, 
2003; Simonot-Lion, 2003). This has provided manufacturers with approaches to test and 
validation, with some degree of coverage. It is, however, still impossible to use an ideal test 
scheme that provides complete input test coverage to perform exhaustive testing and 
validation because of the large number of possible system states (Storey, 1997), possibly 
resulting in vehicles not working properly due to some design flaws and errors. This is 
compounded by general wear out of mechanical, electrical and electronic components. To 
date, on-board diagnostic systems (OBD) have come into play to cope with faults when 
vehicles are used by customers. OBD are integrated in ECUs to detect and diagnose vehicle 
faults such that diagnostic trouble codes (DTCs) relevant to the faults are set and logged in 
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the ECUs’ memory for later off-board, return-to-dealership-based fault analysis and 
rectification. 
Despite the available OBD, diagnostic techniques have largely been focused on individual or 
defined areas of a vehicle, e.g. engine management, brakes and steering. In a vehicle where 
only a few ECUs and communication messages are deployed, traditional off-board 
diagnostics can be adequate. As system complexity continues to increase, off-board 
diagnostic approaches have become more costly and sometimes ineffective, resulting in high 
levels of “no-fault-found”, incorrect component replacement and increased warranty costs. 
Recent years have seen research work on a paradigm shift from off-board dealership-based 
diagnosis and repair to on-board remotely-assisted diagnosis and in-vehicle repair (Amor-
Segan et al., 2007). It is anticipated that the new on-board vehicle diagnosis scheme will 
improve customer expectations and satisfaction for vehicle reliability. 
This chapter concerns fault detection and diagnosis (FDD) techniques applied to automotive 
electronic systems, especially focusing on faults in in-vehicle networks. FDD on a CAN 
network is demonstrated. Readers will be provided with knowledge on how vehicle faults 
are generally managed, and the trend of intelligent FDD in future vehicles. The rest of this 
chapter is divided into three main sections: (i) a brief introduction to in-vehicle electronic 
systems; (ii) FDD for in-vehicle electronic systems including those in component, feature 
and network levels; (iii) recent research on FDD techniques for in-vehicle networks. 

 
2. In-vehicle electronic systems 
 

Over the past two decades, the rapid growth in performance and reliability of electronic 
embedded systems has enabled vehicle manufacturers to implement complicated 
automotive control systems through the use of sophisticatedly integrated mechanical and 
electronic devices, so called mechatronics (Isermann, 2008). Vehicles are equipped with a 
variety of electronic devices performing different functions, and mostly transferring signals 
via electrical wiring. 

 
2.1 In-vehicle electronics 
State-of-the-art control algorithms and rapidly-improved semiconductor technology make it 
possible for modern vehicles to meet the demands for driver-assisted functions, safety, 
comfort and environment protection. A number of sensors are used to measure controlled 
variables as input signals for ECUs, e.g. engine speed, temperature. The input signals can be 
analogue, e.g. voltage signals from sensors, digital such as switch positions, or modulated 
e.g. Pulse Width Modulation (PWM) signals. With these input signals, ECUs calculate 
required parameters to adjust controlling devices such as actuators. Improved performance 
and additional functions are obtained by synchronising processes controlled by individual 
control units and by adapting their respective parameters to each other in real-time. An 
example of this type of function is a traction control system (TCS) which reduces the driving 
torque when the drive wheels spin (Robert Bosch GmbH, 2004a). 
In 1902, a magneto-ignition system, the first on-board electrical system, was installed in a 
vehicle. It consisted of the magneto itself, an ignition distributor, ignition coils, spark plugs 
and cables. More than a decade later, Bosch had the first complete automotive electrical 
system ready for installation. The system comprised the magneto-ignition system with 
spark plugs, a starter, a generator, headlamps, a battery, and a regulator switch. This was 

 

the starting point of a progress towards a genuine on-board electrical and electronics system 
(Robert Bosch GmbH, 2004). 
Today’s in-vehicle electronic systems have become extensive and much more complicated. 
A large number of electronic devices and software contents are integrated in modern 
vehicles. Applications range from simple door or window control to remotely wireless data 
transfer between vehicles or between a vehicle and the infrastructure. Fig. 1 illustrates the 
exponentially soaring complexity of today’s in-vehicle electronics. 
 

 
Fig. 1. Rapid increase in in-vehicle electronic systems (adapted from McMurran et al., 2006). 
 
In-vehicle electronics can be broadly classified into four main categories corresponding to 
different functionalities, constraints and models: “Powertrain”, “Chassis”, “Body”, and 
“Infotainment” including telematics, multimedia, various types of information and 
entertainment (Zurawski, 2006).  
 “Powertrain” refers to components that generate power and deliver it to the road surface. 
This includes the engine, transmission, clutches, driveshaft, etc. “Powertrain” sometimes 
simply refers to the engine and transmission, and the other components in the transmission.  
“Chassis” involves the systems that control the interaction of the vehicle with the road and 
the chassis. It is related to steering, braking and ride quality. This category includes systems 
such as ABS (Anti-lock Braking System), ESP (Electronic Stability Program) and the new 
forthcoming technology so-called X-by-Wire. “Body” refers to the electronic systems not 
directly involved in the movement of the vehicle. These are, for instance, the systems that 
control doors, windows, seats, boots, etc. “Infotainment” provides drivers with information 
and entertainment through HMI (Human Machine Interface). This enables drivers to see or 
exchange not only in-vehicle information and entertainment such as vehicle conditions and 
movies from an in-car video player, but also information from remote sources via telematics 
(Zurawski, 2006). 

 
2.2 In-vehicle networks 
Historically, the communication between simple electronic devices was mostly achieved by 
using point-to-point links, as shown in Fig. 2 a). Signals in the vehicle were transmitted and 
received among ECUs over non-multiplexed and hard-wired cables. This resulted in bulky, 
expensive and complicated wiring when dealing with the increasing use of ECUs, because 
the number of required communication channels grows exponentially with the number of 
ECUs (Navet et al., 2005). The attempt to eliminate wiring difficulties and to improve 
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the ECUs’ memory for later off-board, return-to-dealership-based fault analysis and 
rectification. 
Despite the available OBD, diagnostic techniques have largely been focused on individual or 
defined areas of a vehicle, e.g. engine management, brakes and steering. In a vehicle where 
only a few ECUs and communication messages are deployed, traditional off-board 
diagnostics can be adequate. As system complexity continues to increase, off-board 
diagnostic approaches have become more costly and sometimes ineffective, resulting in high 
levels of “no-fault-found”, incorrect component replacement and increased warranty costs. 
Recent years have seen research work on a paradigm shift from off-board dealership-based 
diagnosis and repair to on-board remotely-assisted diagnosis and in-vehicle repair (Amor-
Segan et al., 2007). It is anticipated that the new on-board vehicle diagnosis scheme will 
improve customer expectations and satisfaction for vehicle reliability. 
This chapter concerns fault detection and diagnosis (FDD) techniques applied to automotive 
electronic systems, especially focusing on faults in in-vehicle networks. FDD on a CAN 
network is demonstrated. Readers will be provided with knowledge on how vehicle faults 
are generally managed, and the trend of intelligent FDD in future vehicles. The rest of this 
chapter is divided into three main sections: (i) a brief introduction to in-vehicle electronic 
systems; (ii) FDD for in-vehicle electronic systems including those in component, feature 
and network levels; (iii) recent research on FDD techniques for in-vehicle networks. 

 
2. In-vehicle electronic systems 
 

Over the past two decades, the rapid growth in performance and reliability of electronic 
embedded systems has enabled vehicle manufacturers to implement complicated 
automotive control systems through the use of sophisticatedly integrated mechanical and 
electronic devices, so called mechatronics (Isermann, 2008). Vehicles are equipped with a 
variety of electronic devices performing different functions, and mostly transferring signals 
via electrical wiring. 

 
2.1 In-vehicle electronics 
State-of-the-art control algorithms and rapidly-improved semiconductor technology make it 
possible for modern vehicles to meet the demands for driver-assisted functions, safety, 
comfort and environment protection. A number of sensors are used to measure controlled 
variables as input signals for ECUs, e.g. engine speed, temperature. The input signals can be 
analogue, e.g. voltage signals from sensors, digital such as switch positions, or modulated 
e.g. Pulse Width Modulation (PWM) signals. With these input signals, ECUs calculate 
required parameters to adjust controlling devices such as actuators. Improved performance 
and additional functions are obtained by synchronising processes controlled by individual 
control units and by adapting their respective parameters to each other in real-time. An 
example of this type of function is a traction control system (TCS) which reduces the driving 
torque when the drive wheels spin (Robert Bosch GmbH, 2004a). 
In 1902, a magneto-ignition system, the first on-board electrical system, was installed in a 
vehicle. It consisted of the magneto itself, an ignition distributor, ignition coils, spark plugs 
and cables. More than a decade later, Bosch had the first complete automotive electrical 
system ready for installation. The system comprised the magneto-ignition system with 
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Fig. 1. Rapid increase in in-vehicle electronic systems (adapted from McMurran et al., 2006). 
 
In-vehicle electronics can be broadly classified into four main categories corresponding to 
different functionalities, constraints and models: “Powertrain”, “Chassis”, “Body”, and 
“Infotainment” including telematics, multimedia, various types of information and 
entertainment (Zurawski, 2006).  
 “Powertrain” refers to components that generate power and deliver it to the road surface. 
This includes the engine, transmission, clutches, driveshaft, etc. “Powertrain” sometimes 
simply refers to the engine and transmission, and the other components in the transmission.  
“Chassis” involves the systems that control the interaction of the vehicle with the road and 
the chassis. It is related to steering, braking and ride quality. This category includes systems 
such as ABS (Anti-lock Braking System), ESP (Electronic Stability Program) and the new 
forthcoming technology so-called X-by-Wire. “Body” refers to the electronic systems not 
directly involved in the movement of the vehicle. These are, for instance, the systems that 
control doors, windows, seats, boots, etc. “Infotainment” provides drivers with information 
and entertainment through HMI (Human Machine Interface). This enables drivers to see or 
exchange not only in-vehicle information and entertainment such as vehicle conditions and 
movies from an in-car video player, but also information from remote sources via telematics 
(Zurawski, 2006). 

 
2.2 In-vehicle networks 
Historically, the communication between simple electronic devices was mostly achieved by 
using point-to-point links, as shown in Fig. 2 a). Signals in the vehicle were transmitted and 
received among ECUs over non-multiplexed and hard-wired cables. This resulted in bulky, 
expensive and complicated wiring when dealing with the increasing use of ECUs, because 
the number of required communication channels grows exponentially with the number of 
ECUs (Navet et al., 2005). The attempt to eliminate wiring difficulties and to improve 



Fault Detection286

 

automotive distributed control systems became a challenge for automotive manufacturers. 
A wiring harness of a middle-class vehicle was roughly 1 mile long and included 
approximately 300 connectors with 2,000 pins (Robert Bosch GmbH, 2004a). The early 1980s 
saw the emerging solutions for vehicle networking, many of which were based on simple 
data transfer e.g. point-to-point or master-slave UART (Universal Asynchronous 
Receiver/Transmitter) (Leen et al., 1999). 
As requirements in vehicle control grew quickly, and were mostly based on real-time 
control strategies, such simple network configurations and protocols became unwieldy. In 
the mid 1980s, Robert Bosch GmbH invented a robust automotive control network known as 
CAN. CAN is based on a bus configuration, as shown in Fig. 2 b), which allows ECUs 
connected on the bus to receive in-vehicle signals digitally encoded in CAN messages at 
almost the same time. This significantly enhances real-time applications in the vehicle. 
 

 
a)                                    b) 

Fig. 2. Evolution of in-vehicle networks. 
 
Whilst CAN is concerned in this chapter, more recently, there have also been several other 
communication protocols and network topologies used in different categories, depending 
on requirements and cost constraints of applications. These are, for example, Local 
Interconnect Network (LIN) for Body, Time-Triggered CAN (TTCAN) for Powertrain, 
FlexRay for X-by-wire applications, MOST (Media Oriented System Transport) for 
infotainment, and the short-range wireless communication Bluetooth. Fig. 3 shows a cost 
and speed comparison of different networks. 
 

 
Fig. 3. Speed and cost comparison of the well-known in-vehicle networks. 
 
CAN is currently one of the serial communication protocols widely used in automotive and 
industrial automation applications. Fig. 4 illustrates a CAN bus topology in a typical 
automotive application where a number of ECUs can be connected on a high-speed CAN 
(CAN-HS) and a low-speed CAN (CAN-LS) buses which are connected via a gateway.  
 

 

 
Fig. 4. CAN in automotive application. 
 
A CAN communication controller is used in each ECU to control message transmission 
between ECUs connected on the same bus. CAN uses an arbitration feature, illustrated in 
Fig. 5, to control bus access in order to avoid transmission collision which causes 
communication errors. Messages which are assigned lower message identifications (IDs) 
have higher priorities to access the bus. For instance, in Fig. 5, node B loses the arbitration to 
node A because the third bit of node B (logic 1, so called “recessive”) is replaced by the third 
bit of node A (logic 0, so called “dominant”).  
 
If errors occur during communication, an error management feature in the communication 
controller detects, handles and confines such errors. An error frame is transmitted to notify 
ECUs that errors have been detected so that the ECUs ignore the message recently present 
on the bus. The errors involve Bit Error, Bit Stuffing Error, CRC Error, Form Error and 
Acknowledgement Error. Effect of the errors is also limited by CAN controllers to prevent 
further communication failure. More details on CAN and these errors can be found in 
Lawrenz, 1997. 

 
Fig. 5. CAN arbitration. 
 
In case of communication loss, network-relevant DTCs are set and logged in the ECUs that 
expect the lost messages. Applications of CAN embrace not only vehicle control but also 
diagnostic services. Despite the common diagnosis standards such as ISO 9141 K-line, ISO 
14230 KWP2000 (Keyword Protocol 2000), ISO 15765, etc., the trend of diagnostic services is 
towards diagnostics over CAN such as the standard defined in ISO 14229.   
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3. Fault detection and diagnosis for in-vehicle electronics 
 

As mentioned earlier, the rapid growth in hardware and software content in today’s 
vehicles results in increased overall system complexity. Fig. 6 illustrates the evolution of 
vehicle diagnostics together with the system complexity trend. Vehicle diagnostics with only 
conventional instruments, which has been used for simple measurement of normal or faulty 
electrical signals, is no longer effective. Enhanced in-vehicle diagnostic methods have been 
introduced in order that root causes of faults occurring during vehicle operation are 
efficiently detected and identified. For instance, OBD, which was initially intended for 
emission monitoring, is now able to provide logged DTCs and signal measurement for off-
board diagnostics of other non-emission related functions.  
 

 
Fig. 6. Evolution of diagnostic test equipment (adapted from Robert Bosch GmbH, 2004b). 
 
In-vehicle electronic and software control systems can operate on a number of different 
levels: (i) component level—individual ECUs, sensors, actuators and components; (ii) 
functional or feature level—such as braking, cruise control, stability control; (iii) network 
level—such as system-wide coordination and configuration, network wake-up and sleep, 
inter-network gateways and the network itself. As illustrated in Fig. 7, a diagnostic 
application in each level monitors different parameters. For instance, the diagnostic 
application in the component level monitors input and output signals and the battery 
voltage. ECU’s internal operation and communication are monitored by the ones in the 
feature and the network levels respectively. Once faults are detected, tested and confirmed, 
some default or alternative signal values are used by the ECU in a “limp-home” mode 
where the vehicle can be driven to the nearest service centre. The diagnostic processor then 
provides a warning to the driver as well as logging DTCs and additional environment 
parameters, e.g. speed, temperature and timestamp. It should be noted that there are 
currently no actual processors in deployment. The diagnostic processor illustrated in Fig. 7 
is a sub-function in each ECU.  
 

 

 
Fig. 7. Diagnostic scheme for in-vehicle electronic systems. 
 
A flow chart of vehicle diagnostics is shown in Fig. 8. The logged DTCs are accessed off-
board by a diagnostic tool at a service centre, and can be appropriately deleted once the 
faults are found and rectified. Fig. 9 illustrates an example of an off-board diagnostic tool 
used to read DTCs. If any further information about the vehicle repair is needed, the tool 
can be connected to another service centre or the manufacturer’s central diagnostic 
knowledge base in order to request remote assistance. 
 

 
Fig. 8. Flow chart of conventional diagnostics. 
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Fig. 9. Diagnostic tool for reading DTCs. 
 
Since this chapter is intended to focus on FDD for in-vehicle networks, this section next 
discusses FDD for the component and feature levels briefly, and then puts emphasis on the 
network level. 

 
3.1 Component and feature levels 
In the component and feature levels, FDD applications employ different methods for 
detecting functional software and physical hardware faults. Detection approaches range 
from simple threshold and out-of-range comparisons to learning algorithms for non-linear 
signal processing.  
Input and output signals from sensors, connecting lines (signal paths), and actuators are 
checked. Short-circuits to steady-state voltage e.g. battery voltage and the device ground, 
and line interruptions are monitored. Measurements from sensors are examined whether 
they are in permissible ranges. If additional information is available, a plausibility check is 
performed by cross-checking two signals e.g. comparison of crankshaft and camshaft 
speeds. Internal ECU’s operations are checked to ensure that the ECU works as specified. 
These checks are performed immediately after the vehicle being switched on, when the ECU 
operating or controlling the vehicle, and after the ECU finishing its operation. After faults 
are detected, some alternative values are used so that the ECU can continue its operation. 
Additionally, limp-home measures, e.g. limitation of engine speed, may be initiated to 
maintain driving safety, prevent consequence damage, and minimise emissions (Robert 
Bosch GmbH, 2004c).  
Recent research work has proposed new methods for diagnosing root causes of faults in 
distributed electronic systems in vehicles. For example, firstly, Murphey et al., 2004 
proposed the distributed diagnostic agent system (DDAS), a novel diagnostic architecture 
developed for automotive fault diagnosis. The DDAS, implemented for fault detection of 
ECU signals, consists of a vehicle diagnostic agent (VDA) and a number of signal diagnostic 
agents (SDAs), each of which is responsible for diagnosing one particular automotive signal 
using either a single or multiple signals. A novel fuzzy learning algorithm was implemented 
to learn to classify good and bad signal segments by supervised learning from good 
examples only in the training data set. This work used a case-based reasoning (CBR) 
approach in the VDA agent to find the cause of vehicle faults, by which effective diagnostic 
results have been obtained. Secondly, an intelligent diagnostic system (IDS) was developed 
for diagnosis of component faults in a multi-ECU environment by using model-based 
reasoning (MBR), and information taken from failure modes and effects analysis worksheet 

 

(FMEA) (Foran & Jackman, 2005). This work tried to isolate a core faulty component instead 
of simply returning a series of faults. The system was tested by a particular list of test cases 
and was capable of identifying all scenarios in the list with 100% success rate. 

 
3.2 Network level 
A number of research experiments on network design, verification and test to prevent 
network level faults and to improve reliability have been reported (Tindell & Hansson, 1995; 
Temple, 1998; Navet & Song, 1999; Navet & Song, 2001; Gaujal & Navet, 2005; Buja et al., 
2007). Hardware-in-the-loop facilities are playing an important role in the testing of 
networked electronic systems (Isermann et al., 1999; Kendall & Jones, 1999; Short & Pont, 
2008). Methods more specific to network level testing have been discussed (Armengaud et 
al., 2004; Armengaud et al., 2005a; Armengaud et al., 2005b). This has provided device 
suppliers and manufacturers with testing approaches with some degree of test coverage and 
system validation. Despite this, it is inevitable that unexpected faults can still occur due to 
untested conditions or worn components.  

 
3.2.1 Existing Network Management 
It is well understood that generally automotive manufacturers do not develop ECUs 
themselves; rather they mostly outsource this task to different suppliers to do so in 
accordance with the manufacturers’ specifications and existing standards. ECUs from 
different suppliers are then integrated and networked into vehicles by the manufacturers. 
One such well-known standard related to in-vehicle networks is Open System and 
Corresponding Interfaces for Automative Electronics Network Management (OSEK NM).  
Due to the increasing number of ECUs deployed in vehicles, the Open Systems and the 
Corresponding Interfaces for Automotive Electronics (OSEX/VDX) working group has 
defined a standard for communication of ECUs in automotive applications, called Network 
Management or NM (OSEK/VDX, 2004), illustrated in Fig. 10. NM resides in the 
environment where an Operating System (OS) controls system interactions among different 
software layers. NM consists of algorithms defined by OSEK and protocol specific 
algorithms. NM can communicate with the application software in the application layer, 
and vice versa, by using an Application Program Interface (API) in order to enable (or 
disable) OSEK algorithms.  
 

 
Fig. 10. OSEK Network Management. 
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The protocol specific algorithms are responsible for handling data transfer on the network 
by communicating with the datalink layer. OSEK NM is now a published ISO standard: ISO 
17356-5: 2006. It provides standardised features which ensure the functionality of inter-
networking by using standardised interfaces. NM implementations are incorporated in all 
networked nodes, e.g. ECUs. This means that a solution for NM can be implemented 
throughout the varieties of available ECU hardware. The status of the network is recorded 
and evaluated in all ECUs and thus each node features a determined behaviour regarding 
the network and the application concerned. NM supports diagnostic applications by 
providing acquired network status. 
NM features two mechanisms for network status and fault monitoring—direct network 
management (DNM) by using dedicated messages with a token principle and indirect 
network management (IDNM) by monitoring application messages. The use of these 
mechanisms is dependent on a particular system. Processing of information collected by 
these mechanisms must be in accordance with requirements of the entire networked system.  
Dedicated NM messages are used in DNM: Ring, Alive and Limp Home messages. Each 
node is monitored by other nodes on the network. Nodes transmit and receive NM 
messages via a logical ring in which a communication sequence for synchronisation is 
defined. Each node on the network has a unique ID normally available from 1 to 255. To set 
up a logical ring, a Ring message is sequentially passed from the lowest to the highest ID 
node which then passes the Ring back to the lowest ID node, as illustrated in Fig. 11. DNM 
also requires a broadcast type of network implementation so that every node can hear the 
messages that are being sent (Lemieux, 2001). 
 

 
Fig. 11. DNM logical ring. 
 
An Alive message identifies a new node present on the network and puts the system into a 
transient state. When the new node has identified all nodes on the network, the system 
changes into a stable state where the NM component is fully aware of the status of all nodes 
on the network. A faulty node transmits a Limp Home message cyclically until: (i) it is able 
to receive NM messages from other nodes correctly; or (ii) NM component stops; or (iii) the 
bus goes to sleep mode. Then the node enters a reset state and performs an NM 
initialisation. Other nodes that have received a Limp Home message update their 
configurations to identify the malfunction node being absent from the bus. 
 

 

Although DNM provides useful information on network and node status, it requires a 
somewhat amount of computational resources. Thus, DNM may not be suited for some 
systems in which simple software algorithms and computational resource consumption are 
of concern. IDNM is therefore defined as an alternative mechanism for network 
management. 
For IDNM, instead of dedicated NM messages circulating in a logical ring, application 
messages are monitored by nodes that receive the messages to determine the status of the 
transmitting node. In addition, two message monitoring methods are defined: a single 
timeout for observation (TOB) for all messages and an individual timeout per message. 
Single TOB is used by all nodes for monitoring monitored application messages to identify 
the node states.  For instance, if a node is able to successfully transmit its monitored 
application message within TOB, the node is considered as “Not Mute”. If monitored 
messages are successfully received before TOB elapses, the monitored node (the node that 
sent the messages) is “Present”, shown in Fig. 12. 
 

 
Fig. 12. Application message monitoring for IDNM. 
 
As for an individual timeout per message, IDNM uses COM Deadline Monitoring, a feature 
of OSEK Communication Component, to monitor individual message timeouts. If a 
monitored message has not arrived within predefined time, COM component will signal 
NM to update its configuration to indicate that the monitored node is “Absent”.   Similarly, 
the COM component also signals NM if the local node has failed to transmit a message 
within a predefined time. As a result, that local node is classified as “Mute”. 
To identify the static states (extended states), a specific counter and a threshold level are 
used. A counter is incremented and decremented in accordance with a node state. For 
instance, if the node is “Absent”, the counter will be incremented; if the node resumes being 
“Present” again, the counter will be decremented. When the counter reaches the threshold, 
NM identifies this state as “Node Absent Statically”. NM modes, state transitions and timer 
definitions are also defined in the OSEK NM standard. Further details of OSEK NM can be 
found in OSEK/VDX, 2004 and Lemieux, 2001. 

 
3.2.2 Message rate fault detection 
Examples of CAN application message faults which are most likely to occur on in-vehicle 
networks are shown in Fig. 13 and are defined in detail in Table 1. In general, details of 
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Fig. 12. Application message monitoring for IDNM. 
 
As for an individual timeout per message, IDNM uses COM Deadline Monitoring, a feature 
of OSEK Communication Component, to monitor individual message timeouts. If a 
monitored message has not arrived within predefined time, COM component will signal 
NM to update its configuration to indicate that the monitored node is “Absent”.   Similarly, 
the COM component also signals NM if the local node has failed to transmit a message 
within a predefined time. As a result, that local node is classified as “Mute”. 
To identify the static states (extended states), a specific counter and a threshold level are 
used. A counter is incremented and decremented in accordance with a node state. For 
instance, if the node is “Absent”, the counter will be incremented; if the node resumes being 
“Present” again, the counter will be decremented. When the counter reaches the threshold, 
NM identifies this state as “Node Absent Statically”. NM modes, state transitions and timer 
definitions are also defined in the OSEK NM standard. Further details of OSEK NM can be 
found in OSEK/VDX, 2004 and Lemieux, 2001. 

 
3.2.2 Message rate fault detection 
Examples of CAN application message faults which are most likely to occur on in-vehicle 
networks are shown in Fig. 13 and are defined in detail in Table 1. In general, details of 



Fault Detection294

 

periodic messages are specified in a message database during a design process. For instance, 
a message ‘M’ is transmitted by an ECU ‘E’ at every 10 ms. This transmission period can be 
guaranteed by the use of special network software tools. However, message faults can still 
happen when the bus traffic quality is poor due to a large number of error frames, or in a 
system where no such special software tools are implemented in ECUs. It is critical when 
faults occur on messages which are used in real-time control loops. Therefore, network level 
fault detection becomes necessary to monitor the number of messages and their timings, and 
the number of error frames actually present on the network.  
 

 
Fig. 13. CAN message faults. 
 
An application message on the network is periodically monitored by the fault detection in a 
time window Tw (e.g. 100 ms as shown in Fig. 13). The intermediate message rate Nmi (in 
msg/s) is compared with the rate specified in a message database Nsi and a threshold value 
Nti, where i is a message identification number. Tw is chosen to satisfy the inequality: 

 
Tw ≥ 1/MIN[Ns0, Ns1, … Nsn]  

 
where n = 0 to the last message ID, e.g. 255. 
 

Faults Details 

Fault free Message is sent at the specified rate ( Nsi – Nti ≤ Nmi ≤ Nsi + Nti) 

F1: Timeout Message is not sent within predefined time (Nm = 0) 

F2: Missing-Message Message is missing in a particular period (Nm < Ns – Nt) 

F3: Too-Many-
Message Too many messages are transmitted (Nm > Ns + Nt) 

Table 1. Details of application message faults. 
The measurement of the message rates can be seen in the statistics window of CANoe, a 
CAN bus simulation and network design tool. The horizontal axis of the window displays 

 

hexadecimal message IDs and the vertical axis represents the message rates in msg/s. Fig. 
14 shows the normal condition of the simulated network, where application messages with 
different message IDs are transmitted within the normal operating bands defined by: 
 

Nsi – Nti   Nmi    Nsi + Nti 
 
The fault detection is responsible for detecting any message rates that are out of the bands 
such as F1, F2 and F3 shown in Fig. 15. After faults are detected, DTCs and relevant 
snapshot data are logged in accordance with the manufacturer’s definitions.  
 

 
Fig. 14. Normal condition. 
 

 
Fig. 15. Faulty condition. 

 
3.2.3 Fault isolation with multiple discrete events 
It is possible that any of the faulty electronic components on the communication link 
contributes to F1 and F2 presented above. This subsection demonstrates a method for 
isolating possible faulty components by inferring from multiple discrete events in the 
networked system. 
In engineering systems where some basic knowledge of relationships between faults and 
symptoms is available, the knowledge can be expressed in rules based on fault-tree analysis 
(FTA) or event-tree analysis (ETA). A simple example a rule of ‘FAULT1’ caused by two 
symptoms—‘SYMPTOM1’ and ‘SYMPTOM2’ is as follows: 
 

IF (SYMPTOM1 AND SYMPTOM2) THEN ERROR1 
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IF (ERROR1 OR ERROR2) THEN FAULT1 
 
FTA is a graphical method that hierarchically represents a binary relationship between a 
fault (‘top event’) and symptom(s).  Intermediate events relevant to the ‘top event’ are 
combined using logical operations. FTA is commonly used in hazard analysis in safety-
critical systems as it can represent dependencies in the systems (Storey, 1997). Fig. 16 
illustrates a simple fault tree of a headlamp failure in a vehicle, which involves several root 
causes that can be traced back. FTA is also widely used in fault diagnosis with inference 
methods. Fault diagnosis can be preformed by inferring Boolean values of symptoms from 
sensor measurements such as pressure and position switches, and fault-symptom 
relationships.  
 
For in-vehicle network diagnosis, this subsection addresses how to utilise local message 
monitoring data in ECUs for isolating faulty components. Fault isolation with multiple 
discrete events by interpreting symptoms or intermediate events of the presence and 
correctness of message communication is discussed. 
 

F1: Headlamp 
does not work

Primary 
lamp 
failure

No command 
message

Primary 
ECU 

failure

Battery 
failure

CAN bus 
failure

 
Fig. 16. Simple fault tree of a headlamp failure in a vehicle. 
 
Conventionally, each ECU monitors particular messages it expects to receive. Faulty event 
data such as “timeout” events of the expected messages is locally stored in the ECU. When 
faults occur in a particular component which is not in a communication path between a 
monitoring ECU and a monitored message, the monitoring ECU will not recognise the faults 
and will not store any fault data. For instance, in the ECU diagram shown in Fig. 17, 
suppose that E5 expects M1 from E1 and the other ECUs do not monitor any messages from 
E5. If a “timeout” fault of M1 is detected and stored in E5, the root cause can be several 
components in the communication path e.g. E1, W1, C1, W6, W7, C5, W5 and E5. This list of 
possible faulty component(s) can be narrowed down if every ECU (i) locally monitors 
particular messages from the other ECUs even if the messages are not used in its control 
functions, and (ii) can provide local fault events to be analysed by diagnostic applications in 
a dedicated ECU, provided that there is a redundant communication channel available if the 
main channel is permanently unavailable. 
 

 

A communication path is shown in Fig. 18 where a monitoring ECU receives a monitored 
message from a monitored ECU through several peripheral components. The peripheral 
components can be classified into three major groups: (i) components at the monitoring 
ECU, (ii) those at the monitored ECU and (iii) those shared among ECUs.  
Consider the networked system in Fig. 17 where M5 is monitored by all ECUs, fault 
symptoms in a situation where M5 is not received by E1 - E4 and M1 - M4 are not received 
by E5 can be summarised in Table 2. Possible faulty components can be identified in relation 
to an individual symptom and the peripherals involved in the communication path. 
 

 
Fig. 17. In-vehicle network with ECUs and peripheral components. 
 

 
Fig. 18. Communication path. 
 

  M1 M2 M3 M4 M5 

S1 E1 1 1 1 1 0 

S2 E2 1 1 1 1 0 

S3 E3 1 1 1 1 0 

S4 E4 1 1 1 1 0 

S5 E5 0 0 0 0 1 
Table 2. Fault symptom table: M5 not received by all ECUs except E5 itself. 
 
where 1: Mi is received by Ei;  0: Mi is not received by Ei; Si: Symptom i. 
As shown in Table 3, for instance, S1 can be caused by E1, W1, E1, E5, W5, C5, W6 and W7. 
After considering all of the discrete fault symptoms on the entire network (S1 – S5), W7 is 
involved in every symptom; therefore it is isolated as a faulty component.  
Another example of fault isolation for multiple faults is provided in Table 4. In this example, 
M5 is not received by all ECUs except E5 itself; M1 - M2 are not received by E3 - E5; M3 - M5 
are not received by E1 - E2; M3 - M4 are not received by E5. Similarly, after considering 
multiple discrete fault symptoms on the entire network, W6 and W7 can be isolated as faulty 
components. 
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Fig. 18. Communication path. 
 

  M1 M2 M3 M4 M5 

S1 E1 1 1 1 1 0 

S2 E2 1 1 1 1 0 

S3 E3 1 1 1 1 0 

S4 E4 1 1 1 1 0 

S5 E5 0 0 0 0 1 
Table 2. Fault symptom table: M5 not received by all ECUs except E5 itself. 
 
where 1: Mi is received by Ei;  0: Mi is not received by Ei; Si: Symptom i. 
As shown in Table 3, for instance, S1 can be caused by E1, W1, E1, E5, W5, C5, W6 and W7. 
After considering all of the discrete fault symptoms on the entire network (S1 – S5), W7 is 
involved in every symptom; therefore it is isolated as a faulty component.  
Another example of fault isolation for multiple faults is provided in Table 4. In this example, 
M5 is not received by all ECUs except E5 itself; M1 - M2 are not received by E3 - E5; M3 - M5 
are not received by E1 - E2; M3 - M4 are not received by E5. Similarly, after considering 
multiple discrete fault symptoms on the entire network, W6 and W7 can be isolated as faulty 
components. 
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 E1 W1 C1 E2 W2 C2 E3 W3 C3 E4 W4 C4 E5 W5 C5 W6 W7 

S1 1 1 1 0 0 0 0 0 0 0 0 0 1 1 1 1 1 

S2 0 0 0 1 1 1 0 0 0 0 0 0 1 1 1 1 1 

S3 0 0 0 0 0 0 1 1 1 0 0 0 1 1 1 0 1 

S4 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 0 1 

S5 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 1 1 

P - - - - - - - - - - - - - - - - x 
Table 3. Fault isolation table for the symptoms in Table 2. 
 
where 1: component is in the communication path and can cause Si;  

0: component is not in the communication path; 
P: possible faulty components. 

 
  M1 M2 M3 M4 M5 

S1 E1 1 1 0 0 0 

S2 E2 1 1 0 0 0 

S3 E3 0 0 1 1 0 

S4 E4 0 0 1 1 0 

S5 E5 0 0 0 0 1 
Table 4. Fault symptom table: M5 not received by all ECUs except E5 itself; M1 - M2 not 
received by E3 - E5; M3 - M5 not received by E1 - E2; M3 - M4 not received by E5. 
 

 E1 W1 C1 E2 W2 C2 E3 W3 C3 E4 W4 C4 E5 W5 C5 W6 W7 

S1 1 1 1 0 0 0 1 1 1 1 1 1 1 1 1 1 1 

S2 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

S3 1 1 1 1 1 1 0 0 0 0 0 0 1 1 1 1 1 

S4 1 1 1 1 1 1 0 0 0 0 0 0 1 1 1 1 1 

S5 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 1 1 

P - - - - - - - - - - - - - - - x x 
Table 5. Fault isolation table for the symptoms in Table 4. 
 
In practice, however, the presented fault isolation technique can be implemented only if a 
redundant channel is available. Multiple fault events from all ECUs of the entire network 
are gathered by a dedicated ECU through either the existing network itself or the redundant 
channel when the main network is permanently unavailable, e.g. permanently broken wires. 
The redundant channel can be a wired or wireless link among the ECUs, e.g. FlexRay dual-
channel topology or Bluetooth. Intermittent fault data could be used to represent a 

 

deterioration statistics by using a counter to count the number of detected faults in the 
component. 
This section has discussed in-vehicle network fault detection which ranges from simple 
application message monitoring to more robust and complicated network and ECU status 
monitoring e.g. OSEK DNM. After faults are detected, on-board diagnostic applications in 
ECUs can obtain current network or status by requesting NM, if implemented, to provide 
the status such as an ECU in “Limp-Home”, “Present”, or “Mute” mode. After gathering the 
status and information, and performing fault isolation, the diagnostic applications log 
network-relevant DTCs according to a description specified by the manufacturer. Network-
relevant DTCs are commonly standardised to have a prefix ‘U’. Some examples are shown 
below. 
 
U0003: “High speed CAN communication bus (+) Open” 
U0100: “Lost communication with ECU A” 
U0301: “Software incompatibility with ECU B” 
U0401: “Invalid data received from ECU C” 
 
These DTCs are read by a specific tool to be guidance to engineers to find out root causes. In 
general, there can be several DTCs that relate to a single fault logged by all diagnostic levels. 
To correctly diagnose the real root causes, interpretation from experienced engineers or 
assistance from an advanced guiding method such as the work of Huang et al., 2008 may be 
required. 

 
4. Recent research on FDD for in-vehicle networks 
 

The previous section discussed how faults in automotive electronic systems are 
conventionally handled. However, network level faults can result from a number of causes. 
As illustrated in Fig. 19, failures within an in-vehicle electronic system can manifest 
themselves in many different ways and on a number of different levels. The causes can be 
directly from the network level itself or indirectly from the other two levels. For instance, if 
a message is not transmitted from an ECU as specified, this problem can be caused by an 
internal function in the ECU itself (feature level), the CAN controller or the electrical wiring 
(component level). It is noted that physical hardware faults of in-vehicle networks such as 
CAN cables short-circuit-to-ground or the battery are considered as component level faults. 
 

 
Fig. 19. Impact of failure across different diagnostic levels. 
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Vehicle diagnosis using DTCs intended for later off-board root cause analysis and repair 
actions can be unwieldy when it comes to dealing with a system comprising a large number 
of ECUs and messages. For instance, several components in the system or communication 
path can cause a DTC U0401 to be set. The data might have been sent correctly by the “ECU 
C” but it was probably corrupted on the bus by intermittent faults in the cable wires. When 
performing off-board diagnostics, it is almost impossible to simulate the same operating 
condition as when the faults were present. This subsection discusses recent research on fully 
on-board FDD techniques that are being implemented to manage faults in real-time and in a 
system-wide and network-wide perspective. 
Recent years have seen a number of research projects on various areas related to intelligent 
vehicles such as vehicles with collision avoidance and self diagnosis capabilities. One of 
such projects is known as the Self-Healing Vehicle concept which outlines a required 
paradigm shift of fault diagnostics and management of in-vehicle electronic systems (Amor-
Segan et al., 2007). The Self-Healing Vehicle concept, illustrated in Fig. 20, is intended to 
mitigate failures within the vehicle’s embedded software and electronic control systems in 
order to “safely keep the vehicle on the road”. The concept envisages a vehicle equipped 
with a standardised, general purpose, networked computing architecture that facilitates 
software and application mobility. This mechanism will be managed by an intelligent fault 
management system with access to remote support services via a telematics link. The 
Intelligent Black Box (iB2) will efficiently use available information in a vehicle that is 
currently under-utilised. This is the large volume of real-time component-, feature- or 
network-related information flowing through the vehicle’s networks. Intelligent use of this 
information will be a key factor in the accurate operation of whole-vehicle diagnostics and 
prognostics, and the overall effectiveness of the fault management system.  
 

 
Fig. 20. The Self-Healing Vehicle concept (adapted from Amor-Segan et al., 2007). 
 
The iB2 is a system capable of performing the following important functions: 
 

 Monitoring of a variety of data sources such as network conditions, system and 
component resources, internal ECU data, etc.; 

 Intelligent data mining, data compression, filtering and analysis; 
 Adapting its behaviour under the instruction from the whole-vehicle diagnostic 

and prognostic system; 
 Proactive system observations for fault diagnosis and prognosis. 

 

These functions will support the on-board whole-vehicle fault management in obtaining 
accurate diagnoses. Clearly, a new framework for fully on-board monitoring and utilising 
the system information—component-, feature-, and network-related information—becomes 
necessary.  
As for the network level, network information can be analysed by an intelligent network 
diagnostic and prognostic process as illustrated in Fig. 21. As a result, accurate diagnoses 
can be generated, and an alarm is triggered when predicted healthiness of the network falls 
below a threshold value (T). Certainly, to achieve this, robustness, accuracy, and continuity 
of network level fault detection will need to be improved. 
 

 
Fig. 21. In-vehicle network diagnostics and prognostics. 

 
4.1 Evaluating network health 
The network health could be indicated by the number of error frames. An error frame is 
transmitted when any of the communication error types is detected by an error management 
unit fitted in a CAN controller. Error detection embraces Cyclic Redundancy Check (CRC), 
bit monitoring, bit stuffing and frame checking. Errors can be caused by a number of 
reasons one of which is the presence of physical disturbances. When CAN buses are 
installed in a vehicle, there can be a situation where the physical wiring or connectors are 
damaged or gradually deteriorated by vibration or corrosion. This would cause the electrical 
signal to vary from specifications, thereby resulting in communication failures and error 
frames being transmitted.  
Fig. 22 illustrates a captured CAN message from an oscilloscope displaying a signal 
distortion effected by analogue disturbances such as low resistance between CAN cables. 
The data can still be decoded by the oscilloscope and there are no error frames transmitted. 
Fig. 23 depicts a zoomed-in capture of the distorted signal. Fig. 24 shows a situation where 
there are more disturbances injected such that error frames are transmitted and the data 
cannot be decoded by the oscilloscope. 
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management system with access to remote support services via a telematics link. The 
Intelligent Black Box (iB2) will efficiently use available information in a vehicle that is 
currently under-utilised. This is the large volume of real-time component-, feature- or 
network-related information flowing through the vehicle’s networks. Intelligent use of this 
information will be a key factor in the accurate operation of whole-vehicle diagnostics and 
prognostics, and the overall effectiveness of the fault management system.  
 

 
Fig. 20. The Self-Healing Vehicle concept (adapted from Amor-Segan et al., 2007). 
 
The iB2 is a system capable of performing the following important functions: 
 

 Monitoring of a variety of data sources such as network conditions, system and 
component resources, internal ECU data, etc.; 

 Intelligent data mining, data compression, filtering and analysis; 
 Adapting its behaviour under the instruction from the whole-vehicle diagnostic 

and prognostic system; 
 Proactive system observations for fault diagnosis and prognosis. 

 

These functions will support the on-board whole-vehicle fault management in obtaining 
accurate diagnoses. Clearly, a new framework for fully on-board monitoring and utilising 
the system information—component-, feature-, and network-related information—becomes 
necessary.  
As for the network level, network information can be analysed by an intelligent network 
diagnostic and prognostic process as illustrated in Fig. 21. As a result, accurate diagnoses 
can be generated, and an alarm is triggered when predicted healthiness of the network falls 
below a threshold value (T). Certainly, to achieve this, robustness, accuracy, and continuity 
of network level fault detection will need to be improved. 
 

 
Fig. 21. In-vehicle network diagnostics and prognostics. 

 
4.1 Evaluating network health 
The network health could be indicated by the number of error frames. An error frame is 
transmitted when any of the communication error types is detected by an error management 
unit fitted in a CAN controller. Error detection embraces Cyclic Redundancy Check (CRC), 
bit monitoring, bit stuffing and frame checking. Errors can be caused by a number of 
reasons one of which is the presence of physical disturbances. When CAN buses are 
installed in a vehicle, there can be a situation where the physical wiring or connectors are 
damaged or gradually deteriorated by vibration or corrosion. This would cause the electrical 
signal to vary from specifications, thereby resulting in communication failures and error 
frames being transmitted.  
Fig. 22 illustrates a captured CAN message from an oscilloscope displaying a signal 
distortion effected by analogue disturbances such as low resistance between CAN cables. 
The data can still be decoded by the oscilloscope and there are no error frames transmitted. 
Fig. 23 depicts a zoomed-in capture of the distorted signal. Fig. 24 shows a situation where 
there are more disturbances injected such that error frames are transmitted and the data 
cannot be decoded by the oscilloscope. 
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Fig. 22. Physical CAN signal disturbed by an analogue disturbance. 
 

 
Fig. 23. Zoomed-in CAN signal disturbed by an analogue disturbance. 
 

 
Fig. 24. Physical CAN signal distorted by more analogue disturbances. 
 
The relationship between the number of error frames and the fault types remains under 
investigation at this stage. However, inference systems may be used to analyse the collected 
data from preliminary experiments. For instance, as shown in Fig. 25, an adaptive-network-

 

based fuzzy inference system (ANFIS) can classify the number of error frames into such 
network health conditions as “unhealthy”, “fair” and “healthy”. 
 

 
Fig. 25. Network health classification using ANFIS. 

 
4.2 Adaptive network management 
As discussed in the previous section, DNM provides network status to an application which 
is running in a networked ECU environment. With DNM, there is less overhead to the 
application and a high level of portability across multiple applications can be achieved. 
IDNM, on the other hand, is much simpler to implement. Despite being less robust and 
limited availability of node and network status, IDNM is an alternative mechanism for 
systems where rapid response from NM is not necessary, and simple software algorithms 
and computational resource consumption are of concern. 
Traditionally, network diagnostic applications in ECUs only use either DNM or IDNM to 
provide them with node and network status. If DNM is implemented, some application 
message faults such as intermittent application message missing cannot be detectable 
because application messages are not monitored. Moreover, if NM messages are not 
available from a particular node as a result of its embedded software faults while 
application messages can still be transmitted, diagnostic applications in other nodes will no 
longer be able to detect faults from that faulty node. Conversely, if IDNM is implemented, 
as mentioned earlier, availability of node and network status is limited. This therefore 
would result in less fault coverage in a networked ECU environment. To enhance coverage, 
robustness and continuity of network level fault detection the Adaptive OSEK NM 
technique has been proposed (Suwatthikul, 2007). This technique is divided into two 
approaches: (i) switching DNM to IDNM, called Switched NM; and (ii) combining DNM 
and IDNM, called Combined NM. 
The concept of combining both approaches is based on the fact that if the use of NM by 
applications is not fixed to DNM or IDNM, then the applications will benefit from using the 
advantages of both types of traditional OSEK NM as fault monitoring continues. As 
illustrated in Fig. 26, both approaches begin with variable and timer initialisation. For 
Switched NM, DNM is initially used as the main NM of the system. If DNM is not available 
for some reason such as NM API failure, the IDNM mode will be entered, i.e. application 
messages are monitored by a diagnostic application rather than using information from 
dedicated NM messages. For Combined NM, an application uses DNM and IDNM together 
such that application messages and NM messages are monitored at all time. 
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and IDNM, called Combined NM. 
The concept of combining both approaches is based on the fact that if the use of NM by 
applications is not fixed to DNM or IDNM, then the applications will benefit from using the 
advantages of both types of traditional OSEK NM as fault monitoring continues. As 
illustrated in Fig. 26, both approaches begin with variable and timer initialisation. For 
Switched NM, DNM is initially used as the main NM of the system. If DNM is not available 
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messages are monitored by a diagnostic application rather than using information from 
dedicated NM messages. For Combined NM, an application uses DNM and IDNM together 
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a)                                       b) 

Fig. 26. Adaptive OSEK NM: a) Switched NM; b) Combined NM. 
 
Although Combined NM will inherently consume more computational resources than when 
traditionally using separate NM, the simulation results show that Combined NM can cover 
more fault scenarios, and provide more accurate network fault detection and improved 
robustness (Suwatthikul, 2007). 
In conclusion, this chapter has provided readers with an idea of how FDD can be applied in 
practice, especially current and future applications in the automotive industry. Modern in-
vehicle electronic systems have become much more complicated due to additional 
sophisticated features. This certainly requires more intelligent and robust FDD. Despite 
available FDD approaches from a number of non-automotive domains, the approaches 
cannot be simply applied to the automotive domain due to obvious constraints such as costs 
and different end users. The aerospace industry has employed advanced FDD for decades, 
involving model-based FDD, bespoke components and redundant systems, in particular for 
safety-critical applications. Inevitably, such approaches are extremely costly and therefore 
not well suited for applications in the automotive industry.  
The direction of future research on FDD in automobiles tends to focus on cost-effective and 
intelligent approaches to whole-vehicle fault management, and new component and system 
architectures. For instance, the use of generic processing components to implement different 
fault management strategies in a vehicle that will achieve the required levels of resilience or 
fault tolerance, yet in a way that is cost-effective and realisable for the automotive domain. 
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1. Introduction     
 

The demanding on high safety, performance and reliability in controlled processes has 
becoming increasingly stringent in recent years. Control valves (or actuators) are widely 
used in industrial processes. As the final control elements, they are often installed in the 
technology nodes working in the harsh environment: high temperature, high pressure, 
humidity, pollution, chemical solvents, etc. Their malfunctions usually lead to poor control 
performance or process disturbance, even result in unqualified product. Therefore, the on-
line detection and diagnosis of control valve should be applied to preserve the high-
reliability of control valves due to the severity of its possible effects of failure on the 
processes. 
The malfunctions of actuator mainly include fully failure, offset and bias, change of gain, 
serious hysteresis, and stick-slip fault. In the past two decades, there has existed a number of 
fault detection and diagnosis methods for actuators in process control systems. Some efforts 
involved model-based approaches: state estimation (Hoefling et al.,1995; Park T.G. et al., 
2000; Edwin Engin Yaz & Asad Azemi,1998); parity equation (Massoumia et al.,1998; 
Mediavilla et al.,1997). These methods require relatively accurate mathematic models about 
the processes. However, it is very difficult to obtain accurate mathematic models in most 
industrial processes. Other studies focused on using neural networks (Patan,2001; Patan & 
Parisini,2003; Pawel et al.,2003), fuzzy logic, and signal analysis (Deibert,1994). An 
important issue that should be highlighted is that, there is no a method that can detect and 
diagnose all kinds of faults because various fault types may occur in control valves. most 
existing method requires process knowledge or user-interaction (Forsman & Stattin 1999; 
Hagglund,1995; Wallen,1997). Only few approaches do not need prior knowledge about the 
process (Horch, 1999). 
In process control systems, actuators with digital positioner are widely used. Generally, few 
related signals can be sampled to process monitor systems. These signals are: the input and 
output signals related to the component itself, and the flow signal that controlled by the 
industrial actuator. In fact, these signals provide useful information about the operation of 
the actuator.  
In this chapter, a series of methods based on trend analysis are proposed to detect typical 
faults of industrial actuators with digital positioners by using these three signals. Because 
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there is no need to have prior knowledge about the control processes, these methods 
provided can be easily applied to the real processes.  

 
2. Description of Actuator with Digital Positioners and Its Typical Faults 
 

2.1 Description of actuators with digital positioners in process control systems 
As a typical example, Fig.1 shows the air-operated actuator with digital positioner in most 
process control systems. It consists of three primary parts: digital positoner, air-driven 
part(or executive body), and valve body. The digital positoner receives valve travel setting 
signal (control signal Ud) from the controller in a control system, and set the actual valve 
travel (x) according to the valve travel setting signal by supplying air to the driven part. The 
valve steam is then driven by air pressure and moves to a specified position to achieve flow 
control.  
 

 
Fig. 1. Diagram of  the air-operated actuator with digital positioner  
 
The valve body is a liquid-limit component which includes valve seat and valve spool. 
When the valve stem moves to a specific position, the valve spool will also reach a 
corresponding opening point. The model of valve body can be described as follows: 
 

Q/Qmax = f(x/L)                                                                (1) 
 

where Qmax is the maximum flow rate and L is the spool displacement when the valve spool 
is fully open, Q is the real flow rate,  , x is the real spool displacement, x/L represents the 
spool opening, and Q/Qmax represents relative flow rate.  

 
2.2 Generalized model of  actuator with digital positioner 
In actuator with digital positioner, important signals for fault detection are: valve travel 
setting signal, the actual valve travel, air pressure of driven part, inlet pressure of valve 
body, outlet pressure of valve body, and the flow rate through valve body. However, in 

most cases, only few signals can be sampled by DCS (distributed control system) or SCADA 
system. They are:  
a) valve travel setting signal: CV 
b) actual valve travel:X 
c) flow rate through valve body: Q 
For other kinds of actuator, such as electric valve actuators and hydraulic actuator, we get 
the same result: the three signals can be easily obtained. Because the three signals can 
represent most important running state of actuator, a generalized model of actuator with 
digital positoner is given in Fig.2.  

 
Fig. 2. Generalized model of actuator with digital positioner 
 
When the actuator works well, the X will trace CV rapidly and smoothly, and the flow rate 
will keep a corresponding value to X. Once there are some malfunctions, the relationship 
among CV, X, and Q will change. Fault detection can be made by detecting these changes 
with the three signals.  

 
2.3 Typical malfunctions of digital positioners 
Malfunctions may occur in every part of the actuator. As an example, 19 typical fault types 
of the membrane air-operated actuator are given in table 1. 
 

Valve body Air-driven part Digital positioner Other fault 
F1: valve body blocked F8: valve stem 

bending 
F12: electro- peumatic 
convertor failure 

F16: air feed 
pressure declining 

F2: Sediment in valve 
seat or valve spool 

F9: overshadowed 
tight membrane 

F13: position feedback 
sensor failure  

F17: abnormal 
differential pressure 
of valve body 

F3: valve body eroded F10: membrane 
damage 

F14: pressure sensor 
failure

F18: bypass valve 
open 

F4: friction force 
increase  in valve or 
bush

F11:  spring failure F15: positioner spring 
failure

F19:flow sensor 
failure

F5:external leakage 
(bush or valve cover 

   

F6: internal
leakage(tight valve) 

   

F7: fluid evaporation    
Table 1. Typical malfunctions of the membrane air-operated actuator 
 
These fault types F1 to F19 will make the actuator work in faulty state. Meanwhile, the 
relationship between the three signal CV,  X, and Q will change in an abnormal way. These 
different faulty state of actuators can be classified generally into the following types: “Stick-

executive part valve part 
CV

X Q
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The valve body is a liquid-limit component which includes valve seat and valve spool. 
When the valve stem moves to a specific position, the valve spool will also reach a 
corresponding opening point. The model of valve body can be described as follows: 
 

Q/Qmax = f(x/L)                                                                (1) 
 

where Qmax is the maximum flow rate and L is the spool displacement when the valve spool 
is fully open, Q is the real flow rate,  , x is the real spool displacement, x/L represents the 
spool opening, and Q/Qmax represents relative flow rate.  

 
2.2 Generalized model of  actuator with digital positioner 
In actuator with digital positioner, important signals for fault detection are: valve travel 
setting signal, the actual valve travel, air pressure of driven part, inlet pressure of valve 
body, outlet pressure of valve body, and the flow rate through valve body. However, in 

most cases, only few signals can be sampled by DCS (distributed control system) or SCADA 
system. They are:  
a) valve travel setting signal: CV 
b) actual valve travel:X 
c) flow rate through valve body: Q 
For other kinds of actuator, such as electric valve actuators and hydraulic actuator, we get 
the same result: the three signals can be easily obtained. Because the three signals can 
represent most important running state of actuator, a generalized model of actuator with 
digital positoner is given in Fig.2.  

 
Fig. 2. Generalized model of actuator with digital positioner 
 
When the actuator works well, the X will trace CV rapidly and smoothly, and the flow rate 
will keep a corresponding value to X. Once there are some malfunctions, the relationship 
among CV, X, and Q will change. Fault detection can be made by detecting these changes 
with the three signals.  

 
2.3 Typical malfunctions of digital positioners 
Malfunctions may occur in every part of the actuator. As an example, 19 typical fault types 
of the membrane air-operated actuator are given in table 1. 
 

Valve body Air-driven part Digital positioner Other fault 
F1: valve body blocked F8: valve stem 

bending 
F12: electro- peumatic 
convertor failure 

F16: air feed 
pressure declining 

F2: Sediment in valve 
seat or valve spool 

F9: overshadowed 
tight membrane 

F13: position feedback 
sensor failure  

F17: abnormal 
differential pressure 
of valve body 

F3: valve body eroded F10: membrane 
damage 

F14: pressure sensor 
failure

F18: bypass valve 
open 

F4: friction force 
increase  in valve or 
bush

F11:  spring failure F15: positioner spring 
failure

F19:flow sensor 
failure

F5:external leakage 
(bush or valve cover 

   

F6: internal
leakage(tight valve) 

   

F7: fluid evaporation    
Table 1. Typical malfunctions of the membrane air-operated actuator 
 
These fault types F1 to F19 will make the actuator work in faulty state. Meanwhile, the 
relationship between the three signal CV,  X, and Q will change in an abnormal way. These 
different faulty state of actuators can be classified generally into the following types: “Stick-

executive part valve part 
CV

X Q
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slip” fault, “constant bias” fault, “change of gain” fault, “serious hysteresis” fault,”stuck” 
fault. Fig.3. to Fig.8 show the above typical fault types, in which the three signals behave in 
different ways. 
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Fig. 3. Actuator works in fault-free state 
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Fig. 4. Actuator works in “stick-slip” state 
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Fig. 5. Actuator works in “constant bias” state 
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Fig. 6. Actuator works in “change of gain” state 
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Fig. 7. Actuator works in “serious hysteresis” state 
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Fig. 8. Actuator works in “stuck” state 

 
3. Online Fault Detection Methods Based on Trend Analysis 
 

The online fault detection based on trend analysis methods adopts the three signals in the 
generalized model of actuator with digital positioner. In the real-world data is always noisy. 
It is necessary to filter the sampled data. Here, a first-order filter is used for data pre-
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3. Online Fault Detection Methods Based on Trend Analysis 
 

The online fault detection based on trend analysis methods adopts the three signals in the 
generalized model of actuator with digital positioner. In the real-world data is always noisy. 
It is necessary to filter the sampled data. Here, a first-order filter is used for data pre-
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processing. Sliding window is use to handle data of the three signals to accomplish online 
fault detection tasks. 

 
3.1 “stick-slip” fault detection by trend analysis method  
Under normal conditions, the valve stem moves smoothly; when “stick-slip” fault occurs, 
the valve travel varies in steps. Fig.9 shows simulation data of the valve travel variations 
during stick-slippage against time. The enlarged part in it is the behavior of the valve stem 
at the transition from sticking to slipping.  Stick-slip fault is often caused by several factors 
(seal degradation, lubricant depletion, inclusion of foreign matter, and activation at metal 
sliding surfaces at high temperatures) that lead to change of  friction characteristics of the 
valve stem when moving. Its seriousness is determined by the friction characteristics. 
Detailed analysis of this phenomenon can be seen in the past studies (Li C.B., 1982; Kagawa 
et al. 1993). 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 9. Behavior of the valve travel during stick-slippage against time 
 
It is very disadvantageous for the control valve when in the stick-slippage condition. In 
addition to its influence on control performance, such as oscillation in control loops, this 
‘moving-stopping-moving’ state will damage the actuator and reduce its lifetime. 

 
3.1.1 Principle of fault detection of stick-slippage 
In order to detect the stick-slip fault, two signals are needed: actual valve travel signal and 
valve travel setting signal. There is an assumption that the above two measurement signals 
are fault -free. There is no need to have prior knowledge about the control processes. 
The detection method is derived from the previously-described studies around stick-slip 
phenomena. Under normal operational state, since the movement period is extremely short 
compared with the response rate of the control valve, the valve stem moves smoothly, and 
its speed of movement is generally distributed as shown in Fig.10 corresponding to the 
normal response in Fig.9. When the valve malfunctions due to stick-slippage, the movement 
of the valve steam is just like “moving-stopping-moving”, Fig.4 gives the speed distribution 
of the valve stem, where the valve stem speed is divided into two moving and stationary 
states, reflecting repetition of slipping and sticking conditions. From Fig.10 and Fig.11 we 
can see that at different speed (from small to large), the speed occurrence frequency shows 
different characteristics. This difference can be represented by the relationship between the 
mean and root mean square of the stem valve speed magnitudes. In the case of no stick-
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slippage, the mean is very close to the root mean square of the speed, but they distance from 
each other when stick-slip fault exists.  It is therefore possible to detect valve malfunctions 
caused by stick-slippage, using the relationship between the differences in shape of these 
occurrence-frequency distributions. 
 
 
 
 
 
 
 
 
 
 
 

Fig. 10. Speed distribution of  the valve stem when no stick-slip fault 
 
 
 
 
 
 
 
 
 
 
 

Fig. 11. Speed distribution of  the valve stem when stick-slip fault occurs 
 
After the data is filtered, assume is and ic are respectively the values at the ith sampling 
time of the valve travel and the valve travel setting signals. For continuous and on-line 
monitoring the state of control valves, a fixed-length sliding window with N sample data is 
used to see whether the stick-slippage has occurred during the time from the current sample 
time to the past N sample time. 
 The ratio of the mean to RMS of the stem speed magnitudes can be then used as an indicator 
of stick-slippage because it theoretically related to the shape of valve stem speed occurrence 
frequency distribution. The mean of the stem movement speed pv  is calculated as follows: 
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where N is the length of observing data, iv  is the speed of ith sample time, dt is the sample 
time, is  is the filtered value of the measurement of stem position at thi  sample time. 
The RMS of the stem speed is: 
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processing. Sliding window is use to handle data of the three signals to accomplish online 
fault detection tasks. 

 
3.1 “stick-slip” fault detection by trend analysis method  
Under normal conditions, the valve stem moves smoothly; when “stick-slip” fault occurs, 
the valve travel varies in steps. Fig.9 shows simulation data of the valve travel variations 
during stick-slippage against time. The enlarged part in it is the behavior of the valve stem 
at the transition from sticking to slipping.  Stick-slip fault is often caused by several factors 
(seal degradation, lubricant depletion, inclusion of foreign matter, and activation at metal 
sliding surfaces at high temperatures) that lead to change of  friction characteristics of the 
valve stem when moving. Its seriousness is determined by the friction characteristics. 
Detailed analysis of this phenomenon can be seen in the past studies (Li C.B., 1982; Kagawa 
et al. 1993). 
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different characteristics. This difference can be represented by the relationship between the 
mean and root mean square of the stem valve speed magnitudes. In the case of no stick-
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Fig. 11. Speed distribution of  the valve stem when stick-slip fault occurs 
 
After the data is filtered, assume is and ic are respectively the values at the ith sampling 
time of the valve travel and the valve travel setting signals. For continuous and on-line 
monitoring the state of control valves, a fixed-length sliding window with N sample data is 
used to see whether the stick-slippage has occurred during the time from the current sample 
time to the past N sample time. 
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and the ratio is: 
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In fact, the input command signal to the actuator should be considered because the valve 
travel setting signal may behave like stick-slippage, even the speed distribution of stem in a 
healthy actuator will be similar with the case during stick-slippage. Similarly, the mean and 
RMS of the speed of command signal can be calculated like Equ.(2) to Equ.(4). The cr is then 
obtained as: 
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where   is the tolerance value (or the threshold) to represent the seriousness of stick-slip 
fault, and the value 1 denotes stick-slip phenomenon, otherwise, the value is 0. The pr (or 

cr ) will be close to 1 when no stick-slip fault occurs. When this kind of fault existing, they 
will increase according to the severity of stick-slip phenomenon. Larger value of pr (or cr ) 
means more serious degree of the fault. A tolerance value should be set in order to avoiding 
frequent alarm in the case of slight stick-slippage, which is not fault.   can typically be 
chosen between 2.5~6, and this is also dependent of specific application. The following 
boolean equation can be used to give a final decision to indicate whether the control valve 
suffers from stick-slippage fault. 
 

)(NotANDStiction cp DD                                                 (9) 

 
3.1.2 Experimental result 
In this section, the proposed method will be evaluated on real world data sets, collected 
from different air baffles and control valves from the DCS in a power plant. The illustrative 
application of the proposed method is made on the steam superheater control system. There 
are two control valves installed in this control system as the digital positioners to control 
flex of water to reduce the temperature of the boiler steam.   The first control valves is the 
valve-A which is installed on the left side in the superheated steam system, and the second 
on the right side is valve-B. Data are sampled during the operation of the process with the 

sampling time of 1 second, and calculated on-line. Two cases are illustrated with data 
related to  valve A and B, where the length of sliding window is 100 and   is chosen as 2.5. 
Stick-slippage occurs in valve-A while the input signal to the control valve is not like steps. 
Fig.12 shows 400 sets of sampling data of valve- A. The results of pr and cr  is shown in 
Fig.13. 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 12. Valve signals in control valve  A, the valve travel setting signal (thin line),  the actual 
valve travel signal (bold line), dt=1s 
 
 
 
 
 
 
 
 
 
 

Fig. 13.Results of the ratio of rc (thin line), rp (bold line) 

 
3.2 “serious hysteresis” fault detection by trend analysis method 
Serious hysteresis fault comes from too large dead zone with the actuator. Generally, a 
healthy actuator have little dead zone. This feature shown in Fig.14 is useful for noise 
suppression, and avoiding frequent movement because of all kinds of signal noise. From 
Fig.7, obviously, only when the bias between the valve travel setting signal (CV) and the 
actual valve travel (X) exceeds dead zone (Dz), the valve stem will move. When too large 
dead zone exists, the actual valve travel cannot trace the valve travel setting signal. It also 
may result in bad control performance and even oscillation in control loops. 
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healthy actuator have little dead zone. This feature shown in Fig.14 is useful for noise 
suppression, and avoiding frequent movement because of all kinds of signal noise. From 
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Fig. 14.Results of the ratio of rc (thin line), rp (bold line) 

 
3.2.1 Principle of fault detection of serious hysteresis 
From the point of signal trend analysis, when the input signal to actuator (CV) is not step-
like signal, it is very difficult to evaluate the size of dead zone only from the two signals (CV 
and X). However, the size of dead zone can be easily detect from the X-Y graph between CV 
and X. When the gain of actuator is linear, when the input signal change from 0% to 100%, 
and then change from 100% to 0%, we can get a X-Y graph, the relationship between the CV 
and X is like a parallelogram. The dead zone Dz  is just one half of width of the 
parallelogram. 
 

Fig. 15. X-Y graph with dead zone is Dz 
 
Since there must be some non-linearity with practical actuators, the parallelogram 
representing dead zone will not be a standard graph. In this case, an average value or 
maximum value can be chosen as the dead zone. 
Online fault detection procedure for this kind of fault is done as follows: detecting the CV 
which changes from a range of increasing and a range of decreasing, online recording the 
recent data about the actual valve travel signal in this stage. In these data, For each valve of 
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3.2.2 Experimental result 
The normal dead zone of the testing actuator is 4%. Simulation result of fault detection 
method is shown in Fig. 16.  In Fig.16, the serious hysteresis occurs at the time of 40 seconds, 
and the dead zone changes to 12%. After nearly 30 seconds, the estimation value of dead 
zone is stable at 12%. 
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Fig. 16. Estimated dead zone Dz during the fault detection procedure  

 
3.3 “stuck” fault detection by trend analysis method 
When the “stuck” fault appears in actuators, the three signals related will change in the 
following two ways: 
a) During a period of time, the valve travel setting changes largely, however, the actual 
valve travel does not change with the valve travel, and also the flow rate signal does not 
change. 
b) During a period of time, the valve travel setting does not change, and the actual valve 
travel and flow rate signals keep no change, however, the bias between the valve travel 
setting and the actual valve become very large.  
Online fault detection can be done according to the above two rules.  

 
3.3.1 Principle of fault detection of “stuck” fault 
The key point of “stuck” fault detection is how to judge whether one signal is stable or not. 
Some methods for judging stable state need statistical distribution characteristics of the 
signal itself. They are not practical in most cases because statistical characteristics can not be 
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3.2.2 Experimental result 
The normal dead zone of the testing actuator is 4%. Simulation result of fault detection 
method is shown in Fig. 16.  In Fig.16, the serious hysteresis occurs at the time of 40 seconds, 
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Fig. 16. Estimated dead zone Dz during the fault detection procedure  

 
3.3 “stuck” fault detection by trend analysis method 
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travel and flow rate signals keep no change, however, the bias between the valve travel 
setting and the actual valve become very large.  
Online fault detection can be done according to the above two rules.  
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easily obtained. Here, we adopt a method of calculating stable factor of signals for this fault 
detection task. 
For a given process variable Z, the specific steps of calculating stable factor is: 
(1) In order to eliminate measurement noise, we can use sliding average filter to filter the 

process data, then get the filtered data Zfi ; 
(2) Get the maximum value Z1and the minimum value Z2 from Zfi : 

)(max1 fii
ZZ  , )(min2 fii

ZZ  (11) 

(3) Calculate the average value Zm of data Zfi ; 
(4) Stable factor (SF) is defined as: 

mZZZSF /)(100 21  (12) 
Here we use the form of percent to describe the stable degree of signal. For objective 
comparison between two signals, data size should be the same.  
In order to illustrate the effectiveness of SF, some testing experiments on 5 different signals 
are made, where s1 is a stable signal with average value 10.0 and standard deviation 0.2; s2 
is a signal with average value 10.0 and standard deviation 1.0; s3 a step signal; s4 is a ramp 
signal; and s5 is a fluctuant signal. These signal are shown respectively in Fig.17. The SF 
values of s1 to s5 are listed in table2. It can be seen that the stable factor is suitable for 
judging stable degree of process variables. 
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For one sliding window, online fault detection logic is: 
(a) If SF of valve travel setting signal is distinctively larger than SF of valve travel, then the 

“stuck” fault exists; 
(b) If the SF values of travel setting signal, valve travel, flow rate are small, but the average 

bias between valve setting and valve travel is distinctively large, then the “stuck” fault 
exists. 

 
3.3.2 Experimental result 
Fig.18 shows the three signals when stuck fault occurs. Sliding window is use to handle data 
of the three signals within a period of time, its length is 60 seconds. The fault detection result 
can be seen in Fig.19. 
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easily obtained. Here, we adopt a method of calculating stable factor of signals for this fault 
detection task. 
For a given process variable Z, the specific steps of calculating stable factor is: 
(1) In order to eliminate measurement noise, we can use sliding average filter to filter the 

process data, then get the filtered data Zfi ; 
(2) Get the maximum value Z1and the minimum value Z2 from Zfi : 

)(max1 fii
ZZ  , )(min2 fii

ZZ  (11) 

(3) Calculate the average value Zm of data Zfi ; 
(4) Stable factor (SF) is defined as: 

mZZZSF /)(100 21  (12) 
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3.4 “change of gain” fault detection by trend analysis method 
The gain of an actuator describes the ratio relationship between its input and valve travel , 
and can be defined as follows: 
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where a is the gain factor, x is the change of valve travel, and u is the change of valve 
travel setting signal. Here we assume the actuator have only little nonlinearity, that is to say, 
the gain is nearly linear at different points within the range of the valve travel.  
In normal state , the value of gain factor of actuator is close to 1.0. When the gain of actuator 
changes, the actual valve travel will not trace valve travel setting very well, it may also lead 
to poor control performance in control loops. 

 
3.4.1 Principle of fault detection of “change of gain” 
The process of fault detection is online calculating the gain factor in a sliding window. The 
estimated value of a can be defined as follows: 
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where N is the length of sliding window, ix is the i-th value of valve travel, and iu is i-th 
value of valve travel setting. 

 
3.4.2 Experimental result 
Picture (a) in Fig.20 shows the signals of valve travel setting and valve travel when “change 
of gain” fault occurs. The gain of actuator changed from 1.0 to 0.7 at the time of 100 seconds. 
Sliding window is use to handle data of the three signals within a period of time, its length 
is 60 seconds. The online estimated gain factor result is given in Picture (b) of Fig.20.  

 
Fig. 20. Estimated gain factors during the fault detection procedure 
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This fault is detected at the time of 160 seconds. 

 
3.5 “constant bias” fault detection by trend analysis method 
 

3.5.1 Principle of fault detection of “constant bias” 
The process of fault detection is online calculating the 
When “constant bias” fault occurs in an actuator, the bias between the valve travel setting 
signal and the valve travel will outrange the dead zone and keep a fixed value. Fig.5 shows 
this abnormal working state of an actuator. 
The online fault detection is done by calculating between the valve travel setting signal and 
the valve travel in a sliding window. The estimated value of constant bias Cb can be defined 
as follows: 
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where N is the length of sliding window, ix is the i-th value of valve travel, and iu is i-th 
value of valve travel setting. 

 
3.5.2 Experimental result 
Picture (a) in Fig.21 shows the signals of valve travel setting and valve travel when “const 
bias” fault occurs. When the actuator works healthy, Cb is small, 4% in this example. A const 
bias fault appeared at the time of 100 seconds, and Cb changes to 20%. The Sliding window 
is use to handle data of the three signals within a period of time, its length is 60 seconds. The 
online estimated const bias Cb is given in Picture (b) of Fig.21., and this fault is detected at 
the time of 160 seconds. 

 
Fig. 21. Estimated const bias during the fault detection procedure 
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3.4 “change of gain” fault detection by trend analysis method 
The gain of an actuator describes the ratio relationship between its input and valve travel , 
and can be defined as follows: 
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where a is the gain factor, x is the change of valve travel, and u is the change of valve 
travel setting signal. Here we assume the actuator have only little nonlinearity, that is to say, 
the gain is nearly linear at different points within the range of the valve travel.  
In normal state , the value of gain factor of actuator is close to 1.0. When the gain of actuator 
changes, the actual valve travel will not trace valve travel setting very well, it may also lead 
to poor control performance in control loops. 

 
3.4.1 Principle of fault detection of “change of gain” 
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where N is the length of sliding window, ix is the i-th value of valve travel, and iu is i-th 
value of valve travel setting. 

 
3.4.2 Experimental result 
Picture (a) in Fig.20 shows the signals of valve travel setting and valve travel when “change 
of gain” fault occurs. The gain of actuator changed from 1.0 to 0.7 at the time of 100 seconds. 
Sliding window is use to handle data of the three signals within a period of time, its length 
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where N is the length of sliding window, ix is the i-th value of valve travel, and iu is i-th 
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3.5.2 Experimental result 
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4. Discussions about trend analysis methods 
 

4.1 Selection of the length of sliding window 
The length of sliding window has an effect on the delay time of fault detection. The delay 
time will increase when the length of sliding window increases. However, using short 
sliding window will lead to mistaken fault detection results. The selection of the length of 
sliding window is a trade-off. Especially, we should chose enough length for the ”stuck” 
fault detection to cover the up and down trip of the valve.  

 
4.2 Selection of fault decision thresholds 
How to choose suitable fault decision thresholds is another key point for fault detection. 
According to many experimental results by using real data sample from control processes, 
we give some guidance when using these trend analysis methods. 
For “stick-slip” fault,    is between 2.5 to 3.0 means that the actuator suffer minor failure,   
is greater than 4.0 means that the actuator suffer severe failure. For “stuck” fault, the SF is 
less than 5% means the signal is stable, the threshold of average bias between valve setting 
and valve travel should be greater than the normal value of dead zone. For “serious 
hysteresis” fault, the threshold should be 1.5 to 2.0 times of the normal value of dead zone. 
For “change of gain” fault, the variation should be 15% to 20% of the normal gain value. For 
“const bias” fault, the threshold should be chosen as 1.5 to 2.0 times of the normal value of 
dead zone. 

 
4.3 Notes when using different trend analysis methods at the same time 
In this chapter, a series of fault detection methods are proposed to deal with different typical 
fault of the actuator with digital positioner. Since each method is used to extract one kind of 
fault feature for corresponding fault type, they can be used at the same time. When there are 
more than one faults existing, they will give respectively fault decision results. In order to 
make it clear, much experimental work is done and the results are listed in Table3. Table3 
shows the relationship between these five trend analysis methods for one same fault. 
 

 stick-slip 
fault 

serious 
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fault 

const bias 
fault 

change of 
gain fault 

Stuck 
fault 

stick-slip fault 
 

---- no effect no effect no effect minor 
effect 
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4. Discussions about trend analysis methods 
 

4.1 Selection of the length of sliding window 
The length of sliding window has an effect on the delay time of fault detection. The delay 
time will increase when the length of sliding window increases. However, using short 
sliding window will lead to mistaken fault detection results. The selection of the length of 
sliding window is a trade-off. Especially, we should chose enough length for the ”stuck” 
fault detection to cover the up and down trip of the valve.  

 
4.2 Selection of fault decision thresholds 
How to choose suitable fault decision thresholds is another key point for fault detection. 
According to many experimental results by using real data sample from control processes, 
we give some guidance when using these trend analysis methods. 
For “stick-slip” fault,    is between 2.5 to 3.0 means that the actuator suffer minor failure,   
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less than 5% means the signal is stable, the threshold of average bias between valve setting 
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1. Introduction 
 

Three–phase inductions machines are the primary consumers of electric power in 
industrialized countries, they can typically consume between 40 to 50% of all the generated 
power (Thomsom et al., 2001).  Diagnostic testing of induction machines is therefore of 
tremendous importance in many applications, and has been the focus of intense research for 
many years (Aller et al., 2002), (Antonino-Daviu et al., 2006), (Briz et al., 2008), (Benbouzid, 
2000), (Douglas et al. 2003), (Douglas et al. 2004), (Douglas et al. 2005), (Douglas et al. 2005-b), 
(Faliang Niu & Jin Huang, 2005), (Nandi & Toliyat, 2005), (Thomson & Fenger, 2001), 
(Supangat et al., 2006). 
Based on the results from failure surveys, the failure mechanism for induction machines can 
be divided into the following four general categories, with the percentage of total failure 
shown (Thomsom et al., 2001). 

 Stator related: 40% 
 Rotor related: 10% 
 Bearing related: 40% 
 Other: 10% 

 
A number of methods have been developed for the purpose of detecting faults in induction 
machines, the ultimate goal being to prevent unexpected equipment downtime or severe 
equipment damage.  Classification of the existing methods can be done according to several 
criteria, including: 

 The type of fault that can be detected (stator, rotor, bearing, … ). 
 The physical quantities that are measured and further processed for the detection 

(phase currents, voltages, temperature, infrared, vibration, axial flux, acoustic 
noise, …). 

                                                                 
This work was supported in part by the Research, Technological Development and Innovation Program 
of the Spanish Ministry of Science and Education-ERDF under grant MEC-ENE2007-67842-C03-01. 

15



Fault Detection326

 

 If they work on-line or off-line.  On-line methods do not stop the normal operation 
of the machine, while off-line methods require discontinuing the normal operation 
of the machine and often require moving it to a test rig.  

 If they can work with constant and/or variable fundamental excitation, i.e., if they 
are valid for line-connected machines and/or inverter fed machines. 

 
On-line methods are preferred in general for obvious reasons.  Of special interest are 
methods that use terminal electrical quantities (currents/voltages), as they are easily 
measured.  Methods of this type include negative sequence currents/impedances and motor 
current signature analysis (MCSA) (Kholer et al., 2002), (Lee et al., 2003), (Nandi & Toliyat, 
2005), (Thomson & Fenger, 2001).  These methods exploit the fact that an imbalanced 
machine, i.e., faulted, when fed with a balanced, three-phase voltage, produces specific 
components in the stator currents whose magnitudes and frequencies depend on the level of 
asymmetry and the cause of the fault condition. 
Independent of their attractive properties, these methods have drawbacks that can limit 
their performance (Kholer et al., 2002), (Lee et al., 2003), (Nandi & Toliyat, 2005), (Thomson 
& Fenger, 2001).  First, the line voltages feeding the machine often contain negative 
sequence components, which produce spurious current components caused not by 
imbalances in the machine but by the voltage feeding it.  Although it is possible to measure 
the level of imbalance in the line voltages, it is not easy to accurately estimate their 
contribution to the overall current, since it depends on the machine’s parameters and 
operating point.  A second limitation of these techniques is the dependence of the fault 
related components on the operating point of the machine, and specifically, on the load level 
or slip.  Several improvements have been proposed to mitigate these drawbacks (Lee et al., 
2003), (Nandi & Toliyat, 2005). 

 
1.1 Rotor fault detection 
Rotor faults account for a relatively small portion (10%) of the overall failures occurring in 
induction machines. However, this portion is not uniform for all machines designs and 
applications. Broken rotor bars primarily occur in medium voltage motors with copper bar 
rotors. Direct line starting with heavy loads causes high thermal and mechanical stresses; 
pulsating mechanical loads such as reciprocating compressors or coal crushers (etc.) can 
subject the rotor cage to high mechanical stresses; an increased risk of rotor failure can exist 
in these cases (Loránd et al., 2004). 
MCSA methods have successfully been applied to rotor fault detection.  Damaged rotors 
produce spectral components in the stator current at frequencies that are function of the slip 
(and therefore of the rotor speed).  The magnitude of these components is a function of the 
level of asymmetry of the rotor, from which the rotor condition can be evaluated.  
Regardless of its simple physical principles, use of MCSA for rotor fault detection presents 
limitations.  When the machine operates with light load (small slips), the magnitude of the 
fault related components decrease, and their frequencies gets close to large fundamental 
excitation frequency related components, which result in them being difficult to separate.  
Also, oscillating loads or imbalances in coupled gears and/or mechanical transmissions can 
produce components in the currents at frequencies similar to those caused by faults, making 
them difficult to distinguish from a real fault. 

 

The startup transient offers opportunities for performing rotor diagnostics of line-connected 
machines.  When a machine is connected to the line, the startup transient is characterized by 
large stator (and rotor) currents, as well as by large slips (i.e., rotor speed significantly 
smaller than the excitation frequency).  Damaged rotors create large rotor speed dependent 
components in the stator current during the startup transient.  Analysis of the stator current 
of line-connected machines during startup provides, therefore, an excellent opportunity for 
performing rotor diagnostics. 
Detection of damaged rotor bars using startup transients requires the use of methods 
capable of processing the transient signals. Wavelet functions are well suited for this 
purpose and wavelet based analysis has been proposed for machine diagnostics using 
startup transient currents (Aller et al., 2002), (Antonino-Daviu et al., 2006), (Briz et al., 2008), 
(Douglas et al. 2003), (Douglas et al. 2004), (Douglas et al. 2005), (Douglas et al. 2005-b), 
(Faliang Niu & Jin Huang, 2005), (Nandi & Toliyat, 2005), (Thomson & Fenger, 2001), 
(Supangat et al., 2006). In most of these works, standard wavelets transforms, i.e., wavelet 
families proven useful in other applications, are used.  Discrete wavelet transform based 
filtering was used in (Aller et al., 2002), Daubechies-8 wavelet in (Douglas et al. 2003), 
(Douglas et al. 2004), (Douglas et al. 2005), (Douglas et al. 2005-b), (Supangat et al., 2006), 
Daubechies-40 wavelet in (Antonino-Daviu et al., 2006).  In (Faliang Niu & Jin Huang, 2005), 
a continuous Morlet wavelet is proposed and the analysis was based on an estimate of the 
torque.  This requires measurement of the stator voltage, as well as an estimate of the stator 
resistance, which significantly complicates the implementation of the method. A significant 
inconvenience of standard wavelets is that no clear criteria for selecting the wavelet function 
exist, with selection being made ad hoc.  Also, although the wavelet based analysis can reveal 
differences between a healthy and a damaged machine, there is not a clear relationship 
between the physical characteristics of the signal and the results of wavelet based analysis. 
Alternatively to the use of standard wavelets, it is possible to design wavelet transforms 
based on the physical properties exhibited by the currents when a damaged rotor exist (Briz 
et al., 2008).  Since these wavelet respond to a known pattern, the design, as well as the 
selection of the parameters, are deterministic, with the interpretation of the results of the 
wavelet transform being straightforward. 
A method for rotor fault detection using wavelet based analysis of the stator current 
complex vector during startup is presented in this work.  The chapter is organized in 8 
sections. Section 2 introduces the stator current complex vector of three-phase machines, 
with its nature during start-up transients for both healthy and faulty machines being 
discussed in section 3.  Section 4 introduces complex vector wavelets designed to detect 
rotor fault related patterns of the stator current complex vector during the startup transient.  
Discussion on the design of the wavelet function, as well as experimental results 
demonstrating the viability and performance of the method are presented in Section 5.  
Section 6 analyses implementation aspects, the conclusions being presented in Section 7.  
Section 8 provides the reference list. 
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Fig. 1. Three phase machine and reference coordinates systems. 

 
Table 1. Induction motor parameters (fe = 50 Hz) 

Power Rating 0.9 kW, 4 poles 
V rated/ I rated (wye) 400 V / 2.3 A (rms) 

Rated speed 1425 rpm 
# Stator Slots / #Rotor 

Slots 
24 / 30 

 
2. The stator current complex vector 
 

The stator current complex vector is the quantity measured and used in this work for 
detecting rotor faults in induction machines.  This section provides a basic background on 
the definition and utilization of complex vector variables for the analysis of ac electric 
machines. 
Complex vector quantities (or alternatively qd-axis models) are widely used for the analysis, 
design, control and diagnosis of three-phase, ac machines and three-phase power systems 
(Novotny & Lipo, 1996).  Given a set of three-phase currents ia, ib and ic (Fig. 1a), the stator 
current complex vector is defined as: 
 

i s
qds  = i s

qs  – j i s
qd  = 2

3
 ( ia + ib e

j2/3
+ ic e

j4/3
) (1) 

 
The transformation in (1) can be visualized as the currents ia, ib and ic aligned with three non-
orthogonal axes with a phase shift of 120º from each other (Fig. 1b), being transformed to an 
orthogonal q-d reference frame (Fig. 1c). The stator current complex vector (1) can be 
represented as a complex quantity or in cartesian form by using its real and imaginary 
components, s

qsi  and s
dsi  respectively. 

Fig. 2a shows the three phase stator currents of the test machine operating in the steady-
state. The parameters of the machine are shown in Table I.  Fig. 2b shows the resulting q- 
and d-axis components obtained using the transformation defined by (1), while Fig. 2c 

 

shows the trajectory of the resulting complex vector.  For the case of balanced, sinusoidal 
three-phase currents, the stator current complex vector consists of a single rotating component, 
with its magnitude being equal to the peak value of the phase currents, its frequency of 
rotation coinciding with the frequency of the phase currents. 
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Fig. 2. a) phase current iu, iv, iw, b) q and d-axis components of the stator current complex 
vector, and c) trajectory of the stator current complex vector with the machine operated in 
steady-state. 
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Fig. 2. a) phase current iu, iv, iw, b) q and d-axis components of the stator current complex 
vector, and c) trajectory of the stator current complex vector with the machine operated in 
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Fig. 4. a) Magnitude of the stator current complex vector and b) rotor speed during startup 
(400 V rms, 50 Hz), with the motor driving a large inertia load. 
 
Fig. 3 shows the frequency spectrum of the stator current complex vector.  Since it is a 
complex vector quantity, its frequency spectrum contains both positive (forward rotating) 
and negative (backward rotating) frequency components.  It can be observed from the figure 
that the largest component is at a frequency of e=50 Hz, which corresponds to the 
fundamental (line) frequency, with a number of additional harmonics of relatively small 
magnitude being also observable both at positive and negative frequencies. 

 
3. Analysis of the stator current complex vector during startup 
 

Fig. 4 shows the stator current complex vector magnitude and the rotor speed of the test 
machine after it was connected to the line.   Since the transient stator current complex vector 
after connection is a non-stationary signal, conventional FFT based analysis of the type 
shown in Fig. 3 is not adequate.  Instead, the Short Time Fourier Transform (STFT) can be 
used for these purposes (Benbouzid, 2000), (Briz et al., 2008).  Fig. 5a shows the spectrogram 
of the stator current complex vector (1), obtained using the STFT, during the transient shown 
in Fig. 4, for the case of a healthy machine.  A sampling frequency of 5 kHz, with a window 
width of 2048 samples was used. 
The most significant component in the spectrogram is at the line frequency, e=50 Hz, and 
corresponds to the fundamental current.  Additional components of reduced magnitude 
(note the logarithmic scale of the color bar) can also be observed.  Horizontal lines 
correspond to components that do not vary with the rotor speed and have several physical 
origins, e.g., saturation; additional components in the line voltages; interactions between the 
fundamental excitation and asymmetries intrinsic to the design of the machine; imbalances 
in the measurement circuits (current sensors and further electronics), etc.  All of these 
components generally have a small magnitude compared to the signals of interest but they 
are still visible when a logarithmic scale is used (Briz et al., 2008). 
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Fig. 5. Spectrogram of the stator current complex vector during startup with the motor 
driving a large inertia load, for the case of a) a healthy machine and b) machine with a 
broken rotor bar. Color bar units: Amps. 
 
Rotor speed dependent components can also be observed in the spectrogram. Such 
components have previously been reported even for the case of healthy machines due to 
design and construction asymmetries (Benbouzid, 2000). 
Fig. 5b shows the spectrogram of the stator current complex vector during a startup 
transient for the case of a machine with a broken rotor bar.  The bar was disconnected by 
drilling the end ring, as shown in Fig. 6. The rotor was modified so that the continuity of the 
end-ring was maintained and the rotor laminations were not affected.  Components of the 
stator current complex vector caused by a damaged rotor bar are given by (2) (Benbouzid, 
2000), where e is the electrical frequency, s is the slip, p the number of pole pairs, 

er 
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driving a large inertia load, for the case of a) a healthy machine and b) machine with a 
broken rotor bar. Color bar units: Amps. 
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stator current complex vector caused by a damaged rotor bar are given by (2) (Benbouzid, 
2000), where e is the electrical frequency, s is the slip, p the number of pole pairs, 
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Fig. 6. Rotor modified to break a rotor bar by drilling the end-ring. 
 
and with k/p = 1, 5, 7, 11, 13, … .  The most important component, (3), denoted as brb_2, 
is obtained from (2) with k/p = 1. 

(1 )
brb e

sk s
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 
 (2) 

 
brb_2 = e (12s)= e + 2 r (3) 

 
Using (2) and (3), the stator current complex vector can be modeled as (4), where the first 
term on the right hand side represents the current of a healthy machine, while the rest of the 
terms represent the rotor fault-induced components.  
 

s
qdsi  =  

s
qds healthyi  + Ibrb_2

( 2 )j e re   

+ Ibrb_k
(( 2 ) / )j k pe re   
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It can be seen from Fig. 5b that rotor speed dependent components that are readily 
observable during the startup transient have a significantly reduced magnitude in the 
steady-state.  In addition, all of the rotor speed dependent components converge to 
frequencies in the steady-state that are spectrally close to the fundamental excitation frequency 
or its harmonics.  This makes their separation in the steady-state difficult, especially if the 
machine is not heavily loaded.  It can be concluded then that significantly richer information 
for revealing a damaged rotor exists in the current vector during startup than exists during 
steady-state operation. 
 
 
 

 

4. Detection of damaged rotor bards using complex vector wavelets 
 

The separation of the information revealing a damaged rotor from the overall stator current 
requires adequate signal processing.  The STFT, combined with a spectrogram 
representation of Fig. 5 is one option.  However, while visually insightful, it is not easy to 
establish a metric that indicates the rotor condition.  Wavelets are an efficient tool for 
pattern detection in transient signals.  This can be accomplished by designing the wavelet to 
resemble the attributes of the signal to be detected. 

 
4.1 Wavelet design 
 It has been shown that a damaged rotor induces, among others, a component, Ibrb_2 (4), in 
the stator current complex vector.  This component is resembled during a startup transient 
by a wavelet function , (5), consisting of a complex exponent multiplied by a windowing 
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angles can be obtained by integration of the fundamental excitation frequency, e, and the 
rotor speed, r, respectively, (6).  However, while e is known in advance and constant, r 
is practically never measured in line-connected machines.  Because of this, an estimate of the 
rotor speed during the startup transient rw needs to be used.  For this work, the estimate 
rw(t) was obtained using a simple polynomial curve fit method from the e+2r 
component in the spectrogram shown in Fig. 5a during a commissioning stage, the 
estimated rotor speed being shown in Fig. 4b.  The angle rw was then obtained by 
integrating rw(t) (6). 
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It is noted that the determination of the exact value of rw(t) is not critical, as the wavelet (5) 
will later be scaled (i.e., stretched or shrunk) to effectively sweep the expected range of 
startup transient time lengths and shifted to find the exact time in which the startup 
transient occurred.  This is done by defining rw (7) and h as a function of scale (denoted as 
a) and time translation (denoted as b) (discussion about the design of h is presented in sub-
section 4.3).  The resulting wavelet function is given by (8).  
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Since the wavelet definition (8) relies on an estimation of the rotor speed shape, the reliability 
of the method can be reduced if significant variations in the rotor speed shape, due to variations 
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Fig. 6. Rotor modified to break a rotor bar by drilling the end-ring. 
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Fig. 7. Magnitude of the stator current complex vector component at e+2r (Ibrb_2 in (4)) 
vs. r for the case of a healthy machine and a machine with a broken rotor bar, during the 
startup transients of Fig. 5. 

in the load characteristics, occur.  It is emphasized however that variations of the transient 
length do not prevent the method from providing reliable fault detection, as will be 
demonstrated in section 5. 

 
4.2 Wavelet transform 
Once  is defined, (8), the coefficient of the wavelet transform C is obtained using (9) 
(MathWorks Inc., 2007), with ‘*’ standing for the complex conjugate.  It is noted that, 
although the integral symbol is used in (9), it actually operates with sampled signals, with 
the integration being transformed into a summation in the practical implementation. 
 

C(a,b) = *1 ( , )  s
qdsa b i dt

a
  (9) 

 
This coefficient is a function of a, i.e., how much the base wavelet is stretched or shrunk, and 
b, i.e., how much the wavelet is shifted in time with respect to the signal being analyzed.  
Evaluation of (9) is made by changing a and b at short, regular steps, resulting therefore in a 
continuous wavelet transform (MathWorks Inc., 2007). 
 
Selecting a and b in (9) is straightforward since they are directly related to characteristics of 
the signal being analyzed.  The limits for a are related to the minimum and maximum 
startup transient time lengths, while the limits for b are related to how accurately the startup 
transient can be detected.  
 
4.3 Selection of the windowing function 
The windowing function h in (5) is required so that the wavelet, , has a finite length and a 
smooth transition, since the complex exponential term in (5) has a constant magnitude equal 
to one.  Fig. 7 shows the magnitude of the stator current complex vector e2r component 
vs. r for the case of a healthy machine and for the case of a machine with a broken rotor bar.  
They were obtained from signal processing of the spectrograms in Fig. 5a and 5b, 
respectively.  It is interesting to notice that while the differences between the two signals are 
noticeable during the startup transient, both signals increase significantly and coincide for 
values of r near e (50 Hz).  This is due to the fact that the frequency being tracked (3) 
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and is difficult to separate from the desired signal.  A similar effect is also observed for 
values of r near 0, caused by the spectral closeness of the e component. 
 
To avoid border effects, h is chosen to be equal to zero for values of rw near 0 and e.  This is 
schematically shown in Fig. 8.  The window has two transition regions (t1t2 and t3t4) of 
variable magnitude and a mid-region (t2t3) of constant magnitude.  The transition regions 
are defined by (10)-(11), being similar to a hanning window.  The real and imaginary 
components of the resulting wavelet function, (5), are shown in Fig. 8c, with its magnitude 
and phase in Fig. 8b and 8d, respectively. 
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Although this window will be used for all of the experimental results presented in this work, a 
variety of windowing functions can be used, each providing similar results (Briz et al., 2008). 

 
5. Experimental verification of the method 
 

The proposed method was tested using the machine in Table I.  Fig. 9a and 9b shows the 
estimated rotor speed rw and the windowing function, h, defined by (10)-(11), for different 
scales of a, with 0.2 and 2 representing the limits over which the wavelet transform (9) was 
evaluated, and 1 being a nominal case.  Fig. 9c shows the magnitude of the windowed stator 
current complex vector for these values of a. 
Fig. 10a and 10b show the magnitude of the C coefficient resulting from the wavelet 
transform for the case of a healthy machine and a machine with a broken rotor bar 
respectively.  The estimated start of the transient was assigned a time t=0, the b (time 
translation) parameter of the wavelet transform, , being evaluated in a range of 0.2 to 0.3 s 
around this value.  The a parameter was varied within a range of 0.2 to 2 times the base 
function.  The region of Fig. 10b that shows the most significant differences with respect to 
Fig. 10a is zoomed.  Comparing Fig. 10a and 10b it can be observed that the coefficient of the 

 

wavelet transform for the case of a healthy machine (Fig. 10a) has a rather constant value 
(uniform color), independent of the values for a and b.  This means that the wavelet transform 
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Fig. 10. Magnitude of the wavelet transform coefficient |C| during the startup transient 
shown in Fig. 9, as a function of a and b (relative to the estimated start of the transient). 
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Fig. 10. Magnitude of the wavelet transform coefficient |C| during the startup transient 
shown in Fig. 9, as a function of a and b (relative to the estimated start of the transient). 
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function of a (scale), (b=0.04 s), for the case of a healthy machine and a machine with a 
broken rotor bar. 

| s
qdsi |, 

|h· s
qdsi |, 

(A) 

0 2 4 6 8 10 12
0

5

10

15

20

time (s)  
Fig. 12. Magnitude of the stator current complex vector and of the windowed stator current 
complex vector during startup transient. 

a)
 H

ea
lth

y 
m

ac
hi

ne
 

a 
(s

ca
le

) 

-0.2 -0.1 0 0.1 0.2 0.3

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

 

b)
 M

ac
hi

ne
 w

ith
 a

 b
ro

ke
n 

ro
to

r b
ar

 
a 

(s
ca

le
) 

-0.2 -0.1 0 0.1 0.2 0.3

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

 
b (time translation, seconds) 

Fig. 13. Magnitude of the wavelet transform coefficient |C| during the startup transient 
shown in Fig. 12, as a function of a and b (relative to the estimated start of the transient). 
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Fig. 15. Flowchart showing the implementation of the method. 
 
effectively eliminates components of the stator current complex vector different from the one 
modeled by the wavelet function .   On the other hand, the coefficient C resulting from the 
wavelet transform for the case of a machine with a broken rotor bar has large values for well 
defined values of a and b, which reflects that good correlation exists between the wavelet, , 
and the signal for these values of a and b. 
Fig. 11 shows the value of C, as a function of a, from Fig. 10 for b=0.04 s, for the cases of a 
healthy machine and a machine with a broken rotor bar.  It can be observed that the 
maximum value of C is obtained for a=0.86, i.e., the startup transient was shorter than the 
wavelet base function.   
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Fig. 13. Magnitude of the wavelet transform coefficient |C| during the startup transient 
shown in Fig. 12, as a function of a and b (relative to the estimated start of the transient). 
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It is concluded from these results that the proposed wavelet transform is highly sensitive to the 
properties exhibited by the current of a motor with a damaged rotor during startup.  A metric 
as simple as the peak value of |C| can be used to effectively indicate the condition of the 
machine. 

 
5.1 Influence of the start up transient length 
To assess the robustness of the method against variations in the startup transient 
characteristics, the analysis was repeated with the machine driving a significantly smaller 
inertia.  Fig. 12 shows the magnitude of the stator current complex vector during the startup, 
as well as the windowed current.  Fig. 13a and 13b shows the magnitude of the coefficient, 
C, for the case of a healthy machine and of a machine with a broken rotor bar, respectively.  
Regardless of the significant change in the startup transient's length, the wavelet transform 
in Fig. 13b clearly displays the presence of a fault. Fig. 14 shows the values of C, as a 
function of a, for b= 0.06 s, both for the healthy machine and for the machine with a broken 
rotor bar. 

 
6. Implementation of the method 
 

The proposed method requires the measurement of three current sensors for the 
implementation described in Section 3 (see Fig. 1a).  The use of two current sensors is 
adequate for these purposes, however, and is a common practice, provided that no zero 
sequence current exists.  It is equally valid for both delta- and wye-connected machines, and 
for machines with open as well as closed rotor slots.  For the experiments presented in this 
work, conventional Hall effects current sensors and 12 bits A/D converters were used. 
Fig. 15 shows the flowchart of the method.  For the wavelet design, the rotor speed, rw, 
during a startup transient is estimated and stored.  The windowing function, h, is then 
designed as discussed in Section 5 and stored for later use.  The stored rw and h are then used 
for the wavelet based analysis each time that a startup occurs. 
The peak value of |C|, is used to indicate the condition of the machine.  This implies the 
establishment of a threshold that differentiates a healthy from a faulty machine.  This cannot 
be easily done when no previous data from the machine of interest exists.  It is 
recommended that Cpeak be measured when a machine is first installed, or is known to be 
healthy, after that, increments or changes in the value of Cpeak would indicate a 
deterioration of the rotor.  Tracking the changes in Cpeak could also be used for diagnostics 
in machines already installed and for which the condition of the rotor is unknown (with the 
assumption that the rotor starts out relatively healthy and any increase in C indicates a 
deterioration in the rotor bar health). 
The experimental results shown in Fig. 10 and 13 used a wide range of values for a and b to 
better show the results of the method.  However, to reduce the computational and time 
requirements of the method, the range of evaluation for a and b parameters can be 
significantly reduced by simple analysis of the startup transient current vector magnitude 
(Fig. 4 and 12).  The start of the transient can typically be accurately established, which 
suggests that b could be restricted to a single value.  However, it is convenient in practice to 
allow a narrow range of evaluation for b.  This allows for compensation of effects like those 

 

caused by the non-ideal (non-repetitive) behavior of the breakers, the variation of the instant 
in time relative to the period of the phase voltages in which the breakers were ordered to 
close, as well as for inaccuracies in the rotor speed rw.  For the experiments presented in 
this paper, the time translation parameter b was changed in steps of 5 ms, with a range of 
variation in the order of 0.1 s relative to the theoretical start of the transient. 
As for the selection of the range of a, line-connected machines often show repetitive startup 
transients, allowing for narrow bounds to a, which would be specific for each application.  
For the case of machines showing significant variations in the startup transient length, simple 
threshold based analysis of the startup current can be used to dynamically adapt the limits for 
a for each startup transient.  For the experiments presented in this paper, a was changed in 
steps of 0.02.  The calculation of the C coefficient for each value of a and b, including scaling 
of h and rw, took 0.06 s in a standard computer. 
In the top-right corner of Fig. 10b and 13b the wavelet transform coefficient is shown with a 
and b restricted to a reduced range of values, which were automatically obtained by the 
analysis of startup transient current described above. 

 
7. Conclusion 
 

Broken rotor bar detection in a line-connected induction machine using complex wavelets to 
analyze the stator currents during startup transients was presented in this work.  These 
wavelets allow for the accurate detection of fault related components in the stator current 
complex vector indicative of damaged rotors.  In comparison with standard wavelet based 
methods, the wavelet design is made following a well defined procedure.  Because of this, 
limits for the scale and time translation parameters of the transform are easily established, 
reducing the computational requirements of the transformation.  In addition, interpretation of 
the results of the wavelet transform is physically insightful.  Experimental results confirm the 
effectiveness of the method in detecting damaged rotor bars. 
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1. Introduction

Power transformers are designed to withstand a variety of stresses and mechanical forces
during their service life. Abnormal forces generated during short-circuits (occurring close to
a transformer) is the main cause of deformation of winding and core. Rough transportation
and unskilled handling is the other known cause. The cumulative effect of exposure to such
abnormalities can lead to creation of a weak spot. Often, the damage leading to the creation
of weak spot is not so severe to grossly impair its normal operation and hence immediately
not perceivable. However, these weak spots provide favourable surroundings for the genesis
of a fault, which grows and eventually leads to a catastrophic failure. In the present day
scenario of deregulation and privatization, any unplanned outage is highly undesirable, and
it is needless to elaborate its consequences. Therefore, a highly reliable and early detection
of a winding deformation is paramount to enable timely initiation of preventive measures.
Transformers are very bulky, so it is desirable to perform such status checks on-site and non-
intrusively.
The normal operation of a transformer is the result of a synergic operation of several subsys-
tems, such as, electrical, mechanical, thermal, insulation, etc. Over the years, monitoring and
diagnostic tools have evolved to ascertain the status of these subsystems. So far as mechanical
integrity of transformer windings and core is concerned, methods based on frequency re-
sponse measurements, such as sweep frequency and transfer function, have a distinct advan-
tage over the rest. Simply because, not only are the frequency-based methods highly sensitive
in detecting even the slightest change in winding geometry (which constitutes a deforma-
tion), but can also be employed to estimate its location (as revealed by recent findings). This
localization feature, although still in its infancy, makes this tool unique and worthy of further
scrutiny. Driven by this motivation, recent progress by authors in localization of transformer
winding deformation, using frequency-based technique, is presented.
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2. Objective and Background

The frequency response of a transformer is highly sensitive to its winding geometry, distri-
bution of winding capacitances and inductances, ground clearances, type of winding, and so
on. Any physical change to the winding (either due to a deformation and/or a displacement)
results in a change in some or all of these quantities, which in turn manifests as a change in
the frequency response. More specifically, the peaks and troughs in the amplitude frequency
response will exhibit a left or right shift. On some occasions, an additional peak may emerge
or an existing one may disappear. Detection of any such deviation in frequency response,
compared to the healthy frequency response (recorded earlier on the same transformer) im-
plies that a winding damage might have occurred. Once such a condition is detected, the
natural questions that arise are, (i) where along the winding is this damage located?, (ii) what
is the extent of the damage and its seriousness? For answering these questions, obviously
a non-invasive approach would be most attractive, as it would circumvent disassembly of
the winding. Disassembling a winding is an expensive and time-consuming exercise, and this
should evidently be the last resort. Therefore, the main objective is to demonstrate localization
of winding deformation based on frequency response measurements.
A critical analysis of research performed so far, pertaining to this topic, reveals that all earlier
efforts can essentially be grouped into the following categories, viz., detecting deformation in
transformer windings (Lech & Tyminski, 1966; Dick & Erven, 1978; Rahimpour et al., 2003),
assessing sensitivity and correlation between type of fault and measured quantity (Ryder,
2003; Florkowski & Furgal, 2003; Islam, 2000), and, developing circuit models and rational
function approximations (Morched et al., 1993; Oguz Soysal, 1993; Gustavsen & Semlyen,
1999). As a matter of fact, there has been no previous attempt to localize deformation along a
transformer winding using frequency response data, and hence it is worthy of consideration.

3. Approach

To achieve the goal of localization, it was considered worthwhile to construct a ladder network
for representing the winding terminal behaviour, using the measured data. The reason for
choosing a ladder network representation for this task is twofold-

1. The mutually coupled, lumped-parameter, ladder network is known to be best suited
to represent all the intricacies of impulse behaviour of a transformer winding, and

2. It inherently captures the physical length of the winding, i.e. the physically continuous
winding can be visualized as being mapped onto sections of the circuit, starting from
line-end to the neutral-end.

In summary, the task essentially turns out to be a circuit synthesis exercise, subject to the
constraint that the synthesized circuit must exhibit the same terminal characteristics as that
measured. It is possible to synthesize an unique circuit by invoking the properties uniquely
exhibited by driving-point functions and assuming a fixed circuit topology.
The approach essentially comprises of measuring the driving point impedance. From the am-
plitude frequency response plot of driving-point impedance, the frequencies corresponding
to the peaks and troughs are identified and are referred to as open-circuit natural frequencies
(ocnf) and short-circuit natural frequencies (scnf) respectively. For more details on extracting
the ocnf and scnf values from the FRA plot, overcoming noise problems, etc, refer publication
(Ragavan & Satish, 2007). This is nowadays a normal activity carried out by utilities and there
exist commercial equipment to make these measurements. In addition to this, the effective

resistance, shunt capacitance and inductance are measured. Utilizing these measured data
and some design information, the proposed method synthesizes a mutually-coupled, lumped
parameter ladder network corresponding to each set of measurement. A comparison of these
circuits with the reference reveals the location, as well as, the nature of damage.
When synthesizing a circuit, convergence is deemed to have occurred, when the differences
between estimated and measured values of ocnf, scnf, effective capacitance and inductances
are simultaneously less than a preset tolerance. Corresponding to every quantity, the error is
calculated as-

Percentage of Error = 100 × Measured value - Estimated value
Measured value

(1)

In addition to satisfying the tolerance, a manual inspection of the amplitude frequency re-
sponse corresponding to the synthesized circuit and that measured is performed to ensure
a one-to-one match throughout the frequency range of interest. Quite clearly, deformation
localization in an actual multi-winding transformer is a very complex task, and poses sev-
eral insurmountable difficulties. Here, a simplified version of the problem is discussed and
solutions presented in three parts, with increasing order of complexity.

1. Initially, a model coil is considered. In this arrangement, discrete changes are intro-
duced to a few elements at physically different positions along the model. Ability to
accurately localize these changes is demonstrated.

2. Encouraged by the success and potential of the method, the approach is extended to an
actual, single, continuous-disc interleaved winding of a transformer. Here, an iterative
circuit synthesis approach is developed and localization of discrete changes, based on
terminal measurements, is demonstrated.

3. The above iterative circuit synthesis approach is a brute-force method and takes tens
of hours to synthesize even a 5-section ladder network. Obviously, localization accu-
racy achieved with such a small network is grossly inadequate and synthesizing large
networks with this approach is simply ruled out. So, an entirely new, highly time-
efficient algorithm (based on constrained optimization techniques) capable of synthe-
sising large-sized ladder networks (within tens of seconds) is presented. Thus, in princi-
ple, it paves way for extending this method to multiple windings, which is the ultimate
goal.

4. Specimens and Measurement Setup

Experiments were conducted on three specimens, viz. a model coil, a continuous-disc inter-
leaved winding, and a continuous disc winding. The model coil consisted of a single-layer
winding wound on an insulating air-core former of diameter 200 mm. The winding had 200
turns and taps were provided after every 20 turns. Using these taps, series and shunt ca-
pacitances could be externally connected to represent either a continuous disc, interleaved or
partially interleaved winding. At the taps, specific changes at any location along the model
coil could be introduced. The model coil along with the FRA measurement setup is shown in
Fig. 1.
The other two specimens are actual transformer windings, specifically built for this purpose.
They are wound on an insulating air-core former, and each had 16 discs with 10 turns per disc.
The copper turn had a cross-section of 18 sq mm and the insulation thickness, duct spacing,
etc. corresponded to 11-kV rating. It had a total height of 215 mm, inner and outer diameter of
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measured. It is possible to synthesize an unique circuit by invoking the properties uniquely
exhibited by driving-point functions and assuming a fixed circuit topology.
The approach essentially comprises of measuring the driving point impedance. From the am-
plitude frequency response plot of driving-point impedance, the frequencies corresponding
to the peaks and troughs are identified and are referred to as open-circuit natural frequencies
(ocnf) and short-circuit natural frequencies (scnf) respectively. For more details on extracting
the ocnf and scnf values from the FRA plot, overcoming noise problems, etc, refer publication
(Ragavan & Satish, 2007). This is nowadays a normal activity carried out by utilities and there
exist commercial equipment to make these measurements. In addition to this, the effective

resistance, shunt capacitance and inductance are measured. Utilizing these measured data
and some design information, the proposed method synthesizes a mutually-coupled, lumped
parameter ladder network corresponding to each set of measurement. A comparison of these
circuits with the reference reveals the location, as well as, the nature of damage.
When synthesizing a circuit, convergence is deemed to have occurred, when the differences
between estimated and measured values of ocnf, scnf, effective capacitance and inductances
are simultaneously less than a preset tolerance. Corresponding to every quantity, the error is
calculated as-

Percentage of Error = 100 × Measured value - Estimated value
Measured value

(1)

In addition to satisfying the tolerance, a manual inspection of the amplitude frequency re-
sponse corresponding to the synthesized circuit and that measured is performed to ensure
a one-to-one match throughout the frequency range of interest. Quite clearly, deformation
localization in an actual multi-winding transformer is a very complex task, and poses sev-
eral insurmountable difficulties. Here, a simplified version of the problem is discussed and
solutions presented in three parts, with increasing order of complexity.

1. Initially, a model coil is considered. In this arrangement, discrete changes are intro-
duced to a few elements at physically different positions along the model. Ability to
accurately localize these changes is demonstrated.

2. Encouraged by the success and potential of the method, the approach is extended to an
actual, single, continuous-disc interleaved winding of a transformer. Here, an iterative
circuit synthesis approach is developed and localization of discrete changes, based on
terminal measurements, is demonstrated.

3. The above iterative circuit synthesis approach is a brute-force method and takes tens
of hours to synthesize even a 5-section ladder network. Obviously, localization accu-
racy achieved with such a small network is grossly inadequate and synthesizing large
networks with this approach is simply ruled out. So, an entirely new, highly time-
efficient algorithm (based on constrained optimization techniques) capable of synthe-
sising large-sized ladder networks (within tens of seconds) is presented. Thus, in princi-
ple, it paves way for extending this method to multiple windings, which is the ultimate
goal.

4. Specimens and Measurement Setup

Experiments were conducted on three specimens, viz. a model coil, a continuous-disc inter-
leaved winding, and a continuous disc winding. The model coil consisted of a single-layer
winding wound on an insulating air-core former of diameter 200 mm. The winding had 200
turns and taps were provided after every 20 turns. Using these taps, series and shunt ca-
pacitances could be externally connected to represent either a continuous disc, interleaved or
partially interleaved winding. At the taps, specific changes at any location along the model
coil could be introduced. The model coil along with the FRA measurement setup is shown in
Fig. 1.
The other two specimens are actual transformer windings, specifically built for this purpose.
They are wound on an insulating air-core former, and each had 16 discs with 10 turns per disc.
The copper turn had a cross-section of 18 sq mm and the insulation thickness, duct spacing,
etc. corresponded to 11-kV rating. It had a total height of 215 mm, inner and outer diameter of
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Fig. 1. Experimental arrangement for frequency response measurements on a model coil

260 and 350 mm respectively. Of the two actual windings, the first was fully interleaved, while
the second was entirely of disc-type. These windings were placed on an aluminium sheet and
another concentrically placed inside to represent the ground plane. Since, the magnetic flux
at higher frequencies is predominantly confined to the outer surface of the core, it is justifiable
to neglect the presence of the core in this work. In order to introduce discrete changes, the
outer and top portions were kept uncovered. Experimental arrangement together with the
interleaved winding is shown in Fig. 2.
The effective inductance and ground capacitance were measured by an LCR bridge at 1 kHz,
while the dc resistance was measured by a multimeter. The driving point impedance was
measured automatically (refer to Satish & Santosh C Vora, 2009 for details) by sweep fre-
quency measurements (and cross verified by the manual sweep method) using (i) an arbitrary
waveform generator producing 20 Vp-p sinusoid with frequency range of 0-80 MHz, (ii) a
150 MSa/s, 8-bit digital oscilloscope and (iii) a clamp-on current probe with sensitivity of 2
mA/mV and bandwidth of 450 Hz to 60 MHz. All signals were connected with a 50 Ω co-
axial cable and the oscilloscope was terminated by 50 Ω. A sample of the amplitude frequency
response for each specimen (reference case) is included while discussing the results.

5. Discrete Changes

Transformer winding deformation is classified into radial, axial, presence of eccentricity, loss
of clamping pressure, and so on. The severity and extent of damage, among other factors,
depends on the short circuit force magnitude. The damage suffered by the winding is, at
times, confined to only a few discs or as most often observed, affects a majority of the discs
in the entire winding. So far, in spite of several investigations, there seems to emerge no
particular pattern that correlates the nature of winding damage to measurable quantities at

Fig. 2. Experimental arrangement for frequency response measurements on an interleaved
winding

the terminals. Inability to generalize this wide variability makes any investigation, and in
particular the task of localization, all the more complex. Nevertheless, to make a beginning
in this regard, deformations considered in this work are discrete and confined to a small part
of the winding. In other words, they are intended to be localized and specifically cause an
increase or decrease of the capacitance or inductance in the winding. Since their location
and extent is precisely known a priori, it assists in developing and fine-tuning the proposed
methodology. Once an acceptable method to address this task emerges, further studies by
incorporating actual deformations in windings can be undertaken.
Specifically, deformations in this work are represented by a discrete change of the following
two types- (i) addition of some tens of pico-farads of capacitance at a particular disc to ground,
resulting in a predominant increase in shunt capacitance, and/or (ii) short-circuiting of a few
turns within a disc, introducing a predominantly inductive change. These changes introduced
could be more than one in number and be physically occurring at different positions along
the winding. Also, any combination of these changes could be introduced in the winding at
a time. Thus, it will be interesting to investigate how simultaneous changes can be correctly
localized. Also, there may or may not be any net change in the effective capacitance, after
these changes are made. After discrete changes are incorporated, a new set of ocnf and scnf
are measured along with other parameters. Lastly, the deformations considered in this work
are not like the real ones (radial, axial etc.) arising in practice. Despite this, the effort is still
considered noteworthy, since deformation localization based on terminal measurements on a
transformer winding has, so far, not been attempted.
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6. Experimental Results on a Model Coil

6.1 Underlying Principle
The first step in the proposed method involves representing the model coil by means of a lad-
der network, called the reference circuit. To achieve this, the following quantities of the model
coil, resistance, R; equivalent air-core inductance, Leq; effective shunt capacitance to ground,
Cg,e f f ; and initial voltage distribution constant α are required. Among these, except α, all the
remaining quantities are measurable at the input terminals of the model. The initial voltage
distribution constant, α, can be got from design details. The steps involved in synthesizing a
circuit to represent the model coil are as follows.

• Determine natural frequencies (ocnfs and scnfs) of the model coil by sweep frequency
measurements.

• Determine the number of sections (N) of the ladder network to be synthesized.

• Estimate individual values of the elements of the ladder network. Let Kre f and Lre f
be the nodal capacitance and inductance matrices respectively corresponding to the
reference circuit.

Details of these steps along with the pseudo code for the algorithm are described in (Ragavan
& Satish, 2007). For brevity these details have been omitted. Synthesis of the circuit after
introduction of changes essentially consists of the following steps-

• The measurements are repeated after a few elements in the model coil are changed.
From the frequency response, ocnfs and scnfs are identified. A comparison of these
frequencies with those corresponding to the reference case is made. A deviation greater
than 2% would indicate that a new circuit has to be synthesized.

• Using the new set of measured values another ladder network is synthesized. For this
purpose, the matrices describing the reference circuit are used as the initial guess. Its
elements are iteratively varied until the estimated and measured effective inductance,
effective shunt capacitance, and the natural frequencies are well within 2% tolerance.

• Let Kest and Lest be the capacitance and inductance matrices respectively corresponding
to the model coil after changes. A comparison of those matrices with Kre f and Lre f
reveals the elements that have changed. The row and column of the changed element
in the matrix reveals the position along the model coil where the changes have been
made. Further, the extent of change and whether the change is confined to inductances
and/or capacitances can also be ascertained.

6.2 Reference Circuit
The measured magnitude and phase plots of the driving-point impedance corresponding to a
continuous-disc model coil (reference or healthy case) are presented in Fig. 3. From the plot,
the ocnf and scnf can be extracted and are presented in Table 1. Then the following quantities,
viz. R = 8 Ω, Leq = 6.98 mH and Cg,e f f = 5.6 nF were measured on the model coil.
Employing the method described in (Ragavan & Satish, 2007), a ladder network having the
same set of natural frequencies as measured with the model coil is synthesized. Details of
how the number of sections of the ladder network was decided are described in (Ragavan
& Satish, 2007). The self and mutual inductances are estimated iteratively and presented in
Table 2. Corresponding to the model coil shown in Fig. 4(a), a 6-section ladder network was
synthesized and is shown in Fig. 4(b). The estimated driving-point impedance corresponding

0 100 200 300 400 500
10−2

100

102

ocnf

scnf

lo
g 10

|Z
|

0 100 200 300 400 500
−100

−50

0

50

100

Frequency (kHz)

P
ha

se
 (

D
eg

re
es

)

Fig. 3. Measured driving-point impedance for model coil (continuous disc representation) -
Reference Case

ocnf Measured 40.3 143 250.6 346
(kHz) Estimated 40.48 142.58 249.42 346.41
scnf Measured 105 223.8 336 -

(kHZ) Estimated 105.19 224.79 334.44 -

Table 1. Measured and estimated natural frequencies for model coil (continuous disc repre-
sentation) - Reference Case

Ls Mi,i+1 Mi,i+2 Mi,i+3 Mi,i+4 Mi,i+5
0.4310 0.2392 0.1435 0.0947 0.0612 0.0496

Table 2. Estimated self and mutual inductances (in mH) for circuit in Fig. 4(b)

to the synthesized circuit is shown in Fig. 5. A comparison of the computed driving point
impedance with the measured clearly shows the excellent match and accuracy achieved by the
synthesized circuit. The next step is to introduce changes and repeat the exercise. The changes
made in the model coil were confined only to capacitive changes, since, due to practical dif-
ficulties in the available model coil, desired inductive changes could not be made. However,
case studies with inductive changes will be presented and discussed in Section 7.
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to the synthesized circuit is shown in Fig. 5. A comparison of the computed driving point
impedance with the measured clearly shows the excellent match and accuracy achieved by the
synthesized circuit. The next step is to introduce changes and repeat the exercise. The changes
made in the model coil were confined only to capacitive changes, since, due to practical dif-
ficulties in the available model coil, desired inductive changes could not be made. However,
case studies with inductive changes will be presented and discussed in Section 7.



Fault Detection350

0.56
2

(a)

1 2 3 4 6 7 85 9 10
0.560.560.560.560.560.560.560.56

1 1 1 1 1 1 1 1 11

0.56

Line−end

0.933
2

1 2 4 653

0.933 0.933

(b)

0.6 0.6 0.6 0.6 0.6 0.6

1.3331.3331.3331.3331.333 1.3330.4310.4310.4310.4310.4310.431

0.933 0.9330.933

Line−end

Fig. 4. Reference case (a) Model coil, (b) Synthesized circuit (Note: Elemental values are in Ω,
nF, mH. Mutual inductances of synthesized circuit are given in Table 2)

6.3 Case-A, Capacitive Changes Occurring at Physically Connected Taps
In these experiments, capacitive changes are introduced at more than one tap in the model
coil. For example, series capacitance between TAPS 3 and 4 was decreased from 1 to 0.56
nF, and shunt capacitance at TAP 4 was increased from 0.56 nF to 1 nF (Fig. 6(a)). Thus,
there are two simultaneous changes occurring in the model coil which have to be localized.
The new set of ocnf and scnf were measured and are indicated in Table 3. These changes
introduced in the model coil manifest as a decrease and increase of the capacitances linked
to the NODES 2 and 3 respectively, in the synthesized circuit shown in Fig. 6(b). Thus, it
is evident that not only have all changes introduced been accurately localized, their nature
has also been correctly identified. Some of the discrete changes introduced in the model coil
were not correspondingly reflected by the same number of discrete changes in the synthesized
circuit. This aspect should not be construed as an error. This arises because all taps in the
model coil are not mapped on to discrete nodes in the synthesized circuit. This matter is
explained while discussing mapping between model coil and synthesized circuit, in Section
6.6

6.4 Case-B, Capacitive Changes Occurring at Physically Separated Taps
In reality, mechanical deformations often result in damages that affect different parts of the
winding. Hence, it is interesting to simulate such a situation to the extent possible. With this
in mind, in this experiment, capacitances at TAPS 1 (line end) and 6 (middle) were simultane-
ously increased and decreased, respectively, by the same margin (Fig. 7(a)). As a result, the
net change in effective capacitance was zero. The corresponding frequencies identified from
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Fig. 5. Driving-point impedance estimated using synthesized circuit in Fig. 4(b)

ocnf Measured 38.4 144.6 246.8 341
(kHz) Estimated 39.15 143.68 244.74 346.82
scnf Measured 101.3 216.7 331 -

(kHz) Estimated 101.52 219.54 337.52 -

Table 3. Measured and estimated natural frequencies for model coil (continuous disc repre-
sentation) - Fault Case A

FRA are mentioned in Table 4. The synthesized circuit for this case was obtained following

ocnf Measured 38.8 141 245.3
(kHz) Estimated 39.01 140.16 244.03
scnf Measured 110 224.9 -

(kHz) Estimated 109.51 224.81 -

Table 4. Measured and estimated natural frequencies for model coil (continuous disc repre-
sentation) - Fault Case B

the same procedure and is shown in Fig. 7(b). From the results, it is found that the changes
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Fig. 6. Fault Case-A (a) Model coil, (b) Synthesized circuit (changes made and predicted are
encircled)

were reflected at NODES 1 (line end) and 4 (middle) in the synthesized circuit. Despite no
net change in the value of effective capacitance, the method was able to correctly identify
the changes made in the model coil. This demonstrates the ability of the method to identify
multiple changes occurring at physically different locations along the model coil.

6.5 Case-C, Experiments with Partially Interleaved Representation
The previous two case studies involved a uniform continuous disc representation. It would
be interesting to examine the applicability of this method for a partially interleaved repre-
sentation. In a partially interleaved winding, initial voltage distribution constant would be
different for different parts of the winding. In this study, a partially interleaved representa-
tion (i.e. 20%) is considered as shown in Fig. 8(a), wherein the first two sections have double
the series capacitance compared to the rest. Natural frequencies of this model coil are mea-

ocnf Measured 40.7 151.2
(kHz) Estimated 40.9 149.27
scnf Measured 107.62 -

(kHz) Estimated 107.86 -

Table 5. Measured and estimated natural frequencies for model coil (partially interleaved
representation) - Reference Case

sured and presented in Table 5. Calculations showed that N = 5. Since the percentage of
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Fig. 7. Fault Case-B (a) Model coil, (b) Synthesized circuit (changes made and predicted are
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interleaving is 20%, an attempt was made to synthesize a 5-section equivalent circuit in the
ratio of 1:4 and is shown in Fig. 8(b).
With this model coil, case studies similar to those presented earlier were repeated. In all of
them, it was observed that the changes estimated by the synthesized circuit corresponded to
the changes introduced in the model coil. One sample result is presented here.
In Fig. 9(a), Cg at TAP 5 was decreased from 0.56 nF to 0.1 nF and Cs between TAPS 1 & 2 and
2 & 3 were increased from 1 nF to 2 nF. In Table 6, new set of measured natural frequencies for
this case are given. The corresponding synthesized circuit is shown in Fig. 9(b). The net series
capacitance change is only 0.5 nF, which is predicted as a 0.33 nF change in the synthesized
circuit. The shunt capacitance change in the model coil is 0.46 nF and this is identified as
a change of 0.4 nF in the synthesized circuit. Thus, the changes introduced in the model
coil were correctly identified in the synthesized circuit shown in Fig. 9(b). The changed and
predicted elements are encircled, in the figure. Thus, it has been shown that the method works
equally well for both types of winding representations.

ocnf Measured 42.7 146.6
(kHz) Estimated 42.67 146.56
scnf Measured 112.63 -

(kHz) Estimated 112.71 -

Table 6. Measured and estimated natural frequencies for model coil (partially interleaved
representation) - Fault Case C
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were reflected at NODES 1 (line end) and 4 (middle) in the synthesized circuit. Despite no
net change in the value of effective capacitance, the method was able to correctly identify
the changes made in the model coil. This demonstrates the ability of the method to identify
multiple changes occurring at physically different locations along the model coil.

6.5 Case-C, Experiments with Partially Interleaved Representation
The previous two case studies involved a uniform continuous disc representation. It would
be interesting to examine the applicability of this method for a partially interleaved repre-
sentation. In a partially interleaved winding, initial voltage distribution constant would be
different for different parts of the winding. In this study, a partially interleaved representa-
tion (i.e. 20%) is considered as shown in Fig. 8(a), wherein the first two sections have double
the series capacitance compared to the rest. Natural frequencies of this model coil are mea-

ocnf Measured 40.7 151.2
(kHz) Estimated 40.9 149.27
scnf Measured 107.62 -

(kHz) Estimated 107.86 -

Table 5. Measured and estimated natural frequencies for model coil (partially interleaved
representation) - Reference Case
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interleaving is 20%, an attempt was made to synthesize a 5-section equivalent circuit in the
ratio of 1:4 and is shown in Fig. 8(b).
With this model coil, case studies similar to those presented earlier were repeated. In all of
them, it was observed that the changes estimated by the synthesized circuit corresponded to
the changes introduced in the model coil. One sample result is presented here.
In Fig. 9(a), Cg at TAP 5 was decreased from 0.56 nF to 0.1 nF and Cs between TAPS 1 & 2 and
2 & 3 were increased from 1 nF to 2 nF. In Table 6, new set of measured natural frequencies for
this case are given. The corresponding synthesized circuit is shown in Fig. 9(b). The net series
capacitance change is only 0.5 nF, which is predicted as a 0.33 nF change in the synthesized
circuit. The shunt capacitance change in the model coil is 0.46 nF and this is identified as
a change of 0.4 nF in the synthesized circuit. Thus, the changes introduced in the model
coil were correctly identified in the synthesized circuit shown in Fig. 9(b). The changed and
predicted elements are encircled, in the figure. Thus, it has been shown that the method works
equally well for both types of winding representations.

ocnf Measured 42.7 146.6
(kHz) Estimated 42.67 146.56
scnf Measured 112.63 -

(kHz) Estimated 112.71 -

Table 6. Measured and estimated natural frequencies for model coil (partially interleaved
representation) - Fault Case C
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6.6 Mapping of Taps in Model Coil to Nodes in Synthesized Circuit
In the case studies corresponding to Fig. 6 and Fig. 7, the actual position of the changes
introduced in the model coil were accurately localized, by observing the elements in the syn-
thesized circuits that have changed. From these results, it emerges that a correlation exists
between the model coil and the synthesized circuit. This is schematically shown in Fig. 10
along with the mapping results, which link changes introduced at taps in the model coil to
the nodes in the synthesized circuit. The next step is to implement the proposed method on
an actual transformer winding.

7. Experimental Results on an Actual Transformer Winding (Fully Interleaved)

When considering an actual winding, the following issues are to be addressed additionally as
opposed to the model coil.

• In an actual winding, the capacitances (shunt and series) and inductance are all truly
distributed, in contrast to discrete series and shunt capacitances used in a model coil
and crucially depend on the physical disposition of discs/conductors, clearances to
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Fig. 9. Fault Case - C (a) Model coil (partially interleaved), (b) Synthesized circuit (changes
made and predicted are encircled)

ground, thickness of insulation, etc. Hence, while estimating shunt capacitances, the
condition of uniform distribution cannot be invoked here.

• The initial voltage distribution constant (α) in an actual winding, needs to be iteratively
estimated, as opposed to a model coil (where series and shunt capacitances can be read-
ily determined). For an interleaved winding (under consideration in the present case),
lower and upper bounds for α can be chosen as two and four respectively.

• Capacitive changes (increase and/or decrease) in a model coil were manifested as ca-
pacitance changes at pertinent nodes (Ragavan & Satish, 2007). However, when in-
ductance is changed (essentially short-circuiting a few turns), it does not manifest as
a discrete change in the synthesized circuit, but affects the self and all mutual induc-
tances (i.e. results in a widespread change to the entire inductance matrix). Therefore,
suitable modifications have to be built into the circuit synthesis procedure to account
for inductive and/or capacitive changes. Furthermore, due to loss of symmetry in the
inductance matrix following an inductive change, each individual element of the in-
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6.6 Mapping of Taps in Model Coil to Nodes in Synthesized Circuit
In the case studies corresponding to Fig. 6 and Fig. 7, the actual position of the changes
introduced in the model coil were accurately localized, by observing the elements in the syn-
thesized circuits that have changed. From these results, it emerges that a correlation exists
between the model coil and the synthesized circuit. This is schematically shown in Fig. 10
along with the mapping results, which link changes introduced at taps in the model coil to
the nodes in the synthesized circuit. The next step is to implement the proposed method on
an actual transformer winding.

7. Experimental Results on an Actual Transformer Winding (Fully Interleaved)

When considering an actual winding, the following issues are to be addressed additionally as
opposed to the model coil.

• In an actual winding, the capacitances (shunt and series) and inductance are all truly
distributed, in contrast to discrete series and shunt capacitances used in a model coil
and crucially depend on the physical disposition of discs/conductors, clearances to
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ground, thickness of insulation, etc. Hence, while estimating shunt capacitances, the
condition of uniform distribution cannot be invoked here.

• The initial voltage distribution constant (α) in an actual winding, needs to be iteratively
estimated, as opposed to a model coil (where series and shunt capacitances can be read-
ily determined). For an interleaved winding (under consideration in the present case),
lower and upper bounds for α can be chosen as two and four respectively.

• Capacitive changes (increase and/or decrease) in a model coil were manifested as ca-
pacitance changes at pertinent nodes (Ragavan & Satish, 2007). However, when in-
ductance is changed (essentially short-circuiting a few turns), it does not manifest as
a discrete change in the synthesized circuit, but affects the self and all mutual induc-
tances (i.e. results in a widespread change to the entire inductance matrix). Therefore,
suitable modifications have to be built into the circuit synthesis procedure to account
for inductive and/or capacitive changes. Furthermore, due to loss of symmetry in the
inductance matrix following an inductive change, each individual element of the in-



Fault Detection356

2 3 4 5 6 71

Synthesized Circuit

72 3 4 65 8 9 10

Model Coil

1 11

Changes predicted
at NODES in
Synthesized Circuit

1,6

3,4 2,3

1,4

Case

A

B

Changes made
to TAPS in
Model Coil

Fig. 10. Mapping of taps in model coil to nodes in synthesized circuit (series and shunt capac-
itances exist both in model coil and synthesized circuit, but those are not shown)

ductance matrix needs to be iteratively estimated, thereby significantly increasing the
computational burden.

• Lastly, whenever an actual mechanical deformation occurs, in order to enable its cor-
rect representation, it is obvious that both inductive and capacitive changes have to be
simultaneously considered. Keeping in mind this very essential requirement, while for-
mulating a solution for an actual winding, simultaneous inductance and capacitance
change feature was built in.

• Compared to the solution for model coil, the solution for an actual winding involves
iterative estimation of several quantities, and each of them has to be chosen from a
large search-space. To be precise, as opposed to estimating two parameters (viz. self
and mutual inductances), a total of five parameters (viz. number of sections, initial
voltage distribution constant, shunt capacitance, self and mutual inductances) have to
be iteratively estimated in the present case. Thus, synthesizing a circuit for an actual
winding is computationally intensive and requires a lot of computer time, even for a
reasonably small-sized circuit to be synthesized.

For the above stated reasons, synthesizing a circuit for an actual transformer winding (from
measured data) is a far more onerous task, compared to the model coil problem dealt in the
previous section.
Lastly, introduction of mechanical deformation to the actual winding (done by other re-
searchers such as Lech & Tyminski, 1966; Dick & Erven, 1978; Rahimpour et al., 2003; Ryder,
2003) was not possible in the present experimental setup. So, as a first approximation, only
discrete changes (capacitive and/or inductive) were introduced at selected positions along the
winding. Such a procedure achieves the desired goal of introducing a change in inductance
and/or capacitance at specified positions on the winding. Furthermore, it assists in checking
the correctness of the obtained results.

From measured values of ocnf, scnf, effective capacitance (Cg,e f f ), inductance (Leq) and re-
sistance (R), and a knowledge of the type of winding, a lumped-parameter ladder network
is iteratively synthesized so as to closely match (within a specified tolerance) the measured
driving-point impedance. The circuit thus obtained is called the reference circuit. After intro-
ducing a change, all the measurements are repeated. If any of the ocnf or scnf differs by more
than 2% of the corresponding reference value, then a change is deemed to have occurred and
a new circuit is synthesized. Details of the algorithm is described in (Satish & Subrat K Sahoo,
2009).

7.1 Reference Circuit
The interleaved winding in Fig. 2 is considered for this work. The driving-point impedance
corresponding to the reference (or healthy) case was measured and is shown in Fig. 11[A].
From this, three ocnf peaks could be counted, and hence it was taken as the initial value for N.
Since, it was an interleaved winding, the initial value of α was taken as 2, and allowed to vary
up to 4, in small steps. The effective inductance, capacitance and resistance were measured
and found to be 4.9 mH, 0.37 nF and 0.3 Ω respectively. Convergence is obtained when all the
estimated and measured ocnf and scnf satisfy the 2% tolerance limit. The converged values of
inductance and capacitance were 5 mH and 0.37 nF respectively. This is pictorially observable
from the estimated impedance plot in Fig. 11[B]. The number of sections and the value of α
were estimated as 5 and 2.8, respectively. Thus, out of a total of 16 discs, roughly 3 discs of
the winding are mapped to each section of the synthesized circuit. The synthesized reference
circuit is shown in Fig. 12, while the estimated self and mutual inductances are listed in Table
7.

Ls Mi,i+1 Mi,i+2 Mi,i+3 Mi,i+4
0.440 0.220 0.090 0.085 0.080

Table 7. Estimated self and mutual inductances (in mH) for circuit in Fig. 12

7.2 Case-D, Inductive Change at Line-end
This example pertains to a condition wherein the inductance has changed predominantly. This
is achieved by shorting the outermost turns of disc number 2 and 3. The effective inductance
decreased by 200 µH while the effective capacitance remained unchanged. The driving-point
impedance was measured and the identified ocnfs and scnfs are presented in Table 8. The

ocnf Measured 201 399 523
(kHz) Estimated 204.7 403.3 532.7
scnf Measured 338 499 -

(kHz) Estimated 334.8 507.9 -

Table 8. Measured and estimated natural frequencies for an actual transformer winding (in-
terleaved) - Case D

deviation of natural frequencies is beyond 2% with respect to the reference and hence a new
circuit (with topology fixed at 5 sections) needs to be synthesized. Following the procedure
described, a new circuit was synthesized. The natural frequencies of the synthesized circuit
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ductance matrix needs to be iteratively estimated, thereby significantly increasing the
computational burden.

• Lastly, whenever an actual mechanical deformation occurs, in order to enable its cor-
rect representation, it is obvious that both inductive and capacitive changes have to be
simultaneously considered. Keeping in mind this very essential requirement, while for-
mulating a solution for an actual winding, simultaneous inductance and capacitance
change feature was built in.

• Compared to the solution for model coil, the solution for an actual winding involves
iterative estimation of several quantities, and each of them has to be chosen from a
large search-space. To be precise, as opposed to estimating two parameters (viz. self
and mutual inductances), a total of five parameters (viz. number of sections, initial
voltage distribution constant, shunt capacitance, self and mutual inductances) have to
be iteratively estimated in the present case. Thus, synthesizing a circuit for an actual
winding is computationally intensive and requires a lot of computer time, even for a
reasonably small-sized circuit to be synthesized.

For the above stated reasons, synthesizing a circuit for an actual transformer winding (from
measured data) is a far more onerous task, compared to the model coil problem dealt in the
previous section.
Lastly, introduction of mechanical deformation to the actual winding (done by other re-
searchers such as Lech & Tyminski, 1966; Dick & Erven, 1978; Rahimpour et al., 2003; Ryder,
2003) was not possible in the present experimental setup. So, as a first approximation, only
discrete changes (capacitive and/or inductive) were introduced at selected positions along the
winding. Such a procedure achieves the desired goal of introducing a change in inductance
and/or capacitance at specified positions on the winding. Furthermore, it assists in checking
the correctness of the obtained results.

From measured values of ocnf, scnf, effective capacitance (Cg,e f f ), inductance (Leq) and re-
sistance (R), and a knowledge of the type of winding, a lumped-parameter ladder network
is iteratively synthesized so as to closely match (within a specified tolerance) the measured
driving-point impedance. The circuit thus obtained is called the reference circuit. After intro-
ducing a change, all the measurements are repeated. If any of the ocnf or scnf differs by more
than 2% of the corresponding reference value, then a change is deemed to have occurred and
a new circuit is synthesized. Details of the algorithm is described in (Satish & Subrat K Sahoo,
2009).

7.1 Reference Circuit
The interleaved winding in Fig. 2 is considered for this work. The driving-point impedance
corresponding to the reference (or healthy) case was measured and is shown in Fig. 11[A].
From this, three ocnf peaks could be counted, and hence it was taken as the initial value for N.
Since, it was an interleaved winding, the initial value of α was taken as 2, and allowed to vary
up to 4, in small steps. The effective inductance, capacitance and resistance were measured
and found to be 4.9 mH, 0.37 nF and 0.3 Ω respectively. Convergence is obtained when all the
estimated and measured ocnf and scnf satisfy the 2% tolerance limit. The converged values of
inductance and capacitance were 5 mH and 0.37 nF respectively. This is pictorially observable
from the estimated impedance plot in Fig. 11[B]. The number of sections and the value of α
were estimated as 5 and 2.8, respectively. Thus, out of a total of 16 discs, roughly 3 discs of
the winding are mapped to each section of the synthesized circuit. The synthesized reference
circuit is shown in Fig. 12, while the estimated self and mutual inductances are listed in Table
7.

Ls Mi,i+1 Mi,i+2 Mi,i+3 Mi,i+4
0.440 0.220 0.090 0.085 0.080

Table 7. Estimated self and mutual inductances (in mH) for circuit in Fig. 12

7.2 Case-D, Inductive Change at Line-end
This example pertains to a condition wherein the inductance has changed predominantly. This
is achieved by shorting the outermost turns of disc number 2 and 3. The effective inductance
decreased by 200 µH while the effective capacitance remained unchanged. The driving-point
impedance was measured and the identified ocnfs and scnfs are presented in Table 8. The

ocnf Measured 201 399 523
(kHz) Estimated 204.7 403.3 532.7
scnf Measured 338 499 -

(kHz) Estimated 334.8 507.9 -

Table 8. Measured and estimated natural frequencies for an actual transformer winding (in-
terleaved) - Case D

deviation of natural frequencies is beyond 2% with respect to the reference and hence a new
circuit (with topology fixed at 5 sections) needs to be synthesized. Following the procedure
described, a new circuit was synthesized. The natural frequencies of the synthesized circuit
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Fig. 12. Reference circuit pertaining to an actual transformer winding (interleaved) (Note:
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are also presented in Table 8. The convergence criterion has been satisfied and the match
between estimated and measured characteristics was observed to be good. The converged

values of inductance matrix is given below.

Lest,D =




0.400 0.190 0.080 0.075 0.070
0.190 0.430 0.210 0.090 0.085
0.080 0.210 0.435 0.215 0.090
0.075 0.090 0.215 0.435 0.220
0.070 0.085 0.090 0.220 0.440




(2)

Node Line ⇒ Neutral
1 9 7 2 2 2
2 7 2 2 0 0
3 2 2 1 0 0
4 2 0 0 0 0
5 2 0 0 0 0

Table 9. Percentage of normalized deviation of inductance from that of reference: Case-D

From the synthesized circuit, it is seen that the capacitance matrix has remained unchanged
(signifying fault is not capacitive), whereas, inductance matrix shows many changes. For eas-
ier interpretation, the normalized difference matrix (i.e. ratio of the difference between [Lest,D]
and [Lre f ] to Lmax, where Lmax is the diagonal element of [Lre f ]) is calculated and shown in
Table 9. From this it is observed that, maximum change in inductance has occurred at element
L11, which refers to Section 1 or line-end. So, the inductive change has been correctly identi-
fied, as well as, localized. As mentioned earlier, when there is a short-circuit (i.e. inductance
changes), there is observed a widespread change to elements in [L]. This is evident in the dif-
ference matrix. But, the row and column index corresponding to maximum change (shown as
shaded) points to the location of the change. Thus, localization and type of change have been
accurately identified.

7.3 Case-E, Inductive Change in the Middle
This is an example wherein the type-of-change is same as in Case-D, but its position has been
moved from the line-end (disc 2 and 3) to the middle (disc 8 and 9). All other aspects are
the same. The overall change in effective inductance was 220 µH. Results for this case were
obtained. Table 10 summarizes the measured and estimated ocnf and scnf.

ocnf Measured 216 399
(kHz) Estimated 219.1 407.6
scnf Measured 336 -

(kHz) Estimated 340.8 -

Table 10. Measured and estimated natural frequencies for an actual transformer winding (in-
terleaved) - Case E

The match between them is evident. As anticipated, the capacitance matrix has remained
unchanged while the inductance matrix shows changes. The normalized difference between
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are also presented in Table 8. The convergence criterion has been satisfied and the match
between estimated and measured characteristics was observed to be good. The converged

values of inductance matrix is given below.

Lest,D =




0.400 0.190 0.080 0.075 0.070
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Node Line ⇒ Neutral
1 9 7 2 2 2
2 7 2 2 0 0
3 2 2 1 0 0
4 2 0 0 0 0
5 2 0 0 0 0

Table 9. Percentage of normalized deviation of inductance from that of reference: Case-D

From the synthesized circuit, it is seen that the capacitance matrix has remained unchanged
(signifying fault is not capacitive), whereas, inductance matrix shows many changes. For eas-
ier interpretation, the normalized difference matrix (i.e. ratio of the difference between [Lest,D]
and [Lre f ] to Lmax, where Lmax is the diagonal element of [Lre f ]) is calculated and shown in
Table 9. From this it is observed that, maximum change in inductance has occurred at element
L11, which refers to Section 1 or line-end. So, the inductive change has been correctly identi-
fied, as well as, localized. As mentioned earlier, when there is a short-circuit (i.e. inductance
changes), there is observed a widespread change to elements in [L]. This is evident in the dif-
ference matrix. But, the row and column index corresponding to maximum change (shown as
shaded) points to the location of the change. Thus, localization and type of change have been
accurately identified.

7.3 Case-E, Inductive Change in the Middle
This is an example wherein the type-of-change is same as in Case-D, but its position has been
moved from the line-end (disc 2 and 3) to the middle (disc 8 and 9). All other aspects are
the same. The overall change in effective inductance was 220 µH. Results for this case were
obtained. Table 10 summarizes the measured and estimated ocnf and scnf.

ocnf Measured 216 399
(kHz) Estimated 219.1 407.6
scnf Measured 336 -

(kHz) Estimated 340.8 -

Table 10. Measured and estimated natural frequencies for an actual transformer winding (in-
terleaved) - Case E

The match between them is evident. As anticipated, the capacitance matrix has remained
unchanged while the inductance matrix shows changes. The normalized difference between
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[Lre f ] and [Lest,E] is calculated and is shown in Table 11. Compared to the results of the pre-
vious case, the maximum change has now shifted to exactly the middle of the winding, i.e.
node 3. Thus, localization and type of change have been accurately identified.

Node Line ⇒ Neutral
1 1 2 0 0 0
2 2 2 2 0 0
3 0 2 16 14 3
4 0 0 14 9 7
5 0 0 3 7 1

Table 11. Percentage of normalized deviation of inductance from that of reference: Case-E

7.4 Case-F, Capacitive and Inductive Changes at Physically Different Locations
This case pertains to simultaneous inductive and capacitive changes, occurring at different lo-
cations. This was achieved by imposing a short-circuit between the outermost turns of disc 14
and 15, and by addition of a lumped capacitance of 50 pF between outermost turn of disc 6 and
ground. With this condition imposed, swept frequency measurements were completed. The

ocnf Measured 204 402 541
(kHz) Estimated 200.6 403.8 537.3
scnf Measured 354 508 -

(kHz) Estimated 348.8 500.6 -

Table 12. Measured and estimated natural frequencies for an actual transformer winding (in-
terleaved) - Case F

effective inductance showed a change of 200 µH, while effective shunt capacitance changed
by 50 pF. Using the proposed approach, the following results were obtained. Table 12 is a
comparison of measured and estimated natural frequencies pertaining to this case and from
which it is evident that the agreement is reasonably good. The capacitance and inductance
matrices of the synthesized circuit are given below from which location and extent of change
can be easily determined.

Cg1 Cg2 Cg3 Cg4 Cg5
0.019 0.059 0.029 0.129 0.184

Table 13. Estimated shunt capacitance (in nF) for an actual transformer winding (interleaved):
Case-F

Lest,F =




0.440 0.215 0.090 0.080 0.065
0.215 0.435 0.215 0.085 0.070
0.090 0.215 0.435 0.210 0.080
0.080 0.085 0.210 0.390 0.165
0.065 0.070 0.080 0.165 0.350




(3)

Node Line ⇒ Neutral
1 0 1 0 1 3
2 1 1 1 1 3
3 0 1 1 2 2
4 1 1 2 11 13
5 3 3 2 13 20

Table 14. Percentage of normalized deviation of inductance from that of reference: Case-F

From the normalized difference matrix presented in Table 14, it is seen that the last row and
column has undergone the maximum change, signifying that the self-inductance in the last
section (i.e. neutral-end) has changed. The estimated capacitance matrix (in Table 13) shows
that shunt capacitance at node 2 and node 3 has increased by 40 pF and 10 pF respectively.
Such a change is understandable, since disc number 6 maps to node 2 in the synthesized
circuit. So, the overall estimation seems reasonably accurate, both in terms of localization,
as well as, in discriminating the type of change. Also, two changes occurring at physically
different locations could be localized.

7.5 Mapping of Winding Discs to Sections in Synthesized Circuit
Localization of inductive and/or capacitive changes introduced at various positions along
a transformer winding was successfully demonstrated. The localization accuracy was uni-
formly good for all cases. As a consequence of these case studies, a mapping between winding
discs and the sections of the synthesized circuit can be visualized, and this is shown in Fig.
13. From this, it is evident that approximately every three winding discs are mapped to one
section in the synthesized circuit. Further, it is obvious that shorting of discs 6 and 7, 10 and
11, etc. would not map onto a single discrete node in the synthesized circuit. Hence, under
such fault condition it is natural that the synthesized circuit would show some changes at the
adjacent sections also.

1 2 3 4 5 6

Line NeutralInterleaved Winding
        (16 Discs)

Synthesized Circuit
Fig. 13. Mapping of discs in actual winding to sections in synthesized circuit (series and shunt
capacitances exist in synthesized circuit, but, those are not shown)
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effective inductance showed a change of 200 µH, while effective shunt capacitance changed
by 50 pF. Using the proposed approach, the following results were obtained. Table 12 is a
comparison of measured and estimated natural frequencies pertaining to this case and from
which it is evident that the agreement is reasonably good. The capacitance and inductance
matrices of the synthesized circuit are given below from which location and extent of change
can be easily determined.
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2 1 1 1 1 3
3 0 1 1 2 2
4 1 1 2 11 13
5 3 3 2 13 20

Table 14. Percentage of normalized deviation of inductance from that of reference: Case-F

From the normalized difference matrix presented in Table 14, it is seen that the last row and
column has undergone the maximum change, signifying that the self-inductance in the last
section (i.e. neutral-end) has changed. The estimated capacitance matrix (in Table 13) shows
that shunt capacitance at node 2 and node 3 has increased by 40 pF and 10 pF respectively.
Such a change is understandable, since disc number 6 maps to node 2 in the synthesized
circuit. So, the overall estimation seems reasonably accurate, both in terms of localization,
as well as, in discriminating the type of change. Also, two changes occurring at physically
different locations could be localized.

7.5 Mapping of Winding Discs to Sections in Synthesized Circuit
Localization of inductive and/or capacitive changes introduced at various positions along
a transformer winding was successfully demonstrated. The localization accuracy was uni-
formly good for all cases. As a consequence of these case studies, a mapping between winding
discs and the sections of the synthesized circuit can be visualized, and this is shown in Fig.
13. From this, it is evident that approximately every three winding discs are mapped to one
section in the synthesized circuit. Further, it is obvious that shorting of discs 6 and 7, 10 and
11, etc. would not map onto a single discrete node in the synthesized circuit. Hence, under
such fault condition it is natural that the synthesized circuit would show some changes at the
adjacent sections also.

1 2 3 4 5 6

Line NeutralInterleaved Winding
        (16 Discs)

Synthesized Circuit
Fig. 13. Mapping of discs in actual winding to sections in synthesized circuit (series and shunt
capacitances exist in synthesized circuit, but, those are not shown)
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7.6 Scope for Improvement
The proposed method, involving circuit synthesis using measured data, required the selection
of some parameters. In the absence of any other reliable method of predetermining them, an
iterative solution was pursued. The upper and lower limits of each parameter and their incre-
ments were progressively fine-tuned by a trial and error method. Obviously, a compromise
had to be made between time required for convergence and the degree of match achievable
between measured and estimated characteristics. With a tolerance limit set to 2%, a reasonably
good agreement was achievable. The method involved an iterative brute-force search strategy
and was very time-consuming. As a matter of fact, the time taken to synthesize even a small
5-section ladder network was of the order of a few tens of hours. This aspect was indeed a
shortcoming that prevented its further usage. To make this approach practically attractive,
some means of reducing this processing time had to be explored. This matter is explained in
the next section.

8. Time-Efficient Algorithm for Synthesizing Large-Sized Ladder Networks

A fully interleaved winding contains very few observable and measurable natural frequen-
cies, typically 2 or 3. So, the circuit to be synthesized was small and could be handled by the
iterative procedure. Whereas, in contrast, a disc winding contains a large number of regularly
spaced natural frequencies, typically 8 to 10. The corresponding ladder network to be synthe-
sized in this case is likely to have about 10 to 12 sections, i.e., a large-sized network. Hence,
the FRA data pertaining to a disc winding was utilized here.
The objective of synthesizing a suitable ladder network corresponding to the measured termi-
nal characteristics of a transformer winding can be construed as a constrained optimization
problem. Through optimization techniques it is possible to overcome the shortcoming of the
earlier described brute-force iterative search approach. The proposed solution approach, ex-
plained below, essentially involves formulating an objective function and minimizing it.

1. Formulation of the objective function
As the goal is to synthesize a circuit having the same set of natural frequencies as that of
the transformer winding, the objective function can be considered as the difference be-
tween the measured natural frequencies of the transformer winding ( fmeasured) and the
estimated natural frequencies of the synthesized circuit ( festimated). Hence, the objective
function can be written as,

g = festimated − fmeasured (4)

where,
fmeasured - natural frequencies identified from measured FRA plot
festimated - natural frequencies estimated using synthesized circuit

2. Enforcing constraints
As the problem is open-ended, obviously it will have multiple solutions. In order to
limit the number of feasible solutions, the following constraints need to be enforced.
Hence, the objective can be restated as, minimizing the objective function g, subject to
the following constraints.

• As the effective value of the shunt capacitance of the synthesized circuit should
match with that of the measured value on the transformer winding, one of the
equality constraints can be formulated as,

Cg,e f f (estimated) = Cg,e f f (measured) (5)

• For the chosen configuration of the winding (as in Fig. 2), shunt capacitances can
be chosen to be equal in magnitude up to 50% of the physical length of the wind-
ing, beyond which, it can be considered to monotonically increase in magnitude
due to the closer vicinity of the ground plane to the discs closer to the neutral.
This equality and inequality constraints on the disposition of shunt capacitances
are mentioned below.

Cg(1) = Cg(2) = · · · = Cg(
N
2 )

Cg(k) < Cg(k + 1), k = N
2 , · · · , N − 1

(6)

• Equality constraint on the effective value of the inductance of the winding is -

Leq(estimated) = Leq(measured) (7)

• The mutual inductance between a given disc and other discs decreases as their
separation distance increases. This fact can effectively be captured by describing
an inequality constraint (connecting mutual inductances) as given below.

m1 < ls
mk < mk−1, k = 2, · · · , N − 1 (8)

The algorithm described above was coded and initially tested with FRA data presented in
Section 7, on a fully interleaved winding. The reference circuit was obtained within a matter
of few seconds and the estimated and measured characteristics matched very well. In order to
test the capability of this alternative approach to synthesize large-sized ladder networks, the
FRA data pertaining to a disc winding (with 16 discs) was considered next. It contained about
8-9 natural frequencies from which a 9-10 section ladder network could be anticipated to be
synthesized. The important steps in realization of the circuit are explained in the following
sections.

8.1 Circuit Synthesis for Disc Winding - Reference Case
The terminal characteristics of a disc winding pertaining to the un-faulted (or healthy) case is
considered and the corresponding synthesized circuit is referred to as the reference circuit.

• Parameters pertaining to the disc winding are measured and mentioned below.
R = 0.3 Ω, Leq = 2.03 mH, Cg,e f f = 0.22 nF.

• With the neutral of the winding grounded, FRA is performed on the disc winding and is
shown in Fig. 14(a). From the acquired FRA data, open-circuit and short-circuit natural
frequencies are identified and tabulated in Table 15.

(NOTE: The measured natural frequencies of the disc winding show frequencies up to about 5.5 MHz.
In practice one observes these natural frequencies well within 1.0 to 1.5 MHz. Since the transformer
winding was small in size, it was natural to expect the natural frequencies to be scaled up by the
same factor. Intentionally, no scaling was employed to the measured winding parameters. Therefore,
using this raw measured data the resulting synthesized circuit had low values of capacitances and
inductances. This was naturally anticipated. As the main aim of this section was to examine the
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sized in this case is likely to have about 10 to 12 sections, i.e., a large-sized network. Hence,
the FRA data pertaining to a disc winding was utilized here.
The objective of synthesizing a suitable ladder network corresponding to the measured termi-
nal characteristics of a transformer winding can be construed as a constrained optimization
problem. Through optimization techniques it is possible to overcome the shortcoming of the
earlier described brute-force iterative search approach. The proposed solution approach, ex-
plained below, essentially involves formulating an objective function and minimizing it.

1. Formulation of the objective function
As the goal is to synthesize a circuit having the same set of natural frequencies as that of
the transformer winding, the objective function can be considered as the difference be-
tween the measured natural frequencies of the transformer winding ( fmeasured) and the
estimated natural frequencies of the synthesized circuit ( festimated). Hence, the objective
function can be written as,

g = festimated − fmeasured (4)

where,
fmeasured - natural frequencies identified from measured FRA plot
festimated - natural frequencies estimated using synthesized circuit

2. Enforcing constraints
As the problem is open-ended, obviously it will have multiple solutions. In order to
limit the number of feasible solutions, the following constraints need to be enforced.
Hence, the objective can be restated as, minimizing the objective function g, subject to
the following constraints.

• As the effective value of the shunt capacitance of the synthesized circuit should
match with that of the measured value on the transformer winding, one of the
equality constraints can be formulated as,

Cg,e f f (estimated) = Cg,e f f (measured) (5)

• For the chosen configuration of the winding (as in Fig. 2), shunt capacitances can
be chosen to be equal in magnitude up to 50% of the physical length of the wind-
ing, beyond which, it can be considered to monotonically increase in magnitude
due to the closer vicinity of the ground plane to the discs closer to the neutral.
This equality and inequality constraints on the disposition of shunt capacitances
are mentioned below.
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• Equality constraint on the effective value of the inductance of the winding is -

Leq(estimated) = Leq(measured) (7)

• The mutual inductance between a given disc and other discs decreases as their
separation distance increases. This fact can effectively be captured by describing
an inequality constraint (connecting mutual inductances) as given below.
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mk < mk−1, k = 2, · · · , N − 1 (8)

The algorithm described above was coded and initially tested with FRA data presented in
Section 7, on a fully interleaved winding. The reference circuit was obtained within a matter
of few seconds and the estimated and measured characteristics matched very well. In order to
test the capability of this alternative approach to synthesize large-sized ladder networks, the
FRA data pertaining to a disc winding (with 16 discs) was considered next. It contained about
8-9 natural frequencies from which a 9-10 section ladder network could be anticipated to be
synthesized. The important steps in realization of the circuit are explained in the following
sections.

8.1 Circuit Synthesis for Disc Winding - Reference Case
The terminal characteristics of a disc winding pertaining to the un-faulted (or healthy) case is
considered and the corresponding synthesized circuit is referred to as the reference circuit.

• Parameters pertaining to the disc winding are measured and mentioned below.
R = 0.3 Ω, Leq = 2.03 mH, Cg,e f f = 0.22 nF.

• With the neutral of the winding grounded, FRA is performed on the disc winding and is
shown in Fig. 14(a). From the acquired FRA data, open-circuit and short-circuit natural
frequencies are identified and tabulated in Table 15.

(NOTE: The measured natural frequencies of the disc winding show frequencies up to about 5.5 MHz.
In practice one observes these natural frequencies well within 1.0 to 1.5 MHz. Since the transformer
winding was small in size, it was natural to expect the natural frequencies to be scaled up by the
same factor. Intentionally, no scaling was employed to the measured winding parameters. Therefore,
using this raw measured data the resulting synthesized circuit had low values of capacitances and
inductances. This was naturally anticipated. As the main aim of this section was to examine the
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Fig. 14. Driving-point impedance for an actual disc winding, Reference Case, (a) Measured,
(b) Estimated from synthesized circuit shown in Fig. 15

ocnf Measured 370 927 1463 2033 2650 3314 4008 4765 5618
(kHz) Estimated 371 942 1453 2005 2616 3270 3942 4703 5480
scnf Measured 832 1391 1963 2552 3198 3872 4655 5332 -

(kHz) Estimated 816 1405 1984 2605 3265 3939 4702 5480 -

Table 15. Measured and estimated natural frequencies for a disc winding - Reference case

capability to convert an FRA data into a synthesized circuit, no scaling of data was undertaken prior
to using them.)
Since the FRA exhibits 9 open-circuit natural frequencies, number of sections in the circuit to
be developed should be greater than or equal to 9. The proposed algorithm converges to the
circuit described in Fig. 15. Values of mutual inductances between any two inductors of the
synthesized circuit are given in Table 16. The circuit so synthesized has the natural frequencies
(Fig. 14(b)) which are within 3% of tolerance level of those identified from FRA in Fig. 14(a).

Ls Mi,i+1 Mi,i+2 Mi,i+3 Mi,i+4 Mi,i+5 Mi,i+6 Mi,i+7 Mi,i+8 Mi,i+9
0.0434 0.0325 0.0214 0.0142 0.0100 0.0067 0.0053 0.0037 0.0030 0.0023

Table 16. Self and mutual inductances (in mH) for circuit in Fig. 15

Line−end

0.0194 0.0194 0.0194 0.0194 0.0194 0.0203 0.0213 0.0224 0.0235 0.0356

0.0434 0.03 0.0434 0.03 0.0434 0.03 0.0434 0.03 0.0434 0.04340.03 0.03 0.0434 0.03 0.0434 0.03 0.0434 0.03 0.0434 0.03

0.16920.1692 0.1692 0.1692 0.1692 0.1692 0.1692 0.1692 0.1692 0.16921 2 3 4 5 6 7 8 9 10

Fig. 15. Synthesized reference circuit pertaining to disc winding (Note: Elemental values are
in Ω, nF, mH. Mutual inductances of synthesized circuit are given in Table 16)

8.2 Circuit Synthesis for Disc Winding After Changes - Fault Case
To simulate a fault case, an additional capacitance of 30 pF was added between the start of disc
8 and ground. How this change gets reflected in the synthesized circuit is explained below.

• Parameters pertaining to the changed system are determined.
R = 0.3 Ω, Leq = 2.03 mH, Cg,e f f = 0.249 nF.

• For the changed system, FRA is performed and shown in Fig. 16(a). From the FRA data,
the natural frequencies are identified and tabulated in Table 17.

ocnf Measured 351 870 1448 1981 2608 3245 3960 4691 5546
(kHz) Estimated 355 909 1453 1981 2616 3249 3942 4695 5452
scnf Measured 743 1368 1911 2512 3124 3820 4572 5351 -

(kHz) Estimated 756 1405 1963 2605 3241 3939 4694 5452 -

Table 17. Measured and estimated natural frequencies for a disc winding - Fault case

The algorithm converges to the synthesized circuit shown in Fig. 17 within 10-20 seconds.
However, a few of the frequencies of the synthesized circuit (Fig. 16(b)) differ from those
measured by 3-5%. To start with, this result can be taken as acceptable. This difference can be
reduced further by fine-tuning the algorithm. However, it was not undertaken at the present
moment. Perhaps, it may also be due to the fact that a winding with 16-discs is mapped on to a
circuit with 10-sections. The accuracy achieved with the proposed optimization is reasonable.
Further, it is worth mentioning that the algorithm converges within a very short time (in the
order of a few tens of seconds). Hence, it is possible to address the following needs viz. finer
representation of the winding, circuit realization of multi-winding transformer, etc. This was
not achievable by the earlier approaches in spite of powerful computing machines. Research
in this direction would continue and aid in localization of winding deformations and/or faults
and in quantifying them in an actual multiwinding transformer.

9. Scope of Future Work

Some thoughts for future work revolve around the localization problem on multiple winding
transformers and can be tackled as follows-
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Fig. 14. Driving-point impedance for an actual disc winding, Reference Case, (a) Measured,
(b) Estimated from synthesized circuit shown in Fig. 15

ocnf Measured 370 927 1463 2033 2650 3314 4008 4765 5618
(kHz) Estimated 371 942 1453 2005 2616 3270 3942 4703 5480
scnf Measured 832 1391 1963 2552 3198 3872 4655 5332 -

(kHz) Estimated 816 1405 1984 2605 3265 3939 4702 5480 -

Table 15. Measured and estimated natural frequencies for a disc winding - Reference case

capability to convert an FRA data into a synthesized circuit, no scaling of data was undertaken prior
to using them.)
Since the FRA exhibits 9 open-circuit natural frequencies, number of sections in the circuit to
be developed should be greater than or equal to 9. The proposed algorithm converges to the
circuit described in Fig. 15. Values of mutual inductances between any two inductors of the
synthesized circuit are given in Table 16. The circuit so synthesized has the natural frequencies
(Fig. 14(b)) which are within 3% of tolerance level of those identified from FRA in Fig. 14(a).

Ls Mi,i+1 Mi,i+2 Mi,i+3 Mi,i+4 Mi,i+5 Mi,i+6 Mi,i+7 Mi,i+8 Mi,i+9
0.0434 0.0325 0.0214 0.0142 0.0100 0.0067 0.0053 0.0037 0.0030 0.0023

Table 16. Self and mutual inductances (in mH) for circuit in Fig. 15
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Fig. 15. Synthesized reference circuit pertaining to disc winding (Note: Elemental values are
in Ω, nF, mH. Mutual inductances of synthesized circuit are given in Table 16)

8.2 Circuit Synthesis for Disc Winding After Changes - Fault Case
To simulate a fault case, an additional capacitance of 30 pF was added between the start of disc
8 and ground. How this change gets reflected in the synthesized circuit is explained below.

• Parameters pertaining to the changed system are determined.
R = 0.3 Ω, Leq = 2.03 mH, Cg,e f f = 0.249 nF.

• For the changed system, FRA is performed and shown in Fig. 16(a). From the FRA data,
the natural frequencies are identified and tabulated in Table 17.

ocnf Measured 351 870 1448 1981 2608 3245 3960 4691 5546
(kHz) Estimated 355 909 1453 1981 2616 3249 3942 4695 5452
scnf Measured 743 1368 1911 2512 3124 3820 4572 5351 -

(kHz) Estimated 756 1405 1963 2605 3241 3939 4694 5452 -

Table 17. Measured and estimated natural frequencies for a disc winding - Fault case

The algorithm converges to the synthesized circuit shown in Fig. 17 within 10-20 seconds.
However, a few of the frequencies of the synthesized circuit (Fig. 16(b)) differ from those
measured by 3-5%. To start with, this result can be taken as acceptable. This difference can be
reduced further by fine-tuning the algorithm. However, it was not undertaken at the present
moment. Perhaps, it may also be due to the fact that a winding with 16-discs is mapped on to a
circuit with 10-sections. The accuracy achieved with the proposed optimization is reasonable.
Further, it is worth mentioning that the algorithm converges within a very short time (in the
order of a few tens of seconds). Hence, it is possible to address the following needs viz. finer
representation of the winding, circuit realization of multi-winding transformer, etc. This was
not achievable by the earlier approaches in spite of powerful computing machines. Research
in this direction would continue and aid in localization of winding deformations and/or faults
and in quantifying them in an actual multiwinding transformer.

9. Scope of Future Work

Some thoughts for future work revolve around the localization problem on multiple winding
transformers and can be tackled as follows-
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Fig. 16. Driving-point impedance for an actual disc winding, Fault Case, (a) Measured, (b)
Estimated from synthesized circuit shown in Fig. 17
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Fig. 17. Synthesized circuit pertaining to disc winding after changes (Note: Elemental values
are in Ω, nF, mH. Mutual inductances of synthesized circuit are in Table 16)

1. A separate ladder network is required to represent each winding of a transformer and
each of these networks must be linked to the immediate neighbour by the inter-winding
capacitances.

2. To synthesize a ladder network corresponding to a winding, FRA must be conducted
on that particular winding, keeping all the rest of the windings short-circuited and

connected to ground. Imposing this terminal condition ensures minimum influence
of neighbouring windings on the tested winding during measurement.

3. A comparison of the subsequently synthesized ladder networks with the reference case
can assist in localization of deformation.

4. A sacrificial transformer unit must be identified for this purpose, so that actual defor-
mations (like radial, axial, etc.) can be incorporated to examine the true potential of the
proposed method.

Future research efforts will pursue these ideas.

10. Conclusions

This chapter presents a mathematical approach to tackle the problem of localization of defor-
mations in transformer windings. The approach essentially comprises of converting the mea-
sured driving-point impedance (via circuit synthesis) into a physically realizable, mutually
coupled, ladder network that reproduces the measured characteristics as closely as possible.
From a comparison of such synthesized circuits with the reference circuit, it is possible to as-
sess the extent of damage the winding has undergone, in terms of the observed changes in the
values of pertinent circuit elements.
The task of localizing discrete changes was demonstrated using a model winding and an ac-
tual transformer winding. The localization accuracy achieved was reasonably good in all the
experimental cases presented. Nevertheless, it is impossible to use this iterative technique to
address the localization problem in practice. This is mainly because, the process is extremely
slow when large-sized circuits have to be synthesized, as it employs a brute-force search strat-
egy. This shortcoming was recognized and a far more superior and time-efficient alternative
was suggested. One such idea, based on constrained-optimization technique was presented
and discussed at the end of this chapter. The algorithm is still in the developmental stages and
hence only preliminary results are reported. In spite of it, from the results presented it is clear
that this method is highly time-efficient. It required only a few tens of seconds to synthesize a
mutually coupled, 10-section ladder network. Therefore, it seems to be well suited to synthe-
size many such large-sized circuits rapidly, corresponding to each winding in a transformer.
This feature makes it an ideal candidate for addressing the ultimate problem of localization
of winding deformation in multi-winding transformers. In final summary, it is believed that
with the suggested method, we are better equipped to address the problem of deformation
localization in an actual multi-winding transformer.
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1. Introduction

Sensors are essential components of modern control systems. Any faults in sensors will affect
the overall performance of a system because their effects can easily propagate to manipulative
variables through feedback control loops and also disturb other process variables. The task for
sensor validation is to detect and isolate faulty sensors and estimate fault magnitudes after-
wards to provide fault-free values. Model-based methods constitute an important approach
to sensor fault detection and isolation (FDI).
A model-based approach consists in generating residuals as the difference between the mea-
surements and the estimates provided by the relationships existing between the various vari-
ables of the process. The analysis of these residuals may lead to detect and isolate the faulty
sensors. Almost all conventional model-based methods presume the knowledge of an accu-
rate model of the system, e.g. transfer function or system matrices in the state space repre-
sentation. Principal component Analysis (PCA) is a data-driven method which is particularly
well adapted to reveal linear relationships among the plant variables without formulating
them explicitly and has also been employed for system identification. PCA has some other
nice features. It can handle high dimensional and correlated process variables, provides a
natural solution to the errors-in-variables problem and includes disturbance decoupling (Li
& Qin, 2001). Moreover in the FDI field, Gertler & McAvoy (1997) have shown a close link
between PCA and parity space method. Principal component analysis (PCA) has then been
applied successfully in the monitoring of complex systems (Chiang & Colegrove, 2007; Harkat
et al., 2006; Kano & Nakagawa, 2008).
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PCA is used to model the normal process behavior from an empirical data set which is rep-
resentative of a normal process operation. In general, the majority of the training data set is
associated with such normal operating conditions. The remaining data (faulty data, data ob-
tained during shutdown or startup periods or data issued from different operating modes) are
referred to as outliers. Often, these outlying observations are not incorrect but they were made
under exceptional circumstances. Therefore, they may disturb the correlation structure of the
“normal data” and the result will be a model that does not accurately represent the process.
The fact that multiple outliers can contaminate the model derived from a classical PCA has
motivated the development of robust methods that are less affected by outliers. Large resid-
uals from that robust fit indicate the presence of outliers. Once a robust model is determined,
the next step deals with multiple fault detection and isolation. Indeed, outliers corresponding
to either multiple faulty sensors or a priori unknown operating conditions affect many process
variables.
This chapter is devoted to the problem of multiple fault detection and isolation. Section 2
presents the classical PCA principle and summarizes the benefits of different indices gener-
ally used for fault detection. Section 3, after a definition of outliers, introduces the main robust
methods generally used. Next, a new robust method called MMRPCA for MM-estimator Ro-
bust Principal Component Analysis is proposed. It extends to all kinds of outliers the robust
subspace estimator of Maronna (2005). Section 4 deals with multiple fault isolation. After a
brief state of the art on fault isolation, structured residuals are generated for multiple fault
isolation. These structured residuals are based on the reconstruction principle of process vari-
ables (Dunia et al., 1996; Wang et al., 2004a;b). However, instead of considering all the subsets
of faulty variables (one up to all sensors), we determine the isolable multiple fault by evalu-
ating the existence condition of these structured residuals. The proposed scheme avoids the
combinatorial explosion of faulty scenarios related to the multiple faults to consider. In the
last section 5 this method is applied on a simulated example in order to illustrate the different
steps of our method.

2. Background

PCA is a widely used method for dimensionality reduction. Indeed, PCA transforms the data
to a smaller set of variables (scores) which are the linear combinations of the original variables
while retaining as much information as possible. Data redundancy stems from linear relation
between process variables. The PCA model appears in the form of loadings, scores and vari-
ances. The eigenvectors (loadings) associated to the eigenvalues of the data covariance matrix
span the representation and residual subspaces. The representation subspace (respectively
residual subspace) associated to the first (respectively last) principal components (scores) de-
scribes significant variations of the process (respectively the noise in the data). Different statis-
tics are defined on these two subspaces in order to detect faults. Qin (2003) proposed a unified
representation of these fault detection indices.
For dynamic systems, since the current and past values of variables are related, Ku et al. (1995)
proposed to include time lagged variables into the data matrix and to perform PCA on this
augmented matrix in order to reveal dynamic linear relationships among the process vari-
ables. However, this straightforward application of PCA, called Dynamic PCA (DPCA), has
several limitations as a monitoring approach for dynamic systems. Firstly, Li & Qin (2001)
have shown that the DPCA method is consistent only if all variables have identical noise vari-
ance. Secondly, it is not clear how many time-lagged variables should be included into the
augmented data matrix. These dynamic modeling problems have been approached by Li &

Qin (2001), Wang & Qin (2002), Qin & Wang (2006) in a instrumental variable framework.
Thirdly, Kruger et al. (2004) have shown that DPCA produces correlated scores which lead to
an undesired impact upon the fault detection ability in the representation subspace (produc-
tion of false alarms). Xie et al. (2006) have then proposed to filter the principal scores obtained
by DPCA by a Kalman innovation filter to remove the correlation between them. These points
being outside the scope of this chapter, for the sake of simplicity, in the following, only classic
PCA is considered in the following.

2.1 PCA modelling of systems
Let us consider x(k) = [x1(k) x2(k) . . . xm(k)]

T the vector formed with m observed plant
variables at time instant k. Define the data matrix X = [x(1) x(2) . . . x(N)]T ∈ �N×m with
N samples x(k)(k = 1, . . . , N) which is representative of a normal process operation. PCA
determines an optimal linear transformation of the data matrix X in terms of capturing the
variation in the data:

T = X P and X = T PT (1)

with T = [t1 t2 . . . tm] ∈ �N×m, where the vectors ti are called scores or principal compo-
nents and the matrix P = [p1 p2 . . . pm] ∈ �m×m, where the orthogonal vectors pi, called
loading or principal vectors, are the eigenvectors associated to the eigenvalues λi of the co-
variance matrix (or correlation matrix) Σ of X :

Σ = PΛPT with P PT = PTP = Im (2)

where Λ = diag(λ1 . . . λm) is a diagonal matrix with diagonal elements in decreasing magni-
tude order.
The relations (1) are useful when the dimension � of the representation subspace is reduced
(� << m). Once the component number � to retain is determined, the data matrix X can be
approximated. For that, the different matrices are partitioned into the form:

P =
[

P̂ P̃
]

, P̂ ∈ �m×� and P̃ ∈ �m×(m−�) (3)

Λ =

[
Λ̂ 0
0 Λ̃

]
, Λ̂ ∈ ��×� and Λ̃ ∈ �(m−�)×(m−�) (4)

T =
[

T̂ T̃
]

, T̂ ∈ �N×� and T̃ ∈ �N×(m−�) (5)

Equation (1) can be rewritten as:

X = T̂P̂T + T̃P̃T = X̂ + E (6)

with
X̂ = X Ĉ and E = X

(
Im − Ĉ

)
(7)

where the matrix Ĉ = P̂ P̂T constitutes the PCA model.
The matrices X̂ and E represent, respectively, the modeled variations and non modeled vari-
ations of X based on � components (� < m). The first � eigenvectors P̂ constitute the rep-
resentation subspace which describes the significant data variations whereas the last (m − �)
eigenvectors P̃ constitute the residual subspace which describes the noises affecting the data.
The identification of the PCA model thus consists in estimating its parameters by an eigen-
value/eigenvector decomposition of the matrix Σ and determining the number of principal
components � to retain.
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where the matrix Ĉ = P̂ P̂T constitutes the PCA model.
The matrices X̂ and E represent, respectively, the modeled variations and non modeled vari-
ations of X based on � components (� < m). The first � eigenvectors P̂ constitute the rep-
resentation subspace which describes the significant data variations whereas the last (m − �)
eigenvectors P̃ constitute the residual subspace which describes the noises affecting the data.
The identification of the PCA model thus consists in estimating its parameters by an eigen-
value/eigenvector decomposition of the matrix Σ and determining the number of principal
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A key issue to develop a PCA model is to choose the adequate number of principal compo-
nents. Indeed, in most practical cases (noisy measurements), the small eigenvalues indicate
the existence of linear or quasilinear relations among the process variables. However, the dis-
tinction between significant or insignificant eigenvalues may not be obvious due to modelling
errors (disturbances and nonlinearities) and noise. Most methods to determine the number
of principal components are rather subjective in the general practice of PCA (Qin & Dunia,
2000). Other methods are based on criteria actually used in system identification (Aikaike
information criterion, minimum description length, . . . ) to determine the system order and
emphasize the approximation of the data matrix X (see Valle et al. (1999) for a survey of these
methods). However, the number of principal components has a significant impact on each
step of the sensor fault detection and isolation scheme. Tamura & Tsujita (2007) proposed to
choose � which maximizes the sensitivity of fault detection indices to each sensor fault. This
method can lead to monitor in parallel until m PCA models with various numbers of principal
components. Qin & Dunia (2000) proposed to determine � by minimization of the variance of
the reconstruction error in the residual subspace. This variable reconstruction consists in esti-
mating a variable from other plant variables using the PCA model, i.e. using the redundancy
relations between this variable and the others. The reconstruction accuracy is thus related to
the capacity of the PCA model to reveal the redundancy relations among the variables, i.e. to
the number of principal components. This method will be retained here to determine �.

2.2 Residual properties
After the PCA model has been built, we now examine its use for sensor fault detection and
isolation. Let us consider now the fault propagation on the two signals obtained by the pro-
jection of the measurement vector x(k) onto the representation and the residual subspaces.
In the presence of f faulty variables whose indices belong to the subset F, the measurement
vector x(k) can be expressed as:

x(k) = xo(k) + ε(k) + ΞF f(k) (8)

where xo(k) is true value vector, ε(k) is the zero mean i.i.d. measurement noise vector, f(k)
is the fault magnitude vector (unknown) and ΞF is the matrix of the fault directions. This
orthonormal matrix with dimension (m × f) is built with 0 and 1, where 1 indicates the faulty
variables from the other variables (with 0). For example, for the subset of faulty variables
F = {2, 4} among 5 variables, matrix ΞF is formed as follows:

ΞF =

[
0 1 0 0 0
0 0 0 1 0

]T

Following decomposition (6), the measurement vector can also be represented as:

x(k) = x̂(k) + e(k) (9)

where x̂(k) = Ĉ x(k) is the estimation vector, e(k) =
(
Im − Ĉ

)
x(k) is the vector of estimation

errors or residual vector.
The principal component vector is given by:

t(k) = PT x(k) =
[
t̂(k) t̃(k)

]
(10)

where:

t̂(k) = P̂T x(k), (11)

t̃(k) = P̃T x(k) (12)

2.2.1 In the residual subspace
There is an equivalence between the residual vector and the last principal component vector
t̃:

e(k) = P̃ t̃(k) ∈ �m×1 (13)

So, it becomes simpler to work with this new residual vector t̃ with dimension (m − �). From
(8) and (12), the residual vector is given by:

t̃(k) = P̃T xo(k) + P̃T ε(k) + P̃T ΞF f(k) (14)

Since P̃T xo(k) = 0 then (14) becomes:

t̃(k) = P̃T ε(k) + P̃T ΞF f(k) (15)

In the fault-free case, the expectation of the residual vector is zero. In the presence of faults, the
expectation of the residual vector is no longer zero and the fault affects all the components of
the residual vector. However if a variable is not correlated with others, its projection onto the
residual subspace will be very small and then it will be very difficult to detect if this variable
is faulty in the residual subspace. To conclude with this residual, it is possible to detect a
fault (provided that residual is sufficiently sensitive to the fault) but it is difficult to isolate the
faulty sensors.
Typically two main fault detection indices are used to monitor these residuals. The SPE
(squared prediction error) is a statistic which measures the lack of fit of the PCA model to
the data. At time k, the detection index SPE is given by:

SPE(k) = t̃(k)T t̃(k) (16)

This quantity suggests the existence of an abnormal situation in the data when:

SPE(k) > δ2
α (17)

where δ2
α is a control limit for SPE with a significance level α (Nomikos & MacGregor, 1995)

or estimated using the historical data.
The SPE is formed by summing the square of residuals obtained from PCA model. However,
modelling errors could be projected onto the residual subspace which results in residuals with
a higher variance than the others. Then the SPE will be heavily biased in favour of those
residuals with the largest residual variance whereas the residuals with the smallest residual
variances are most useful for sensor fault diagnosis because they are associated with linear
relationships. In this case using the indicator SWE (squared weighted error) can be more
judicious because it takes into account the variances of the residual (Westerhuis et al., 2000),
the problem inversion of near-zero singular eigenvalues seldom occuring in practice. At time
k, the detection index SWE is given by:

SWE(k) = t̃(k)TΛ̃−1 t̃(k) (18)

This quantity suggests the existence of an abnormal situation in the data when:

SWE(k) > χ2
m−�,α (19)

where χ2
m−�,α is a Chi-2 upper control limit with m − � degrees of freedom for a significance

level α.
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the existence of linear or quasilinear relations among the process variables. However, the dis-
tinction between significant or insignificant eigenvalues may not be obvious due to modelling
errors (disturbances and nonlinearities) and noise. Most methods to determine the number
of principal components are rather subjective in the general practice of PCA (Qin & Dunia,
2000). Other methods are based on criteria actually used in system identification (Aikaike
information criterion, minimum description length, . . . ) to determine the system order and
emphasize the approximation of the data matrix X (see Valle et al. (1999) for a survey of these
methods). However, the number of principal components has a significant impact on each
step of the sensor fault detection and isolation scheme. Tamura & Tsujita (2007) proposed to
choose � which maximizes the sensitivity of fault detection indices to each sensor fault. This
method can lead to monitor in parallel until m PCA models with various numbers of principal
components. Qin & Dunia (2000) proposed to determine � by minimization of the variance of
the reconstruction error in the residual subspace. This variable reconstruction consists in esti-
mating a variable from other plant variables using the PCA model, i.e. using the redundancy
relations between this variable and the others. The reconstruction accuracy is thus related to
the capacity of the PCA model to reveal the redundancy relations among the variables, i.e. to
the number of principal components. This method will be retained here to determine �.

2.2 Residual properties
After the PCA model has been built, we now examine its use for sensor fault detection and
isolation. Let us consider now the fault propagation on the two signals obtained by the pro-
jection of the measurement vector x(k) onto the representation and the residual subspaces.
In the presence of f faulty variables whose indices belong to the subset F, the measurement
vector x(k) can be expressed as:

x(k) = xo(k) + ε(k) + ΞF f(k) (8)

where xo(k) is true value vector, ε(k) is the zero mean i.i.d. measurement noise vector, f(k)
is the fault magnitude vector (unknown) and ΞF is the matrix of the fault directions. This
orthonormal matrix with dimension (m × f) is built with 0 and 1, where 1 indicates the faulty
variables from the other variables (with 0). For example, for the subset of faulty variables
F = {2, 4} among 5 variables, matrix ΞF is formed as follows:

ΞF =

[
0 1 0 0 0
0 0 0 1 0

]T

Following decomposition (6), the measurement vector can also be represented as:

x(k) = x̂(k) + e(k) (9)

where x̂(k) = Ĉ x(k) is the estimation vector, e(k) =
(
Im − Ĉ

)
x(k) is the vector of estimation

errors or residual vector.
The principal component vector is given by:

t(k) = PT x(k) =
[
t̂(k) t̃(k)

]
(10)

where:

t̂(k) = P̂T x(k), (11)

t̃(k) = P̃T x(k) (12)

2.2.1 In the residual subspace
There is an equivalence between the residual vector and the last principal component vector
t̃:

e(k) = P̃ t̃(k) ∈ �m×1 (13)

So, it becomes simpler to work with this new residual vector t̃ with dimension (m − �). From
(8) and (12), the residual vector is given by:

t̃(k) = P̃T xo(k) + P̃T ε(k) + P̃T ΞF f(k) (14)

Since P̃T xo(k) = 0 then (14) becomes:

t̃(k) = P̃T ε(k) + P̃T ΞF f(k) (15)

In the fault-free case, the expectation of the residual vector is zero. In the presence of faults, the
expectation of the residual vector is no longer zero and the fault affects all the components of
the residual vector. However if a variable is not correlated with others, its projection onto the
residual subspace will be very small and then it will be very difficult to detect if this variable
is faulty in the residual subspace. To conclude with this residual, it is possible to detect a
fault (provided that residual is sufficiently sensitive to the fault) but it is difficult to isolate the
faulty sensors.
Typically two main fault detection indices are used to monitor these residuals. The SPE
(squared prediction error) is a statistic which measures the lack of fit of the PCA model to
the data. At time k, the detection index SPE is given by:

SPE(k) = t̃(k)T t̃(k) (16)

This quantity suggests the existence of an abnormal situation in the data when:

SPE(k) > δ2
α (17)

where δ2
α is a control limit for SPE with a significance level α (Nomikos & MacGregor, 1995)

or estimated using the historical data.
The SPE is formed by summing the square of residuals obtained from PCA model. However,
modelling errors could be projected onto the residual subspace which results in residuals with
a higher variance than the others. Then the SPE will be heavily biased in favour of those
residuals with the largest residual variance whereas the residuals with the smallest residual
variances are most useful for sensor fault diagnosis because they are associated with linear
relationships. In this case using the indicator SWE (squared weighted error) can be more
judicious because it takes into account the variances of the residual (Westerhuis et al., 2000),
the problem inversion of near-zero singular eigenvalues seldom occuring in practice. At time
k, the detection index SWE is given by:

SWE(k) = t̃(k)TΛ̃−1 t̃(k) (18)

This quantity suggests the existence of an abnormal situation in the data when:

SWE(k) > χ2
m−�,α (19)

where χ2
m−�,α is a Chi-2 upper control limit with m − � degrees of freedom for a significance

level α.
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2.2.2 In the representation subspace
From (8) and (12), the principal score vector is given by:

t̂(k) = P̂T xo(k) + P̂T ε(k) + P̂T ΞF f(k) (20)

The faults affect all the components of t̂(k). Moreover, the term P̂T xo(k) describing the signif-
icant variations of the data, can mask the fault influence on the principal score vector except if
the fault amplitude is high relative to this term which depends on the operating point xo(k).
The T2 statistic is the main fault detection index to monitor the principal scores. At time k, the
detection index T2 is given by:

T2(k) = t̂(k)TΛ̂−1 t̂(k) (21)

This quantity suggests the existence of an abnormal situation in the data when:

T2(k) > χ2
�,α (22)

where χ2
�,α is a Chi-2 upper control limit with � degrees of freedom for a significance level α.

2.2.3 In the entire space
However, according to the magnitude and the kind of faults, faults can be only projected onto
the representation or the residual subspace and then affect only one of the previous indices.
Rather than monitoring different fault detection indices, combined indices are preferred. The
Mahalanobis distance can be used as a measure of variability in the entire space. At time k,
the Mahalanobis distance D2 is given by:

D2(k) = x(k)TΣ−1 x(k) (23)

This quantity suggests the existence of an abnormal situation in the data when:

D2(k) > χ2
m,α (24)

where χ2
m,α is a Chi-2 upper control limit with m degrees of freedom for a significance level α.

Previously we have seen that faults affect all the components of a residual or principal score
vector. Therefore it is rather difficult to isolate the faulty sensors by using these vectors. The
problem of isolation enhancement will be addressed in Section 4.

3. Robust PCA

In the classical approach, the first principal component corresponds to the direction in which
the projected observations have the largest variance. The second component is then orthogo-
nal to the first one and again maximizes the variance of the data points projected on it. Contin-
uing in this way produces all the principal components which correspond to the eigenvectors
of the empirical covariance matrix. From a regression point of view, PCA also constructs the
optimal orthogonal linear projections (in terms of mean squared error) from the eigenvectors
of the data covariance matrix. The performance of PCA model is then based on the accu-
rate estimation of the covariance matrix from the data which is very sensitive to abnormal
observations.
In practice one often tries to detect outliers by using diagnostic tools starting from a classical
fitting method. However, classical methods can be affected by outliers so strongly that the
resulting fitted model does not allow to detect the deviating observations. This is called the

masking effect. Additionally, some good data points might even appear to be outliers, which
is known as swamping. To avoid these effects, the goal of robust PCA methods is to obtain
principal components that are not influenced much by outliers. Large residuals from that
robust fit indicate the presence of outliers.
After having described outliers using PCA in the following section, the robust PCA methods
are introduced.

3.1 Characteristics of outliers using PCA
The different types of outliers are classified according to their effects on the construction of
the PCA model. They are explained in figure 1 considering a system with 3 variables and
2 principal components. Thus, 4 types of Observations can be distinguished (Hubert et al.,
2005):

1

2

3

4

5

Fig. 1. Illustration of different types of outliers for an example with 3 variables and 2 principal
components

• Regular observations: observation which belong to a homogeneous group that is close to
the representation subspace.

• Good leverage points: Outliers close to the representation subspace (small projection onto
the residual subspace) but far from the regular observations such as the observations 1
and 4 of figure 1.

• Orthogonal outliers: Outliers whose orthogonal distance to representation subspace is
large (large projection onto the residual subspace) but not visible with its projection
onto the representation subspace, like the observation 5 of figure 1.

• Bad leverage points: Outliers that have a large orthogonal distance (large projection onto
the residual subspace) and whose projection onto the representation subspace is remote
from the typical projections, such as the observations 2 and 3 of figure 1.

To construct a robust model with respect to outliers, the influences of outliers in the construc-
tion of the PCA model have to be minimised.

3.2 Classical robust PCA methods
Several ways of robustifying principal components have been proposed (Daszykowski et al.,
2007; Filzmoser et al., 2008; Rousseeuw et al., 2006). To enable the comparison of different
robust methods, measures of performance are necessary. One such performance measure for
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uing in this way produces all the principal components which correspond to the eigenvectors
of the empirical covariance matrix. From a regression point of view, PCA also constructs the
optimal orthogonal linear projections (in terms of mean squared error) from the eigenvectors
of the data covariance matrix. The performance of PCA model is then based on the accu-
rate estimation of the covariance matrix from the data which is very sensitive to abnormal
observations.
In practice one often tries to detect outliers by using diagnostic tools starting from a classical
fitting method. However, classical methods can be affected by outliers so strongly that the
resulting fitted model does not allow to detect the deviating observations. This is called the

masking effect. Additionally, some good data points might even appear to be outliers, which
is known as swamping. To avoid these effects, the goal of robust PCA methods is to obtain
principal components that are not influenced much by outliers. Large residuals from that
robust fit indicate the presence of outliers.
After having described outliers using PCA in the following section, the robust PCA methods
are introduced.

3.1 Characteristics of outliers using PCA
The different types of outliers are classified according to their effects on the construction of
the PCA model. They are explained in figure 1 considering a system with 3 variables and
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• Regular observations: observation which belong to a homogeneous group that is close to
the representation subspace.

• Good leverage points: Outliers close to the representation subspace (small projection onto
the residual subspace) but far from the regular observations such as the observations 1
and 4 of figure 1.

• Orthogonal outliers: Outliers whose orthogonal distance to representation subspace is
large (large projection onto the residual subspace) but not visible with its projection
onto the representation subspace, like the observation 5 of figure 1.

• Bad leverage points: Outliers that have a large orthogonal distance (large projection onto
the residual subspace) and whose projection onto the representation subspace is remote
from the typical projections, such as the observations 2 and 3 of figure 1.

To construct a robust model with respect to outliers, the influences of outliers in the construc-
tion of the PCA model have to be minimised.

3.2 Classical robust PCA methods
Several ways of robustifying principal components have been proposed (Daszykowski et al.,
2007; Filzmoser et al., 2008; Rousseeuw et al., 2006). To enable the comparison of different
robust methods, measures of performance are necessary. One such performance measure for
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robust methods is the breakdown point (Donoho & Huber, 1983) which can be defined as the
maximal fraction of outlying objects in the data that the estimator can handle in order to yield
acceptable estimates. For instance, the breakdown point of the mean estimator with 0% being
the smallest possible. For such breakdown point a single outlier can completely corrupt the
estimate. Conceptually, it is impossible to distinguish between the good and the bad parts
in the data if the fraction of outliers becomes larger than 50%. In the following, we focus on
robust methods with the highest breakdown point, i.e. close to 50%.
To robustify PCA with respect to outliers, M-estimators (Huber, 1964) can be used. These
estimators minimise a more general objective function than the classical criterion on Mean
Square Error. However, the breakdown point of M-estimators is limited by 1

m+1 , with m the
number of variables. Then this method is not very robust when considering large systems
(large m). The robust methods can be grouped as follows :

• A first group of robust PCA methods is obtained by replacing the classical covariance
matrix by a robust covariance estimator, such as the minimum covariance determinant
(MCD) estimator (Rousseeuw, 1987). The MCD looks for those h observations in the
data set whose classical covariance matrix has the lowest possible determinant. The
user-defined parameter h is the number of fault-free data among all the data and deter-
mines the robustness but also the efficiency of the resulting estimator. The computation
of the MCD estimator is non-trivial and naively requires an exhaustive investigation
of all h-subsets out of the N observations. This is no longer possible for large N or
in high dimension. Rousseeuw & Van Driessen (1999) constructed a much faster al-
gorithm called FAST-MCD which avoids such a complete enumeration. It is obtained
by combining a basic subsampling and iterative scheme with MCD estimator. Another
example is Caussinus et al. (2003) who define a “local” matrix of variance in the sense
that the suggested form tends to emphasize the contribution of close observations in
comparison with distant observations (outliers). As for the MCD method, this method
has a parameter setting β, which depends on the number of outliers a priori unknown.

• A second approach to robust PCA uses Projection Pursuit (PP) techniques. These meth-
ods maximize a robust measure of data spread to obtain consecutive directions on
which the data points are projected (Croux et al., 2007; Croux & Ruiz-Gazen, 2005; Hu-
ber, 1964; Li & Chen, 1985). The main step of these algorithms is then to search for the
direction in which the projected observations have the largest robust spread to obtain
the first component. The second component is then orthogonal to the first and has the
largest robust spread of the data points projected on it. Continuing in this way pro-
duces all the robust principal components. To make these algorithms computationally
feasible, the collection of directions to be investigated are restricted to all directions that
pass through the robust center of the data and a data point or through two data points.
However the robust directions obtained are approximations of the true ones. To im-
prove the speed of algorithms, a PCA compression to the rank of the data is performed
as a first step. According to the authors, these algorithms can deal with both low and
high dimensional data.

• Another robust PCA method is to combine the two previous robust approaches like the
method proposed in Hubert et al. (2005) and called ROBPCA. This method combined
ideas of both projection pursuit and robust covariance estimation based on FAST-MCD
algorithm. It first applied projection pursuit techniques in the original data space. These
results are then used to project the observations onto a subspace of small to moderate

dimension. Within this subspace robust covariance estimation is applied. According
to the authors, this algorithm is a powerful tool for high dimensional data when the
number of variables is greater than the number of observations. The authors also used
a diagnostic plot to visualize and classify the outliers. It plots the squared Mahalanobis
distance versus the orthogonal distance of each observation to the representation sub-
space.

• The last proposals for robust PCA include the robust LTS-subspace estimator and its
generalizations (Maronna et al., 2006). The idea behind these approaches consists in
minimizing a robust scale of the orthogonal distances of each observation to the rep-
resentation subspace, similar to the LTS estimator, S-estimators and many others in re-
gression. These methods are based on iterative procedures for which there remains the
problem of starting values. For example, for the LTS-subspace estimator, the classical
PCA is performed on the h observations with the smallest orthogonal distance to the
PCA subspace. Its drawbacks are the same as the MCD-estimator: a high computa-
tional cost, the choice of the user-defined parameter h and the starting values. Like
MCD-estimator, a FAST-LTS algorithm has been proposed.

All these methods have a tuning parameter which changes with the fraction of outliers in
the data. However, this information is unknown. To fill this gap, we propose a new robust
method called MMRPCA for MM-estimator Robust Principal Component Analysis. Thus, a
MM-estimator is used to determine a robust model. This estimator is a combination of two
M-estimators: a M-estimator to estimate the model and a second M-estimator to estimate the
robust scale of the residual. This estimator, calculated with an iterative algorithm is initialized
with a robust estimator of the covariance matrix (Caussinus et al., 2003). Then fault detection
tools are used, from the robust model for finding outliers in the data. The influences of outliers
can then be eliminated and the resulting PCA model becomes unbiased. Moreover, a robust
procedure is proposed to determine the number of principal components.

3.3 MMRPCA Method (MM-estimator Robust Principal Component Analysis)
Our approach consists in carrying out PCA directly on the data possibly contaminated by
outliers. For that, a simple robust estimator, called MM-estimator, is used. However, this esti-
mator is computed by an iterative procedure. Thus a good initialization parameter procedure
is needed to avoid local minima. To initialize this MM-estimator a robust covariance matrix is
first calculated.

3.3.1 Robust covariance matrix
Caussinus et al. (2003) define a “local” matrix of covariance in the sense that the suggested
form tends to emphasize the contribution of close observations in comparison with distant
observations (outliers). The matrix is defined in the following way:

Q =

N−1

∑
i=1

N

∑
j=i+1

Ω(i, j)(x(i)− x(j))(x(i)− x(j))T

N−1

∑
i=1

N

∑
j=i+1

w(i, j)

(25)
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robust methods is the breakdown point (Donoho & Huber, 1983) which can be defined as the
maximal fraction of outlying objects in the data that the estimator can handle in order to yield
acceptable estimates. For instance, the breakdown point of the mean estimator with 0% being
the smallest possible. For such breakdown point a single outlier can completely corrupt the
estimate. Conceptually, it is impossible to distinguish between the good and the bad parts
in the data if the fraction of outliers becomes larger than 50%. In the following, we focus on
robust methods with the highest breakdown point, i.e. close to 50%.
To robustify PCA with respect to outliers, M-estimators (Huber, 1964) can be used. These
estimators minimise a more general objective function than the classical criterion on Mean
Square Error. However, the breakdown point of M-estimators is limited by 1

m+1 , with m the
number of variables. Then this method is not very robust when considering large systems
(large m). The robust methods can be grouped as follows :

• A first group of robust PCA methods is obtained by replacing the classical covariance
matrix by a robust covariance estimator, such as the minimum covariance determinant
(MCD) estimator (Rousseeuw, 1987). The MCD looks for those h observations in the
data set whose classical covariance matrix has the lowest possible determinant. The
user-defined parameter h is the number of fault-free data among all the data and deter-
mines the robustness but also the efficiency of the resulting estimator. The computation
of the MCD estimator is non-trivial and naively requires an exhaustive investigation
of all h-subsets out of the N observations. This is no longer possible for large N or
in high dimension. Rousseeuw & Van Driessen (1999) constructed a much faster al-
gorithm called FAST-MCD which avoids such a complete enumeration. It is obtained
by combining a basic subsampling and iterative scheme with MCD estimator. Another
example is Caussinus et al. (2003) who define a “local” matrix of variance in the sense
that the suggested form tends to emphasize the contribution of close observations in
comparison with distant observations (outliers). As for the MCD method, this method
has a parameter setting β, which depends on the number of outliers a priori unknown.

• A second approach to robust PCA uses Projection Pursuit (PP) techniques. These meth-
ods maximize a robust measure of data spread to obtain consecutive directions on
which the data points are projected (Croux et al., 2007; Croux & Ruiz-Gazen, 2005; Hu-
ber, 1964; Li & Chen, 1985). The main step of these algorithms is then to search for the
direction in which the projected observations have the largest robust spread to obtain
the first component. The second component is then orthogonal to the first and has the
largest robust spread of the data points projected on it. Continuing in this way pro-
duces all the robust principal components. To make these algorithms computationally
feasible, the collection of directions to be investigated are restricted to all directions that
pass through the robust center of the data and a data point or through two data points.
However the robust directions obtained are approximations of the true ones. To im-
prove the speed of algorithms, a PCA compression to the rank of the data is performed
as a first step. According to the authors, these algorithms can deal with both low and
high dimensional data.

• Another robust PCA method is to combine the two previous robust approaches like the
method proposed in Hubert et al. (2005) and called ROBPCA. This method combined
ideas of both projection pursuit and robust covariance estimation based on FAST-MCD
algorithm. It first applied projection pursuit techniques in the original data space. These
results are then used to project the observations onto a subspace of small to moderate

dimension. Within this subspace robust covariance estimation is applied. According
to the authors, this algorithm is a powerful tool for high dimensional data when the
number of variables is greater than the number of observations. The authors also used
a diagnostic plot to visualize and classify the outliers. It plots the squared Mahalanobis
distance versus the orthogonal distance of each observation to the representation sub-
space.

• The last proposals for robust PCA include the robust LTS-subspace estimator and its
generalizations (Maronna et al., 2006). The idea behind these approaches consists in
minimizing a robust scale of the orthogonal distances of each observation to the rep-
resentation subspace, similar to the LTS estimator, S-estimators and many others in re-
gression. These methods are based on iterative procedures for which there remains the
problem of starting values. For example, for the LTS-subspace estimator, the classical
PCA is performed on the h observations with the smallest orthogonal distance to the
PCA subspace. Its drawbacks are the same as the MCD-estimator: a high computa-
tional cost, the choice of the user-defined parameter h and the starting values. Like
MCD-estimator, a FAST-LTS algorithm has been proposed.

All these methods have a tuning parameter which changes with the fraction of outliers in
the data. However, this information is unknown. To fill this gap, we propose a new robust
method called MMRPCA for MM-estimator Robust Principal Component Analysis. Thus, a
MM-estimator is used to determine a robust model. This estimator is a combination of two
M-estimators: a M-estimator to estimate the model and a second M-estimator to estimate the
robust scale of the residual. This estimator, calculated with an iterative algorithm is initialized
with a robust estimator of the covariance matrix (Caussinus et al., 2003). Then fault detection
tools are used, from the robust model for finding outliers in the data. The influences of outliers
can then be eliminated and the resulting PCA model becomes unbiased. Moreover, a robust
procedure is proposed to determine the number of principal components.

3.3 MMRPCA Method (MM-estimator Robust Principal Component Analysis)
Our approach consists in carrying out PCA directly on the data possibly contaminated by
outliers. For that, a simple robust estimator, called MM-estimator, is used. However, this esti-
mator is computed by an iterative procedure. Thus a good initialization parameter procedure
is needed to avoid local minima. To initialize this MM-estimator a robust covariance matrix is
first calculated.

3.3.1 Robust covariance matrix
Caussinus et al. (2003) define a “local” matrix of covariance in the sense that the suggested
form tends to emphasize the contribution of close observations in comparison with distant
observations (outliers). The matrix is defined in the following way:

Q =

N−1
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N

∑
j=i+1

Ω(i, j)(x(i)− x(j))(x(i)− x(j))T

N−1

∑
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∑
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w(i, j)
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where the weights Ω(i, j) themselves are defined by:

Ω(i, j) = exp
(
− β

2
(x(i)− x(j))TΣ−1(x(i)− x(j))

)
(26)

β being a tuning parameter to reduce the influence of the observations faraway, as recom-
mended by the authors, β value is equal to 2. For β = 0, the robust covariance matrix Q is
equal to 2 Σ. And for a high value of β, only the closest observations are taken into account in
the robust covariance matrix Q.

3.3.2 MM-estimator
Two M-estimators are used, one to estimate the minimum of the objective function and an-
other one for the estimation of the robust residual scale. The general MM-estimator minimizes
the following objective function with the constraint P̃ TP̃ = Im−� (Maronna, 2005):

1
N

N

∑
k=1

ρ

(
r(k)

σ̂

)
(27)

with r(k) = ||P̃ x(k)− P̃ µ||2 is the residual, µ = 1
N ∑N

k=1 x(k) is the mean, σ̂ is the robust
scale of the residual r(k) and the function ρ:�+ → [0, 1] is nondecreasing, with ρ(0) = 0,
ρ(∞) = 1, and differentiable. P̃ is the eigenvector matrix of the robust covariance matrix
S (29) corresponding to its m − � smallest eigenvalues. Then the weighted mean µ and the
covariance S are defined as follows:

µ =
∑N

k=1 w(k)x(k)

∑N
k=1 w(k)

with w(k) = ρ̇

(
r(k)

σ̂

)
(28)

S =
N

∑
k=1

w(k)(x(k)−µ)(x(k)−µ)T (29)

where ρ̇(x) = ∂ρ(x)
∂x .

Then the scale factor σ̂ is defined as the solution to:

1
N

N

∑
k=1

ρ

(
r(k)

σ̂

)
= δ (30)

with δ ∈ [0, 1]. This parameter δ is directly related to the fraction of outliers in the data i.e. the
breakdown point. To maximize the breakdown point, Maronna et al. (2006) define δ as follows:

δ =
N − m + �− 1

2N
if N >> m then δ ≈ 0.5 (31)

Usually, when the number of observations (N) is larger than the number of variables (m) then
parameter δ is chosen equal to 0.5. By defining a weight function wσ in the following way:

wσ (r) =

{
ρ (r)

/
r if r �= 0

ρ̈ (0) if r = 0 (32)

where ρ̈(x) = ∂2ρ(x)
∂x2 .

The solution of equation (30) is expressed by the following equation:

σ̂ =
1

Nδ

N

∑
k=1

wσ

(
r(k)
σ̂

)
r(k) (33)

One notices that an iterative resolution of equation (33) is needed to determine the scale factor
σ̂.
We chose the function ρ (27) as the Bisquare function (r represents the square of residuals)
because it allows the cancellation of the influence of outliers.

ρ(r) = min{1, 1 − (1 − r)3} (34)

and
wσ(r) = min{3 − 3r+ r2, 1/r} (35)

However, this method is only robust to fault with a projection onto the residual subspace.
Then to be robust to all kinds of faults, a similar approach in the representation subspace
is used. In that case the MM-estimator maximizes the following objective function with the
constraint P̂ TP̂ = I� :

1
N

N

∑
k=1

ρ

(
||P̂ Tx(k)− P̂ Tµ||2

σ̂

)
(36)

To ensure the elimination of any fault disturbing the residual subspace when the MM-
estimator in the representation subspace is used, the minimum between the weight
determined with the first MM-estimator (robust to fault with a projection onto the residual
subspace) and the weight obtained with the second MM-estimator (robust to fault with a
projection onto the representation subspace) is used (line 26 of table 1). The algorithm of the
MMRPCA method is described in table 1.

Finally, to improve the estimation of the covariance matrix, and thus the PCA model, a last
weighting step is implemented by using the Mahalanobis distance to eliminate outliers.

{
w(k) = 1 if D2(k) ≤ χ2

m,α
w(k) = 0 else

(37)

where D2(k) is the Mahalanobis distance
The robust mean µ and the variance matrix S are then defined as follows:

µ =
∑N

k=1 w(k)x(k)

∑N
k=1 w(k)

(38)

S =

(
N

∑
k=1

w(k)(x(k)−µ)(x(k)−µ)T

)/(
N

∑
k=1

w(k)− 1

)
(39)

However, this algorithm requires the number of principal components to be known. Hence, a
robust method to find the number of principal components is introduced.
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where the weights Ω(i, j) themselves are defined by:

Ω(i, j) = exp
(
− β

2
(x(i)− x(j))TΣ−1(x(i)− x(j))

)
(26)
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other one for the estimation of the robust residual scale. The general MM-estimator minimizes
the following objective function with the constraint P̃ TP̃ = Im−� (Maronna, 2005):

1
N

N

∑
k=1

ρ

(
r(k)

σ̂
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determined with the first MM-estimator (robust to fault with a projection onto the residual
subspace) and the weight obtained with the second MM-estimator (robust to fault with a
projection onto the representation subspace) is used (line 26 of table 1). The algorithm of the
MMRPCA method is described in table 1.

Finally, to improve the estimation of the covariance matrix, and thus the PCA model, a last
weighting step is implemented by using the Mahalanobis distance to eliminate outliers.
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w(k) = 0 else

(37)

where D2(k) is the Mahalanobis distance
The robust mean µ and the variance matrix S are then defined as follows:
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However, this algorithm requires the number of principal components to be known. Hence, a
robust method to find the number of principal components is introduced.
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1. it = 1 and σ0 = ∞;
2. Compute P̃ the eigenvector matrix of the robust covariance matrix Q corresponding to

its m − � smallest eigenvalues;
3. Compute a = median(X P̃ );
4. Do until convergence of ∆;
5. Compute r(k) = ||P̃ x(k)− a||2 for k = 1...N;
6. Compute σ̂ from (33);
7. If it > 1, set ∆ = 1 − σ̂/σ0;
8. Set σ0 = σ̂;
9. Compute w(k) = ρ̇ (r(k)/σ̂) for k = 1...N;
10. Compute µ from (28);
11. Compute S from (29);
12. Compute P̃ the eigenvector matrix of the covariance matrix S;
13. corresponding to its m − � smallest eigenvalues;
14. Compute a = P̃ Tµ;
15. Set it = it + 1;
16. End do;
17. Set wres = w, it = 1 and σ0 = ∞;
18. Compute P̂ the eigenvector matrix of the robust covariance matrix S corresponding to

its � largest eigenvalues;
19. Compute a = median(X P̂ );
20. Do until convergence of ∆;
21. Compute r(k) = ||P̂ x(k)− a||2 for k = 1...N;
22. Compute σ̂ from (33);
23. If it > 1, set ∆ = 1 − σ̂/σ0;
24. Set σ0 = σ̂;
25. Compute the w(k) = ρ̇ (r(k)/σ̂) for k = 1...N;
26. Set w = min(w,wres) ;
27. Compute µ from (28);
28. Compute S from (29);
29. Compute P̂ the eigenvector matrix of the covariance matrix S;
30. corresponding to its � largest eigenvalues;
31. Compute a = P̂ Tµ;
32. Set it = it + 1;
33. End do.

Table 1. Algortithm of the MMRPCA method

3.4 Robust determination of the principal component number
The number � of principal components to choose is obtained by minimizing the normalized
VRE (variance of reconstruction error) with respect to the number � (Qin & Dunia, 2000), the
criterion is then :

J(�) =
m

∑
j=1

ξT
j (Im − Ĉ)S (Im − Ĉ) ξj

(
ξT

j (Im − Ĉ)ξj

)2 (40)

with � = 1, . . . , m − 1, Ĉ the robust PCA model, S the robust covariance matrix and ξj the
reconstruction direction (ξj = [0 ... 1 ... 0]T where value 1 is at the jth position). Qin & Dunia
(2000) show that this criterion may present a minimum in the interval [1, m]. The algorithm to
determine both the number of principal components � and the robust model is summarized
in table 2.

1. Compute the robust covariance matrix Q (25);
2. Set �ini = 1, �ini is the number of principal component used to construct the robust

model with the MMRPCA method;
3. Do until �ini < m;
4. Compute the robust covariance with the MM-estimator S (39);
5. Find the minimum of the normalized VRE (� varying from 1 to

m − �);
6. Set �ini=�ini+1;
7. End do;
8. The smallest value obtain by minimizing the normalized VRE is associated with the

number of principal component to use.

Table 2. Algorithm to determine the number of principal components

4. Fault isolation

After the presence of faults has been detected, it is important to identify these faults and to
apply the necessary corrective actions to eliminate the abnormal data. In the PCA framework,
the well known isolation approaches are residual enhancement, contribution plot and variable
reconstruction methods.
In structured design, each residual responds to a specific subset of faults, and thus a specific
subset of the residuals responds to each fault, resulting in a unique fault code. Structured
residuals may be obtained from a full PC model by algebraic transformation. But they can
also be generated by first specifying residual structures and then obtaining subsystem models
(partial PCA models), each corresponding to a residual (Huang & Gertler, 1999; Qin & Weihua,
1999). However, for a high dimensionality process, it is not always possible to find the residual
structuration that enables to obtain the desired isolation properties because these properties
are only defined according to the occurrence of the faults in the residuals without taking into
account the sensitivities of the residuals to the faults.
Contribution plots are well known diagnostic tools for fault isolation. The most common in-
dices used for fault diagnosis with contribution plots are SPE and T2. Contribution plots
on SPE indicate the significance of the effect of each variable on this index at different sam-
pling times. If a sample vector x has an abnormal SPE, the components of this vector that
appear to have a significant contribution are investigated. A contribution plot on principal
scores indicates the significance of the effect of each variable on the T2 index. The variables
with the largest contribution are considered as major contributors to the fault. The contribu-
tion plots are very easy to calculate, with no prior knowledge required to generate the plots.
Prior knowledge, however, is often used and required to interpret the plots. As explained
by MacGregor & Kourti (1995), the contribution plots may not explicitly identify the cause of
an abnormal condition. The reason is that when there is no fault, the contributions are un-
even across variables. Therefore, a fault in a normally small contribution variable may not
have the largest contribution unless the fault magnitude is very large. This can be a source of
misdiagnosis.
An alternative approach for fault isolation is the variable reconstruction method proposed by
Dunia et al. (1996). The reconstruction based approach eliminates the fault when the actual
fault direction is used for reconstruction. In the case of arbitrary process fault directions the
reconstruction-based approach brings a fault indicator within the normal control limit (com-
pletely removes the effect of the fault when the faulty variables are reconstructed).
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in table 2.

1. Compute the robust covariance matrix Q (25);
2. Set �ini = 1, �ini is the number of principal component used to construct the robust

model with the MMRPCA method;
3. Do until �ini < m;
4. Compute the robust covariance with the MM-estimator S (39);
5. Find the minimum of the normalized VRE (� varying from 1 to

m − �);
6. Set �ini=�ini+1;
7. End do;
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4. Fault isolation

After the presence of faults has been detected, it is important to identify these faults and to
apply the necessary corrective actions to eliminate the abnormal data. In the PCA framework,
the well known isolation approaches are residual enhancement, contribution plot and variable
reconstruction methods.
In structured design, each residual responds to a specific subset of faults, and thus a specific
subset of the residuals responds to each fault, resulting in a unique fault code. Structured
residuals may be obtained from a full PC model by algebraic transformation. But they can
also be generated by first specifying residual structures and then obtaining subsystem models
(partial PCA models), each corresponding to a residual (Huang & Gertler, 1999; Qin & Weihua,
1999). However, for a high dimensionality process, it is not always possible to find the residual
structuration that enables to obtain the desired isolation properties because these properties
are only defined according to the occurrence of the faults in the residuals without taking into
account the sensitivities of the residuals to the faults.
Contribution plots are well known diagnostic tools for fault isolation. The most common in-
dices used for fault diagnosis with contribution plots are SPE and T2. Contribution plots
on SPE indicate the significance of the effect of each variable on this index at different sam-
pling times. If a sample vector x has an abnormal SPE, the components of this vector that
appear to have a significant contribution are investigated. A contribution plot on principal
scores indicates the significance of the effect of each variable on the T2 index. The variables
with the largest contribution are considered as major contributors to the fault. The contribu-
tion plots are very easy to calculate, with no prior knowledge required to generate the plots.
Prior knowledge, however, is often used and required to interpret the plots. As explained
by MacGregor & Kourti (1995), the contribution plots may not explicitly identify the cause of
an abnormal condition. The reason is that when there is no fault, the contributions are un-
even across variables. Therefore, a fault in a normally small contribution variable may not
have the largest contribution unless the fault magnitude is very large. This can be a source of
misdiagnosis.
An alternative approach for fault isolation is the variable reconstruction method proposed by
Dunia et al. (1996). The reconstruction based approach eliminates the fault when the actual
fault direction is used for reconstruction. In the case of arbitrary process fault directions the
reconstruction-based approach brings a fault indicator within the normal control limit (com-
pletely removes the effect of the fault when the faulty variables are reconstructed).
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4.1 Reconstruction approach
In this section the variable reconstruction approach is presented. The reconstruction xR(k) of
an observation x(k) is defined as follows:

xR(k) = x(k)− ΞRfR (41)

with fR the fault magnitude (unknown) and the matrix ΞR indicating the reconstruction di-
rections. This matrix is orthonormal with dimension (m × r), with r the number of component
to reconstruct, and is built with 0 and 1, where 1 indicates the reconstructed variables from
the other variables (with 0). For example, to reconstruct the set of variables R = {2, 4} among
5 variables, matrix ΞR is formed as follows:

ΞR =

[
0 1 0 0 0
0 0 0 1 0

]T

The reconstruction can be formulated by an optimization problem of the detection indicator
with respect to fault fR according to the direction ΞR. So, according to the indicator used for
detection SPE, SWE, T2 or D2, several types of reconstruction can take place.

The estimation of the fault magnitude fR is obtained by solving the following optimization
problem, according to the detection indicator:

f̂R = arg min
fR

{
xT

R(k)ΦxR(k)
}

(42)

where

• In reconstruction according to SPE indicator, we have: Φ = P̃P̃T ,

• In reconstruction according to SWE indicator, we have: Φ = P̃Λ̃
−1P̃T ,

• In reconstruction according to T2 indicator, we have: Φ = P̂Λ̂
−1P̂T

• In reconstruction according to D2 indicator, we have: Φ = PΛ−1PT

Given a subset R, the expression for the reconstruction xR(k) of the vector x(k) is then ex-
pressed by:

xR(k) = GR x(k) (43)

with GR =
(

I − ΞR(Ξ
T
RΦΞR)

−1ΞT
RΦ

)

Faults can only be projected onto the representation or the residual subspace. To isolate all
kinds of faults, reconstruction according to D2 (Mahalanobis distance) indicator is considered
( Φ = PΛ−1PT). We define D2

R(k) as the Mahalanobis distance, calculated after the recon-
struction of the subset R of variables which is given by:

D2
R(k) = xT

R(k)PΛ−1PTxR(k) (44)

The system is considered normal if:

D2
R(k) ≤ χ2

m−r,α (45)

where D2
R(k) is the fault detection indicator (Mahalanobis distance), calculated after the

reconstruction of a subset R of variables, and χ2
m−r,α is a chi-2 control limit with m − r degrees

of freedom for a significance level α.

If we write xR (43) in the case where the matrix of the reconstruction directions is reorganized
as follows (using column permutations):

ΞR =

[
I1

(r×r)
0

((m−r)×r)

]T
∈ �m×r (46)

with I1 ∈ �r×r an identity matrix. Then P and Λ are split in four parts:

PT =




PT
11

(r×r)
PT

12
(r×(m−r))

PT
21

((m−r)×r)
PT

22
((m−r)×(m−r))


 ∈ �m×m (47)

Λ =




Λ1
(r×r)

0
(r×(m−r))

0
((m−r)×r)

Λ2
((m−r)×(m−r))


 ∈ �m×m (48)

Using definition (43), the reconstruction xR of the vector x is written as follows:

xR =

[
0

(
ΞT

RΞR

)−1 (
P11Λ−1

1 PT
12 + P21Λ−1

2 PT
22

)

0 I2

]
x (49)

with I2 ∈ �m−r×m−r an identity matrix.

This form highlights two characteristics. First, the reconstructed vector xR is constituted by
the r reconstructed variables and a copy of the m − r remaining variables. Secondly, the re-
constructed variables are estimated without using their own measurement.

4.1.1 Reconstruction condition
To reconstruct a fault, it must be at least projected into the representation subspace (r ≤ �)
or onto the residual subspace (r ≤ m − �). This implies that the number of reconstructed
variables r must respect the following inequality:

r ≤ max(m − �, �) (50)

4.1.2 Structured residual generation
In a diagnosis objective, residuals are generated for fault detection and isolation. Considering
equations (8) and (43), then xR can be expressed as:

xR(k) =
(

I − ΞR(Ξ
T
RΦΞR)

−1ΞT
RΦ

)
(xo(k) + ε(k) + ΞFf) (51)

As the fault influence is generally unknown, we have to consider all possible reconstruction
directions ΞR
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RΦΞR)

−1ΞT
RΦ

)
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• If the reconstruction directions ΞR (8) are the same as the fault directions, i.e. if R = F,
then D2

R(k) is under the detection threshold (D2
R < χ2

m−r,α), indeed, the fault influence
is removed:

(
I − ΞR(Ξ

T
RΦΞR)

−1ΞT
RΦ

)
ΞR = 0 (52)

and the reconstruction is expressed as:

xR(k) =
(

I − ΞR(Ξ
T
RΦΞR)

−1ΞT
RΦ

)
(xo(k) + ε(k)) (53)

• If the reconstruction directions ΞR are different from the fault directions, then D2
R(k) is

higher than the detection threshold χ2
m−r,α if the projection of the reconstruction direc-

tions are not collinear to the fault projection onto the residual subspace and onto the
representation subspace.

For the faulty observation k, the faulty variables subset R̂ is determined as follows:

R̂ = arg
R∈�

DR(k) < χ2
m−r,α (54)

with � the set of possible reconstruction directions.

4.2 Fault isolation
The proposed fault isolation procedure consists in two steps: offline and online steps. The
offline step consists of a priori analysis of all reconstruction directions which allows to deter-
mine the isolable faults (useful reconstructions). The second online step consists in using the
useful reconstruction directions (corresponding to isolable faults) for multiple fault isolation.

4.2.1 Offline step
All the directions of reconstruction ΞR have to be explored for fault isolation. The maximum
reconstruction number can be calculated as follows:

max(m−�,�)−1

∑
r=1

Cr
m (55)

where Cr
m denotes the combination of r from m.

This number takes only into account the number of reconstructions in the different subspaces.
However, collinear projections have the same fault signature. Then we will analyze the angles
between the different projections of reconstruction directions. The largest primary angle θ
between two subspaces of the same size is linked to the concept of distance between these
two subspaces (Golub & Van Loan, 1996).
This distance is defined in the representation subspace d(Ri, Rj) and in the residual subspace
d̃(Ri, Rj) as follows:

d(Ri, Rj) = ||Ξ̂Ri (Ξ̂
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with Ξ̂Ri = Λ̂−1/2P̂TΞRi , Ξ̃Ri = Λ̃−1/2P̃TΞRi and Ri and Rj correspond to two sets of variable
reconstructions.

Analyzing these distances, then the isolable fault can be determined a priori. Hence, a global
indicator K is built.

K(Ri, Rj) = max{(d(Ri, Rj), d̃(Ri, Rj)} (58)

Thus, if K(Ri, Rj) is close to zero, it means that the projections of the set of reconstructed
variables Ri and Rj are collinear in the residual subspace and in the representation subspace.
It means that a fault for the sets of reconstructed variables Ri or Rj are not isolable. The
process to detect useful directions of reconstruction can be summarized as follows:

1. r = 1
2. Calculate for all available directions (Ri ∈ � and Rj ∈ �) the indicator K(Ri, Rj) (58).

The smaller the value of this indicator, the higher the magnitude of the fault has to be to
ensure fault isolation. And if this indicator is equal to zero, then only a set of potentially
faulty variables may be determined, i.e. the faulty variables are associated to the indices
Ri or Rj or Ri and Rj. Thus, it is only required to study one single subset of directions,
for example Ri.

3. r = r + 1
4. While r ≤ max(�, m − �)− 1 do to the step 2

This analysis of the structure of the model allows to determine a priori the isolable faults. The
number of useful reconstructions can then be greatly reduced.

4.2.2 Online step
If a fault is detected on the D2(k) indicator:

1. For r = 1, (number of reconstructed variables)
2. Compute D2

R(k), where R ∈ � is a subset (of r variables) of useful reconstruction se-
lected in the offline step:

• if for a particular reconstruction direction ΞR, D2
R(k) ≤ χ2

m−r,α, variables in this
subset R are the faulty variables. Isolation procedure is stopped.

• Otherwise, if there are more than the r faulty variables, go to step 3

3. r=r+1
4. While r ≤ max(m − �, �)− 1, go to step 2
5. The fault is not isolable (more than r = max(m − �, �)− 1 variables can be faulty)

5. Numerical example

5.1 Data generation
We consider here the situation in which several faults affect different variables at the same
time. The matrix X includes N = 450 observations of a vector x with m = 9 components
generated in the following way:

xi,1 = 1 + v2
i + sin(i/3), xi,2 = 2 sin(i/6) cos(i/4) exp(−i/N), vi ∼ N (0, 1)

xi,3 = log(x2
i,2), xi,4 = xi,1 + xi,2, xi,5 = xi,1 − xi,2 (59)

xi,6 = 2xi,1 + xi,2, xi,7 = xi,1 + xi,3, xi,8 ∼ N (0, 1), xi,9 ∼ N (0, 1)
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5. The fault is not isolable (more than r = max(m − �, �)− 1 variables can be faulty)

5. Numerical example

5.1 Data generation
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On the data thus generated were added realizations of random variables with centred normal
distribution and standard deviations equal to 0.02 as well as faults δx1 represented by a bias
of amplitude equal to 20% of the amplitude of the variable, δx2, δx3 represented by a bias
of amplitude equal to 10% of the amplitudes of the variables, δx8 represented by a bias of
amplitude equal to 150% of the amplitude of the variable. Faults are defined on specific time
intervals: observations from 50 to 100 (interval I1) for the variable x1, observations from 150
to 200 (interval I2) for the variables x2 and x3, observations from 250 to 300 (interval I3) for
the variables x8.

5.2 Robust PCA
To determine the number of principal components, the robust approach using the VRE, pro-
posed in the section 3.4, is used. Five principal components are selected (� = 5). The robust
model is then built. Figure 2 shows the measure of the first variable x1 with its estimation
obtained with the classic PCA model and the robust PCA model and the associated residual
(measure - estimate).
This figure shows that in the fault-free case (for example interval from 300 to 450) the robust
residuals are centred on zero while, with the classical PCA, the residuals are not centred on
zero. It means that a smaller fault magnitude can be detected much better using the robust
method than using the classical method. This shows the advantage of using a robust approach.
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Fig. 2. Measure and estimation of x1

5.3 Fault detection and isolation
5.3.1 Offline step
The Mahalanobis distance is used to detect and to isolate the faults. Considering the dimen-
sion of the residual subspace and of the representation subspace, we cannot reconstruct simul-
taneously more than five variables (max(m − �, �)). The maximum number of reconstructions
is then equal to 255 (55). Table 3 shows the values of the global indicator K (58) with r = 1,

i.e. only one variable is reconstructed. The two sets R1 and R2 contain the indices of the re-
constructed variables. The smaller the value of this indicator K, the higher the magnitude of
the fault has to be to ensure fault isolation. All the values of K are not null, so all the faults on
one variable are isolable.
For all the directions of reconstruction (r = 2, 3, 4) this indicator is calculated. A case where
K is close to zero is detected between D2

1,3 and D2
1,7. Then the fault signatures of these two

directions are identical (D2
1,3 = D2

1,7). Therefore, only one indicator is useful to detect this fault,
for example D2

1,3. Moreover, we concluded that the signatures of reconstruction directions
taking into account these sets are identical (D2

1,3,4 = D2
1,4,7, D2

1,3,6 = D2
1,6,7, ...). The number of

useful reconstructions can be reduced to 168.

K R1
1 2 3 4 5 6 7 8 9

1 0 1.00 0.99 0.99 0.89 0.94 0.99 1.00 1.00
2 0 1.00 0.95 0.72 0.97 1.00 1.00 0.98
3 0 1.00 0.98 0.95 0.23 1.00 1.00

R2 4 0 0.98 0.75 1.00 1.00 0.99
5 0 0.99 0.99 1.00 0.99
6 0 0.96 1.00 1.00
7 0 1.00 1.00
8 0 1.00

Table 3. Indicator K for r = 1

5.3.2 Online step
Figure 3 shows the Mahalanobis distance divided by its detection threshold obtained for a
significance level of α = 99%, i.e. a fault is detected if the normalised Mahalanobis distance
is greater than one. Then, the faults on intervals I1, I2 and I3 are detected only by using
the robust Mahalanobis distance (constructed with the robust model). Let us remark that the
classical Mahalanobis distance is not able to detect the faults.
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Fig. 3. Fault detection with Mahalanobis distance

Once the faults are detected, we will try to isolate them. First, all useful reconstruction direc-
tions for the reconstruction of one variable (r=1) are calculated. The first graph of the figure 4
shows the global indicator D2

1 (44). For the observations of the interval I1 this distance is close
to the value 0 and thus shows the absence of outliers in the variables used for the reconstruc-
tion, i.e. all the variables except x1. Let us note that the two other groups of observations (I2,
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is then equal to 255 (55). Table 3 shows the values of the global indicator K (58) with r = 1,
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constructed variables. The smaller the value of this indicator K, the higher the magnitude of
the fault has to be to ensure fault isolation. All the values of K are not null, so all the faults on
one variable are isolable.
For all the directions of reconstruction (r = 2, 3, 4) this indicator is calculated. A case where
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5.3.2 Online step
Figure 3 shows the Mahalanobis distance divided by its detection threshold obtained for a
significance level of α = 99%, i.e. a fault is detected if the normalised Mahalanobis distance
is greater than one. Then, the faults on intervals I1, I2 and I3 are detected only by using
the robust Mahalanobis distance (constructed with the robust model). Let us remark that the
classical Mahalanobis distance is not able to detect the faults.
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Once the faults are detected, we will try to isolate them. First, all useful reconstruction direc-
tions for the reconstruction of one variable (r=1) are calculated. The first graph of the figure 4
shows the global indicator D2

1 (44). For the observations of the interval I1 this distance is close
to the value 0 and thus shows the absence of outliers in the variables used for the reconstruc-
tion, i.e. all the variables except x1. Let us note that the two other groups of observations (I2,
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I3) are affected by faults, but we don’t know exactly which components of the measurement
vector are faulty. Finally, by taking into account the fault presence in the three intervals, the
examination of the first graph of the figure 4 helps us to conclude that:

• in each interval I2, I3 other variables than x1 are faulty.

Other reconstructions are built and are interpreted in a similar way. Figure 4 shows all values
of the indicator D2

R for useful reconstruction directions always in the case r = 1. From the
reconstruction of one variable, the diagnosis is as follows:

• in the interval I1, x1 is faulty,

• in the interval I2, more than one variable is faulty,

• in the interval I3, x8 is faulty.

Since the fault on interval I2 is not isolate, then the useful reconstructions with two variables
are performed. Figure 5 shows some values of the indicator D2

R for useful reconstruction
directions with r = 2. From the reconstruction of two variables, the diagnosis is the following:

• in the interval I2, x2 and x3 are faulty,
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• in the intervals I1 and I3 the previous conclusions are confirmed.

If all the faults are isolated, then it is not useful to reconstruct more variables. Table 4 summa-
rizes the conclusions resulting from the D2

R analysis (figures 4 and 5). Symbol 0 denotes the
fault absence and symbol × denotes the fault presence in the considered interval.

I1 I2 I3
D2

1 0 × ×
D2

2,3 × 0 ×
D2

8 × × 0
Table 4. Fault signatures

6. Conclusion

Principal components analysis reduces the data representation subspace and enables the de-
termination of the redundancy relationships (linear relations among the variables). The re-
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I3) are affected by faults, but we don’t know exactly which components of the measurement
vector are faulty. Finally, by taking into account the fault presence in the three intervals, the
examination of the first graph of the figure 4 helps us to conclude that:

• in each interval I2, I3 other variables than x1 are faulty.

Other reconstructions are built and are interpreted in a similar way. Figure 4 shows all values
of the indicator D2

R for useful reconstruction directions always in the case r = 1. From the
reconstruction of one variable, the diagnosis is as follows:

• in the interval I1, x1 is faulty,

• in the interval I2, more than one variable is faulty,

• in the interval I3, x8 is faulty.

Since the fault on interval I2 is not isolate, then the useful reconstructions with two variables
are performed. Figure 5 shows some values of the indicator D2

R for useful reconstruction
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• in the intervals I1 and I3 the previous conclusions are confirmed.

If all the faults are isolated, then it is not useful to reconstruct more variables. Table 4 summa-
rizes the conclusions resulting from the D2

R analysis (figures 4 and 5). Symbol 0 denotes the
fault absence and symbol × denotes the fault presence in the considered interval.

I1 I2 I3
D2

1 0 × ×
D2

2,3 × 0 ×
D2

8 × × 0
Table 4. Fault signatures

6. Conclusion

Principal components analysis reduces the data representation subspace and enables the de-
termination of the redundancy relationships (linear relations among the variables). The re-
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dundancy relations are then used to detect and isolate the faulty data. PCA is constructed
with fault-free data from a decomposition in eigenvalues and eigenvectors of a covariance
matrix.
However, real data sets are usually not fault-free then the covariance matrix is disturbed by
outliers. In order to reduce the sensitivity of the model to all kinds of outliers (with a projec-
tion onto the representation or the residual subspace), a fast two-step algorithm is proposed.
First, a MM-estimator is used to determine a robust model. This estimator is computed by
using an iterative re-weighted least squares (IRWLS) procedure. This algorithm is initialized
from a very simple estimate derived from a one-step weighted covariance estimate. There-
fore, a model robust with respect to outliers is constructed. Secondly, structured residuals are
generated for multiple fault detection and isolation. These structured residuals are based on
the reconstruction-projection principle. For fault isolation, the proposed scheme avoids the
combinatorial explosion of faulty scenarios related to multiple faults. Indeed, instead of con-
sidering all combinations of one up to all sensors, we limit the maximum number of faulty
scenarios to consider by evaluating the existence condition of structured residuals. There-
fore, the detectable faults and the isolable faults are determined as well as the different faulty
scenarios for which it is not possible to distinguish the faulty variables. This procedure has
been applied on one example, with single and multiple faults. The presence of approximately
30 percent of outliers authorizes a correct estimation of the principal components, then the
estimation is not very sensitive to outliers. The method is efficient for fault detection and
isolation.
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dundancy relations are then used to detect and isolate the faulty data. PCA is constructed
with fault-free data from a decomposition in eigenvalues and eigenvectors of a covariance
matrix.
However, real data sets are usually not fault-free then the covariance matrix is disturbed by
outliers. In order to reduce the sensitivity of the model to all kinds of outliers (with a projec-
tion onto the representation or the residual subspace), a fast two-step algorithm is proposed.
First, a MM-estimator is used to determine a robust model. This estimator is computed by
using an iterative re-weighted least squares (IRWLS) procedure. This algorithm is initialized
from a very simple estimate derived from a one-step weighted covariance estimate. There-
fore, a model robust with respect to outliers is constructed. Secondly, structured residuals are
generated for multiple fault detection and isolation. These structured residuals are based on
the reconstruction-projection principle. For fault isolation, the proposed scheme avoids the
combinatorial explosion of faulty scenarios related to multiple faults. Indeed, instead of con-
sidering all combinations of one up to all sensors, we limit the maximum number of faulty
scenarios to consider by evaluating the existence condition of structured residuals. There-
fore, the detectable faults and the isolable faults are determined as well as the different faulty
scenarios for which it is not possible to distinguish the faulty variables. This procedure has
been applied on one example, with single and multiple faults. The presence of approximately
30 percent of outliers authorizes a correct estimation of the principal components, then the
estimation is not very sensitive to outliers. The method is efficient for fault detection and
isolation.
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1. Introduction     
 

In case of low ohmic SLG faults in compensated distribution networks, the directional 
function can be assured by transient relays which compare polarities of zero-sequence 
charging components at main frequency, either of voltage versus currents on each feeder 
(Nikander et al., 1995) or of their products on different feeders (Coemans & Maun, 1995). 
Some difficulties can arise, however, in the presence of violent discharging transients. They 
grow with inception angle , which determines pre-fault values of the faulty line voltage. 
The discharging currents are absent at =0°, but then they reach the charging currents’ level 
when the inception angle is several degrees (Fig. 1), and grow rapidly. The most favorable 
conditions for generation of important transients are with low resistance fault when it 
occurs at inception angle 90° in a capacitive network, be it a cabled system or a mixed one 
composed of cables and lines.  
In such conditions, we can expect the extraction of main frequency component out of the 
charging currents to be more delicate an operation in cables than in lines. The charging 
components in overhead lines (Lehtonen, 1998) were reported to reach amplitudes 10-15 
times the rated frequency amplitude whereas the discharging currents were estimated as 
several percent of charging components. However, when replacing lines with cables, all the 
other conditions unchanged, the discharging currents will be more important than the 
charging ones, with frequency span between them diminishing.  
A relevant example comparing amplitudes and frequencies of the main discharging and 
charging currents (Fig. 2) presents the amplitudes ratio Adis/Ach rising from 0.25 (lines) to 
1.5 (cables) and the frequency ratio fdis/fch diminishing from 11 to 6. The reason of these 
tendencies is with specific values of zero-sequence capacitances in cables and lines.  
Obviously, it is simpler a task to isolate a paramount and somewhat isolated component. 
The consequence for the transient relays, when applied in capacitive systems, can be an 
uncertain choice of window and trigger for acquisition and heavy standards on extraction of 
the relevant charging components. 
The disturbing presence of the discharge components can turn into an opportunity to make 
a correct directional decision. This opportunity is offered by rigorous waveform disposition 
in initial propagation zone, usually unexplored in distribution systems. However, as the 
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high frequency acquisition procedures become simpler and cheaper, we are tempted by the 
travelling wave regime to get directional function.  
 

 
Fig. 1. Initial faulty feeder zero-sequence currents in cables. The discharging currents of 
higher frequency are superimposed on the charging ones of lower frequency. Upper figure: 
=0°, no discharging components. Bottom: =5°, the discharging current’s amplitude reach 
the level of charging components. 
 

 
Fig. 2.  Faulty feeder zero-sequence currents in cables and lines of the same length and 
power transfer, with 1 fault resistance and 90° inception angle. The discharging 
components in cables are of higher amplitudes than the charging components and the 
frequency ratio are different in cables and in lines.  
 

 

Strong capacitive currents are troublesome also in case of resistive faults, where relays 
discriminate faulty and sound feeders upon presence of active current component in 
residual currents. This can be achieved either by comparing signs of projections of zero-
sequence currents (Griffel et al., 1997; Welfonder et al., 2000) or looking for phase advance 
(Bastard et al., 1992; Segui et al., 2001) of the faulty zero-sequence current over the sound 
ones. However, in steady state the strong capacitive currents diminish this phase advance, 
with possible inhibition of the discrimination capacities of relays.  
Then the way to reestablish these capacities is to exploit data recorded in transient regime, 
where the apparent phase difference is more important than in the steady state. 
Similarly, some difficulties can arise with estimation of fault distance in strongly capacitive 
systems by exploiting the “main frequency” of charging components (Coemans et al., 1993), 
or by using the “resonance frequency” of the system (Welfonder et al., 2000), with aid of full 
zero-positive-negative sequence equation set. 
The delicate problem of identification and extraction of the main frequency can be spared 
when the complete transient waveform is analyzed (Huang & Kaczmarek, 2008), rather than 
only one of its components.  Then the system resistances’ damping effect can be taken into 
account as a relevant parameter, possibly contributing to evaluation of the fault circuit 
parameters (e.g., with curve fitting). 
The transients as they are, generated by faults, carry sufficient information not only for 
detection of the faulty feeder, but also for evaluation of the fault distance.   
The procedures which follow were modeled and simulated in EMTP using frequency 
dependant parameters.  

 
2. Directional function of discharging currents 
 

We consider a radial network (Fig. 3) with no discontinuities in feeders’ impedances. The 
network is supplied through a transformer with secondary winding grounded through 
Petersen coil. An SLG fault is modeled as a resistance Rf. 
At fault occurrence an initial voltage wave annulling the phase voltage travels along the 
faulty phase of the faulty feeder with negative amplitude, accompanied by current wave 
also of negative amplitude. Their shape will be modeled by multiple refractions and 
reflections from busbar, fault and loads. The faulty phase current arriving on busbar reflects 
and the resulting current is equally distributed among faulty phases of all the sound feeders. 
These faulty phase currents impose their waveform upon residuals in each feeder. 
Consequently, initial currents on the sound feeders will be measured with the same polarity 
and opposed to the polarity on the faulty feeder.   
On each sound feeder, the initial polarity regime will be over with first busbar reflection of 
wave getting back from loads. Its overall travel time is 2l/v, with l (feeder’s length) and v 
(wave velocity). This is the time interval where the current on the faulty phase of any sound 
feeder keeps its initial polarity unchanged. The shortest distance lss is with the shortest 
sound feeder and thus we get the duration of the initial polarity ip=2lss/v, where v is the 
maximal modal velocity.  
The parameter fip=1/ip determines the minimal sampling frequency necessary to get one 
point in the zone of a rigorous polarity disposition of residual currents.  
For example, with the shortest length of a cable feeder being 2km, this frequency can be of 
20 – 30 kHz. For practical reasons, the frequency of about 100kHz is to be reckoned with.  
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In cables the propagation phenomena take place both in cores and sheaths. The fault we 
refer to is a core-to-sheath (and, eventually, -to-ground) piercing, with sheaths grounded on 
supply side or on both sides.  In each of these cases the traveling waves are very similar and 
the initial polarity zone clearly exposed (Fig. 4).   
 

 
Fig. 3. Phase-to-ground fault in a radial network; all the sound feeders aggregated into one 
 

 
Fig. 4.  Initial polarity zone in three feeders’ network, zero-sequence currents. The index s is 
for “sound” and f- for “faulty” feeder 
 
 
 
 
 

 

 
Fig. 5.  Phase-to-ground fault F on the feeder “d” in a network with laterals   
 

 
Fig. 6.  Residual currents within initial polarity zone in the network of Fig.5 
 
The initial polarity time interval does not depend neither on fault position, nor fault 
resistance value. If scrutinized on all feeders it can point out from busbar to fault in systems 
with laterals (Kaczmarek & Huang, 2005). In order to start tracing of the faulty feeder, the 
initial polarities of residual currents in all busbar connected feeders have to be compared. 
The beginning of the faulty chain is pointed with a unique sign, called “witness sign”, being 
different from polarity of all the other feeders.  Then we follow current sensors on feeders 
with the same “witness” polarity. The fault is at the end of the chain. This will be illustrated 
in the case of an SLG fault on the feeder d in a five feeders network (Fig. 5).  
The rising current profiles have been recorded first on feeders d and e (Fig. 6). When the 
traveling waves arrive to busbar, the sign of the current measured on the feeder c is different 
than those measured on the feeders a and b. The feeder c, disclosing the “witness sign”, 
points out to the feeder d as the fault location.   
All methods based on analysis of traveling waves are highly sensitive to impedance 
mismatches, what results in severe conditions on their application in distribution networks.  
Feeders with single tee joints can be analyzed relatively easily, unless the initial polarity 
zone is too short to be detected. On the contrary, multiple tee joints and joints between 
cables and lines in mixed systems make the detection problem inextricable in terms of 
traveling waves’ analysis. 
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3. Directional function of Phase difference  
 

3.1 Principle 
The steady state SLG fault regime can be analyzed on equivalent residual circuit (Fig. 7), 
where V’’ is the voltage over a SLG fault emplacement in absence of the fault, I0_f  is the 
zero-sequence current on the faulty feeder, I0_s  is the sum of zero-sequence currents on all 
the sound feeders, and IN is the neutral point current composed of a resistive and an 
inductive components.  
During permanent fault regime, an active current component is present in zero-sequence 
current I0_f   on the faulty feeder. The resulting phase difference between the faulty and the 
sound zero-sequence currents I0_s (Fig. 8) is the basis of traditional wattmetric method of 
detection.  
In low capacitive lines the phase advance can be almost 90°, because under the effect of 
compensation we have (Fig. 7): 

 
RNfcNf IIIII s   __0 _0  

(1) 

where the faulty residual I0_f is dominated by its active component IRN. 
It is then easy to take direction decision. In cables, however, the faulty feeder capacitive 
current Ic_f dominates the composition of I0_f and diminishes readability of the phase 
advance, particularly with fault on a long feeder or in case of system over tuning.  
 

 
Fig. 7.  Equivalent residual circuit of the faulty network on Fig. 3 
 

 
Fig.8.  Faulty feeder diagnosis is obvious if there is sufficient phase advance of I0_f  over I0_s.  

 

 
Fig. 9 Faulty and sound current residuals in case of resistive fault, non filtered curves (Rf 
=1k, =90°)  
 
We have simulated a three feeders’ cable system of capacitive currents 15A+10A+5A, the 
fault installed on the 15-A feeder, with 100% tuning and the fault resistance values ranging 
from 1 to 1000. In all cases, the actual phase advance in steady state was less than one 
sample step at 600Hz sampling frequency, this frequency being used in certain relays.  
Fortunately, when the phase advance in steady state becomes undetectable, we can look 
upon an analogous parameter in transient regime, where it can be much larger.  
This is a consequence of the way the transient regime develops, beginning just after the fault 
inception with phase opposition between faulty and sound current residuals and finishing 
in steady state with a slight phase advance of the faulty residual over all the sound ones. 
This development is correlated with evolution of the neutral point current IN smoothly 
growing from zero to its permanent value. During the first millisecond after fault inception 
it can grow very slowly, particularly with resistive faults, because of high values of the 
neutral point elements LN and RN.  
On the contrary, the feeders’ line-to-ground capacitors Cf and Cs charge and discharge 
vigorously. During a short time interval, the neutral point current IN is negligible comparing 
to capacitive zero-sequence currents. 
The latter being under the same charging conditions, the faulty zero-sequence current is 
initially in phase opposition to the sound feeders zero-sequence currents; see (2):   
 

  sII f _0_0  (2) 

 
and proceeds toward zero level (Fig. 9) with different polarities. The identification of faulty 
feeder operates then with aid of following algorithm.  

 
3.2 Algorithm 
We detect the slopes of filtered residuals at their first zero crossing after the fault inception. 
If all but one witness the same slope sign, then we can declare the latter as the faulty one 
without even controlling its zero crossing: 
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Fig. 7.  Equivalent residual circuit of the faulty network on Fig. 3 
 

 
Fig.8.  Faulty feeder diagnosis is obvious if there is sufficient phase advance of I0_f  over I0_s.  

 

 
Fig. 9 Faulty and sound current residuals in case of resistive fault, non filtered curves (Rf 
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This is a one shoot procedure, without possibility of verification. On the other hand, it is a 
conclusive test, as the matter goes about unambiguous identification of slopes’ signs. 

 
4. Distance estimation by curve fitting  
 

4.1 Extended Zero-Sequence Circuit (EC) for overhead line 
We consider a compensated radial network (Fig. 3) supplied through a delta – star 
transformer grounded with Petersen coil. A SLG fault through represented by resistance Rf 
is installed on one of the feeders at the distance lf from busbar on the phase 3.  
The new equivalent circuit which we have developed for fault distance estimation in 
overhead lines (Huang & Kaczmarek, 2008) (Fig.7),  is supplied with the inception voltage  
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and can easily be calculated from the pre-fault parameters. The correction component E1 
stands for the voltage drop related to the faulted phase load current over the up-stream 
impedance 
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where the up-stream self impedance is 
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with Zp_up, Zn_up, and Z0_up as positive, negative and zero sequence impedances. The voltage 
E2 stands for the voltage drop related to the sum of the faulted phase load currents of all the 
n feeders over the internal impedance of sources   
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Values of inception voltage in case of a 10kV network with total feeders’ length 240km, 
compared to values issued from simulation, are presented in Table 1.  
 
 
 

 

 

Fault position 0 0.5 1 
Calculated inception voltage (16) 5507 5183 4874 
Simulated inception voltage 5520 5173 4841 
Error [%] -0.2 +0.2 +0.7 

Table 1. Equation-based inception voltage versus simulated one 
 

  
Fig. 10  The core-sheath-ground fault model split into two resistances 

           
4.2 What cables change? 
We consider a system with cables grounded on busbar side, the fault being installed (Fig. 10) 
between core, sheath and ground. The fault evaluating rapidly toward a solid one, the 
capacitive currents core-sheath choose the core-sheath fault rather than the sheath-ground-
neutral point grounding impedance to get back to their original capacitances. The sheath-
ground currents being weak, we can ignore the fault resistance sheath-ground.    
The simulation confirms independence of currents from the sheath-ground fault resistance, 
the results being almost the same for one ohm core-sheath resistance Rc_sh and different 
values of the sheath-ground fault resistances Rsh_g. Consequently, in our development we 
ignore the sheath-ground fault resistance. 
The corresponding equivalent circuit is apparent to that of overhead lines (Fig.7). The 
inception voltage V” (8)  is composed of the Thevenin equivalent voltage VTh : 
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the voltage drop E1 related to the faulted phase load current over the up-stream impedance  
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with Zc_up as up-stream core self impedance and Zc_sh_up as up-stream core-sheath  mutual 
impedances. The E2 related to the sum of the faulted phase load currents of all the n feeders 
over the internal impedance of sources   
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The corresponding up-stream self impedance Zs_up in Fig.7, should be replaced by 
(Zc_up+Zsh_up-2Zc_sh_up) in case of cables with Zsh_up being up-stream sheath self impedance. 
  

Fault position 0 0.5 1 
Calculated inception voltage (22) 5591 5427 5263 
Simulated inception voltage 5585 5433 5280 
Error [%] +0.1 -0.1 -0.3 

Table 2. Equation-based inception voltage versus simulated values  
 

Acc   
[%] 

EMTP (reference value) 
Rf [], lf [0…1],  [°] 

EC 
Rf [], lf [0…1],  [°] 

lf  error 
[% l ] 

95 1, 0.2, 30 2.3, 0.20, 29 0 
100 1, 0.5, 60 4.6, 0.47, 57 -3 
105 1, 0.8, 90 12.5, 0.74, 85 -6 
95 300, 0.2, 60 306, 0.17, 58 -3 

100 300, 0.5, 90 269, 0.68, 87 +18 
105 300, 0.8, 30 301, 0.84, 26 +4 
95 600, 0.2, 90 584, 0.28, 88 +8 

100 600, 0.5, 30 602, 0.52, 27 +2 
105 600, 0.8, 60 607, 0.82, 56 +2 
95 700, 0.2, 90 649, 0.46, 89 +26 

100 700, 0.5, 30 704, 0.52, 27 +2 
105 700, 0.8, 60 706, 0.82, 56 +2 
95 1000, 0.2, 30 1004,0.21, 28 +1 

100 1000, 0.5, 60 1002, 0.52, 57 +2 
105 1000, 0.8, 90 986, 0.90, 86 +10 
95 3000, 0.2, 60 2983, 0.27, 29 +7 

100 3000, 0.5, 90 3074, 0.37, 87 -13 
105 3000, 0.8, 30 2993, 0.87, 26 +7 

Table 3. Fault on the 22.5km feeder 
 
This way of calculating the inception voltage in cables is satisfactory as show Table 2 with 
results in a 10kV cable system of total feeders’ length 14.5 km. 

 
4.3 Fault distance evaluation by three-parameter fitting 
This is a three parameters minimization problem, where the actual fault resistance Rf , fault 
position lf, and inception angle  are given by the equivalent circuit’s best fitting curve, with 
EMTP currents taken for reference data. The EMTP currents are calculated with frequency 
dependant parameters.  
The algorithm has been tested on overhead and cable line radial networks with a SLG fault. 
In an eight feeders line system of lengths (22.5+24+26+28+32+34+36+37.5)km, at 95…105% 
tuning, inception angles from 0° to 90°, 10MVA total load and the fault resistance up to 3k 
we get the fault position with less than 10% mean error in relation to the fault position. 
Table 3 presents the cases with fault on the feeder of median length.  

 

 
Acc   
[%] 

EMTP (reference value) 
 Rf [], lf [0…1],  [°] 

EC 
Rf [], lf [0…1],  [°] 

lf  error  
[%] 

95 1, 0.2, 30 1.0, 0.22, 30 +2 
100 1, 0.5, 60 1.2, 0.50, 60 0 
105 1, 0.8, 90 2.8, 0.75, 90 -5 
95 20, 0.2, 60 20, 0.20, 60 0 

100 20, 0.5, 90 23, 0.42, 90 -8 
105 20, 0.8, 30 20, 0.80, 30 0 
95 50, 0.2, 90 52, 0.12, 90 -8 

100 50, 0.2, 30 50, 0.51, 30 +1 
105 50, 0.8, 60 50, 0.79, 60 -1 
95 200, 0.2, 30 201, 0.17, 30 -3 

100 200, 0.5, 60 203, 0.41, 90 -9 
105 200, 0.8, 90 203, 0.67, 59 -13 

Table 4. Fault on the 6.05km cable feeder 
 
In cables high fault resistances are not relevant, the insulation breakdown being generally 
definitive, quickly developing to permanent solid fault.  In tests on a 3 feeders cable network 
of feeders’ length (3.63; 4.84; 6.05)km, 10MVA total load, at 95…105% tuning and inception 
angles from 0° to 90°, we get the fault position with average error less than 10% up to 
Rf=200 (Table 4). 

 
5. Conclusion 
 

We think that strong capacitive currents, generating unfavorable conditions for traditional 
protection relays in compensated systems, can be exploited as carriers of relevant 
information.  
Whenever extremely rapid information is required, we can find it when treating the 
discharging currents as useful for treatment, at a price of higher sampling frequency. After 
fault inception we dispose of several tens of microseconds to get the data in wave 
propagation area. This can make sense in simple distribution systems, with single 
ramification per feeder and homogenous line impedance.   
We can also make useful the presence of strong capacitive currents in permanent fault 
regime, where these currents occult detection of faulty feeder. In such cases, the diagnosis 
based on phase advance of the faulty residual current over the sound residuals is better 
assured when tracing the corresponding apparent phase advance in transient regime.  
Both propositions need the current data be centralized; they work on few data points in a 
very short time span. These drawbacks are price for matching consequences of cable 
proliferation in resonant grounded distribution networks.  
When simulating the fault currents, we usually exploit large possibilities of dedicated 
packages like EMTP. However, in components in compensated distribution system these 
currents can be usefully analyzed also with aid of an equivalent circuit, which permits an 
evaluation of SLG fault distance. We have calculated fault position with several percent 
average errors, for fault resistance up to 3kin overhead lines or up to 200 in cables. 



Single Line-to-Ground Fault Detection in Face of Cable Proliferation in Compensated Systems 403

 

The corresponding up-stream self impedance Zs_up in Fig.7, should be replaced by 
(Zc_up+Zsh_up-2Zc_sh_up) in case of cables with Zsh_up being up-stream sheath self impedance. 
  

Fault position 0 0.5 1 
Calculated inception voltage (22) 5591 5427 5263 
Simulated inception voltage 5585 5433 5280 
Error [%] +0.1 -0.1 -0.3 

Table 2. Equation-based inception voltage versus simulated values  
 

Acc   
[%] 

EMTP (reference value) 
Rf [], lf [0…1],  [°] 

EC 
Rf [], lf [0…1],  [°] 

lf  error 
[% l ] 

95 1, 0.2, 30 2.3, 0.20, 29 0 
100 1, 0.5, 60 4.6, 0.47, 57 -3 
105 1, 0.8, 90 12.5, 0.74, 85 -6 
95 300, 0.2, 60 306, 0.17, 58 -3 

100 300, 0.5, 90 269, 0.68, 87 +18 
105 300, 0.8, 30 301, 0.84, 26 +4 
95 600, 0.2, 90 584, 0.28, 88 +8 

100 600, 0.5, 30 602, 0.52, 27 +2 
105 600, 0.8, 60 607, 0.82, 56 +2 
95 700, 0.2, 90 649, 0.46, 89 +26 

100 700, 0.5, 30 704, 0.52, 27 +2 
105 700, 0.8, 60 706, 0.82, 56 +2 
95 1000, 0.2, 30 1004,0.21, 28 +1 

100 1000, 0.5, 60 1002, 0.52, 57 +2 
105 1000, 0.8, 90 986, 0.90, 86 +10 
95 3000, 0.2, 60 2983, 0.27, 29 +7 

100 3000, 0.5, 90 3074, 0.37, 87 -13 
105 3000, 0.8, 30 2993, 0.87, 26 +7 

Table 3. Fault on the 22.5km feeder 
 
This way of calculating the inception voltage in cables is satisfactory as show Table 2 with 
results in a 10kV cable system of total feeders’ length 14.5 km. 

 
4.3 Fault distance evaluation by three-parameter fitting 
This is a three parameters minimization problem, where the actual fault resistance Rf , fault 
position lf, and inception angle  are given by the equivalent circuit’s best fitting curve, with 
EMTP currents taken for reference data. The EMTP currents are calculated with frequency 
dependant parameters.  
The algorithm has been tested on overhead and cable line radial networks with a SLG fault. 
In an eight feeders line system of lengths (22.5+24+26+28+32+34+36+37.5)km, at 95…105% 
tuning, inception angles from 0° to 90°, 10MVA total load and the fault resistance up to 3k 
we get the fault position with less than 10% mean error in relation to the fault position. 
Table 3 presents the cases with fault on the feeder of median length.  

 

 
Acc   
[%] 

EMTP (reference value) 
 Rf [], lf [0…1],  [°] 

EC 
Rf [], lf [0…1],  [°] 

lf  error  
[%] 

95 1, 0.2, 30 1.0, 0.22, 30 +2 
100 1, 0.5, 60 1.2, 0.50, 60 0 
105 1, 0.8, 90 2.8, 0.75, 90 -5 
95 20, 0.2, 60 20, 0.20, 60 0 

100 20, 0.5, 90 23, 0.42, 90 -8 
105 20, 0.8, 30 20, 0.80, 30 0 
95 50, 0.2, 90 52, 0.12, 90 -8 

100 50, 0.2, 30 50, 0.51, 30 +1 
105 50, 0.8, 60 50, 0.79, 60 -1 
95 200, 0.2, 30 201, 0.17, 30 -3 

100 200, 0.5, 60 203, 0.41, 90 -9 
105 200, 0.8, 90 203, 0.67, 59 -13 

Table 4. Fault on the 6.05km cable feeder 
 
In cables high fault resistances are not relevant, the insulation breakdown being generally 
definitive, quickly developing to permanent solid fault.  In tests on a 3 feeders cable network 
of feeders’ length (3.63; 4.84; 6.05)km, 10MVA total load, at 95…105% tuning and inception 
angles from 0° to 90°, we get the fault position with average error less than 10% up to 
Rf=200 (Table 4). 

 
5. Conclusion 
 

We think that strong capacitive currents, generating unfavorable conditions for traditional 
protection relays in compensated systems, can be exploited as carriers of relevant 
information.  
Whenever extremely rapid information is required, we can find it when treating the 
discharging currents as useful for treatment, at a price of higher sampling frequency. After 
fault inception we dispose of several tens of microseconds to get the data in wave 
propagation area. This can make sense in simple distribution systems, with single 
ramification per feeder and homogenous line impedance.   
We can also make useful the presence of strong capacitive currents in permanent fault 
regime, where these currents occult detection of faulty feeder. In such cases, the diagnosis 
based on phase advance of the faulty residual current over the sound residuals is better 
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very short time span. These drawbacks are price for matching consequences of cable 
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evaluation of SLG fault distance. We have calculated fault position with several percent 
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1. Introduction    
 

Coal preparation is the first step in the whole process of coal-fired power generation. A 
typical milling process is illustrated in Figure 1. Also, coal-fired power stations nowadays 
are required to operate more flexibly with more varied coal specifications and regularly use 
coal with higher volatile contents and Biomass materials (Livingston 2004); this greatly 
increases the risks of explosions or fires in milling plants. The power stations are also 
obliged to vary their output in response to the changes of electricity demands, which results 
in more frequent mill start-ups and shut-downs. In many cases, coal mills are shutdown and 
then restarted before they have cooled adequately, which creates a potential fire hazard 
within the mill. Frequent start-ups and shut-downs of mills will also have an impact on 
power plant operation safety. Mill fires could occur if the coal stops flowing in the mill and 
the static deposit is heated for a period of time. Fires in out-of-service mills can cause 
explosions on mill starts. Fires in running mills can cause explosions on shut-downs. The 
result of a study indicated that as many as 300 “explosions” were occurring annually in the 
US pulverized coal industry (Scott, 1995). Especially, adding higher volatile Biomass 
materials greatly increases the chance of mill fires and explosions. The UK PF Safety Forum 
had recently reported an increase in the frequency of mill explosions in the UK. Operational 
safety and efficient combustion require better understanding to the milling process.   
However, coal mills have been paid much less attention in research compared with boilers, 
generators, and other power generation system components. It is difficult to identify if there 
will be a fire in the mill. Outlet temperature and CO are established methods of detecting 
fires in mills, but at present they are not very effective for detecting small fires. The CO 
detection system becomes ineffective when the mill is in service due to dilution effects 
caused by primary air flow and associated oxygen content in the mill.  
A wide range of literature survey shows that there are only a few reports on mathematical 
models of milling processes. A detailed milling process description can be found in Scott et 
al. 1995. An approximated linear transfer function model was obtained by Bollinger et al, in 
1983. Mill modelling using system identification method was reported in 1984 (Corti et al. 
1984). With specially designed input signals, a linear discrete time model was obtained by 
Cheetham, et al in 1990, in which system time-delay was considered. An approximated 
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linear time varying mill model was derived by Fan et al. in 1994. A polynomial matrix model 
was recently reported in 2000 (Hamiane et al. 2000). However, almost all the reported work 
describes the milling process by approximated linear mathematical models, which can not 
reflect the nonlinear features of coal mill systems. The complex nature of a milling process, 
together with the complex interactions between coal quality and mill conditions lead to 
immense difficulties for obtaining an effective mathematical model of a milling process. 
 

 
Fig. 1. A typical coal mill system 
 
With the development of computer technology, advanced distribute control and monitoring 
systems enable the information data to be collected from the major plant components, e.g. 
mills, boilers and generators. The available measurements for coal mills include inlet/outlet 
temperature, PA (primary air) differential pressures, volume flow rate of coal into mills, 
primary airflow rate in mills etc. The availability of such a large volume of data offers an 
opportunity to identify the characteristics of mill processes and to develop a suitable coal 
mill model. A nonlinear coal mill model was derived based on the dynamic analysis of the 
coal milling process by Zhang et al. in 2002, which is a multi-input multi-output (MIMO) 
non-linear system. A machine learning method was adopted for identification of system 
parameters and the data employed in parameter identification covers a wide range of 
milling processes and also was measured on-site at power plants. Following the progress of 
early stage study, further studies have been carried out. It is noticed that there were no 
specific terms in the output temperature equation to represent the time delays caused by 
heat inertia in the system responses. Generally speaking, thermal processes always have big 
inertias, which are reflected in the system responses with obvious time delays. So the coal 
mill model was then improved by considering the temperature inertia terms (Wei et al. 
2003). A multi-segment mill model was developed for the vertical spindle mills which was 
reported in Wei et al. 2007. The chapter summarises the research achievement at 
Birmingham in mill modelling, condition monitoring, on-line implementation, on-site test 
results and incident prediction.  

 
 

 

2. Coal Mill Modelling for the Normal Grinding Process  
 

The procedure adopted for coal mill modelling in this paper can be broken down into the 
following steps: 
1). to derive the basic mill model dynamic equations through analysing the milling 

process, applying physics and engineering principles, and integrating the knowledge 
of experienced engineers;  

2). to identify unknown parameters using evolutionary computation and system 
simulation techniques using the on-site measurement data; 

3). to analyse the simulation results and interpret the parameters identified through the 
discussions between the researchers and experienced engineers; 

4). to improve the mill model, that is, to go back to Step 2 if any modification is required, 
or to conduct further simulation to validate the model and go back to Step 3. 

A nonlinear mathematical model for normal mill grinding process was developed, which 
were based on the following assumptions: a) The pulverizing mechanism in the mill is 
simplified and coal classification is not considered; b) Grinding and pneumatic transport in 
the milling process are separated into two stages; c) Coal size is grouped into only two 
categories named pulverized and un-pulverized coal. The mill model for the grading 
process can be described by the following equations (Zhang et al. 2002, Wei et al. 2007): 
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The variables and parameters in the above equations are defined as:  
 : Primary air density ( 3/ mkg ) 

cM : Mass of coal in mill (kg) 

pfM : Mass of pulverized coal in mill (kg) 

outT : Outlet temperature of coal mill (deg C) 

millP : Mill differential pressure (mbar) 

mpdP : Mill product differential pressure (mbar) 

pfW : Mass flow rate of pulverized coal outlet from mill (kg/s) 
P : Mill current (A) 
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The variables and parameters in the above equations are defined as:  
 : Primary air density ( 3/ mkg ) 

cM : Mass of coal in mill (kg) 

pfM : Mass of pulverized coal in mill (kg) 

outT : Outlet temperature of coal mill (deg C) 

millP : Mill differential pressure (mbar) 

mpdP : Mill product differential pressure (mbar) 

pfW : Mass flow rate of pulverized coal outlet from mill (kg/s) 
P : Mill current (A) 
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paP : Primary air differential pressure (mbar) 

cW : Mass flow rate of coal into mill (kg/s) 

sF : Coal feeder speed (mm/s) 

inT : Inlet temperature of coal mill (deg C) 

airW : Primary air flow rate into coal mill (kg/s)  

iK : Model unknown parameters to be identified. 
A brief explanation to the coal mill model (1) ~ (9) is given below. 
 Equation 1 represents that the PA (primary air) flow rate is equal to the rate of air flow 

delivered by the primary fans, which is proportional to the square root of the PA 
differential pressure and the density of air under the mill inlet temperature.  

 Equation 2 represents that the flow rate of coal into coal mill is equal to the rate at 
which coal delivered by feeder times the feeder speed coefficient fsK , which depends on 

the sizes of different feeders (for a small feeder, fsK = 0.16 kg/mm and for a large 

feeder, fsK = 0.24 kg/mm). 
 Equation 3 represents that the flow rate of PF (pulverized fuel) out of mill is equal to the 

rate that PF was carried out of mill by the primary air flow, which is proportional to the 
mass of the pulverized coal in mill and the differential pressure produced by the 
primary air fan.  

 Equation 4 represents that the mass change rate of the coal in mill is proportional to the 
difference between the coal flow into the mill the fraction of coal that is converted into 
pulverized fuel )(15 tMK c . 

 Equation 5 represents that the change of mass of pulverized fuel in mill is proportional 
to the difference between the fraction of coal converted into pulverized and the 
pulverized coal flow outlet from the mill.  

 Equation 6 represents that the total amount of mill current consumed to run the mill 
motor is equal to the sum of mill current required to grind over surface area, mill 
current to pulverized coal, and mill current to run empty mill.  

 Equation 7 represents that the mill differential pressure is resulted by the differential 
pressure produced by the primary air fan and the mill product differential pressure. 

 Equation 8 represents that the changes in the mill product differential pressure is 
proportional to the pressure due to pulverised fuel in mill, proportional to the pressure 
due to coal in mill, and the pressure of the previous time step.  

 Equation 9 represents the changes in mill outlet temperature is the results of heat 
transferring balance. It increases with the heat contributed by hot primary air entering 
mill and the heat generated by grinding and also decreases with the heat lost to coal 
and moisture entering mill and the heat lost to hot primary air and pulverized fuel 
leaving mill. Basically this equation represents the heat balance model of the coal mill 
system, which is demonstrated in Fig. 2.  
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Fig. 2. Heat balance model of coal mill system 

 
The heat of coal from inlet, coalQ , is represented by the term cWK3 , the heat of primary 
air from inlet, airQ , is represented by the term airairin WKWTK 21  , the heat generated by 
the coal grinding process is represented by the term PK14 , and the heat of the 
pulverized coal outlet from the mill is represented by term: 

)]()([)]()([)( 54 tWtWKtWtWtTK caircairout  . The heat emitted from the mill body to the 
environment eQ  is neglected in the model. The term outtTK  represents the 
approximation to the time delay inherent in the thermodynamics processes. 

 
For the purpose of identifying the system parameters, the measured variables are organised 
into two groups - system inputs and outputs. The input variables of the model include the 
coal flow into the mill, primary air differential pressure and primary air inlet temperature. 
The output variables include mill differential pressure, outlet temperature and mil current. 
In order to identify the sixteen unknown coefficients of the coal mill mathematical model, 
the Genetic Algorithms (GAs) is adopted (Wang et al 2004). It has been proved that GAs is a 
robust optimisation method for this particular identification problem. The single-population 
real-value genetic algorithm was chosen and the fitness function shown in Formula (13) is 
employed for this purpose. The fitness function compromises the errors between the 
normalized coal mill measured outputs and the normalized model simulated outputs. 
Following the scheme of the coefficients identification shown in Fig. 3, the sixteen unknown 
coefficients are identified which are summarised in Table 1. More detailed information 
about the model coefficients identifications can be found in Wei et al. 2007. Define: 
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where:  
321 ,, WWW : Weighting coefficients. 
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paP : Primary air differential pressure (mbar) 

cW : Mass flow rate of coal into mill (kg/s) 

sF : Coal feeder speed (mm/s) 

inT : Inlet temperature of coal mill (deg C) 
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Fig. 3. Schematic diagram for the procedure of the model’s coefficients identification 
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Table 1. Identified coefficients for the normal running coal mill model 
 
The simulated results using data collected from power plant are shown in Fig. 4 ~ Fig. 5, 
where the solid line represents the coal mill measured outputs and the dash-dot line 
represents the model simulated outputs.  
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Fig. 4. Coal mill model simulation results using data set 1 (normal grinding stage) 
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Fig. 5. Coal mill model simulation results using the data 2  (normal grinding stage) 
  

From the simulation studies shown above, it can be seen that the model simulated outputs 
follow the coal mill measured outputs very well during the coal mill normal grinding period 
(see Figs. 4 and 5).  
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Fig. 5. Coal mill model simulation results using the data 2  (normal grinding stage) 
  

From the simulation studies shown above, it can be seen that the model simulated outputs 
follow the coal mill measured outputs very well during the coal mill normal grinding period 
(see Figs. 4 and 5).  
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3. Multi-Segment Coal Mill Model  
 

According to different operating stages of a coal mill, a multi-segment coal mill model is 
developed, which covers six different segments. The structure of the six-segment model is 
illustrated in Fig.6, where the whole milling process is divided into six-sessions. All the 
different working stages of the coal mill system (e.g. the start-up, the steady-state, the shut-
down and the idle stages) are considered in this model. The coal mill idle stage is modelled 
by the model segment 0 in the multi-segment model; coal mill start-up stage is modelled by 
the model segment I and II; coal mill steady state stage is modelled by the model segment 
III; coal mill shut-down stage is modelled by the model segment IV and V.  
 

 
Fig. 6. Six-segment coal mill model 
 
All the models for different segments are connected/switched by a number of operation 
triggers. The triggers are inherently determined by the mill operation procedures 
introduced in the last section of this paper. Detailed descriptions for each segment model 
are given in the following sections. 

 
3.1 Coal Mill Model – Segment I 
The coal mill model segment I represents the ‘warm-up’ process in the mill start-up 
procedure. During this period, the mill temperature is set to the point of the warming-up 
value, the PA Fan Damper is opened to the warming-up position, PA different pressure is 
set to a point to be higher than 4 mbar, and the mill lube oil pump starts running. The switch 
trigger for this segment is set to be the moment that the Primary Air Damper, the 
Temperature Damper are just open, which could be represented modularly by the 
beginning of the Step 3 as shown in Figure 7. The coal mill model segment I is described by 
Equation (14) ~ Equation (22). 
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where: 
)( 0_1tMc : The initial value of mass of coal in mill at the beginning of segment 1 

(kg) 
iIK _ : Model coefficients to be identified respect to model segment I 

The other notations are same as explained in Section 2.  
Comparing with the normal grinding mill model shown in Section 2 of this paper, there are 
several significant modifications made, which are: a). The raw coal in mill cM  is set to be 
constant value )( 0_1tMc  through this segment (see Equation 17) since no grinding happens 

during this segment;  b). The changing rate of pulverized coal in mill pfM
.

 is set to be 
negatively proportional to the mass flow rate of pulverized coal outlet from mill pfW  only 

(see Equation 18) since there is not any pfM  to be generated by grinding during this 
segment;  c). The coal mill current P is set to be zero since the coal mill motor is still off 
during this segment, where there is no current consumed to run the mill motor; d). The mill 
temperate is represented by Equation 22, which is similar to Equation 9 shown in Section 2.  

 
3.2 Coal Mill Model – Segment II 
The coal mill model segment II represents the ‘pre-grinding’ process in the mill start-up 
procedure. During this period, the coal mill grinding motor is started to pre-grind the coal 
left in the mill, where the coal feeder is still off.  The switch trigger of the segment II is set to 
be the moment that the mill grinding motor is commanded to start which could be 
represented by the modular - beginning of the Step 7 as shown in Figure 7. The segment 
Ⅱcoal mill model can be described by Equation (23) ~ Equation (31) 
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3. Multi-Segment Coal Mill Model  
 

According to different operating stages of a coal mill, a multi-segment coal mill model is 
developed, which covers six different segments. The structure of the six-segment model is 
illustrated in Fig.6, where the whole milling process is divided into six-sessions. All the 
different working stages of the coal mill system (e.g. the start-up, the steady-state, the shut-
down and the idle stages) are considered in this model. The coal mill idle stage is modelled 
by the model segment 0 in the multi-segment model; coal mill start-up stage is modelled by 
the model segment I and II; coal mill steady state stage is modelled by the model segment 
III; coal mill shut-down stage is modelled by the model segment IV and V.  
 

 
Fig. 6. Six-segment coal mill model 
 
All the models for different segments are connected/switched by a number of operation 
triggers. The triggers are inherently determined by the mill operation procedures 
introduced in the last section of this paper. Detailed descriptions for each segment model 
are given in the following sections. 

 
3.1 Coal Mill Model – Segment I 
The coal mill model segment I represents the ‘warm-up’ process in the mill start-up 
procedure. During this period, the mill temperature is set to the point of the warming-up 
value, the PA Fan Damper is opened to the warming-up position, PA different pressure is 
set to a point to be higher than 4 mbar, and the mill lube oil pump starts running. The switch 
trigger for this segment is set to be the moment that the Primary Air Damper, the 
Temperature Damper are just open, which could be represented modularly by the 
beginning of the Step 3 as shown in Figure 7. The coal mill model segment I is described by 
Equation (14) ~ Equation (22). 
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where: 
)( 0_1tMc : The initial value of mass of coal in mill at the beginning of segment 1 

(kg) 
iIK _ : Model coefficients to be identified respect to model segment I 

The other notations are same as explained in Section 2.  
Comparing with the normal grinding mill model shown in Section 2 of this paper, there are 
several significant modifications made, which are: a). The raw coal in mill cM  is set to be 
constant value )( 0_1tMc  through this segment (see Equation 17) since no grinding happens 

during this segment;  b). The changing rate of pulverized coal in mill pfM
.

 is set to be 
negatively proportional to the mass flow rate of pulverized coal outlet from mill pfW  only 

(see Equation 18) since there is not any pfM  to be generated by grinding during this 
segment;  c). The coal mill current P is set to be zero since the coal mill motor is still off 
during this segment, where there is no current consumed to run the mill motor; d). The mill 
temperate is represented by Equation 22, which is similar to Equation 9 shown in Section 2.  

 
3.2 Coal Mill Model – Segment II 
The coal mill model segment II represents the ‘pre-grinding’ process in the mill start-up 
procedure. During this period, the coal mill grinding motor is started to pre-grind the coal 
left in the mill, where the coal feeder is still off.  The switch trigger of the segment II is set to 
be the moment that the mill grinding motor is commanded to start which could be 
represented by the modular - beginning of the Step 7 as shown in Figure 7. The segment 
Ⅱcoal mill model can be described by Equation (23) ~ Equation (31) 
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where: 

iIIK _ : Model coefficients to be identified respect to model segment II 

The other notations have the same meanings as described in Section 2. 
Comparing with the standard coal milling model shown in Section 2 of this paper, there are 
some modifications in this segment, which are shown as follows: a). The raw coal in mill cM  
is self-reducing due to the pre-grinding of the coal mill system, which is represented by 
Equation 26; b). The mill temperate is represented by Equation 31, which is derived based 
on the heat balance principle of the coal mill system as described in Section 2. 

 
3.3 Coal Mill Model – Segment III 
The coal mill model segment III represents the steady state milling stage. During this period, 
the primary air fan, coal mill grinding motor and the coal feeder etc. have come into the 
steady state milling stage. The switch trigger for model segment III is set to be the moment 
that the mill start-up sequence is completed, which could be represented by the modular at 
the beginning of the Step 11 as shown in Figure 7. The segment Ⅲ coal mill model is 
described by Equation (32) ~ Equation (40). 
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where: 
iIIIK _ : Model coefficients to be identified respect to model segment III 

The other notations have the same meanings as described in Section 2 . 
 

 

The equations are same as the normal grinding mill model shown in Section 2, which 
represents the same stage of the coal milling process - coal milling steady state stage. 

 
3.4 Coal Mill Model – Segment IV 
The coal mill model segment IV represents the ‘grinding-delay’ process in the mill shut-
down procedure. During this period, the coal feeder is switched off but the grinding motor 
is still kept on grinding the coal remained in the mill. The switch trigger of model segment 
IV is set to be the moment that the coal feeder is completely switched off, which could be 
represented by the block at the beginning of Step 19 as shown in Figure 8. The segment Ⅳ 
coal mill model is described by Equation (41) ~ Equation (49). 
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where: 
iIVK _ : Model coefficients to be identified respect to model segment IV 

The other notations have the same meanings as described in Section 2. 
Comparing with the standard coal milling model shown in Section 2 of this paper, there are 
several significant modifications made in this segment, which are: a). The raw coal in mill 

cM  is self-reducing due to the grinding-delay of the coal mill system, which is represented 
by Equation 44; b). The mill temperate is represented by Equation 49, which is similarly 
modelled by the heat balance model of the coal mill system same as Equation 9. 

 
3.5 Coal Mill Model – Segment V 
The coal mill model segment V represents the ‘cool-down’ process in the mill start-up 
period. During this period, the mill temperature is set to the point of the cool-down value, 
PA fan induction regulator is closed to 15%, and the PA fan damper is set to the mill 
warming position. The switch trigger for this segment is set to be the moment that the mill 
temperature is set point to the cool-down value, which is illustrated in the block at the 
beginning of the Step 21 in Figure 8. The segment Ⅴ mill model is described by Equation (50) 
~ Equation (59). 
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where: 

iIIK _ : Model coefficients to be identified respect to model segment II 

The other notations have the same meanings as described in Section 2. 
Comparing with the standard coal milling model shown in Section 2 of this paper, there are 
some modifications in this segment, which are shown as follows: a). The raw coal in mill cM  
is self-reducing due to the pre-grinding of the coal mill system, which is represented by 
Equation 26; b). The mill temperate is represented by Equation 31, which is derived based 
on the heat balance principle of the coal mill system as described in Section 2. 

 
3.3 Coal Mill Model – Segment III 
The coal mill model segment III represents the steady state milling stage. During this period, 
the primary air fan, coal mill grinding motor and the coal feeder etc. have come into the 
steady state milling stage. The switch trigger for model segment III is set to be the moment 
that the mill start-up sequence is completed, which could be represented by the modular at 
the beginning of the Step 11 as shown in Figure 7. The segment Ⅲ coal mill model is 
described by Equation (32) ~ Equation (40). 
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where: 
iIIIK _ : Model coefficients to be identified respect to model segment III 

The other notations have the same meanings as described in Section 2 . 
 

 

The equations are same as the normal grinding mill model shown in Section 2, which 
represents the same stage of the coal milling process - coal milling steady state stage. 

 
3.4 Coal Mill Model – Segment IV 
The coal mill model segment IV represents the ‘grinding-delay’ process in the mill shut-
down procedure. During this period, the coal feeder is switched off but the grinding motor 
is still kept on grinding the coal remained in the mill. The switch trigger of model segment 
IV is set to be the moment that the coal feeder is completely switched off, which could be 
represented by the block at the beginning of Step 19 as shown in Figure 8. The segment Ⅳ 
coal mill model is described by Equation (41) ~ Equation (49). 
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where: 
iIVK _ : Model coefficients to be identified respect to model segment IV 

The other notations have the same meanings as described in Section 2. 
Comparing with the standard coal milling model shown in Section 2 of this paper, there are 
several significant modifications made in this segment, which are: a). The raw coal in mill 

cM  is self-reducing due to the grinding-delay of the coal mill system, which is represented 
by Equation 44; b). The mill temperate is represented by Equation 49, which is similarly 
modelled by the heat balance model of the coal mill system same as Equation 9. 

 
3.5 Coal Mill Model – Segment V 
The coal mill model segment V represents the ‘cool-down’ process in the mill start-up 
period. During this period, the mill temperature is set to the point of the cool-down value, 
PA fan induction regulator is closed to 15%, and the PA fan damper is set to the mill 
warming position. The switch trigger for this segment is set to be the moment that the mill 
temperature is set point to the cool-down value, which is illustrated in the block at the 
beginning of the Step 21 in Figure 8. The segment Ⅴ mill model is described by Equation (50) 
~ Equation (59). 
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where  
)( 0_5tMc : The initial value of mass of coal in mill at the beginning of segment Ⅴ. 

cDelayM : A term to indicate the grinding delay caused by the inertias of the 
grinding components 

iVK _ : Model coefficients to be identified respect to model segment V 
The other notations have the same meanings as described in Section 2. 

Comparing with the standard coal milling model shown in Section 2 of this paper, some 
modifications have been made in the model segment V, which is shown as follows: a) At the 
beginning of the cool down process, the raw coal in mill cM  is self-reducing for a short 
period of time due to the grinding-delay caused by the grinding inertias. Afterward it stays 
at a constant value through the segment as the grinding stops completely. Over the segment 
V, the raw coal in mill, cM , is calculated by Equations 53 ~ 54, in which cDelayM  indicates the 
grinding delays caused by the inertias of the grinding components; b) The changing rate of 

pulverized coal in mill, pfM
.

, is set to be negatively proportional to the mass flow rate of 
pulverized coal outlet from mill, pfW , and proportional to the pulverized coal generated by 
the grinding delays due to the inertias of the grinding motor cDelayM , which is modelled by 
Equation 55;  c) The coal mill current P is set to be zero since the coal mill motor is switched 
off during this segment; d). The mill temperate is modelled by Equation 59, which is derived 
based on the heat balance principle.  

 
3.6 Coal Mill Model – Segment 0 
The coal mill model segment 0 represents the ‘idle’ stage of the milling process. During this 
period, the mill grinding motor, the coal feeder, the lube oil pump etc. are switched off. This 
segment model represents the natural cool down process of the coal mill system. The switch 
trigger for this segment is set to be the moment that the coal mill shut-down sequence 
completed, which is illustrated in Figure 7 (Step 0). The segment coal mill model is 
described by Equation (60) ~ Equation (67). 
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where  
)( 0_0tMc : The initial value of mass of coal in mill at the beginning of segment 0 (kg) 

)( 0_0tM pf : The initial value of pulverized mass of coal in mill at the beginning of 
segment 0 (kg) 

eT : Temperature of the environment (℃) 

iK _0 : Model coefficients to be identified respect to model segment 0 
The other notations have the same meanings as described in Section 2. 

 
In this segment, all the components of the coal mill system are off, there is no grinding and 
blowing happens, so that cM , pfM  etc. should be constants through this segment. Further 
more, the coal mill temperature and the pressure are gradually dropping as described in 
Equations 66 and 67.  
Comparing with the normal grinding coal milling model shown in Section 2, some 
modifications are made which are: a) In segment 0, all the components of the coal mill 
system is idle, so that cM , pfM , and P are set to be constants or zero, which are described by 
Equations 61 ~ 64; b) PA fan damper and coal mill valves are closed solidly during the idle 
stage, so coal mill pressure is naturally dropping, which is indicated in Equation 66. c) 
Equation 67 represents the naturally self-cooling process of the coal mill system through this 
segment. It is developed corresponding to the heat balance of the coal mill system as well, 
where the term )(_0 eoute TTK   represents the heat lost to the environment from the mill 
system via the mill body and valves etc.  

 
4. Parameter identification and model validation  
 

After the multi-segment coal mill model has been structured, the next task is to identify the 
unknown parameters associated with the six segment model. Then it is necessary to conduct 
the simulation to compare the performance of the new multi segment mill model. The 
validation of the new multi-segment model should be conducted as well. This section covers 
system parameter identification, simulation studies, and model validation. 
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where  
)( 0_5tMc : The initial value of mass of coal in mill at the beginning of segment Ⅴ. 

cDelayM : A term to indicate the grinding delay caused by the inertias of the 
grinding components 

iVK _ : Model coefficients to be identified respect to model segment V 
The other notations have the same meanings as described in Section 2. 

Comparing with the standard coal milling model shown in Section 2 of this paper, some 
modifications have been made in the model segment V, which is shown as follows: a) At the 
beginning of the cool down process, the raw coal in mill cM  is self-reducing for a short 
period of time due to the grinding-delay caused by the grinding inertias. Afterward it stays 
at a constant value through the segment as the grinding stops completely. Over the segment 
V, the raw coal in mill, cM , is calculated by Equations 53 ~ 54, in which cDelayM  indicates the 
grinding delays caused by the inertias of the grinding components; b) The changing rate of 

pulverized coal in mill, pfM
.

, is set to be negatively proportional to the mass flow rate of 
pulverized coal outlet from mill, pfW , and proportional to the pulverized coal generated by 
the grinding delays due to the inertias of the grinding motor cDelayM , which is modelled by 
Equation 55;  c) The coal mill current P is set to be zero since the coal mill motor is switched 
off during this segment; d). The mill temperate is modelled by Equation 59, which is derived 
based on the heat balance principle.  

 
3.6 Coal Mill Model – Segment 0 
The coal mill model segment 0 represents the ‘idle’ stage of the milling process. During this 
period, the mill grinding motor, the coal feeder, the lube oil pump etc. are switched off. This 
segment model represents the natural cool down process of the coal mill system. The switch 
trigger for this segment is set to be the moment that the coal mill shut-down sequence 
completed, which is illustrated in Figure 7 (Step 0). The segment coal mill model is 
described by Equation (60) ~ Equation (67). 
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where  
)( 0_0tMc : The initial value of mass of coal in mill at the beginning of segment 0 (kg) 

)( 0_0tM pf : The initial value of pulverized mass of coal in mill at the beginning of 
segment 0 (kg) 

eT : Temperature of the environment (℃) 

iK _0 : Model coefficients to be identified respect to model segment 0 
The other notations have the same meanings as described in Section 2. 

 
In this segment, all the components of the coal mill system are off, there is no grinding and 
blowing happens, so that cM , pfM  etc. should be constants through this segment. Further 
more, the coal mill temperature and the pressure are gradually dropping as described in 
Equations 66 and 67.  
Comparing with the normal grinding coal milling model shown in Section 2, some 
modifications are made which are: a) In segment 0, all the components of the coal mill 
system is idle, so that cM , pfM , and P are set to be constants or zero, which are described by 
Equations 61 ~ 64; b) PA fan damper and coal mill valves are closed solidly during the idle 
stage, so coal mill pressure is naturally dropping, which is indicated in Equation 66. c) 
Equation 67 represents the naturally self-cooling process of the coal mill system through this 
segment. It is developed corresponding to the heat balance of the coal mill system as well, 
where the term )(_0 eoute TTK   represents the heat lost to the environment from the mill 
system via the mill body and valves etc.  

 
4. Parameter identification and model validation  
 

After the multi-segment coal mill model has been structured, the next task is to identify the 
unknown parameters associated with the six segment model. Then it is necessary to conduct 
the simulation to compare the performance of the new multi segment mill model. The 
validation of the new multi-segment model should be conducted as well. This section covers 
system parameter identification, simulation studies, and model validation. 
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4.1 Parameter identification and simulation study  
A number of on-site data sets that cover the whole processes are chosen for parameter 
identification and simulations studies. An example using the data collected from a power 
plant is given as follows. The results obtained have been compared with the previous single 
grinding model, especially, the periods of start-up, normal grinding operation, shut-down 
and idle periods. The system parameters identified using this set of data are summarised in 
Table 3 ~ Table 8. 

Identified coefficients of model Segment I 
7736580.000725411_ IK  0000000.040000002_ IK  0413270.000572194_ IK  

8545105-0.01675455_ IK  2012465.604890779_ IK  9138370.0001247011_ IK  

4876710.0000226512_ IK  8010930.0794309413_ IK  2924220.0001075016_ IK  

9102972-0.0132978_ tIK    

Table 3. Identified coefficient for model segment I 
 

Identified coefficients of model Segment II 

8736860.000806941_ IIK  4645720.030854382_ IIK  6236200.000569674_ IIK  

6245975-0.01389775_ IIK  2966960.006582196_ IIK  0000000.005000007_ IIK  

408619529.46408088_ IIK
 

8174386.322785299_ IIK  4569020.0000885411_ IIK  

1458930.0003615912_ IIK  0000000.0200000013_ IIK  5427650.0903644314_ IIK  

3017580.0006828415_ IIK  7777080.0014487216_ IIK  9327072-0.0566973_ tIIK  

Table 4. Identified coefficient for model segment II 

Identified coefficients of model Segment III 

8024620.000619271_ IIIK  1187730.089614282_ IIIK  4693450.003837813_ IIIK  

7897360.001553354_ IIIK  5774030.08634812-5_ IIIK  0447660.017125146_ IIIK  

071480.002937187_ IIIK  633866930.17329478_ IIIK  0723445.549000119_ IIIK  

0000000.0017000011_ IIIK  9866740.0005652412_ IIIK  5572000.0867736013_ IIIK  

0389210.0325056714_ IIIK  2702660.0051331315_ IIIK  7493090.0026180316_ IIIK  

3482491-0.0572445_ tIIIK    

Table 5. Identified coefficient for model segment III 
Identified coefficients of model Segment IV 

0000000.001000001_ IVK  6639910.038145382_ IVK  2871950.001102564_ IVK  

9970596-0.01273845_ IVK  7964420.005027866_ IVK  5166930.012719517_ IVK  

67597126.19331878_ IVK  9803286.028041659_ IVK  0000000.0000100011_ IVK  

8366440.0002182712_ IVK  0099170.0059405413_ IVK  9973380.0608236814_ IVK  

0000000.0050000015_ IVK  6562380.0028441116_ IVK  7263247-0.0495682_ tIVK  

Table 6. Identified coefficient for model segment IV 

 

Identified coefficients of model Segment V 

4909700.000937291_ VK  7279920.037150042_ VK  3397310.001090964_ VK  

6468507-0.01749815_ VK  052875.976033989_ VK  0000000.0000100011_ VK  

0000000.0000100012_ VK  8467700.1294831713_ VK  8695070.1500243115_ VK  

1025690.0003142416_ VK  3447028-0.0084228_ tVK   

Table 7. Identified coefficient for model segment V 
 

Identified coefficients of model Segment 0 

1196370.001532231_0 K  8122530.053152232_0 K  4974760.002390194_0 K  

0190605-0.01351785_0 K  000000.350000009_0 K  9829717-0.0586331_0 pK  

6071560-0.0974950_0 tK  0328750.00027743_0 eK   

Table 8. Identified coefficient for model segment 0 
 
The simulation results using the data collected from a power plant are shown at Fig.7 ~ 
Fig.8, which covers all the start-up, normal running, shut-down, idle periods.  
 

 
Fig. 7.  Simulation results for the overall processes using coal mill single model 
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plant is given as follows. The results obtained have been compared with the previous single 
grinding model, especially, the periods of start-up, normal grinding operation, shut-down 
and idle periods. The system parameters identified using this set of data are summarised in 
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Identified coefficients of model Segment II 
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Table 4. Identified coefficient for model segment II 

Identified coefficients of model Segment III 

8024620.000619271_ IIIK  1187730.089614282_ IIIK  4693450.003837813_ IIIK  

7897360.001553354_ IIIK  5774030.08634812-5_ IIIK  0447660.017125146_ IIIK  

071480.002937187_ IIIK  633866930.17329478_ IIIK  0723445.549000119_ IIIK  

0000000.0017000011_ IIIK  9866740.0005652412_ IIIK  5572000.0867736013_ IIIK  

0389210.0325056714_ IIIK  2702660.0051331315_ IIIK  7493090.0026180316_ IIIK  

3482491-0.0572445_ tIIIK    

Table 5. Identified coefficient for model segment III 
Identified coefficients of model Segment IV 

0000000.001000001_ IVK  6639910.038145382_ IVK  2871950.001102564_ IVK  

9970596-0.01273845_ IVK  7964420.005027866_ IVK  5166930.012719517_ IVK  

67597126.19331878_ IVK  9803286.028041659_ IVK  0000000.0000100011_ IVK  

8366440.0002182712_ IVK  0099170.0059405413_ IVK  9973380.0608236814_ IVK  

0000000.0050000015_ IVK  6562380.0028441116_ IVK  7263247-0.0495682_ tIVK  

Table 6. Identified coefficient for model segment IV 

 

Identified coefficients of model Segment V 

4909700.000937291_ VK  7279920.037150042_ VK  3397310.001090964_ VK  

6468507-0.01749815_ VK  052875.976033989_ VK  0000000.0000100011_ VK  

0000000.0000100012_ VK  8467700.1294831713_ VK  8695070.1500243115_ VK  

1025690.0003142416_ VK  3447028-0.0084228_ tVK   

Table 7. Identified coefficient for model segment V 
 

Identified coefficients of model Segment 0 

1196370.001532231_0 K  8122530.053152232_0 K  4974760.002390194_0 K  

0190605-0.01351785_0 K  000000.350000009_0 K  9829717-0.0586331_0 pK  

6071560-0.0974950_0 tK  0328750.00027743_0 eK   

Table 8. Identified coefficient for model segment 0 
 
The simulation results using the data collected from a power plant are shown at Fig.7 ~ 
Fig.8, which covers all the start-up, normal running, shut-down, idle periods.  
 

 
Fig. 7.  Simulation results for the overall processes using coal mill single model 
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Fig. 8. Simulation results for the overall processes using multi-segment model 
 
From the simulation results shown in Fig.7 and Fig.8, it is clearly that the six segment model 
gives the predicted system output more close to the measured system output comparing 
with the the single grinding mill model. Especially, during the periods of starting-up and 
shutting-down, the multi-segment model gives the accurate results while the single grinding 
model fails to predict the system outputs. 
 
4.2 Model validation  
The coal mill multi-segment model’s validations have been carried out based on a number 
of on-site data sets that include start-up/shut-down dynamic processes. The validation 
results are shown in Fig. 9 and Fig. 10. The results are convincing. 

 
Fig. 9. Model validation uing a different data set 

 

5. Mill diagnostic and fault detection   
 

The model developed has been on-line implemented to give a real-time mill predicted 
outputs. The on-line model can be used for mill condition monitoring in the following 
ways: 1) to compare the mill measured and predicted outputs. If there are unusual 
differences between these two variables, the fault may occure and alarm should be raised. 
2) to monitor the intermideat variable – coal in mills. If the coal inside the mill increases to 
an unusual high level, that indicates that too much coal inside the mill, which may cause 
problems and they should be monitoed closely. 3) to identify any unusual changes of 
model parameters. From the simulation study shown in the above section, it is noticed that 
the model parameter may need to be updated more frequently which is due to coal quality 
changes or biomass material mixture. This inspired a new idea for identification of the key 
model parameters related to the key variables in a short parameter updating period. This 
idea has been applied to Tube-ball mill based on a modified mathematical model.  

 

 
Fig. 10. Model validation using a different data set, intermidiate variables 

 
Further study has been carried out to investigate if this parameter updating scheme can be 
adapted for condition monitoring. The parameter tK  in (9) is chosen to be updated in 
every 5 minutes as shown. The idea underline for this adaptation is to see any rough 
change or large deviation from the base value can indicate the mill condition changes. 
From the simulation, it is noticed for a particular data set, the parameter tK  has an 
extreme sharp change during a period of time. Also, the mill performance during this 
period of time varied violently.  The measured and predicted responses are shown in Fig. 
11. To identify what has happened at the power plant, we have had a discussion with the 
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Further study has been carried out to investigate if this parameter updating scheme can be 
adapted for condition monitoring. The parameter tK  in (9) is chosen to be updated in 
every 5 minutes as shown. The idea underline for this adaptation is to see any rough 
change or large deviation from the base value can indicate the mill condition changes. 
From the simulation, it is noticed for a particular data set, the parameter tK  has an 
extreme sharp change during a period of time. Also, the mill performance during this 
period of time varied violently.  The measured and predicted responses are shown in Fig. 
11. To identify what has happened at the power plant, we have had a discussion with the 
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plant engineers. It is confirmed that the abnormal variation is caused by the big chunk of 
bio-mass fuel coming into the mill and melted later on. This is confirmed from other cases 
as well. So the potential uneven distribution of biomass mixing could be possibly 
identified and the potential fire incident can be picked up early to avoid mill broken down.  

 
6. Conclusion 
 

A complete multi-segment coal mill model was presented in this chapter. The model 
considered heat, mass, power balances involved in the milling process. The mill model can 
represent the whole milling process including the start-up and shut-down periods. Then the 
model is validated using on-line measurement. By adopting this multi-segment coal mill 
model in power plants, the power plant engineers will be offered a non-stop model for 
monitoring the coal mill system The model can estimate the inmeasurable intermediate 
variables which is very valuable for condition monitoring and fault detection. So the model 
will contribute for better mill control actions and prediction of system faults. The multi-
segment model is implemented on-line usiing C++ language. Based on the mathematical 
model and its on-line implementation, a new diagnose method is introduced to diagnose the 
mill operation condition. From the current results, the model could predict the uneven 
mixture of biomass material with coal inside the mill from the variation trend of the key 
parameters, which can then predict potential fire incidents.   
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Fig. 11. Model simulated outputs, with tK  re-identified in very 5 minutes 
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plant engineers. It is confirmed that the abnormal variation is caused by the big chunk of 
bio-mass fuel coming into the mill and melted later on. This is confirmed from other cases 
as well. So the potential uneven distribution of biomass mixing could be possibly 
identified and the potential fire incident can be picked up early to avoid mill broken down.  
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1. Introduction 
 

Filters that estimate the state variables of a system are important tools for control and signal 
processing applications. Early work in the area assumed that the system dynamics were 
known and external disturbances were white noise with known statistical properties. In 
contrast to traditional Kalman filters, H  filters do not require knowledge of the statistical 
properties of the noise. H  filters are more robust to disturbances and modeling 
uncertainties than Kalman filters. Thus, in practical applications where disturbances may 
not be known exactly and system uncertainties may appear in modeling, the H  technique 
is often used (Fu et al., 1994).  
It is important to consider filter order when fast data processing is necessary. The reduced 
order filter is often desirable because it reduces the filter complexity and real time 
computational burdens in many applications. In (Grigoriadis & Watson, 1997) the reduced 
order H  filtering problem was studied via an LMI (Linear Matrix Inequality) approach, 
but only for a specific linear time invariant plant model without model uncertainties. In 
(Bettayeb & Kavranoglu, 1994) the reduced order filter problem was studied in an H  
setting, but the H  problem was formulated as distance problem.  
Because a wide variety of problems arising in system and control theory can be reduced to 
an optimization problem involving LMIs and LMIs can be solved numerically very 
efficiently, LMIs have been used extensively in the controls field. In (Tuan et al., 2000) the 
robust reduced order filtering problem was studied in an 2H  setting via an LMI approach.  
In this study, the H  approach is used because it is known that H  approach is more 
robust to model uncertainties than 2H (Kim & Watkins, 2006). Less conservative results can 
be achieved, and a computational example is given to show this.  
This filtering technique can be used for fault detection filter design. As science and 
technology develops, the reliability and security of complex systems becomes more 
important. Thus, on-line monitoring of faults as they occur during operation of a dynamic 
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system is necessary. In this study, estimator based fault detection methods will be the focus. 
The key to estimator based fault detection is to generate a fault indicating signal (residual) 
using input and output signals from the monitored system (Chen & Zhang, 1991). However, 
there is always a model-reality mismatch between plant dynamics and the model used for 
the residual generation (Chen & Patton, 1997). The robustness of residual depends on its 
fault sensitivity. The residual should be sensitive to faults but insensitive to modeling 
uncertainties and disturbances (Zhong et al., 2003). To produce the residual signal, an 
observer is usually used. In the fault detection literature this observer is often called a fault 
detection filter to emphasize the relationship with the filtering concept. In this study, robust 
fault detection filter (RFDF) design is formulated as a multi-objective H  optimization for a 
polytopic uncertain system.  
In (Casavola et al., 2005a), RFDF design was formulated as a multi-objective H  
optimization only for the full order case. In (Casavola et al., 2005b), RFDF was formulated as 
a quasi-LMI only for the full order case. In this study, the order of the RFDF is reduced 
using LMI techniques and the detection performance is compared with the full order filter 
(Kim & Watkins, 2007).  
This paper is organized as follows: In Section 2, notations are introduced. In Section 3, the 
preliminary and main results for the H  filter design are given. In Section 4, the preliminary 
and main results for the fault detection filter design are given. Numerical examples of H  
filter design and the fault detection filter design are shown in Section 5. Concluding remarks 
can be found in Section 6. 

 
2. Notation 
 

The notation that is used here is quite standard. R  is the field of real numbers, nR  is a real 
vector with dimension n  and m nR  is a real matrix with dimensions m n .  RH  is the 
subspace of L  with real and rational functions that are analytic and bounded in the open 
right-half plane, where L  is the set of functions bounded on j -axis including    .  

TB is the transpose of matrix B.  Symbol, *, stands for terms that are induced by symmetry, 
e.g.,  
 

(*) * T T
T TS S S M

K K
M Q M Q
   

   
   

 

 

BRL stands for Bounded Real Lemma, which is standard in robust control theory (Gahinet et 
al., 1996). 

 
3. H  Filter design 
 

3.1 Preliminary result 
The general filtering configuration can be depicted as in Figure 1 where G is the plant, F is 
the filter that will be designed, d is an uncertain disturbance that includes process and 
measurement noise, z is the signal to be estimated, zF is the estimate of z, e is the estimation 
error, and y is the measured output.  

 
Fig. 1. General filtering configuration 

 
A linear time invariant plant (G) described by 
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will be considered where ( ) nx t R  is the state, ( ) py t R  is the measured output, ( ) qz t R  is 
the estimated output, ( ) md t R  is the disturbance, and ,  ,  ,  A B C D  and L  are of appropriate 
dimensions. To include plant model uncertainties, we formulate them in the form of a 
polytopic model as follows. 
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where   is a unit simplex such that  
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s
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 
                                                        (3) 

 
The formulation is a convex combination, so it is suitable for the LMI approach. This convex 
bounded polytopic mathematical description of model uncertainty is sufficiently general to 
include many uncertain systems with practical appeal. The filter F is attached to the system 
as follows: 
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F F F F

F F F
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where ( ) k

Fx t R  is the filter state ( )k n  and ,k k k p
F FA R B R    and q k

FL R   are the 
filter matrices that are to be synthesized.  
 
Definition 3.1: 
The 2L  norm of a vector valued function ( )f t  is defined:  
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system is necessary. In this study, estimator based fault detection methods will be the focus. 
The key to estimator based fault detection is to generate a fault indicating signal (residual) 
using input and output signals from the monitored system (Chen & Zhang, 1991). However, 
there is always a model-reality mismatch between plant dynamics and the model used for 
the residual generation (Chen & Patton, 1997). The robustness of residual depends on its 
fault sensitivity. The residual should be sensitive to faults but insensitive to modeling 
uncertainties and disturbances (Zhong et al., 2003). To produce the residual signal, an 
observer is usually used. In the fault detection literature this observer is often called a fault 
detection filter to emphasize the relationship with the filtering concept. In this study, robust 
fault detection filter (RFDF) design is formulated as a multi-objective H  optimization for a 
polytopic uncertain system.  
In (Casavola et al., 2005a), RFDF design was formulated as a multi-objective H  
optimization only for the full order case. In (Casavola et al., 2005b), RFDF was formulated as 
a quasi-LMI only for the full order case. In this study, the order of the RFDF is reduced 
using LMI techniques and the detection performance is compared with the full order filter 
(Kim & Watkins, 2007).  
This paper is organized as follows: In Section 2, notations are introduced. In Section 3, the 
preliminary and main results for the H  filter design are given. In Section 4, the preliminary 
and main results for the fault detection filter design are given. Numerical examples of H  
filter design and the fault detection filter design are shown in Section 5. Concluding remarks 
can be found in Section 6. 

 
2. Notation 
 

The notation that is used here is quite standard. R  is the field of real numbers, nR  is a real 
vector with dimension n  and m nR  is a real matrix with dimensions m n .  RH  is the 
subspace of L  with real and rational functions that are analytic and bounded in the open 
right-half plane, where L  is the set of functions bounded on j -axis including    .  

TB is the transpose of matrix B.  Symbol, *, stands for terms that are induced by symmetry, 
e.g.,  
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BRL stands for Bounded Real Lemma, which is standard in robust control theory (Gahinet et 
al., 1996). 

 
3. H  Filter design 
 

3.1 Preliminary result 
The general filtering configuration can be depicted as in Figure 1 where G is the plant, F is 
the filter that will be designed, d is an uncertain disturbance that includes process and 
measurement noise, z is the signal to be estimated, zF is the estimate of z, e is the estimation 
error, and y is the measured output.  
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The formulation is a convex combination, so it is suitable for the LMI approach. This convex 
bounded polytopic mathematical description of model uncertainty is sufficiently general to 
include many uncertain systems with practical appeal. The filter F is attached to the system 
as follows: 
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2
0

( ) ( )T
L

f f t f t dt


                                                                   █ (5) 

 
The goal of the  H  optimal filtering problem is to find a filter F  to minimize the worst 
case estimation error energy 

2L
e over all bounded energy disturbance d, where Fe z z  , 

that is  
 

2

2
2

{0}
min sup L

F d L L

e

d 
                                                                    (6) 

 
Using the induced 2L -gain property of the H  norm, this problem is equivalent to the 
following H  norm minimization problem  
 

min edF
T


                                                                         (7) 

 
where edT  is the transfer function from disturbance d to the estimation error e and the H  
norm is defined as the largest gain over all frequencies such that  
 

max( ) sup ( ( ))ed edT s T j

 


                                                            (8) 

 
where max  denotes maximum singular value of the given function. The  -suboptimal H  
filtering problem is to find a filter F such that  
 

edT 

                                                                          (9) 

 
where   is a given positive scalar.  
To find the transfer function edT , (1) and (4) can be rewritten in augmented form as (10) and 
(11). 
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The transfer function of closed system, edT , can be found as: 
 

cl cl cle z L x   
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where                                                          1( )ed cl cl clT L sI A B                                                     (14) 
 
Using the well-known BRL (Gahinet & Apkarian, 1994), the condition in (9) with (14) can be 
described as: 
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where ,cl clA B  and clL  are given in (12) and P  is a symmetric positive definite matrix 
variable. Equation (15) satisfies the design requirement as follows: 

a) internal stability: for d=0, the state vector clx  of closed loop system tends to zero as 
time goes to infinity. 

b) performance: The H  norm, edT


, is less than specified positive scalar  .  
Statement (a) implies quadratic stability and (b) implies quadratic performance. Remember 
that ,cl clA B  and clL  depend on parameter  . Thus, statement (a) should be replaced by 
quadratic stability in the sense of parameter dependency and statement (b) replaced by 
quadratic performance in the sense of parameter dependency. 
 
Definition 3.2 (Gahinet et al., 1996): 
The system of (10) and (11) is said to have AQS (affine quadratic stability) if there exist a 
positive symmetric affine-parameter dependent Lyapunov matrix  
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where , ( 1,2, , )iP i s   are symmetric, such that  
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Definition 3.3 (Gahinet et al., 1996): 
The system of (10) and (11) is said to have AQP (affine quadratic H  performance) if there 
exists a positive symmetric affine-parameter dependent Lyapunov matrix (16) such that  
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that holds for all admissible parameter ( 1,2, , )i i s                                                                 █ 
 



ROBUST AND REDUCED ORDER H-INFINITY FILTERING 	
VIA LMI APPROACH AND ITS APPLICATION TO FAULT DETECTION 429

2
0

( ) ( )T
L

f f t f t dt


                                                                   █ (5) 

 
The goal of the  H  optimal filtering problem is to find a filter F  to minimize the worst 
case estimation error energy 

2L
e over all bounded energy disturbance d, where Fe z z  , 

that is  
 

2

2
2

{0}
min sup L

F d L L

e

d 
                                                                    (6) 

 
Using the induced 2L -gain property of the H  norm, this problem is equivalent to the 
following H  norm minimization problem  
 

min edF
T


                                                                         (7) 

 
where edT  is the transfer function from disturbance d to the estimation error e and the H  
norm is defined as the largest gain over all frequencies such that  
 

max( ) sup ( ( ))ed edT s T j

 


                                                            (8) 

 
where max  denotes maximum singular value of the given function. The  -suboptimal H  
filtering problem is to find a filter F such that  
 

edT 

                                                                          (9) 

 
where   is a given positive scalar.  
To find the transfer function edT , (1) and (4) can be rewritten in augmented form as (10) and 
(11). 
 

cl
F F F F

x Ax Bd
x

x A x B y
   

       





        

= cl cl clA x B d                                                          (10) 

cl F cl cle z z z L x                                                     (11) 
where  

,cl
F

x
x

x
 

  
 

0
,cl

F F

A
A

B C A
 

  
 

,cl
F

B
B

B D
 

  
 

 and  cl FL L L           (12) 

 
The transfer function of closed system, edT , can be found as: 
 

cl cl cle z L x   
= 1( )cl cl clL sI A B d  edT d                                             (13) 

where                                                          1( )ed cl cl clT L sI A B                                                     (14) 
 
Using the well-known BRL (Gahinet & Apkarian, 1994), the condition in (9) with (14) can be 
described as: 
 

0 0
0

T T
cl cl cl cl

T
cl

cl

PA A P PB L
B P I
L I




 
   
  

                                                  (15) 

 
where ,cl clA B  and clL  are given in (12) and P  is a symmetric positive definite matrix 
variable. Equation (15) satisfies the design requirement as follows: 

a) internal stability: for d=0, the state vector clx  of closed loop system tends to zero as 
time goes to infinity. 

b) performance: The H  norm, edT


, is less than specified positive scalar  .  
Statement (a) implies quadratic stability and (b) implies quadratic performance. Remember 
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3.2 Main result 
 

The reduced-order 2H  filtering problem was studied in (Nagpal et al., 1987), and the 
reduced-order H  filtering problem for discrete time systems was studied in (O’Brien & 
Kiriakidis, 2004), but in this section we will develop an H  filtering approach in LMI 
framework that is applicable and easy to compute. Let’s reconsider (18). The matrix 
inequality in (18) is nonlinear because the terms containing the , clP A  and clB  variables 
multiply the unknown variable P  with the unknowns that are included in clA  and clB . 
Finsler’s Lemma is a standard tool to separate filter variables from the Lyapunov matrix P  
(Tuan et al., 2000). The LMI formulation in Theorem 3.4 is very useful for solving the robust 
filtering problem.   
 
Theorem 3.4 (Tuan et al., 2000): 
The LMI  
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has a feasible decision variable P  if and only if, for any choice of 0  , the following LMI 
is feasible in the decision variables V  and P , 
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Proof: refer to (Tuan et al., 2000)                                                                                                        █ 
 
From Theorem 3.4, (18) can be written as  
 

( ) 0
0 0

00 0 0
0 0 0

0 0 0 /

T T T T
cl cl

T T
cl cl

T
cl

cl

V V V A P V B V
A V P P L

B V I
L I

V P







   
   
  
 

 
  

                                      (21) 

 
The parameter   is omitted. The slack variable V has been introduced to separate the 
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Because the reduced order case is being considered, the filter order k , will be less than or 
equal to the plant order n . The partitioned sub-matrices in (22) will be dimensionalized as 
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3.2 Main result 
 

The reduced-order 2H  filtering problem was studied in (Nagpal et al., 1987), and the 
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Remark 3.5: 
The H  filtering solvability condition in (18) is reformulated as the feasibility problem of 

(26) with respect to 1 2 11
ˆ ˆ ˆ ˆ,  ,  ,  ,  ,  ,  F F FA B L S S V P  and   where ˆ 0P  .                                            █ 

 
Remark 3.6: 
The filter matrices ,F FA B  and FL  can be derived by means of the following procedure. 

(i) Compute 22V  and 21V  by solving the factorization problem  
1

1 21 22 21
TS V V V                                                                    (39) 

(ii) Compute ,F FA B  and FL  
1

21 21 22
ˆT

F FA V A V V                                                                 (40) 

21
ˆT

F FB V B                                                                    (41) 
1

21 22
ˆ

F FL L V V                                                                █ (42) 
 
Now, we need to remember that we had a polytopic uncertain system. As explained in 
(Tuan et al., 2000), a parameter dependent Lyapunov matrix ( )P  , such as 
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is symmetric positive definite for all admissible values of  , if and only, if this holds for 
each iP . Therefore, we need to check the solvability of (18) only at the vertices, 1,2, ,i s  . 
This gives us the final form (44) of the LMI (26).  
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Consequently, the minimum upper bound   for the reduced order H  filter can be found 
by solving the LMI optimization problem 
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In summary, the  -suboptimal H  reduced order filter for polytopic uncertain 

system can be solved if and only if (44) holds for all vertices, 1,2, ,i s   and the minimum 
value can be found from (45). Also, the triple ( , , )F F FA B L  defining the thk  order filter is 
obtained from (i) and (ii) in Remark 3.6.  

 
4. Fault detection filter design 
 

4.1 Preliminary result 
Let’s consider the following uncertain continuous time linear system described by  
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where ( ) nx t R  is the state, ( ) my t R  is the measured output, ( ) fnf t R  is the fault, 

( ) dnd t R is the bounded disturbance, and ( ) unu t R is the control signal. Actuator and 
component faults are modeled by ( )fB f t , and sensor faults are modeled by ( )fD f t . Plant 
model uncertainties are modeled in the form of a polytopic model as follows 
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where   is a unit simplex such that  
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Because this formulation is a convex combination, it is suitable for an LMI approach.  
Here we assume that the above polytopic system possesses the affine quadratic stability that 
was introduced earlier. Other assumptions that are made for our purpose are that (C, A) is 
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The proposed fault detection filter (FDF) will have the form  
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where ( )W s  is called reference model (Frisk, 2001) and the transfer matrices, ,rfT  ruT  and 
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The reference model, ( )W s , is an RH  transfer matrix (Chen & Patton, 1999). The idea of a 
reference model has successfully been used to describe signal behavior in other fields like 
controller design and adaptive control. As discussed in (Frisk, 2001), the main function of 
the reference model is to describe the desired behavior of the residual vector r  with respect 
to the faults f . For example, if we want to detect faults in the frequency range between 0 
and 2 radians/s with a -20dB/decade roll-off at the higher frequencies, the reference model, 

( )W s  is given as 2
2s 

. Using the approach in (Casavola et al., 2005a), ( )W s  in (50) is placed 

between the plant and the filter so that the filter can track faults with its specific feature. 
This can increase the robustness of the filter to the specific faults, if the designer can choose 

( )W s  suitably. Thus, the block diagram for the residual error, ( )r t , with tracking filter ( )W s  
is shown in Figure 2. 
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where   is a unit simplex such that  
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Definition 4.1: 
Given positive scalars ,d f   and u , the RFDF design problem using multi-objective H  
optimization is defined as finding ( )F s  that satisfies  
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The positive scalars ( , ,d f u   ) are used to weight the relative importance of tracking and 
filtering performance. 

 
4.2 Main result 
In this section, LMIs will be used to solve the problem formulated in Section 4.1 for an RFDF. 
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Here, we note that the order of filter is 2F wn n n  , where Fn  is the filter order, wn  is the 
tracking filter order, and n  is the plant order.  
 To simplify (52), we let 
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Using (53), (52) can be rewritten as  
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Using (53), (52) can be rewritten as  
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(54) 
 
Applying the BRL to (51) results in  
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(55) 
 
where P  is 2 2F Fn n  Lyapunov function matrix and 0.P   Using the same procedure as in 
(Kim & Watkins, 2006), the matrix inequalities in (55) can be rewritten as (56)  
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(54) 
 
Applying the BRL to (51) results in  
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(55) 
 
where P  is 2 2F Fn n  Lyapunov function matrix and 0.P   Using the same procedure as in 
(Kim & Watkins, 2006), the matrix inequalities in (55) can be rewritten as (56)  
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where  
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To reduce the filter order, we’ll need partitions of the V  and P  variables as in (Kim & 
Watkins, 2007),  
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Using the same method as in (Kim & Watkins, 2007), we can solve for the reduced-order 
filter whose filter order is ( )Fk k n . The partitioned sub-matrices in (57) will be 
dimensionalized as 11( ),F FV n n  12 ( ),FV n k  21( ),FV k n  and 22 ( )V k k . We need to enforce 
some special structure on 21V as  
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                                                               (58) 

 
where 21V  is a k k  matrix. Finally, we get three LMIs for the reduced-order RFDF with 
order k  as (59)  
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where  
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To reduce the filter order, we’ll need partitions of the V  and P  variables as in (Kim & 
Watkins, 2007),  
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Using the same method as in (Kim & Watkins, 2007), we can solve for the reduced-order 
filter whose filter order is ( )Fk k n . The partitioned sub-matrices in (57) will be 
dimensionalized as 11( ),F FV n n  12 ( ),FV n k  21( ),FV k n  and 22 ( )V k k . We need to enforce 
some special structure on 21V as  
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where 21V  is a k k  matrix. Finally, we get three LMIs for the reduced-order RFDF with 
order k  as (59)  
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(59) 
where  
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Remark 4.2: 
The filter matrices ( , , )F F FA B L  can be derived by the following procedure:  

(i) Compute 22 21,V V  by solving the factorization problem 1 21 22 21
T TS V V V    with the Schur 

decomposition,  
(ii) Compute , ,F F FA B L : 1
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21
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F FL L V V                             █ 
 
Now, we need to remember that we had a polytopic uncertain system.  As explained earlier, 

the parameter dependent Lyapunov matrix ( )P  , 
1

( ) ( ),
s

i i
i

P P   


   is symmetric 

positive definite for all admissible values of  , if and only if, all the 'iP s  are positive 
definite. Therefore, we need to check (59) only at the vertices, 1,2, ,i s  . This gives us the 
final form (60) 
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Theorem 4.3: 
The reduced-order RFDF can be obtained by solving  

 
11 1 2

ˆ ˆ ˆ ˆ, , , , , , , , , ,
min : (60)

F F F F d f u i
d d f f u u

V S S A B L H P  
                                                  (61) 

where ˆ 0P   and ,  ,  and d f u    are given as positive scalars.                                                    █ 
 
In summary, the reduced order RFDF filter in the multi-objective H  formulation for 
polytopic uncertain system can be solved if and only if (60) holds for all vertices, 1,2, ,i s  . 
The minimum value can be found from (61). Also, the filter realization 
( , , , )F F F FA B L H defining the thk  order filter is obtained from (i) and (ii) in Remark 4.2 and 
(61).  
Another important task for fault detection is the evaluation of the generated residual. An 
adaptive threshold will be used in this work. The disadvantage of a fixed threshold is that if 
we fix the threshold too low, it can increase the rate of false alarms. Thus, the optimal choice 
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Remark 4.2: 
The filter matrices ( , , )F F FA B L  can be derived by the following procedure:  
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Now, we need to remember that we had a polytopic uncertain system.  As explained earlier, 
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positive definite for all admissible values of  , if and only if, all the 'iP s  are positive 
definite. Therefore, we need to check (59) only at the vertices, 1,2, ,i s  . This gives us the 
final form (60) 
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Theorem 4.3: 
The reduced-order RFDF can be obtained by solving  
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where ˆ 0P   and ,  ,  and d f u    are given as positive scalars.                                                    █ 
 
In summary, the reduced order RFDF filter in the multi-objective H  formulation for 
polytopic uncertain system can be solved if and only if (60) holds for all vertices, 1,2, ,i s  . 
The minimum value can be found from (61). Also, the filter realization 
( , , , )F F F FA B L H defining the thk  order filter is obtained from (i) and (ii) in Remark 4.2 and 
(61).  
Another important task for fault detection is the evaluation of the generated residual. An 
adaptive threshold will be used in this work. The disadvantage of a fixed threshold is that if 
we fix the threshold too low, it can increase the rate of false alarms. Thus, the optimal choice 
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of the magnitude of the threshold depends upon the nature of the system uncertainties and 
varies with the system input. That is called an adaptive threshold. The first step of residual 
evaluation is to choose an evaluation function and to determine the corresponding threshold. 
Among a number of residual evaluation functions, the so-called time windowed root mean 
square (RMS) is often used. The time windowed RMS is represented as  
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where T is the length of the finite time window. Since an evaluation of the residual signal 
over the whole time range is impractical, the time windowed RMS evaluation method is 
used in practice to detect faults as early as possible.  
After selecting the evaluation function, we are able to determine the threshold. A major 
requirement on the fault detection is to reduce or prevent false alarms. Thus, in the absence 
of any faults, 
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Under fault-free conditions, (63) can be described as  
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From Parseval’s Theorem (Zhou et al., 1996) and the RMS norm relationship (Boyd & Barratt, 
1991), the threshold thJ  can be found as follows 
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where u and d come from the optimization problem in (61) and 

,RMS T
d  is calculated or 

bounded by the worst disturbance acting on the plant. Thus in (65), 
,RMS T

d  is evaluated off-

line, while u(t) is assumed to be known and 
,RMS T

u  is calculated on-line. 

 
 
 
 
 
 

5. Example 
 

5.1 H  Filter design 
In this example, we handle two cases, the full order and the reduced order filter design, and 
demonstrate the advantages of this study. We use the example from (Tuan et al., 2000) with 
the plant data  
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where the uncertainty parameters,   and  , have four types of uncertainty sets given by  
 

1, 1                                                                     (67) 

1,                                                                      (68) 

3, 1                                                                     (69) 

3,                                                                      (70) 
 
Table 1 compares results between the filters in (Tuan, 2000, Geromel, 1999, De Souza, 1999) 
and (45) for the four types of uncertainties in (67)-(70).  For the conservative case, a single 
Lyapunov matrix P is used and for the nonconservative case, four different Lyapunov 
matrices P  are used for each vertex. The calculations were done using (Gahinet). An 
arbitrary positive scalar for   should be chosen and the feasibility of the formulation 
should be checked.  If it is feasible, the minimum value of (45) can be found.  

 

Type Filter 
order 

(Gero-
mel, 
1999): 

2edT  

(De 
Souza, 
1999): 

2edT  

(Tuan, 2000): 
2edT  (45): edT


 

Non 
Conser- 
vative 

Conser- 
vative 

Non 
Conser- 
vative 

Conser- 
vative 

1, 1  

 

full 5.728 4.867 2.382 5.7495 2.965 3.346 
reduced  4.946 3.001 5.8467 3.179 4.304 

1,   

 

full 4.819 4.373 2.382 4.8841 2.948 3.165 
reduced  4.556 3.079 5.0704 3.163 4.023 

3, 1  

 

full     93.365 +  29.106 +  
reduced   106.493 +  29.679 +  

3,   

 

full     100.963 +  28.808 +  
reduced   106.517 +  29.732 +  

Table 1. Performance comparison according to each uncertainty type 
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of the magnitude of the threshold depends upon the nature of the system uncertainties and 
varies with the system input. That is called an adaptive threshold. The first step of residual 
evaluation is to choose an evaluation function and to determine the corresponding threshold. 
Among a number of residual evaluation functions, the so-called time windowed root mean 
square (RMS) is often used. The time windowed RMS is represented as  
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where T is the length of the finite time window. Since an evaluation of the residual signal 
over the whole time range is impractical, the time windowed RMS evaluation method is 
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requirement on the fault detection is to reduce or prevent false alarms. Thus, in the absence 
of any faults, 

,
( )

RMS T
r t  should be less than the threshold value thJ , i.e.,  

 

,
, 0

sup ( )th RMS T
f

J r t
 

                                                             (63) 

 
Under fault-free conditions, (63) can be described as  
 

0 0( ) ( ) ( ) ( ) ( )ru rdr s T s u s T s d s                                                      (64) 
 
From Parseval’s Theorem (Zhou et al., 1996) and the RMS norm relationship (Boyd & Barratt, 
1991), the threshold thJ  can be found as follows 
 

, , 0

0 0

,

0 0
, ,

, ,

th RMS T f

ru rd RMS T

ru rdRMS T RMS T

u dRMS T RMS T

J r

T u T d

T u T d

u d 



 



 

 

 

                                                    (65) 

 
where u and d come from the optimization problem in (61) and 
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where the uncertainty parameters,   and  , have four types of uncertainty sets given by  
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Table 1 compares results between the filters in (Tuan, 2000, Geromel, 1999, De Souza, 1999) 
and (45) for the four types of uncertainties in (67)-(70).  For the conservative case, a single 
Lyapunov matrix P is used and for the nonconservative case, four different Lyapunov 
matrices P  are used for each vertex. The calculations were done using (Gahinet). An 
arbitrary positive scalar for   should be chosen and the feasibility of the formulation 
should be checked.  If it is feasible, the minimum value of (45) can be found.  
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The feasibility must be checked because the product term of   and Lyapunov variable P is 
nonlinear. We need to tune   until the LMI solver returns a feasible solution. For any 
choice of 0  , if solvable, it gives a unique solution because of the convexity. For case (67), 
we found that when 7   (45) results in 2.965   for the full order case, and 
when 1.451   (45) results in  3.179   for the reduced order case. From Table 1, we can 
see that the optimization in (45) using parameter-dependent Lyapunov functions does not 
fail in the uncertainty cases of (69) and (70), but the conservative approaches in (De Souza, 
1999, Gahinet) failed for the same cases. In the uncertainty cases of (69) and (70) cases, we 
also found that the conservative application of (Tuan et al., 2000) and our approach in (45), 
i.e., the usage of a single parameter-independent Lyapunov function, also failed.  
The filter data in the full and reduced order cases in (67) were found from (40)-(42). The 
Schur Decomposition method was used to solve the factorization problem in (40). The result 
is shown in Table 2 for the uncertainty case in (67).  
 

Type Filter 
order FA  FB  FL  

1, 1  

 

full 
23.5163 0.6242
6.3142 3.0403
 
  
 

0.0006
0.0031

 
  
 

 588.5549 6.1988

 

reduce
d -0.8396 0.0022 4.0742 

Table 2. Filter synthesis 
 
As we already know, the H  approach in (45) is more robust to uncertainties than the 2H  
approach in (Tuan et al., 2000). To illustrate this, we found the filter data from (Tuan et al., 
2000) and (45) and used (18) to calculate edT


 for the uncertainty case in (67). Table 3 

shows the result. Therefore, we find that for this example our approach is more robust to 
model uncertainty than former approaches, (Tuan et al., 2000, Geromel, 1999, Gahinet) and 
gives a non-conservative result. 
 

Type Filter order ( .,2000)Tuan et al


 (45) 

3, 1    
Full 11.1939 9.8752 
Reduced 11.3486 10.7081 

Table 3. Performance comparison between (Tuan et al., 2000) and (45) 

 
5.2 Fault detection filter design 
In this section, a numerical example is given. Consider the uncertain LTI plant that is 
borrowed from (Nobrega et al., 2000), but is modified to include uncertainties. The plant is 
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where the uncertainty parameters,  and  , have the uncertainty set given by 1, 1   . 

The selected reference model is 2( )
2

W s
s




. The fault signal f is simulated as a pulse of 

unit amplitude that occurs from 20 to 25 seconds and is zero elsewhere. The input u is taken 
as 0.011 te . The unknown input d is assumed to be band-limited white noise with power 
0.0005.  The upper bound of 

,RMS T
d  is given as 0.15. This value is used to calculate thJ  of 

(70).  
With this information, we can get the RFDF data from (66). For the full order case, we 
checked the detection time with weights set at ( 1d f u     ) and ( 1, 100d f u     ). 
The detection time is defined as the time span where the J -residual (time-windowed 
residual RMS value) exceeds the threshold, thJ . The full order FDF is 4(= Fn ). As the order 
k  of the RFDF is reduced from 4 to 1, the effectiveness of the filter is compared by 
monitoring the detection time. The results are shown in Figures 3 and 4 and Table 4. Table 4 
shows a comparison of the results. In this example, we can see that the fault detection time 
does not change much as the order of the RFDF is reduced. 
 

RFDF Order ( k ) Detection 
time 

4Fk n   
(full) 

1d f u      20.705~34.96 
1, 100d f u      22~34.7 

3k  , ( 1d f u     ) 22.99~31.36 
2k  , ( 1d f u     ) 23.115~31.45 
1k  , ( 1d f u     ) 23.58~31.157 

Table 4. Comparison of the detection time as the order of RFDF is reduced 
 

 
 

 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Full order signals ( 1d f u     ) 

0 5 10 15 20 25 30 35 40 45 50
0

0.1 

0.2 
0.3 

0.4 
0.5 

0.6 
0.7 

0.8 
0.9 

1

time [s] 

fault 

J-residual 

Jth 



ROBUST AND REDUCED ORDER H-INFINITY FILTERING 	
VIA LMI APPROACH AND ITS APPLICATION TO FAULT DETECTION 447

The feasibility must be checked because the product term of   and Lyapunov variable P is 
nonlinear. We need to tune   until the LMI solver returns a feasible solution. For any 
choice of 0  , if solvable, it gives a unique solution because of the convexity. For case (67), 
we found that when 7   (45) results in 2.965   for the full order case, and 
when 1.451   (45) results in  3.179   for the reduced order case. From Table 1, we can 
see that the optimization in (45) using parameter-dependent Lyapunov functions does not 
fail in the uncertainty cases of (69) and (70), but the conservative approaches in (De Souza, 
1999, Gahinet) failed for the same cases. In the uncertainty cases of (69) and (70) cases, we 
also found that the conservative application of (Tuan et al., 2000) and our approach in (45), 
i.e., the usage of a single parameter-independent Lyapunov function, also failed.  
The filter data in the full and reduced order cases in (67) were found from (40)-(42). The 
Schur Decomposition method was used to solve the factorization problem in (40). The result 
is shown in Table 2 for the uncertainty case in (67).  
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residual RMS value) exceeds the threshold, thJ . The full order FDF is 4(= Fn ). As the order 
k  of the RFDF is reduced from 4 to 1, the effectiveness of the filter is compared by 
monitoring the detection time. The results are shown in Figures 3 and 4 and Table 4. Table 4 
shows a comparison of the results. In this example, we can see that the fault detection time 
does not change much as the order of the RFDF is reduced. 
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Fig. 3. Full order signals ( 1d f u     ) 
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Fig. 4. Reduced order ( 1k  ) signals ( 1d f u     ) 

 
6. Conclusion 
 

In this paper, we developed in detail a practical approach for solving the H  reduced filter 
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1. Introduction

1.1 General Introduction
In a wide variety of industrial applications, an increasing demand exists to improve the re-
liability and availability of electrical systems. Popular examples include systems in aircraft,
electric railway traction, power plant cooling or industrial production lines. A sudden failure
of a system in these examples may lead to cost expensive downtime, damage to surrounding
equipment or even danger to humans. Monitoring and failure detection improve the relia-
bility and availability of an existing system. Since various failures degrade relatively slowly,
there is a potential for fault detection followed by corrective maintenance at an early stage.
This avoids the sudden, total system failure which can have serious consequences.
Electric machines are a key element in many electrical systems. Amongst all types of electric
motors, induction motors are a frequent example due to their simplicity of construction, ro-
bustness and high efficiency. Common failures occurring in electrical drives can be roughly
classified into:

Electrical faults: stator winding short circuit, broken rotor bar, broken end-ring, inverter fail-
ure

Mechanical faults: rotor eccentricity, bearing faults, shaft misalignment, load faults (unbal-
ance, gearbox fault or general failure in the load part of the drive)

A reliability survey on large electric motors (>200 HP) revealed that most failures are due to
bearing (≈ 44%) and winding faults (≈ 26%) (IEEE motor reliability working group (1985a))
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(Engelmann & Middendorf (1995)). Similar results were obtained in an EPRI (Electric Power
Research Institute) sponsored survey (Albrecht et al. (1987)). These studies concerned only
the electric motor and not the whole drive including the load, but they show that mechanical
fault detection is of great concern in electric drives.
A growing number of induction motors operates in variable speed drives. In this case, the
motor is not directly connected to the power grid but supplied by an inverter. The inverter
provides voltage of variable amplitude and frequency in order to vary the mechanical speed.
Hence, this work addresses the problem of condition monitoring of mechanical faults in vari-
able speed induction motor drives. A signal based approach is chosen i.e. the fault detection
and diagnosis are only based on processing and analysis of measured signals and not on real-
time models.

1.2 Motor Current Signature Analysis
A common approach for monitoring mechanical failures is vibration monitoring. Due to the
nature of mechanical faults, their effect is most straightforward on the vibrations of the af-
fected component. Since vibrations lead to acoustic noise, noise monitoring is also a possible
approach. However, these methods are expensive since they require costly additional trans-
ducers. Their use only makes sense in case of large machines or highly critical applications.
A cost effective alternative is stator current based monitoring since a current measurement is
easy to implement. Moreover, current measurements are already available in many drives for
control or protection purposes. However, the effects of mechanical failures on the motor sta-
tor current are complex to analyze. Therefore, stator current based monitoring is undoubtedly
more difficult than vibration monitoring.
Another advantage of current based monitoring over vibration analysis is the limited number
of necessary sensors. An electrical drive can be a complex and extended mechanical system.
For complete monitoring, a large number of vibration transducers must be placed on the dif-
ferent system components that are likely to fail e.g. bearings, gearboxes, stator frame, load.
However, a severe mechanical problem in any component influences necessarily the electric
machine through load torque and shaft speed. This signifies that the motor can be consid-
ered as a type of intermediate transducer where various fault effects converge together. This
strongly limits the number of necessary sensors. However, since numerous fault effects come
together, fault diagnosis and discrimination become more difficult or sometimes even impos-
sible.
A literature survey showed a lack of analytical models that account for the mechanical fault ef-
fect on the stator current. Most authors simply give expressions of additional frequencies but
no precise stator current signal model. In various works, numerical machine models account-
ing for the fault are used. However, they do not provide analytical stator current expressions
which are important for the choice of suitable signal analysis and detection strategies.
The most widely used method for stator current processing in this context is spectrum estima-
tion. In general, the stator current power spectral density is estimated using Fourier transform
based techniques such as the periodogram. These methods require stationary signals i.e. they
are inappropriate when frequencies vary with respect to time such as during speed transients.
Advanced methods for non-stationary signal analysis are required.
The organization of the present work is the following. Section 2 analyses the effects of load
torque oscillations and dynamic eccentricity on the stator current. In section 3, suitable signal
processing methods for stator current analysis are introduced. Experimental results under
laboratory conditions are presented in section 4. Section 5 examines the detection of misalign-

ment faults in electric winches including analysis of experimental data from a real winch.
Bearing faults are investigated apart in section 6 from a theoretical and practical point of view
since they can introduce particular eccentricities and load torque oscillations.

2. Theoretical study of mechanical fault effects on stator current

The key assumption for the development of the theoretical models is that mechanical faults
mainly produce two effects on induction machines: additional load torque oscillations at char-
acteristic frequencies and/or airgap eccentricity.
Load torque oscillations can be caused by the following faults:

• load unbalance (not necessarily a fault but can also be inherent to the load type)

• shaft misalignment

• gearbox fault e.g. broken tooth

• bearing faults

Airgap eccentricity i.e. a non-uniform airgap can be for example the consequence of bearing
wear or bearing failure, bad motor assembly with rotor unbalance or a rotor which is not
perfectly centered. In general, eccentricity will be a sign for a mechanical problem within the
electric motor whereas load torque oscillations point to a fault that is located outside of the
motor.
The method used to study the influence of the periodic load torque variation and the rotor
eccentricity on the stator current is the magnetomotive force (MMF) and permeance wave
approach (Yang (1981)) (Timár (1989)) (Heller & Hamata (1977)). This approach is traditionally
used for the calculation of the magnetic airgap field with respect to rotor and stator slotting or
static and dynamic eccentricity (Cameron & Thomson (1986)) (Dorrell et al. (1997)).
First, the rotor and stator MMF are calculated which are directly related to the current flowing
in the windings. The second important quantity is the airgap permeance Λ which is directly
proportional to the inverse of the airgap length g. The magnetic field in the airgap can then
be determined by multiplying the permeance by the sum of rotor and stator MMFs. The
equivalent magnetic flux in one phase is obtained by integration of the magnetic field in each
turn of the phase winding. The induced phase voltage, related to the current by the stator
voltage equation, is then deduced from the magnetic flux.
As this work also considers variable speed drives, the supply frequency fs and the character-
istic fault frequency fc may vary. Note that fc can be for example the time-varying rotational
frequency fr. The theoretical stator current analysis during transients, however, is identical to
the steady state if relatively slow frequency variations of fs and fc are considered.

2.1 Load torque oscillations
The influence of load torque oscillations on the stator current has been published for a gen-
eral case by the authors in (Blödt, Chabert, Regnier & Faucher (2006)) (Blödt (2006)). The
development will be shortly resumed in the following.

2.1.1 Effect on Rotor and Stator MMF
Under a mechanical fault, the load torque as a function of time is modeled by a constant com-
ponent Γconst and an additional component varying at the characteristic frequency fc, depend-
ing on the fault type. It can be for example the rotational frequency fr with load unbalance
or a particular gearbox frequency in case of a gearbox fault. The first term of the variable
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component Fourier series is a cosine with frequency fc. For the sake of clarity and since they
are usually of smaller amplitude, higher order terms at k fc are neglected in the following and
only the fundamental term is considered. The load torque can therefore be described by:

Γload(t) = Γconst + Γc cos (ωct) (1)

where Γc is the amplitude of the load torque oscillation and ωc = 2π fc.
The machine mechanical equation relates the torque oscillation to the motor speed ωr and to
the mechanical rotor position θr as follows:

∑Γ(t) =Γmotor − Γload(t) = J
dωr

dt
= J

d2θr

dt2
(2)

where Γmotor is the constant electromagnetic torque produced by the machine, J is the total
inertia of the machine and the load.
After integrating twice, θr(t) is obtained as:

θr (t) =
∫ t

t0

ωr (τ)dτ =
Γc

Jω2
c

cos (ωct) + ωr0t (3)

where ωr0 is the constant part of the motor speed. This equation shows that in contrast to the
healthy machine where θr (t) = ωr0t, oscillations at the characteristic frequencies are present
on the mechanical rotor position.
The oscillations of the mechanical rotor position θr act on the rotor MMF. In a healthy state
without faults, the fundamental rotor MMF in the rotor reference frame (R) is a wave with p
pole pairs and frequency s fs, given by:

F(R)
r (θ′, t) = Fr cos

(
pθ′ − sωst

)
(4)

where θ′ is the mechanical angle in the rotor reference frame (R) and s is the motor slip.
Higher order space and time harmonics are neglected.

r (S)

(R)

θ

θ′

θr (S)

(R)

Fig. 1. Stator (S) and rotor (R) reference frame

Figure 1 illustrates the transformation between the rotor and stator reference frame, defined
by θ = θ′ + θr . Using (3), this leads to:

θ′ = θ − ωr0t − Γc

Jω2
c

cos (ωct) (5)

Thus, the rotor MMF given in (4) can be transformed to the stationary stator reference frame
using (5) and the relation ωr0 = ωs(1 − s)/p :

Fr(θ, t) = Fr cos (pθ − ωst − βcos (ωct)) (6)

with:
β = p

Γc

Jω2
c

(7)

Equation (6) clearly shows that the load torque oscillations at frequency fc lead to a phase
modulation of the rotor MMF in the stator reference frame. This phase modulation is char-
acterized by the introduction of the term βcos(ωct) in the phase of the MMF wave. The
parameter β is generally called the modulation index. For physically reasonable values J, Γc
and ωc, the approximation β � 1 holds in most cases.
The fault has no direct effect on the stator MMF and so it is considered to have the following
form:

Fs(θ, t) = Fs cos
(

pθ − ωst − ϕs
)

(8)

ϕs is the initial phase difference between rotor and stator MMF. As in the case of the rotor
MMF, only the fundamental space and time harmonic is taken into account; higher order
space and time harmonics are neglected.

2.1.2 Effect on Flux Density and Stator Current
The airgap flux density B(θ, t) is the product of total MMF and airgap permeance Λ. The
airgap permeance is supposed to be constant because slotting effects and eccentricity are not
taken into account for the sake of clarity and simplicity.

B (θ, t) = [Fs(θ, t) + Fr(θ, t)]Λ

= Bs cos
(

pθ − ωst − ϕs
)

+ Br cos
(

pθ − ωst − βcos (ωct)
) (9)

The phase modulation of the flux density B(θ, t) exists for the flux Φ(t) itself, as Φ(t) is ob-
tained by simple integration of B(θ, t) with respect to the winding structure. The winding
structure has only an influence on the amplitudes of the flux harmonic components, not on
their frequencies. Therefore, Φ(t) in an arbitrary phase can be expressed in a general form:

Φ(t) = Φs cos
(
ωst + ϕs

)
+ Φr cos

(
ωst + βcos (ωct)

)
(10)

The relation between the flux and the stator current in a considered phase is given by the
stator voltage equation:

V(t) = Rs I(t) +
dΦ(t)

dt
(11)

With V(t) imposed by the voltage source, the resulting stator current will be in a linear relation
to the time derivative of the phase flux Φ(t) and will have an equivalent frequency content.
Differentiating (10) leads to:

d
dt

Φ(t) = − ωsΦs sin
(
ωst + ϕs

)

− ωsΦr sin
(
ωst + βcos (ωct)

)

+ ωcβ Φr sin
(
ωst + βcos (ωct)

)
sin(ωct)

(12)
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component Fourier series is a cosine with frequency fc. For the sake of clarity and since they
are usually of smaller amplitude, higher order terms at k fc are neglected in the following and
only the fundamental term is considered. The load torque can therefore be described by:
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dt
= J

d2θr

dt2
(2)
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Γc

Jω2
c
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)
(4)
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Fig. 1. Stator (S) and rotor (R) reference frame

Figure 1 illustrates the transformation between the rotor and stator reference frame, defined
by θ = θ′ + θr . Using (3), this leads to:
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Jω2
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ϕs is the initial phase difference between rotor and stator MMF. As in the case of the rotor
MMF, only the fundamental space and time harmonic is taken into account; higher order
space and time harmonics are neglected.

2.1.2 Effect on Flux Density and Stator Current
The airgap flux density B(θ, t) is the product of total MMF and airgap permeance Λ. The
airgap permeance is supposed to be constant because slotting effects and eccentricity are not
taken into account for the sake of clarity and simplicity.

B (θ, t) = [Fs(θ, t) + Fr(θ, t)]Λ

= Bs cos
(
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)

+ Br cos
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pθ − ωst − βcos (ωct)
) (9)

The phase modulation of the flux density B(θ, t) exists for the flux Φ(t) itself, as Φ(t) is ob-
tained by simple integration of B(θ, t) with respect to the winding structure. The winding
structure has only an influence on the amplitudes of the flux harmonic components, not on
their frequencies. Therefore, Φ(t) in an arbitrary phase can be expressed in a general form:

Φ(t) = Φs cos
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+ Φr cos
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The relation between the flux and the stator current in a considered phase is given by the
stator voltage equation:

V(t) = Rs I(t) +
dΦ(t)

dt
(11)

With V(t) imposed by the voltage source, the resulting stator current will be in a linear relation
to the time derivative of the phase flux Φ(t) and will have an equivalent frequency content.
Differentiating (10) leads to:

d
dt

Φ(t) = − ωsΦs sin
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ωst + ϕs
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− ωsΦr sin
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The amplitude of the last term is smaller than that of the other terms because β � 1. Thus, the
last term in (12) will be neglected in the following.
As a consequence, the stator current in an arbitrary phase can be expressed in a general form:

Ito(t) = ist(t) + irt(t)

= Ist sin (ωst + ϕs) + Irt sin
(
ωst + βcos (ωct)

) (13)

Therefore the stator current I(t) can be considered as the sum of two components. The term
ist(t) results from the stator MMF and it is not modulated. The term irt(t), which is a direct
consequence of the rotor MMF shows the phase modulation due to the considered load torque
oscillations. The healthy case is obtained for β = 0.
In this study, the time harmonics of rotor MMF and the non-uniform airgap permeance have
not been considered. However, the harmonics of supply frequency fs and the rotor slot har-
monics will theoretically show the same phase modulation as the fundamental component.

2.2 Airgap Eccentricity
Airgap eccentricity leads to an airgap length that is no longer constant with respect to the
stator circumference angle θ and/or time. In general, three types of airgap eccentricity can be
distinguished (see Fig. 2):
Static eccentricity: The rotor geometrical and rotational centers are identical, but different

from the stator center. The point of minimal airgap length is stationary with respect to
the stator.

Dynamic eccentricity: The rotor geometrical center differs from the rotational center. The
rotational center is identical with the stator geometrical center. The point of minimal
airgap length is moving with respect to the stator.

Mixed eccentricity: The two effects are combined. The rotor geometrical and rotational cen-
ter as well as the stator geometrical center are different.

In the following theoretical development, static and dynamic eccentricity will be considered.

Rotor

Stator

(a) Static eccentricity (b) Dynamic eccentricity (c) Mixed eccentricity

Fig. 2. Schematic representation of static, dynamic and mixed eccentricity. × denotes the rotor
geometrical center, ∗ the rotor rotational center

The airgap length g(θ, t) can be approximated for a small airgap and low levels of static or
dynamic eccentricity by the following expression (Dorrell et al. (1997)):

gse(θ, t) ≈ g0(1 − δs cos(θ))

gde(θ, t) ≈ g0(1 − δd cos(θ − ωrt))
(14)

where δs, δd denote the relative degrees of static or dynamic eccentricity and g0 the mean
airgap length without eccentricity. Note that static eccentricity can be considered as a special
case of dynamic eccentricity since gse(θ, t) corresponds to gde(θ, t) with ωr = 0, i.e. the point
of minimum airgap length is stationary. Since dynamic eccentricity is more general, it will
mainly be considered in the following.
The airgap permeance Λ(θ, t) is obtained as the inverse of g(θ, t) multiplied by the perme-
ability of free space µ0. Following a classical approach, the permeance is written as a Fourier
series (Cameron & Thomson (1986)):

Λde(θ, t) = Λ0 +
∞

∑
iecc=1

Λiecc cos(ieccθ − ieccωrt) (15)

where Λ0 = µ0/g0 is the permeance without eccentricity. The higher order coefficients of the
Fourier series can be written as (Cameron & Thomson (1986)):

Λiecc =
2µ0(1 −

√
1 − δ2)iecc

g0δiecc
d

√
1 − δ2

(16)

Dorrell has shown in (Dorrell (1996)) that the coefficients with iecc ≥ 2 are rather small for
δd < 40%. For the sake of simplicity, they are neglected in the following considerations.
The airgap flux density is the product of permeance with the magnetomotive force (MMF).
The total fundamental MMF wave can be written as:

Ftot(θ, t) = F1 cos(pθ − ωst − ϕt) (17)

with ϕt the initial phase. Hence, the flux density in presence of dynamic eccentricity is:

Bde(θ, t) ≈ B1
[
1 + 2

Λ1
Λ0

cos(θ − ωrt)
]

cos(pθ − ωst − ϕt) (18)

with B1 = Λ0F1
The fraction 2Λ1/Λ0 equals approximately δd for small levels of eccentricity. The airgap flux
density can therefore be written as:

Bde(θ, t) = B1
[
1 + δd cos(θ − ωrt)

]
cos(pθ − ωst − ϕt) (19)

This equation shows the fundamental effect of dynamic eccentricity on the airgap magnetic
flux density : the modified airgap permeance causes an amplitude modulation of the fun-
damental flux density wave with respect to time and space. The AM modulation index is
approximately the degree of dynamic eccentricity δ.
In case of static eccentricity, the fundamental flux density expresses as:

Bse(θ, t) = B1
[
1 + δs cos(θ)

]
cos(pθ − ωst − ϕt) (20)

which shows that static eccentricity leads only to flux density AM with respect to space.
Consequently, the amplitude modulation can also be found on the stator current I(t) (see
section 2.1.2) that is expressed as follows in case of dynamic eccentricity:

Ide(t) = I1
[
1 + αcos(ωrt)

]
cos (ωst − ϕi) (21)

In this expression, I1 denotes the amplitude of the stator current fundamental component,
α the AM modulation index which is proportional to the degree of dynamic eccentricity δd.
Static eccentricity does not lead to frequencies different from ωs since the corresponding ad-
ditional flux density waves are also at the supply pulsation ωs. It can be concluded that
theoretically, pure static eccentricity cannot be detected by stator current analysis.
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The amplitude of the last term is smaller than that of the other terms because β � 1. Thus, the
last term in (12) will be neglected in the following.
As a consequence, the stator current in an arbitrary phase can be expressed in a general form:

Ito(t) = ist(t) + irt(t)

= Ist sin (ωst + ϕs) + Irt sin
(
ωst + βcos (ωct)

) (13)

Therefore the stator current I(t) can be considered as the sum of two components. The term
ist(t) results from the stator MMF and it is not modulated. The term irt(t), which is a direct
consequence of the rotor MMF shows the phase modulation due to the considered load torque
oscillations. The healthy case is obtained for β = 0.
In this study, the time harmonics of rotor MMF and the non-uniform airgap permeance have
not been considered. However, the harmonics of supply frequency fs and the rotor slot har-
monics will theoretically show the same phase modulation as the fundamental component.

2.2 Airgap Eccentricity
Airgap eccentricity leads to an airgap length that is no longer constant with respect to the
stator circumference angle θ and/or time. In general, three types of airgap eccentricity can be
distinguished (see Fig. 2):
Static eccentricity: The rotor geometrical and rotational centers are identical, but different

from the stator center. The point of minimal airgap length is stationary with respect to
the stator.

Dynamic eccentricity: The rotor geometrical center differs from the rotational center. The
rotational center is identical with the stator geometrical center. The point of minimal
airgap length is moving with respect to the stator.

Mixed eccentricity: The two effects are combined. The rotor geometrical and rotational cen-
ter as well as the stator geometrical center are different.

In the following theoretical development, static and dynamic eccentricity will be considered.
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(a) Static eccentricity (b) Dynamic eccentricity (c) Mixed eccentricity

Fig. 2. Schematic representation of static, dynamic and mixed eccentricity. × denotes the rotor
geometrical center, ∗ the rotor rotational center

The airgap length g(θ, t) can be approximated for a small airgap and low levels of static or
dynamic eccentricity by the following expression (Dorrell et al. (1997)):

gse(θ, t) ≈ g0(1 − δs cos(θ))

gde(θ, t) ≈ g0(1 − δd cos(θ − ωrt))
(14)

where δs, δd denote the relative degrees of static or dynamic eccentricity and g0 the mean
airgap length without eccentricity. Note that static eccentricity can be considered as a special
case of dynamic eccentricity since gse(θ, t) corresponds to gde(θ, t) with ωr = 0, i.e. the point
of minimum airgap length is stationary. Since dynamic eccentricity is more general, it will
mainly be considered in the following.
The airgap permeance Λ(θ, t) is obtained as the inverse of g(θ, t) multiplied by the perme-
ability of free space µ0. Following a classical approach, the permeance is written as a Fourier
series (Cameron & Thomson (1986)):

Λde(θ, t) = Λ0 +
∞

∑
iecc=1

Λiecc cos(ieccθ − ieccωrt) (15)

where Λ0 = µ0/g0 is the permeance without eccentricity. The higher order coefficients of the
Fourier series can be written as (Cameron & Thomson (1986)):

Λiecc =
2µ0(1 −

√
1 − δ2)iecc

g0δiecc
d

√
1 − δ2

(16)

Dorrell has shown in (Dorrell (1996)) that the coefficients with iecc ≥ 2 are rather small for
δd < 40%. For the sake of simplicity, they are neglected in the following considerations.
The airgap flux density is the product of permeance with the magnetomotive force (MMF).
The total fundamental MMF wave can be written as:

Ftot(θ, t) = F1 cos(pθ − ωst − ϕt) (17)

with ϕt the initial phase. Hence, the flux density in presence of dynamic eccentricity is:

Bde(θ, t) ≈ B1
[
1 + 2

Λ1
Λ0

cos(θ − ωrt)
]

cos(pθ − ωst − ϕt) (18)

with B1 = Λ0F1
The fraction 2Λ1/Λ0 equals approximately δd for small levels of eccentricity. The airgap flux
density can therefore be written as:

Bde(θ, t) = B1
[
1 + δd cos(θ − ωrt)

]
cos(pθ − ωst − ϕt) (19)

This equation shows the fundamental effect of dynamic eccentricity on the airgap magnetic
flux density : the modified airgap permeance causes an amplitude modulation of the fun-
damental flux density wave with respect to time and space. The AM modulation index is
approximately the degree of dynamic eccentricity δ.
In case of static eccentricity, the fundamental flux density expresses as:

Bse(θ, t) = B1
[
1 + δs cos(θ)

]
cos(pθ − ωst − ϕt) (20)

which shows that static eccentricity leads only to flux density AM with respect to space.
Consequently, the amplitude modulation can also be found on the stator current I(t) (see
section 2.1.2) that is expressed as follows in case of dynamic eccentricity:

Ide(t) = I1
[
1 + αcos(ωrt)

]
cos (ωst − ϕi) (21)

In this expression, I1 denotes the amplitude of the stator current fundamental component,
α the AM modulation index which is proportional to the degree of dynamic eccentricity δd.
Static eccentricity does not lead to frequencies different from ωs since the corresponding ad-
ditional flux density waves are also at the supply pulsation ωs. It can be concluded that
theoretically, pure static eccentricity cannot be detected by stator current analysis.
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3. Signal processing tools for fault detection and diagnosis

The previous section has shown that load torque oscillations cause a phase modulation on one
stator current component according to (13). On the other hand, dynamic airgap eccentricity
leads to amplitude modulation of the stator current (see (21)). In this section, signal processing
methods for detection of both modulation types in the stator current will be presented and
discussed.
In order to simplify calculations, all signals will be considered in their complex form, the so-
called analytical signal (Boashash (2003)) (Flandrin (1999)). The analytical signal z(t) is related
to the real signal x(t) via the Hilbert Transform H{.}:

z(t) = x(t) + jH {x(t)} (22)

The analytical signal contains the same information as the real signal but its Fourier transform
is zero at negative frequencies.

3.1 Power Spectral Density
3.1.1 Definition
The classical method for signal analysis in the frequency domain is the estimation of the Power
Spectral Density (PSD) based on the discrete Fourier transform of the signal x[n]. The PSD
indicates the distribution of signal energy with respect to the frequency. The common estima-
tion method for the PSD is the periodogram Pxx( f ) (Kay (1988)), defined as the square of the
N-point Fourier transform divided by N:

Pxx( f ) =
1
N

∣∣∣∣∣
N−1

∑
n=0

x(n)e−j2π f n

∣∣∣∣∣
2

(23)

3.1.2 Application
The PSD represents the basic signal analysis tool for stationary signals i.e. it can be used in
case of a constant or quasi-constant supply frequency during the observation interval.
The absolute value of the Fourier transform |I( f )| of the stator current PM signal (13) is ob-
tained as follows (see Blödt, Chabert, Regnier & Faucher (2006) for details):

|Ito( f )| = (Ist + Irt J0(β)) δ( f − fs)

+ Irt

+∞

∑
n=−∞

Jn(β)δ
(

f − ( fs ± n fc)
) (24)

where Jn denotes the n-th order Bessel function of the first kind and δ( f ) is the Dirac delta
function. For small modulation index β, the Bessel functions of order n ≥ 2 are very small and
may be neglected (the so-called narrowband approximation). It becomes clear through this
expression that the fault leads to sideband components of the fundamental at fs ± n fc. When
the modulation index β is small, only the first order sidebands at fs ± fc will be visible and
their amplitudes will be approximately J1(β)Irt ≈ 0.5βIrt.
The Fourier transform magnitude of the AM stator current signal according to (21) is:

|Ide( f )| = I1 δ ( f − fs) +
1
2

αI1δ ( f − ( fs ± fc)) (25)

The amplitude modulation leads to two sideband components at fs ± fc with equal amplitude
αI1/2. Therefore, the spectral signature of the AM and PM signal is identical if the modulation

frequency is equal and the PM modulation index is small. This can be the case when e.g. load
unbalance and dynamic rotor eccentricity are considered as faults.
It can be concluded that the PSD is a simple analysis tool for stationary drive conditions. It is
not suitable for analysis when the drive speed is varying. Another drawback is that PM and
AM cannot be clearly distinguished.

3.2 Instantaneous Frequency
3.2.1 Definition
For a complex monocomponent signal z(t) = a(t)ejϕ(t), the instantaneous frequency fi(t) is
defined by (Boashash (2003)):

fi(t) =
1

2π

d
dt

ϕ(t) (26)

where ϕ(t) is the instantaneous phase and a(t) the instantaneous amplitude of the analytical
signal z(t).

3.2.2 Application
The instantaneous frequency (IF) of a monocomponent phase modulated signal can be calcu-
lated using the definition (26). For the phase modulated stator current component irt(t) (see
second term of equation (13)), it can be expressed as:

fi,irt (t) = fs − fcβsin(ωct) (27)

The fault has therefore a direct effect on the IF of the stator current component irt(t). In the
healthy case, its IF is constant; in the faulty case, a time varying component with frequency fc
appears.
If the complex multicomponent PM signal according to (13) is considered, the calculation of
its IF leads to the following expression:

fi,I(t) = fs − fcβsin(ωct)
1

1 + a(t)
(28)

with

a(t) =
I2
st + Ist Irt cos (βcos (ωct)− ϕs)

I2
rt + Ist Irt cos (βcos (ωct)− ϕs)

(29)

Using reasonable approximations, it can be shown that 1/ (1 + a(t)) is composed of a constant
component with only small oscillations. Hence, the IF of (13) may be approximated by:

fi,I(t) ≈ fs − C fcβsin(ωct) (30)

where C is a constant, C < 1. Numerical evaluations confirm this approximation. It can there-
fore be concluded, that the multicomponent PM signal IF corresponding to the stator current
also shows fault-related oscillations at fc which may be used for detection.
The IF of an AM stator current signal according to (21) is simply a constant at frequency fs.
In contrast to the PM stator current signal, no time-variable component is present. The AM
modulation index α is not reflected in the IF. Consequently, the stator current IF cannot be
used for amplitude modulation detection i.e. airgap eccentricity related faults.
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3. Signal processing tools for fault detection and diagnosis

The previous section has shown that load torque oscillations cause a phase modulation on one
stator current component according to (13). On the other hand, dynamic airgap eccentricity
leads to amplitude modulation of the stator current (see (21)). In this section, signal processing
methods for detection of both modulation types in the stator current will be presented and
discussed.
In order to simplify calculations, all signals will be considered in their complex form, the so-
called analytical signal (Boashash (2003)) (Flandrin (1999)). The analytical signal z(t) is related
to the real signal x(t) via the Hilbert Transform H{.}:

z(t) = x(t) + jH {x(t)} (22)

The analytical signal contains the same information as the real signal but its Fourier transform
is zero at negative frequencies.

3.1 Power Spectral Density
3.1.1 Definition
The classical method for signal analysis in the frequency domain is the estimation of the Power
Spectral Density (PSD) based on the discrete Fourier transform of the signal x[n]. The PSD
indicates the distribution of signal energy with respect to the frequency. The common estima-
tion method for the PSD is the periodogram Pxx( f ) (Kay (1988)), defined as the square of the
N-point Fourier transform divided by N:
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3.1.2 Application
The PSD represents the basic signal analysis tool for stationary signals i.e. it can be used in
case of a constant or quasi-constant supply frequency during the observation interval.
The absolute value of the Fourier transform |I( f )| of the stator current PM signal (13) is ob-
tained as follows (see Blödt, Chabert, Regnier & Faucher (2006) for details):

|Ito( f )| = (Ist + Irt J0(β)) δ( f − fs)

+ Irt
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f − ( fs ± n fc)
) (24)

where Jn denotes the n-th order Bessel function of the first kind and δ( f ) is the Dirac delta
function. For small modulation index β, the Bessel functions of order n ≥ 2 are very small and
may be neglected (the so-called narrowband approximation). It becomes clear through this
expression that the fault leads to sideband components of the fundamental at fs ± n fc. When
the modulation index β is small, only the first order sidebands at fs ± fc will be visible and
their amplitudes will be approximately J1(β)Irt ≈ 0.5βIrt.
The Fourier transform magnitude of the AM stator current signal according to (21) is:

|Ide( f )| = I1 δ ( f − fs) +
1
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αI1δ ( f − ( fs ± fc)) (25)

The amplitude modulation leads to two sideband components at fs ± fc with equal amplitude
αI1/2. Therefore, the spectral signature of the AM and PM signal is identical if the modulation

frequency is equal and the PM modulation index is small. This can be the case when e.g. load
unbalance and dynamic rotor eccentricity are considered as faults.
It can be concluded that the PSD is a simple analysis tool for stationary drive conditions. It is
not suitable for analysis when the drive speed is varying. Another drawback is that PM and
AM cannot be clearly distinguished.

3.2 Instantaneous Frequency
3.2.1 Definition
For a complex monocomponent signal z(t) = a(t)ejϕ(t), the instantaneous frequency fi(t) is
defined by (Boashash (2003)):

fi(t) =
1

2π

d
dt
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where ϕ(t) is the instantaneous phase and a(t) the instantaneous amplitude of the analytical
signal z(t).

3.2.2 Application
The instantaneous frequency (IF) of a monocomponent phase modulated signal can be calcu-
lated using the definition (26). For the phase modulated stator current component irt(t) (see
second term of equation (13)), it can be expressed as:

fi,irt (t) = fs − fcβsin(ωct) (27)

The fault has therefore a direct effect on the IF of the stator current component irt(t). In the
healthy case, its IF is constant; in the faulty case, a time varying component with frequency fc
appears.
If the complex multicomponent PM signal according to (13) is considered, the calculation of
its IF leads to the following expression:
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with
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Using reasonable approximations, it can be shown that 1/ (1 + a(t)) is composed of a constant
component with only small oscillations. Hence, the IF of (13) may be approximated by:

fi,I(t) ≈ fs − C fcβsin(ωct) (30)

where C is a constant, C < 1. Numerical evaluations confirm this approximation. It can there-
fore be concluded, that the multicomponent PM signal IF corresponding to the stator current
also shows fault-related oscillations at fc which may be used for detection.
The IF of an AM stator current signal according to (21) is simply a constant at frequency fs.
In contrast to the PM stator current signal, no time-variable component is present. The AM
modulation index α is not reflected in the IF. Consequently, the stator current IF cannot be
used for amplitude modulation detection i.e. airgap eccentricity related faults.
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3.3 Wigner Distribution
The Wigner Distribution (WD) belongs to the class of time-frequency signal analysis tools. It
provides a signal representation with respect to time and frequency which can be interpreted
as a distribution of the signal energy.

3.3.1 Definition
The WD is defined as follows (Flandrin (1999)):

Wx(t, f ) =
∫ +∞

−∞
x
(

t +
τ

2

)
x∗

(
t − τ

2

)
e−j2π f τd τ (31)

This formula can be seen as the Fourier transform of a kernel Kx(τ, t) with respect to the delay
variable τ. The kernel is similar to an autocorrelation function.
An interesting property of the WD is its perfect concentration on the instantaneous frequency
in the case of a linear frequency modulation. However, other types of modulations (e.g. in
our case sinusoidal phase modulations) produce so-called inner interference terms in the dis-
tribution (Mecklenbräuker & Hlawatsch (1997)). Note that the interferences may however be
used for detection purposes as it will be shown in the following.
Another important drawback of the distribution is its non-linearity due to the quadratic na-
ture. When the sum of two signals is considered, so-called outer interference terms appear in
the distribution at time instants or frequencies where there should not be any signal energy
(Mecklenbräuker & Hlawatsch (1997)). The interference terms can be reduced by using e.g.
the Pseudo Wigner Distribution which includes an additional smoothing window (see section
3.4).

3.3.2 Application
The stator current in the presence of load torque oscillations can be considered as the sum of
a pure frequency and a phase modulated signal (see (13)). The detailed calculations of the
stator current WD can be found in (Blödt, Chabert, Regnier & Faucher (2006)). The following
approximate expression is obtained for small β:
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The WD of the PM stator current is therefore a central frequency at fs with sidebands at fs ±
fc/2. These components have time-varying amplitudes at frequency fc. It is important to note
that the lower sideband has the opposed sign to the upper sideband for a given point in time
i.e. a phase shift of π exists theoretically between the two sidebands.
The WD of the AM signal according to (21) is calculated in details in (Blödt, Regnier & Faucher
(2006)). The following approximate expression is obtained for small modulation indices α:
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The AM signature on the WD is therefore sidebands at fs ± fr/2. The sidebands oscillate at
shaft rotational frequency fr, their amplitude is αI2

1 . It should be noted that the signature is

similar to the PM signal but with the important difference that the upper and lower sideband
oscillations have the same amplitudes for a given point in time i.e. they are in phase.

3.4 Illustration with Synthesized Signals
In order to validate the preceding theoretical considerations, the periodogram and WD of
AM and PM signals are calculated numerically with synthesized signals. The signals are dis-
crete versions of the continuous time signals in (13) and (21) with the following parameters:
Ist = Irt =

√
2/2, I1 =

√
2, α = β = 0.1, ϕs = −π/8, fs = 0.25 and fc = fr = 0.125 normalized

frequency. These parameters are coherent with a realistic application, apart from the strong
modulation indices which are used for demonstration purposes. White zero-mean Gaussian
noise is added with a signal to noise ration of 50 dB. The signal length is N = 512 samples.
First, the periodogram of both signals is calculated (see Fig. 3). Both spectra show the funda-
mental component with sidebands at fs ± fr. The higher order sidebands of the PM signal are
buried in the noise floor so that both spectral signatures are identical.

Fig. 3. Power spectral density of synthesized PM and AM signals.

The WD is often replaced in practical applications with the Pseudo Wigner Distribution
(PWD). The PWD is a smoothed and windowed version of the WD, defined as follows: (Flan-
drin (1999)):
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where p(τ) is the smoothing window. In the following, a Hanning window of length N/4
is used. The time-frequency distributions are calculated using the Matlab R© Time-Frequency
Toolbox (Auger et al. (1995/1996)). The PWD of the PM and AM stator current signals is dis-
played in Fig. 4. A constant frequency at fs = 0.25 is visible in each case. Sidebands resulting
from modulation appear at fs ± fr/2 in both cases. The zoom on the interference structure
shows that the sidebands are oscillating at fr. According to the theory, the sidebands are
phase-shifted by approximately π in the PM case whereas they are in phase with the AM
signal.
For illustrating the stator current IF analysis, a simulated transient stator current signal is
used. The supply frequency fs(t) varies from 0.05 to 0.25 normalized frequency. The modu-
lation frequency fc(t) is half the supply frequency. The IF of the transient PM and AM stator
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3.3 Wigner Distribution
The Wigner Distribution (WD) belongs to the class of time-frequency signal analysis tools. It
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This formula can be seen as the Fourier transform of a kernel Kx(τ, t) with respect to the delay
variable τ. The kernel is similar to an autocorrelation function.
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The WD of the PM stator current is therefore a central frequency at fs with sidebands at fs ±
fc/2. These components have time-varying amplitudes at frequency fc. It is important to note
that the lower sideband has the opposed sign to the upper sideband for a given point in time
i.e. a phase shift of π exists theoretically between the two sidebands.
The WD of the AM signal according to (21) is calculated in details in (Blödt, Regnier & Faucher
(2006)). The following approximate expression is obtained for small modulation indices α:
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The AM signature on the WD is therefore sidebands at fs ± fr/2. The sidebands oscillate at
shaft rotational frequency fr, their amplitude is αI2
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similar to the PM signal but with the important difference that the upper and lower sideband
oscillations have the same amplitudes for a given point in time i.e. they are in phase.

3.4 Illustration with Synthesized Signals
In order to validate the preceding theoretical considerations, the periodogram and WD of
AM and PM signals are calculated numerically with synthesized signals. The signals are dis-
crete versions of the continuous time signals in (13) and (21) with the following parameters:
Ist = Irt =
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2/2, I1 =
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frequency. These parameters are coherent with a realistic application, apart from the strong
modulation indices which are used for demonstration purposes. White zero-mean Gaussian
noise is added with a signal to noise ration of 50 dB. The signal length is N = 512 samples.
First, the periodogram of both signals is calculated (see Fig. 3). Both spectra show the funda-
mental component with sidebands at fs ± fr. The higher order sidebands of the PM signal are
buried in the noise floor so that both spectral signatures are identical.

Fig. 3. Power spectral density of synthesized PM and AM signals.

The WD is often replaced in practical applications with the Pseudo Wigner Distribution
(PWD). The PWD is a smoothed and windowed version of the WD, defined as follows: (Flan-
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where p(τ) is the smoothing window. In the following, a Hanning window of length N/4
is used. The time-frequency distributions are calculated using the Matlab R© Time-Frequency
Toolbox (Auger et al. (1995/1996)). The PWD of the PM and AM stator current signals is dis-
played in Fig. 4. A constant frequency at fs = 0.25 is visible in each case. Sidebands resulting
from modulation appear at fs ± fr/2 in both cases. The zoom on the interference structure
shows that the sidebands are oscillating at fr. According to the theory, the sidebands are
phase-shifted by approximately π in the PM case whereas they are in phase with the AM
signal.
For illustrating the stator current IF analysis, a simulated transient stator current signal is
used. The supply frequency fs(t) varies from 0.05 to 0.25 normalized frequency. The modu-
lation frequency fc(t) is half the supply frequency. The IF of the transient PM and AM stator
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Fig. 4. Pseudo Wigner Distribution of synthesized PM and AM signals with zoom on interfer-
ence structure.

current signal is shown in Fig. 5. The linear evolution of the supply frequency is clearly visi-
ble apart from border effects. With the PM signal, oscillations at varying fault frequency fc(t)
can be recognized. In case of the AM signal, no oscillations are present. Further IF and PWD
analysis with automatic extraction of fault indicators is described in (Blödt, Bonacci, Regnier,
Chabert & Faucher (2008)).
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Fig. 5. Instantaneous frequency of simulated transient PM and AM signals.

3.5 Summary
Several signal processing methods suitable for the detection of mechanical faults by stator
current analysis have been presented. Classical spectral analysis based on the PSD can give
a first indication of a possible fault by an increase of sidebands at fs ± fr. This method can
only be applied in case of stationary signals without important variations of the supply fre-
quency. The IF can be used to detect phase modulations since they lead to a time-varying IF. A
global time-frequency signal analysis is possible using the WD or PWD where a characteristic
interference structure appears in presence of the phase or amplitude modulations. The three
methods have been illustrated with simulated signals.

4. Detection of dynamic airgap eccentricity and load torque oscillations under lab-
oratory conditions

4.1 Experimental Setup
Laboratory tests have been performed on an experimental setup (see Fig.6) with a three phase,
400 V, 50 Hz, 5.5 kW Leroy Somer induction motor (motor A). The motor has p = 2 pole pairs
and its nominal torque Γn is about 36 Nm. The machine is supplied by a standard industrial
inverter operating in open-loop condition with a constant voltage to frequency ratio. The
switching frequency is 3 kHz.
The load is a DC motor with separate, constant excitation connected to a resistor through a
DC/DC buck converter. A standard PI controller regulates the DC motor armature current.
Thus, using an appropriate current reference signal, a constant torque with a small additional
oscillating component can be introduced. The sinusoidal oscillation is provided through a
voltage controlled oscillator (VCO) linked to a speed sensor.
Since the produced load torque oscillations are not a realistic fault, load unbalance is also
examined. Thereto, a mass is fixed on a disc mounted on the shaft. The torque oscillation
produced by such a load unbalance is sinusoidal at shaft rotational frequency. With the cho-
sen mass and distance, the torque oscillation amplitude is Γc = 0.04 Nm. If the motor bear-
ings are healthy, the additional centrifugal forces created by the mass will not lead to airgap
eccentricity.
A second induction motor with identical parameters has been modified to introduce dynamic
airgap eccentricity (motor B). Therefore, the bearings have been replaced with bearings having
a larger inner diameter. Then, eccentrical fitting sleeves have been inserted between the shaft
and the inner race. The obtained degree of dynamic eccentricity is approximately 40%.
Measured quantities in the experimental setup include the stator voltages and currents, torque
and shaft speed. The signals are simultaneously acquired through a 24 bit data acquisition
board at 25 kHz sampling frequency. Further signal processing is done off-line with Matlab R©.

4.2 Stator Current Spectrum Analysis
For illustration purposes, the stator current spectral signatures of a machine with dynamic
eccentricity (motor B) are compared to an operation with load torque oscillations at frequency
fc = fr (motor A). In Fig. 7 the current spectrum of a motor with 40% dynamic eccentricity is
compared to an operation with load torque oscillations of amplitude Γc=0.14 Nm. This cor-
responds to only 0.4% of the nominal torque. The healthy motor spectrum is also displayed
and the average load is 10% of nominal load during this test. The stator current spectra show
identical fault signatures around the fundamental frequency i.e. an increasing amplitude of
the peaks at fs ± fr ≈ 25 Hz and 75 Hz. This behavior is identical under different load condi-
tions.
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Fig. 4. Pseudo Wigner Distribution of synthesized PM and AM signals with zoom on interfer-
ence structure.

current signal is shown in Fig. 5. The linear evolution of the supply frequency is clearly visi-
ble apart from border effects. With the PM signal, oscillations at varying fault frequency fc(t)
can be recognized. In case of the AM signal, no oscillations are present. Further IF and PWD
analysis with automatic extraction of fault indicators is described in (Blödt, Bonacci, Regnier,
Chabert & Faucher (2008)).
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3.5 Summary
Several signal processing methods suitable for the detection of mechanical faults by stator
current analysis have been presented. Classical spectral analysis based on the PSD can give
a first indication of a possible fault by an increase of sidebands at fs ± fr. This method can
only be applied in case of stationary signals without important variations of the supply fre-
quency. The IF can be used to detect phase modulations since they lead to a time-varying IF. A
global time-frequency signal analysis is possible using the WD or PWD where a characteristic
interference structure appears in presence of the phase or amplitude modulations. The three
methods have been illustrated with simulated signals.

4. Detection of dynamic airgap eccentricity and load torque oscillations under lab-
oratory conditions

4.1 Experimental Setup
Laboratory tests have been performed on an experimental setup (see Fig.6) with a three phase,
400 V, 50 Hz, 5.5 kW Leroy Somer induction motor (motor A). The motor has p = 2 pole pairs
and its nominal torque Γn is about 36 Nm. The machine is supplied by a standard industrial
inverter operating in open-loop condition with a constant voltage to frequency ratio. The
switching frequency is 3 kHz.
The load is a DC motor with separate, constant excitation connected to a resistor through a
DC/DC buck converter. A standard PI controller regulates the DC motor armature current.
Thus, using an appropriate current reference signal, a constant torque with a small additional
oscillating component can be introduced. The sinusoidal oscillation is provided through a
voltage controlled oscillator (VCO) linked to a speed sensor.
Since the produced load torque oscillations are not a realistic fault, load unbalance is also
examined. Thereto, a mass is fixed on a disc mounted on the shaft. The torque oscillation
produced by such a load unbalance is sinusoidal at shaft rotational frequency. With the cho-
sen mass and distance, the torque oscillation amplitude is Γc = 0.04 Nm. If the motor bear-
ings are healthy, the additional centrifugal forces created by the mass will not lead to airgap
eccentricity.
A second induction motor with identical parameters has been modified to introduce dynamic
airgap eccentricity (motor B). Therefore, the bearings have been replaced with bearings having
a larger inner diameter. Then, eccentrical fitting sleeves have been inserted between the shaft
and the inner race. The obtained degree of dynamic eccentricity is approximately 40%.
Measured quantities in the experimental setup include the stator voltages and currents, torque
and shaft speed. The signals are simultaneously acquired through a 24 bit data acquisition
board at 25 kHz sampling frequency. Further signal processing is done off-line with Matlab R©.

4.2 Stator Current Spectrum Analysis
For illustration purposes, the stator current spectral signatures of a machine with dynamic
eccentricity (motor B) are compared to an operation with load torque oscillations at frequency
fc = fr (motor A). In Fig. 7 the current spectrum of a motor with 40% dynamic eccentricity is
compared to an operation with load torque oscillations of amplitude Γc=0.14 Nm. This cor-
responds to only 0.4% of the nominal torque. The healthy motor spectrum is also displayed
and the average load is 10% of nominal load during this test. The stator current spectra show
identical fault signatures around the fundamental frequency i.e. an increasing amplitude of
the peaks at fs ± fr ≈ 25 Hz and 75 Hz. This behavior is identical under different load condi-
tions.
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Fig. 6. Scheme of experimental setup

Fig. 7. Comparison of experimental motor stator current spectra: 40 % eccentricity (B) vs.
healthy machine (A) and 0.14 Nm load torque oscillation (A) vs. healthy machine (A) at 10%
average load.

The stator current with load unbalance is analyzed in Fig. 8. A small weight has been fixed on
the disc on the shaft and the amplitude of the introduced torque oscillation is Γc = 0.04 Nm.
The load unbalance as a realistic fault also leads to a rise in sideband amplitudes at fs ± fr.
These examples show that a monitoring strategy based on the spectral components fs ± fr
can be used efficiently for detection purposes. In all three cases, these components show a
considerable rise. However, this monitoring approach cannot distinguish between dynamic
eccentricity and load torque oscillations.
In the following, transient stator current signals are also considered. They are obtained during
motor startup between standstill and nominal supply frequency. The frequency sweep rate
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Fig. 8. PSD of stator current with load unbalance Γc = 0.04 Nm vs. healthy case

is 10 Hz per second i.e. the startup takes 5 seconds. For the following analysis, the transient
between fs = 10 Hz and 48 Hz is extracted. The PSD of a healthy and faulty transient signal are
displayed in Fig. 9. This example illustrates that classic spectral estimation is not appropriate
for transient signal analysis. The broad peak due to the time-varying supply frequency masks
all other phenomena. The faulty and healthy case cannot be distinguished.
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Fig. 9. PSD of stator current during speed transient with load torque oscillation Γc = 0.22 Nm
vs. healthy case.

4.3 Stator Current Instantaneous Frequency Analysis
In this section, instantaneous frequency analysis will be applied to the stator current signals.
The original signal has been lowpass filtered and downsampled to 200 Hz in order to remove
high frequency content before time-frequency analysis. Only the information in a frequency
range around the fundamental is conserved.
First, a transient stator current IF is shown in Fig. 10 for the healthy case and with a load torque
oscillation Γc = 0.5 Nm. When load torque oscillations are present, the IF oscillations increase.
The oscillation frequency is approximately half the supply frequency which corresponds to
the shaft rotational frequency fr.
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healthy machine (A) and 0.14 Nm load torque oscillation (A) vs. healthy machine (A) at 10%
average load.

The stator current with load unbalance is analyzed in Fig. 8. A small weight has been fixed on
the disc on the shaft and the amplitude of the introduced torque oscillation is Γc = 0.04 Nm.
The load unbalance as a realistic fault also leads to a rise in sideband amplitudes at fs ± fr.
These examples show that a monitoring strategy based on the spectral components fs ± fr
can be used efficiently for detection purposes. In all three cases, these components show a
considerable rise. However, this monitoring approach cannot distinguish between dynamic
eccentricity and load torque oscillations.
In the following, transient stator current signals are also considered. They are obtained during
motor startup between standstill and nominal supply frequency. The frequency sweep rate
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is 10 Hz per second i.e. the startup takes 5 seconds. For the following analysis, the transient
between fs = 10 Hz and 48 Hz is extracted. The PSD of a healthy and faulty transient signal are
displayed in Fig. 9. This example illustrates that classic spectral estimation is not appropriate
for transient signal analysis. The broad peak due to the time-varying supply frequency masks
all other phenomena. The faulty and healthy case cannot be distinguished.
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4.3 Stator Current Instantaneous Frequency Analysis
In this section, instantaneous frequency analysis will be applied to the stator current signals.
The original signal has been lowpass filtered and downsampled to 200 Hz in order to remove
high frequency content before time-frequency analysis. Only the information in a frequency
range around the fundamental is conserved.
First, a transient stator current IF is shown in Fig. 10 for the healthy case and with a load torque
oscillation Γc = 0.5 Nm. When load torque oscillations are present, the IF oscillations increase.
The oscillation frequency is approximately half the supply frequency which corresponds to
the shaft rotational frequency fr.
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Fig. 10. Example of transient stator current IF with load torque oscillation (Γc = 0.5 Nm) vs.
healthy case, 25% load.

For further analysis, the IF spectrogram can be employed. The spectrogram is a time-
frequency signal analysis based on sliding short time Fourier transforms. More information
can be found in (Boashash (2003)) (Flandrin (1999)). The two spectrograms depicted in Fig. 11
analyze the stator current IF during a motor startup with a small oscillation of Γc = 0.22 Nm
and 10% average load. Besides the strong DC level at 0 Hz in the spectrogram, time varying
components can already be noticed in the healthy case (a). They correspond to the supply
frequency fs(t) and its second harmonic. Comparing the spectrogram of the healthy IF to
the one with load torque oscillations (b), a fault-related component at fr(t) becomes clearly
visible. More information about IF analysis can be found in (Blödt (2006)).
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Fig. 11. Spectrogram of transient stator current IF with load torque oscillation Γc = 0.22 Nm
vs. healthy case, 10% load.

4.4 Pseudo Wigner Distribution of Stator Current
The previously considered transient signals are also analyzed with the PWD. Figure 12 shows
an example of the stator current PWD during a motor startup. Comparing the healthy case
to 0.22 Nm load torque oscillations, the characteristic interference signature becomes visible
around the time-varying fundamental frequency. Since the fault frequency is also time vari-
able, the sideband location and their oscillation frequency depend on time (Blödt et al. (2005)).
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Fig. 12. PWD of transient stator current in healthy case and with load torque oscillation, 10%
average load.

It is thereafter verified if dynamic eccentricity and load torque oscillations can be distin-
guished through the stator current PWD. The stator current PWDs with dynamic eccentric-
ity and with 0.14 Nm load torque oscillation are shown in Fig. 13 for 10% average load. The
characteristic fault signature is visible in both cases at fs ± fr/2 = 37.5 Hz and 62.5 Hz. The
phase shift between the upper and lower sideband seems closer to zero with eccentricity
whereas with torque oscillations, it is closer to π. Nevertheless, it is difficult to determine
the exact value from a visual analysis. However, the phase difference between the upper and
lower sidebands can be automatically extracted from the PWD (see (Blödt, Regnier & Faucher
(2006)). The result is about 125◦ with load torque oscillations and around 90◦ with dynamic
eccentricity. These values differ from the theoretical ones (180◦ and 0◦ respectively) but this
can be explained with load torque oscillations occurring as a consequence of dynamic eccen-
tricity. A detailed discussion can be found in (Blödt, Regnier & Faucher (2006)). However, the
phase shifts are sufficient to distinguish the two faults.

Fig. 13. Detail of stator current PWD with 40% dynamic eccentricity (B) and 0.14 Nm load
torque oscillation (A) at small average load
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For further analysis, the IF spectrogram can be employed. The spectrogram is a time-
frequency signal analysis based on sliding short time Fourier transforms. More information
can be found in (Boashash (2003)) (Flandrin (1999)). The two spectrograms depicted in Fig. 11
analyze the stator current IF during a motor startup with a small oscillation of Γc = 0.22 Nm
and 10% average load. Besides the strong DC level at 0 Hz in the spectrogram, time varying
components can already be noticed in the healthy case (a). They correspond to the supply
frequency fs(t) and its second harmonic. Comparing the spectrogram of the healthy IF to
the one with load torque oscillations (b), a fault-related component at fr(t) becomes clearly
visible. More information about IF analysis can be found in (Blödt (2006)).
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4.4 Pseudo Wigner Distribution of Stator Current
The previously considered transient signals are also analyzed with the PWD. Figure 12 shows
an example of the stator current PWD during a motor startup. Comparing the healthy case
to 0.22 Nm load torque oscillations, the characteristic interference signature becomes visible
around the time-varying fundamental frequency. Since the fault frequency is also time vari-
able, the sideband location and their oscillation frequency depend on time (Blödt et al. (2005)).
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Fig. 12. PWD of transient stator current in healthy case and with load torque oscillation, 10%
average load.

It is thereafter verified if dynamic eccentricity and load torque oscillations can be distin-
guished through the stator current PWD. The stator current PWDs with dynamic eccentric-
ity and with 0.14 Nm load torque oscillation are shown in Fig. 13 for 10% average load. The
characteristic fault signature is visible in both cases at fs ± fr/2 = 37.5 Hz and 62.5 Hz. The
phase shift between the upper and lower sideband seems closer to zero with eccentricity
whereas with torque oscillations, it is closer to π. Nevertheless, it is difficult to determine
the exact value from a visual analysis. However, the phase difference between the upper and
lower sidebands can be automatically extracted from the PWD (see (Blödt, Regnier & Faucher
(2006)). The result is about 125◦ with load torque oscillations and around 90◦ with dynamic
eccentricity. These values differ from the theoretical ones (180◦ and 0◦ respectively) but this
can be explained with load torque oscillations occurring as a consequence of dynamic eccen-
tricity. A detailed discussion can be found in (Blödt, Regnier & Faucher (2006)). However, the
phase shifts are sufficient to distinguish the two faults.

Fig. 13. Detail of stator current PWD with 40% dynamic eccentricity (B) and 0.14 Nm load
torque oscillation (A) at small average load
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5. Detection of shaft misalignment in electric winches

5.1 Problem statement
Electric winches are widely used in industrial handling systems such has cranes, overhead
cranes or hoisting gears. As illustrated in Fig. 14, they are usually composed of an induction
machine driving a drum through gears. Different faults can occur on such systems, leading

Fig. 14. Schematic representation of an electric winch.

to performance, reliability, and safety deterioration. A usual fault is the misalignment be-
tween the induction machine and the drum, generally due to strong radial forces applied to
the drum by the handled load. Theoretical and experimental studies (see for example Xu &
Marangoni (1994a;b)) show that such misalignments produce mechanical phenomena, which
lead to torque oscillations and dynamic airgap eccentricity in the induction machine. It has
been shown in section 2 that such phenomena generate amplitude and phase modulations in
the supply currents of the machine. The goal of this part is to apply to these currents some
of the signal processing tools presented in section 3 in order to detect a mechanical misalign-
ment in the system. Therefore, this part is organized as follows : section 5.2 describes more
precisely the fault and the necessary signal processing tools, and experimental results are fi-
nally presented in section 5.3.

5.2 Misalignment detection by stator current analysis
5.2.1 Shaft misalignment
Shaft misalignment is a frequent fault in rotating machinery, for which the shafts of the driving
and the driven parts are not in the same centerline. The most general misalignment is a com-
bination of angular misalignement (shaft centerlines do meet, but are not parallel) and offset
misalignement (shaft centerlines are parallel, but do not meet). This type of fault generates
reaction forces and torques in the coupling, and finally torque oscillations and dynamic airgap
eccentricity in the driving machine. Moreover, these mechanical phenomena appear at even
harmonics of the rotational frequencies of the driven parts (Xu & Marangoni (1994a)) (Xu &
Marangoni (1994b)) (Sekhar & Prabhu (1995)) (Goodwin (1989)). For example, in the case of a
misalignment of the winch shafts described in Fig. 14, torque oscillations and dynamic eccen-
tricity are generated at even harmonics of the rotational frequencies of the induction machine,
the gearbox and also the drum.

The theoretical model developed in sections 2.1 and 2.2 describes how mechanical phenomena
are "seen" by an induction machine in its supply currents. More precisely, it has been shown
that torque oscillations cause phase modulation of the stator current components (see Eq. (13)),
while airgap eccentricity causes amplitude modulation (see Eq. (21)).
Therefore, in the case of a shaft misalignment in a system similar to Fig. 14, amplitude and
phase modulations appear in the supply currents of the induction machine, and these modu-
lations have frequencies equal to even harmonics of the rotational frequencies of the driving
machine, the gearbox and the drum. Finally, the modulations generated by the drum are much
more easy to detect since its rotational frequency is generally much lower than the supply and
rotational frequencies of the machine fs and fr. In the following, only such low frequency
modulations will be examined.

5.2.2 Shaft misalignment detection
The previous section has described that it should be possible to detect a shaft misalignment in
an electric winch by analyzing its supply currents. Indeed, one only has to detect a significant
increase in the amplitude and phase modulations of their fundamental component. A simple
possibility is to analyze the variations of its instantaneous amplitude and instantaneous fre-
quency, defined in section 3. These quantities can be easily real-time estimated as shown in
(A. Reilly & Boashash (1994)), and Fig. 15 briefly describes the principle of this approach.

Fig. 15. Stator current analysis method for shaft misalignment detection.

First of all, one of the stator currents is filtered by a bandpass filter in order to obtain the funda-
mental component only, without any other component. The filter used in this application has
a passband only situated in the positive frequency domain around + fs with fs = 45.05 Hz (see
the transfer function in Fig. 15) in order to directly obtain the analytical part of the analyzed
signal, as explained in (A. Reilly & Boashash (1994)). The transfer function H( f ) of this filter is
therefore not hermitian (H( f ) �= H∗(− f )), and its impulse response is complex-valued. This
particularity is not problematic concerning the real-time implementation of this filter, since its
finite impulse response only needs twice as many coefficients as a classical real-valued finite
impulse response filter. Finally, the output of this filter is a complex-valued monocomponent
signal z(t) which represents the analytical part of the supply current fundamental component.
In a second step, the modulus and the phase derivative of this complex signal lead to the in-
stantaneous amplitude and frequency to estimate. Once their mean value substracted, these
quantities are called amplitude modulation function (AMF) and frequency modulation func-
tion (FMF). They correspond to instantaneous amplitude and frequency variations of the cur-
rent fundamental component and contain the researched modulations. Finally, power spectral
densities of the AMF and FMF are estimated in order to detect and identify such modulations.



Mechanical fault detection in induction motor drives through stator 	
current monitoring - Theory and application examples 469

5. Detection of shaft misalignment in electric winches

5.1 Problem statement
Electric winches are widely used in industrial handling systems such has cranes, overhead
cranes or hoisting gears. As illustrated in Fig. 14, they are usually composed of an induction
machine driving a drum through gears. Different faults can occur on such systems, leading

Fig. 14. Schematic representation of an electric winch.

to performance, reliability, and safety deterioration. A usual fault is the misalignment be-
tween the induction machine and the drum, generally due to strong radial forces applied to
the drum by the handled load. Theoretical and experimental studies (see for example Xu &
Marangoni (1994a;b)) show that such misalignments produce mechanical phenomena, which
lead to torque oscillations and dynamic airgap eccentricity in the induction machine. It has
been shown in section 2 that such phenomena generate amplitude and phase modulations in
the supply currents of the machine. The goal of this part is to apply to these currents some
of the signal processing tools presented in section 3 in order to detect a mechanical misalign-
ment in the system. Therefore, this part is organized as follows : section 5.2 describes more
precisely the fault and the necessary signal processing tools, and experimental results are fi-
nally presented in section 5.3.

5.2 Misalignment detection by stator current analysis
5.2.1 Shaft misalignment
Shaft misalignment is a frequent fault in rotating machinery, for which the shafts of the driving
and the driven parts are not in the same centerline. The most general misalignment is a com-
bination of angular misalignement (shaft centerlines do meet, but are not parallel) and offset
misalignement (shaft centerlines are parallel, but do not meet). This type of fault generates
reaction forces and torques in the coupling, and finally torque oscillations and dynamic airgap
eccentricity in the driving machine. Moreover, these mechanical phenomena appear at even
harmonics of the rotational frequencies of the driven parts (Xu & Marangoni (1994a)) (Xu &
Marangoni (1994b)) (Sekhar & Prabhu (1995)) (Goodwin (1989)). For example, in the case of a
misalignment of the winch shafts described in Fig. 14, torque oscillations and dynamic eccen-
tricity are generated at even harmonics of the rotational frequencies of the induction machine,
the gearbox and also the drum.

The theoretical model developed in sections 2.1 and 2.2 describes how mechanical phenomena
are "seen" by an induction machine in its supply currents. More precisely, it has been shown
that torque oscillations cause phase modulation of the stator current components (see Eq. (13)),
while airgap eccentricity causes amplitude modulation (see Eq. (21)).
Therefore, in the case of a shaft misalignment in a system similar to Fig. 14, amplitude and
phase modulations appear in the supply currents of the induction machine, and these modu-
lations have frequencies equal to even harmonics of the rotational frequencies of the driving
machine, the gearbox and the drum. Finally, the modulations generated by the drum are much
more easy to detect since its rotational frequency is generally much lower than the supply and
rotational frequencies of the machine fs and fr. In the following, only such low frequency
modulations will be examined.

5.2.2 Shaft misalignment detection
The previous section has described that it should be possible to detect a shaft misalignment in
an electric winch by analyzing its supply currents. Indeed, one only has to detect a significant
increase in the amplitude and phase modulations of their fundamental component. A simple
possibility is to analyze the variations of its instantaneous amplitude and instantaneous fre-
quency, defined in section 3. These quantities can be easily real-time estimated as shown in
(A. Reilly & Boashash (1994)), and Fig. 15 briefly describes the principle of this approach.

Fig. 15. Stator current analysis method for shaft misalignment detection.
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5.3 Experimental results
5.3.1 Test bench and operating conditions
A test bench has been designed by the CETIM (French CEntre Technique des Industries Mé-
caniques) in order to simulate different types of faults occuring in industrial handling systems
(Sieg-Zieba & Tructin (2008)). It is composed of two 22 kW Potain electric winches, and one
cable winding up from one winch to the other through a pulley as shown in Fig. 16.

Fig. 16. Schematic description of the test bench.

The two winches are constituted as shown in Fig. 14, and the winch A is controlled through
an inverter as a driving winch, while the winch B is only used to apply a predetermined
mechanical load. The winch A is equipped with current probes in order to measure the stator
currents of its induction machine. Moreover, an angular misalignment can be obtained on the
same winch by inserting a shim with a slope between the motor flange and the drum bearing
housing, thus creating an angle of 0.75◦ while the tolerance of the coupling is 0.5◦.
During the experiments, the signals were recorded during 80 s at a sampling frequency of
25 kHz under stationary working conditions with and without misalignment. The constant
mechanical load applied by the winch B was 2000 daN, and the rotational frequency reference
value of the induction machine of the winch A was fr = 23 Hz. These conditions resulted in
a fundamental supply frequency of fs = 45.05 Hz, and a drum rotational frequency of frd =
0.29 Hz.

5.3.2 Results
Experimental results presented in this section have been obtained by applying the method de-
veloped in section 5.2 to a supply current measured under the operating conditions described
in the previous section. The proposed method leads to the estimation of the AMF and FMF of
the stator current fundamental component, and the performance of this method is illustrated
by the power spectral densities of these two functions. Low-frequency spectral contents of the
AMF and FMF are respectively represented in Fig. 17 and 18. The power spectral densities
obtained without any misalignment are in dashed line, while they are in solid line in case of
misalignment.
As expected, amplitude and frequency modulations strongly increase in the low-frequency
range when a shaft misalignment occurs, and more precisely at even harmonics of the drum
rotational frequency (see arrows in Fig. 17 and 18 around 2 × frd = 0.58 Hz and 4 × frd =

2 frd

4 frd

Fig. 17. Power spectral density of the AMF with (-) and without (- -) misalignment.

2 frd

4 frd

Fig. 18. Power spectral density of the FMF with (-) and without (- -) misalignment.

1.16 Hz). These results clearly show that a potential misalignment in an electric winch can be
detected by analyzing its supply currents.
Furthermore, a simple and efficient misalignment detector can be derived from AMF and FMF
power spectral densities. For example, the power increase of AMF and FMF in a frequency
band corresponding to the expected fault can easily be estimated from these quantities by
integration. In the present case, the power of these two modulation functions between 0.25 Hz
and 1.25 Hz (a frequency band containing 2 × frd and 4 × frd) increases of about 80% (for
AMF) and 120% (for FMF) when a misalignment occurs. Finally, it can be noted that such a
detector can be easily real-time implemented since it is based on real-time operations only (see
Fig. 15).

5.4 Conclusion
This section has shown that a shaft misalignment in an electric winch can be detected by
analyzing its supply currents. Experimental results confirm that a misalignment generates
additional amplitude and frequency modulations in stator currents. These phenomena can
be easily detected and characterized by analyzing the spectral content of amplitude and fre-
quency modulation functions of the stator current fundamental component. For example,
Fig. 17 and 18 show that these additional modulations occur at even harmonics of the drum
rotational frequency, i.e. in a very low-frequency range. Finally, a simple and efficient real-
time detector has been proposed, based on the integration of the power spectral densities of
the AMF and FMF.
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6. Detection of single point bearing defects

The following section considers the detection of single point bearing defects in induction mo-
tors. Bearing faults are the most frequent faults in electric motors (41%) according to an IEEE
motor reliability study for large motors above 200 HP (IEEE Motor reliability working group
(1985b)), followed by stator (37%) and rotor faults (10%). Therefore, their detection is of great
concern. First, some general information about bearing geometry and characteristic frequen-
cies will be given. Then, a theoretical study of bearing fault effects on the stator current is
presented (see Blödt, Granjon, Raison & Rostaing (2008)). Finally, experimental results illus-
trate and validate the theoretical approach.

6.1 Bearing Fault Types
This paper considers rolling-element bearings with a geometry shown in Fig. 19. The bearing
consists mainly of the outer and inner raceway, the balls and the cage which assures equidis-
tance between the balls. The number of balls is denoted Nb, their diameter is Db and the pitch
or cage diameter is Dc. The point of contact between a ball and the raceway is characterized
by the contact angle β.
Bearing faults can be categorized into distributed and localized defects (Tandon & Choudhury
(1997)) (Stack et al. (2004b)). Distributed defects affect a whole region and are difficult to
characterize by distinct frequencies. In contrast, single-point defects are localized and can be
classified according to the affected element:

• outer raceway defect

• inner raceway defect

• ball defect

A single point defect could be imagined as a small hole, a pit or a missing piece of material on
the corresponding element. Only these are considered in the following.

6.2 Characteristic Fault Frequencies
With each type of bearing fault, a characteristic fault frequency fc can be associated. This
frequency is equivalent to the periodicity by which an anomaly appears due to the existence
of the fault. Imagining for example a hole on the outer raceway: as the rolling elements move
over the defect, they are regularly in contact with the hole which produces an effect on the
machine at a given frequency.
The characteristic frequencies are functions of the bearing geometry and the mechanical rotor
frequency fr. A detailed calculation of these frequencies can be found in (Li et al. (2000)). For
the three considered fault types, fc takes the following expressions:

Outer raceway: fo =
Nb
2

fr

(
1 − Db

Dc
cos β

)
(35)

Inner raceway: fi =
Nb
2

fr

(
1 +

Db
Dc

cos β

)
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Ball: fb =
Dc

Db
fr

(
1 −

D2
b

D2
c

cos2 β

)
(37)

It has been statistically shown in (Schiltz (1990)) that the vibration frequencies can be approx-
imated for most bearings with between six and twelve balls by :

fo = 0.4 Nb fr (38)

fi = 0.6 Nb fr (39)

Fig. 19. Geometry of a rolling-element bearing.

6.3 Short Literature Survey on Bearing Fault Detection by Stator Current Analysis
Vibration measurement is traditionally used to detect bearing defects. Analytical models de-
scribing the vibration response of a bearing with single point defects can be found in (Tandon
& Choudhury (1997)) (MacFadden & Smith (1984)) (Wang & Kootsookos (1998)). The most of-
ten quoted model studying the influence of bearing damage on the induction machine’s stator
current was proposed by R. R. Schoen et al. in (Schoen et al. (1995)). The authors consider the
generation of rotating eccentricities at bearing fault characteristic frequencies fc which leads
to periodical changes in the machine inductances. This should produce additional frequencies
fbf in the stator current given by:

fbf = | fs ± k fc| (40)

where fs is the electrical stator supply frequency and k = 1,2,3, . . . .
A general review about bearing fault detection by stator current monitoring can be found in
(Zhou et al. (2007)). Stack examines in (Stack et al. (2004b)) single point defects and general-
ized roughness. In (Stack et al. (2004a)), the stator current is analyzed using parametric spec-
trum analysis such as autoregressive modelling. Neural network techniques and the wavelet
transform are used in (Eren et al. (2004)) for bearing fault detection and wavelet decomposi-
tion is applied in the case of variable speed drives in (Teotrakool et al. (2006)). In (Zhou et al.
(2008)) stator current noise cancellation techniques are described for bearing fault detection.
In the following, a detailed theoretical study will be conducted to analyze the physical effects
of bearing faults on the induction machine and the stator current. This will yield additional
stator current frequencies with respect to the existing model and will give insight on the mod-
ulation type.
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6.4 Theoretical Study of Single Point Bearing Defects
Two physical effects are considered in the theoretical study when the single point defect comes
into contact with another bearing element:

1. the introduction of a radial movement of the rotor center,

2. the apparition of load torque variations.

The method used to study the influence of the rotor displacement on the stator current is again
based on the MMF (magnetomotive force) and permeance wave approach (see section 2). The
following model relies on several simplifying assumptions. First, load zone effects in the bear-
ing are not considered. The fault impact on the airgap length is considered by a series of Dirac
generalized functions. In reality, the fault generates other pulse shapes, but this alters only the
harmonic amplitudes. Since this modeling approach focusses on the frequency combinations
and modulation types and not on exact amplitudes, this assumption is reasonable. The cal-
culation of the airgap magnetic field does not take into account higher order space and time
harmonics for the sake of simplicity. However, the calculated modulation effects affect higher
harmonics in the same way as the fundamental. As before, higher order armature reactions
are also neglected.

6.4.1 Airgap Length Variations
The first step in the theoretical analysis is the determination of the airgap length g as a function
of time t and angular position θ in the stator reference frame. The radial rotor movement
causes the airgap length to vary as a function of the defect, which is always considered as a
hole or a point of missing material in the corresponding bearing element.

6.4.1.1 Outer Race Defect
Without loss of generality, the outer race defect can be assumed to be located at the angular
position θ = 0. When there is no contact between a ball and the defect, the rotor is perfectly
centered. In this case, the airgap length g is supposed to take the constant value g0, neglecting
rotor and stator slotting effects. On the contrary, every t = k/ fo (with k integer), the contact
between a ball and the defect leads to a small movement of the rotor center in the stator
reference frame (see Fig. 20). In this case, the airgap length can be approximated by g0(1 −
eo cosθ), where eo is the relative degree of eccentricity. In order to model the fault impact on
the airgap length as a function of time, a series of Dirac generalized functions can then be used
as it is common in models for vibration analysis (MacFadden & Smith (1984)).
These considerations lead to the following expression for the airgap length:

go (θ, t) = g0

[
1 − eo cos (θ)

+∞

∑
k=−∞

δ

(
t − k

fo

)]
(41)

where eo is the relative degree of eccentricity introduced by the outer race defect. This
equation can be interpreted as a temporary static eccentricity of the rotor, appearing only
at t = k/ fo. The function go(θ, t) is represented in Fig. 21 for θ = 0 as an example.

6.4.1.2 Inner Race Defect
In this case, the situation is slightly different from the outer race defect. The fault occurs at
the instants t = k/ fi. As the defect is located on the inner race, the angular position of the
minimal airgap length moves with respect to the stator reference frame as the rotor turns at

Fig. 20. Radial rotor movement due to an outer bearing raceway defect.

Fig. 21. Airgap length g and permeance Λ in the presence of an outer bearing raceway defect
for θ = 0.

the angular frequency ωr (see Fig. 22). Between two contacts with the defect, the defect itself
has moved by an angle described by:

∆θi = ωr∆t =
ωr

fi
(42)

Hence, equation (41) becomes:

gi (θ, t) = g0

[
1 − ei

+∞

∑
k=−∞

cos (θ + k∆θi)δ

(
t − k

fi

)]
(43)

where ei is the relative degree of eccentricity introduced by the inner race defect.
This equation can be simplified for further calculations by extracting the cosine-term of the
sum so that the series of Dirac generalized functions may be later developed into a Fourier
series. One fundamental property of the Dirac generalized function is given by the following
equation (Max & Lacoume (2000)):

h (k) · δ

(
t − k

fi

)
= h (t fi) · δ

(
t − k

fi

)
(44)

This formula becomes obvious when one considers that δ (t − k/ fi) always equals 0, except
for t = k/ fi. After combining (44), (43) and (42), the airgap length becomes:
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6.4 Theoretical Study of Single Point Bearing Defects
Two physical effects are considered in the theoretical study when the single point defect comes
into contact with another bearing element:

1. the introduction of a radial movement of the rotor center,

2. the apparition of load torque variations.

The method used to study the influence of the rotor displacement on the stator current is again
based on the MMF (magnetomotive force) and permeance wave approach (see section 2). The
following model relies on several simplifying assumptions. First, load zone effects in the bear-
ing are not considered. The fault impact on the airgap length is considered by a series of Dirac
generalized functions. In reality, the fault generates other pulse shapes, but this alters only the
harmonic amplitudes. Since this modeling approach focusses on the frequency combinations
and modulation types and not on exact amplitudes, this assumption is reasonable. The cal-
culation of the airgap magnetic field does not take into account higher order space and time
harmonics for the sake of simplicity. However, the calculated modulation effects affect higher
harmonics in the same way as the fundamental. As before, higher order armature reactions
are also neglected.

6.4.1 Airgap Length Variations
The first step in the theoretical analysis is the determination of the airgap length g as a function
of time t and angular position θ in the stator reference frame. The radial rotor movement
causes the airgap length to vary as a function of the defect, which is always considered as a
hole or a point of missing material in the corresponding bearing element.

6.4.1.1 Outer Race Defect
Without loss of generality, the outer race defect can be assumed to be located at the angular
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centered. In this case, the airgap length g is supposed to take the constant value g0, neglecting
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(41)

where eo is the relative degree of eccentricity introduced by the outer race defect. This
equation can be interpreted as a temporary static eccentricity of the rotor, appearing only
at t = k/ fo. The function go(θ, t) is represented in Fig. 21 for θ = 0 as an example.

6.4.1.2 Inner Race Defect
In this case, the situation is slightly different from the outer race defect. The fault occurs at
the instants t = k/ fi. As the defect is located on the inner race, the angular position of the
minimal airgap length moves with respect to the stator reference frame as the rotor turns at

Fig. 20. Radial rotor movement due to an outer bearing raceway defect.

Fig. 21. Airgap length g and permeance Λ in the presence of an outer bearing raceway defect
for θ = 0.

the angular frequency ωr (see Fig. 22). Between two contacts with the defect, the defect itself
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where ei is the relative degree of eccentricity introduced by the inner race defect.
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series. One fundamental property of the Dirac generalized function is given by the following
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Fig. 22. Radial rotor movement due to an inner bearing raceway defect.

6.4.1.3 Ball Defect
In presence of ball defect, the defect location moves in a similar way as the inner raceway fault.
The fault causes an anomaly on the airgap length at the instants t = k/ fb. The angular position
of minimal airgap length changes in function of the cage rotational frequency. Actually, the
balls are all fixed in the cage which rotates at the fundamental cage frequency ωcage, given by
(Li et al. (2000)):

ωcage =
1
2

ωr

(
1 − Db

Dc
cos β

)
(46)

The angle ∆θb by which the fault location has moved between two fault impacts becomes:

∆θb = ωcage∆t =
ωcage

fb
(47)

By analogy with (45), the expression of airgap length in presence of a ball defect becomes:

gb (θ, t) = g0

[
1 − eb cos
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θ + ωcaget

) +∞

∑
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δ

(
t − k
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)]
(48)

where eb is the relative degree of eccentricity introduced by the ball defect.

6.4.1.4 Generalization
In order to simplify the following considerations, equations (41), (45) and (48) can be com-
bined in a generalized expression for the airgap length g in presence of a bearing fault:

g (θ, t) = g0

[
1 − ecos

(
θ + ψ (t)

) +∞

∑
k=−∞

δ

(
t − k

fc

)]
(49)

where fc is the characteristic bearing fault frequency given by (35), (36) or (37), and ψ (t) is
defined as follows:

ψ (t) =




0 for an outer race defect
ωrt for an inner race defect
ωcaget for a ball defect

(50)

6.4.2 Airgap Permeance
The airgap permeance Λ is proportional to the inverse of the airgap length g and is defined as
follows:

Λ =
µ

g
(51)

where µ = µrµ0 is the magnetic permeability of the airgap. In the case of a bearing fault, the
permeance becomes with (49):

Λ(θ, t) = Λ0
1[

1 − ecos
(
θ + ψ (t)

) +∞
∑

k=−∞
δ
(

t − k
fc

)] (52)

where Λ0 = µ/g0. The relationship between airgap length g(θ, t) and airgap permeance Λ(θ, t)
is illustrated on Fig. 21 at the position θ = 0 for an outer raceway defect.
Firstly, in order to simplify this expression, the fraction 1/(1 − x) is approximated for small
airgap variations by the first order term of its series development:

1
1 − x

= 1 + x + x2 + x3 + . . . for |x| < 1

≈ 1 + x
(53)

The condition |x| < 1 is always satisfied because the degree of eccentricity verifies |e| < 1 in
order to avoid contact between rotor and stator.
Secondly, the series of Dirac generalized functions is expressed as a complex Fourier series
development (Max & Lacoume (2000)):
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(54)

with the Fourier series coefficients ck = fc ∀k.
Equations (52), (53) and (54) can be combined into a simplified expression for the airgap per-
meance wave:
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ck cos
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)}
(55)



Mechanical fault detection in induction motor drives through stator 	
current monitoring - Theory and application examples 477

Fig. 22. Radial rotor movement due to an inner bearing raceway defect.

6.4.1.3 Ball Defect
In presence of ball defect, the defect location moves in a similar way as the inner raceway fault.
The fault causes an anomaly on the airgap length at the instants t = k/ fb. The angular position
of minimal airgap length changes in function of the cage rotational frequency. Actually, the
balls are all fixed in the cage which rotates at the fundamental cage frequency ωcage, given by
(Li et al. (2000)):
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The angle ∆θb by which the fault location has moved between two fault impacts becomes:
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By analogy with (45), the expression of airgap length in presence of a ball defect becomes:
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where eb is the relative degree of eccentricity introduced by the ball defect.

6.4.1.4 Generalization
In order to simplify the following considerations, equations (41), (45) and (48) can be com-
bined in a generalized expression for the airgap length g in presence of a bearing fault:
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where fc is the characteristic bearing fault frequency given by (35), (36) or (37), and ψ (t) is
defined as follows:

ψ (t) =
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0 for an outer race defect
ωrt for an inner race defect
ωcaget for a ball defect

(50)

6.4.2 Airgap Permeance
The airgap permeance Λ is proportional to the inverse of the airgap length g and is defined as
follows:

Λ =
µ

g
(51)

where µ = µrµ0 is the magnetic permeability of the airgap. In the case of a bearing fault, the
permeance becomes with (49):
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where Λ0 = µ/g0. The relationship between airgap length g(θ, t) and airgap permeance Λ(θ, t)
is illustrated on Fig. 21 at the position θ = 0 for an outer raceway defect.
Firstly, in order to simplify this expression, the fraction 1/(1 − x) is approximated for small
airgap variations by the first order term of its series development:

1
1 − x

= 1 + x + x2 + x3 + . . . for |x| < 1

≈ 1 + x
(53)

The condition |x| < 1 is always satisfied because the degree of eccentricity verifies |e| < 1 in
order to avoid contact between rotor and stator.
Secondly, the series of Dirac generalized functions is expressed as a complex Fourier series
development (Max & Lacoume (2000)):
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with the Fourier series coefficients ck = fc ∀k.
Equations (52), (53) and (54) can be combined into a simplified expression for the airgap per-
meance wave:
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6.4.3 Airgap Flux Density
The total fundamental MMF wave Ftot is assumed:

Ftot(θ, t) = F cos(pθ − ωst + ϕ) (56)

Multiplication of (55) and (56) leads to the expression of the flux density distribution Btot(θ, t):

Btot (θ, t) = Ftot(θ, t) · Λ(θ, t)
= FΛ0 cos (pθ − ωst + ϕ)

+
∞

∑
k=0

Bk

[
cos

(
(p ± 1)θ ± ψ (t)± kωct − ωst + ϕ

)] (57)

where Bk are the amplitudes of the fault-related flux density waves. The notation ± is used to
write all possible frequency combinations in a compact form.
Equation (57) clearly shows the influence of the rotor displacement caused by the bearing fault
on the flux density. In addition to the fundamental sine wave (term B0), a multitude of fault-
related sine waves appear in the airgap. These supplementary waves have p ± 1 pole pairs
and a frequency content fecc given by:

fecc =
1

2π

(
± dψ (t)

dt
± kωc − ωs

)
(58)

6.4.4 Stator Current
The additional flux density components according to (57) are equivalent to an additional mag-
netic flux Φ(θ, t). By considering the realization of the winding and the geometry of the ma-
chine, the additional flux Φ(t) in each stator phase can be obtained. If the stator voltages
are imposed, the time varying flux causes additional components in the motor stator current
according to the stator voltage equation for the phase m:

Vm(t) = Rs Im(t) +
dΦm(t)

dt
(59)

The frequency content of the flux in each phase is supposed to be equal to the frequency
content of the airgap field according to (58). Under the hypothesis of imposed stator voltages,
the stator current in each phase is given by the derivative of the corresponding flux. This leads
to the following expression for the stator current Im(t) with ωr supposed constant:

Im(t) =
∞

∑
k=0

Ik cos
[
± ψ (t)± kωct − ωst + ϕm

]
(60)

It becomes thus obvious, that the radial rotor movement due to the bearing fault results in
additional frequencies in the stator current. With the three fault types, these frequencies are
obtained from (50) and (60):

Outer race defect: fecc or = fs ± k fo (61)

Inner race defect: fecc ir = fs ± fr ± k fi (62)

Ball defect: fecc ball = fs ± fcage ± k fb (63)

where k = 1,2,3, . . . . In terms of signal processing, it can be noticed that the effect of the fault
related rotor movement on the stator current is an amplitude modulation of the fundamental
sine wave, due to the effect of the modified permeance on the fundamental MMF wave.

Eccentricity Torque oscillations

Outer raceway fs ± k fo fs ± k fo
Inner raceway fs ± fr ± k fi fs ± k fi

Ball defect fs ± fcage ± k fb fs ± k fb

Table 1. Summary of bearing fault related frequencies in the stator current spectrum

6.4.5 Load torque oscillations
In this section, the second considered effect of a bearing fault on the machine is studied. Imag-
ining for example a hole in the outer race: each time a ball passes in a hole, a mechanical re-
sistance will appear when the ball tries to leave the hole. The consequence is a small increase
of the load torque at each contact between the defect and another bearing element. The bear-
ing fault related torque variations appear at the previously mentioned characteristic vibration
frequencies fc (see section 6.2) as they are both of same origin: a contact between the defect
and another element.
The effect of load torque oscillations on the stator current has already been studied in section
2.1. The torque oscillations resulting from single point bearing defects will result in the same
stator current phase modulations as described in equation (13). Note that the fault character-
istic frequency fc will be take values depending on the fault type defined in section 6.2.

6.5 Summary
The results from the preceding theoretical study enlarge the existing model of the effects of
bearing faults on stator current. The frequencies that can be found when the stator current
PSD is analyzed, are resumed in Table 1.

6.6 Experimental Results
6.6.1 Description of Experimental Setup
The experimental tests were carried out on a test rig with a standard 1.1 kW, 2-pole pair, Y-
coupled induction motor. A DC-machine was used to simulate different load levels. In order
to reduce harmonic content in the supply voltage, the induction motor is directly fed by a
synchronous generator (100 kVA) working as a generator. Measured quantities are the three
line currents, the stator voltages, motor speed, torque and two vibration signals issued from
piezoelectric accelerometers mounted on the stator core. Data are sampled at 16 kHz and
processed using Matlab R©.
Two classes of faulty bearings (NSK 6205) are available. First, new bearings have been dam-
aged artificially to produce defects on the outer and inner raceway. The defects consist of
holes that have been drilled axially through the raceways (see Fig. 23). Secondly, bearings
with realistic damage were tested, issued from industrial maintenance. The faulty bearings
are mounted at the load-end of the induction machine.
The characteristic vibration frequencies take the following values at no-load operation: outer
raceway frequency fo = 89.6 Hz, inner raceway frequency fi = 135.4 Hz, ball frequency fb =
58.8 Hz. The contact angle has been assumed to be β = 0.

6.6.2 Outer Raceway Defect
The defect on the outer raceway has already been experimentally studied in (Schoen et al.
(1995)), so that it will be discussed very shortly. During the tests, the characteristic vibration
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6.4.3 Airgap Flux Density
The total fundamental MMF wave Ftot is assumed:
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where Bk are the amplitudes of the fault-related flux density waves. The notation ± is used to
write all possible frequency combinations in a compact form.
Equation (57) clearly shows the influence of the rotor displacement caused by the bearing fault
on the flux density. In addition to the fundamental sine wave (term B0), a multitude of fault-
related sine waves appear in the airgap. These supplementary waves have p ± 1 pole pairs
and a frequency content fecc given by:
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6.4.4 Stator Current
The additional flux density components according to (57) are equivalent to an additional mag-
netic flux Φ(θ, t). By considering the realization of the winding and the geometry of the ma-
chine, the additional flux Φ(t) in each stator phase can be obtained. If the stator voltages
are imposed, the time varying flux causes additional components in the motor stator current
according to the stator voltage equation for the phase m:

Vm(t) = Rs Im(t) +
dΦm(t)

dt
(59)

The frequency content of the flux in each phase is supposed to be equal to the frequency
content of the airgap field according to (58). Under the hypothesis of imposed stator voltages,
the stator current in each phase is given by the derivative of the corresponding flux. This leads
to the following expression for the stator current Im(t) with ωr supposed constant:
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It becomes thus obvious, that the radial rotor movement due to the bearing fault results in
additional frequencies in the stator current. With the three fault types, these frequencies are
obtained from (50) and (60):

Outer race defect: fecc or = fs ± k fo (61)

Inner race defect: fecc ir = fs ± fr ± k fi (62)

Ball defect: fecc ball = fs ± fcage ± k fb (63)

where k = 1,2,3, . . . . In terms of signal processing, it can be noticed that the effect of the fault
related rotor movement on the stator current is an amplitude modulation of the fundamental
sine wave, due to the effect of the modified permeance on the fundamental MMF wave.

Eccentricity Torque oscillations

Outer raceway fs ± k fo fs ± k fo
Inner raceway fs ± fr ± k fi fs ± k fi

Ball defect fs ± fcage ± k fb fs ± k fb

Table 1. Summary of bearing fault related frequencies in the stator current spectrum

6.4.5 Load torque oscillations
In this section, the second considered effect of a bearing fault on the machine is studied. Imag-
ining for example a hole in the outer race: each time a ball passes in a hole, a mechanical re-
sistance will appear when the ball tries to leave the hole. The consequence is a small increase
of the load torque at each contact between the defect and another bearing element. The bear-
ing fault related torque variations appear at the previously mentioned characteristic vibration
frequencies fc (see section 6.2) as they are both of same origin: a contact between the defect
and another element.
The effect of load torque oscillations on the stator current has already been studied in section
2.1. The torque oscillations resulting from single point bearing defects will result in the same
stator current phase modulations as described in equation (13). Note that the fault character-
istic frequency fc will be take values depending on the fault type defined in section 6.2.

6.5 Summary
The results from the preceding theoretical study enlarge the existing model of the effects of
bearing faults on stator current. The frequencies that can be found when the stator current
PSD is analyzed, are resumed in Table 1.

6.6 Experimental Results
6.6.1 Description of Experimental Setup
The experimental tests were carried out on a test rig with a standard 1.1 kW, 2-pole pair, Y-
coupled induction motor. A DC-machine was used to simulate different load levels. In order
to reduce harmonic content in the supply voltage, the induction motor is directly fed by a
synchronous generator (100 kVA) working as a generator. Measured quantities are the three
line currents, the stator voltages, motor speed, torque and two vibration signals issued from
piezoelectric accelerometers mounted on the stator core. Data are sampled at 16 kHz and
processed using Matlab R©.
Two classes of faulty bearings (NSK 6205) are available. First, new bearings have been dam-
aged artificially to produce defects on the outer and inner raceway. The defects consist of
holes that have been drilled axially through the raceways (see Fig. 23). Secondly, bearings
with realistic damage were tested, issued from industrial maintenance. The faulty bearings
are mounted at the load-end of the induction machine.
The characteristic vibration frequencies take the following values at no-load operation: outer
raceway frequency fo = 89.6 Hz, inner raceway frequency fi = 135.4 Hz, ball frequency fb =
58.8 Hz. The contact angle has been assumed to be β = 0.

6.6.2 Outer Raceway Defect
The defect on the outer raceway has already been experimentally studied in (Schoen et al.
(1995)), so that it will be discussed very shortly. During the tests, the characteristic vibration
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(a) outer raceway defect (b) inner raceway defect

Fig. 23. Photo of bearings with single point defects

frequency and its multiples were clearly visible on the vibration spectrum of the machine.
There also appeared torque oscillations at the characteristic vibration frequencies.
The current spectrum shows a characteristic component at 125 Hz which corresponds to the
frequency combination | fs − 2 fo| (see Fig. 24). It is interesting to note, that the same frequency
combination appeared in (Bonaldi et al. (2002)) where a bearing with an outer race defect was
tested experimentally.

Fig. 24. Stator current spectrum of loaded machine with outer raceway defect.

6.6.3 Inner Raceway Defect
In a first step, the vibration signal is analyzed. A logarithmic plot of the vibration spectrum
with a damaged bearing in comparison with the healthy machine condition is shown in Fig.
25. The characteristic frequency of the inner raceway defect fi and its multiples (e.g. 2 fi) are
the components with the largest magnitude. Multiple tests with different load levels permit-
ted to observe slight variations of the characteristic vibration frequency according to equation
(36). Additional components due to other mechanical effects e.g. the cage rotational frequency

(≈ 10 Hz) and a general rise of the vibration level can also be noticed on the vibration spec-
trum.
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Fig. 25. Vibration spectrum of unloaded machine with inner raceway defect.

A spectral analysis of the measured load torque is shown in Fig. 26. The characteristic fault
frequency fi clearly appears on the torque spectrum with an amplitude of +15 dB in com-
parison to the healthy case. This validates the proposed theoretical approach which assumes
torque variations at the characteristic frequency as a consequence of the bearing fault. Higher
harmonics of fi can also be observed. In addition to the mentioned components, other fre-
quencies appear in the torque spectrum at e.g. 110 and 115 Hz, but they have no direct link to
a predicted characteristic frequency.

Fig. 26. Torque spectrum of unloaded machine with inner raceway defect.

The stator current spectrum (see Fig. 27) shows, on the one hand, a rise of eccentricity related
components. The frequency components at 5 fs + fr and 7 fs − fr are already present in the
spectrum of the healthy machine due to an inherent level of dynamic eccentricity. The fault
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(a) outer raceway defect (b) inner raceway defect

Fig. 23. Photo of bearings with single point defects

frequency and its multiples were clearly visible on the vibration spectrum of the machine.
There also appeared torque oscillations at the characteristic vibration frequencies.
The current spectrum shows a characteristic component at 125 Hz which corresponds to the
frequency combination | fs − 2 fo| (see Fig. 24). It is interesting to note, that the same frequency
combination appeared in (Bonaldi et al. (2002)) where a bearing with an outer race defect was
tested experimentally.

Fig. 24. Stator current spectrum of loaded machine with outer raceway defect.
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In a first step, the vibration signal is analyzed. A logarithmic plot of the vibration spectrum
with a damaged bearing in comparison with the healthy machine condition is shown in Fig.
25. The characteristic frequency of the inner raceway defect fi and its multiples (e.g. 2 fi) are
the components with the largest magnitude. Multiple tests with different load levels permit-
ted to observe slight variations of the characteristic vibration frequency according to equation
(36). Additional components due to other mechanical effects e.g. the cage rotational frequency
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Fig. 25. Vibration spectrum of unloaded machine with inner raceway defect.

A spectral analysis of the measured load torque is shown in Fig. 26. The characteristic fault
frequency fi clearly appears on the torque spectrum with an amplitude of +15 dB in com-
parison to the healthy case. This validates the proposed theoretical approach which assumes
torque variations at the characteristic frequency as a consequence of the bearing fault. Higher
harmonics of fi can also be observed. In addition to the mentioned components, other fre-
quencies appear in the torque spectrum at e.g. 110 and 115 Hz, but they have no direct link to
a predicted characteristic frequency.

Fig. 26. Torque spectrum of unloaded machine with inner raceway defect.

The stator current spectrum (see Fig. 27) shows, on the one hand, a rise of eccentricity related
components. The frequency components at 5 fs + fr and 7 fs − fr are already present in the
spectrum of the healthy machine due to an inherent level of dynamic eccentricity. The fault



Fault Detection482





Fault Detection484

of the characteristic vibration frequencies. In case of inner and outer race faults, the mea-
sured load torque showed oscillations at these frequencies confirming that the assumption of
bearing fault-related torque oscillations is valid. Furthermore, significant effects could be ob-
served in the stator current spectrum i.e. the apparition of some of the theoretically predicted
frequencies.
Moreover, low frequency load torque oscillations have been observed with a realistic bearing
fault. The resulting stator current shows phase modulations which validates the second part
of the theoretical study.
However, it must be noted that the amplitudes of the additional stator current frequencies
may depend heavily on the considered bearing and the load condition. Therefore, a system-
atic bearing monitoring using only the stator current is difficult to realize. Nevertheless, in
some cases, the stator current showed more significant effects than the vibration data which
suggests that a combined approach using vibration and current analysis could be reasonable.

7. Conclusion

This work has investigated mechanical fault detection in induction motors by stator current
monitoring. Through a theoretical approach, stator current models were derived that contain
different modulations, AM and PM, caused by eccentricity and torque oscillations. Three sig-
nal processing methods suitable for stator current analysis and fault detection were described:
classical spectrum analysis, suitable only for stationary signals, instantaneous frequency anal-
ysis and the Wigner distributions as time-frequency analysis methods that can also be applied
with varying supply frequency as can be found with variable-speed drives. It was also demon-
strated that the Wigner distribution is a tool for distinguishing eccentricity related faults from
faults causing load torque oscillation.
The theoretically derived fault signatures are then validated in experimental setups: first, dy-
namic eccentricity and load torque oscillations are investigated under laboratory conditions.
Then, the detection of misalignment faults in electric winches was presented as an example in
a realistic drive system.
As a particular class of faults, bearing faults were also considered. A theoretical development
has shown that these faults lead to particular forms of eccentricity and load torque oscillations.
After deriving the fault frequencies and modulation types, faulty bearing were examined un-
der laboratory conditions. The obtained results are examples that bearing faults can lead to
detectable changes in the stator current.
It can be concluded, that stator current monitoring is a suitable tool for mechanical fault de-
tection in electrical drives. Stator current analysis is certainly more complex than traditional
vibration signal analysis due to the fact that the vibration signals are physically closer to the
fault. However, it offers advantages over vibration analysis in terms of cost and possibilities
of application.
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with varying supply frequency as can be found with variable-speed drives. It was also demon-
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faults causing load torque oscillation.
The theoretically derived fault signatures are then validated in experimental setups: first, dy-
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Then, the detection of misalignment faults in electric winches was presented as an example in
a realistic drive system.
As a particular class of faults, bearing faults were also considered. A theoretical development
has shown that these faults lead to particular forms of eccentricity and load torque oscillations.
After deriving the fault frequencies and modulation types, faulty bearing were examined un-
der laboratory conditions. The obtained results are examples that bearing faults can lead to
detectable changes in the stator current.
It can be concluded, that stator current monitoring is a suitable tool for mechanical fault de-
tection in electrical drives. Stator current analysis is certainly more complex than traditional
vibration signal analysis due to the fact that the vibration signals are physically closer to the
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1. Introduction 
 

To enhance the autonomous capability, a system must be equipped with adequate numbers 
of the sensors responsible for the detection of system’s input/output states, operating status, 
environment conditions, etc.  However, more sensors may introduce other problems – the 
certainty, reliability, and robustness.  Therefore, the reliable detection of sensor faults 
becomes extremely critical in order to assure system certainty, reliability, stability, and 
robustness.  In general, the raw data obtained from the sensors of the complex systems 
have high dimensionalities and severe nonlinearity. High-dimensional raw data typically 
bear considerable redundancies and correlations hiding important relationships. It is, 
therefore, highly desirable to obtain more descriptive, informative, and useful data 
representations for the subsequent operations by eliminating the redundancies from the raw 
data.  This process is referred to as dimensionality reduction.  Dimensionality reduction 
can be achieved by creating a set of low-dimensional data representation with new features 
based on the transformations and/or combinations of the original data features.  This 
operation is often referred to as “feature extraction”.  
By far, the most frequently-used feature extraction method is Principle Component Analysis 
(PCA), which was proposed by Pearson in 1901[1] when he was studying regression analysis, 
and was mathematically developed by Hotelling in 1933[2]PCA has been wildly used in 
pattern recognition and machine learning. However, early dimensionality reduction 
methods were developed to primarily target the linear data systems [3][4]. When data system 
is high-dimensional and severely non-linear, these methods become ineffective.  
In 1984 Hastie proposed concept of the principle curves[5], which extended the PCA analysis 
to nonlinear fields. The principle curves can more accurately represent the nonlinear 
structures of data in linear dimensions.  In 2000, Roweis proposed a manifold learning 
algorithm called Local Linear Embedding (LLE), which is an unsupervised non-linear 
technique that analyzes the high-dimensional data sets and reduces their dimensionalities 
with preserved local topology[6]. Today, LLE has been widely used in cluster analysis, 
image processing, biological informatics, etc.  
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2. Locally Linear Embedding Algorithm 
 

The basic concept of LLE is to find a weight vector between a sample and its neighbors, and 
to keep this relationship in a feature space[6]. It assumes that even if the manifold 
embedded in a high-dimensional space is nonlinear, it still can be considered locally linear if 
each data point and its neighbors lie on or close to a locally linear patch of the manifold, i.e., 
the manifold can be covered with a set of locally linear patches which, when analyzed 
together, can yield information about the global geometry of the manifold.  The weight 
vector expressing the intrinsic geometrical properties of the local patch can be obtained in 
three steps: (a) to find the neighbors of every sample in the high-dimensional space, (b) to 
obtain the reconstruction weight and a sparse matrix of the weight vectors, and (c) to 
compute the low dimensional embedding -- the bottom nonzero eigenvectors of the sparse 
matrix are the low dimensional embeddings of high dimensional samples. 

Firstly, given a dataset d
n RxxxX  },,{ 1  , assuming the data lies on a nonlinear 

manifold which locally can be approximated linearly, the cost function can be written as: 
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In practice, a regularization parameter r  will have to be used for iQ  before inversion: 
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Secondly, the weights w are fixed and new m-dimensional vectors iy  are sought which 
minimize the criterion: 
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'  as its columns.  

To be able to solve this problem, the covariance matrix of the sy '  can be constrained to be 

identity. Finding Y then becomes a well-known problem: minimize )( TYMYtr  with 
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. Using Lagrange multipliers and setting the derivative to zero give 

0)(  TYM , where   is the diagonal Lagrange multiplier matrix. Clearly, this is 
an eigenvalue problem. All eigenvectors of M are solutions, but the eigenvectors 
corresponding to the smallest eigenvalues minimize )(Y .  
The eigenvector with the smallest eigenvalue corresponds to the mean of Y and can be 
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eqn.8.  

 
3. Extended Locally Linear Embedding Algorithm 
 

3.1. Neighbor Selection Based on Tangent Space Distance 
From the definition of LLE we can see that the point and its neighbors must lie on or close to 
a locally linear patch of the manifold. Usually the correlation of data is computed after 
neighbors have been decided in Euclidean distance, but sometimes the nearest neighbors in 
Euclidean distance do not lie on the approximate linear curved face, as shown in figure 1, 
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In practice, a regularization parameter r  will have to be used for iQ  before inversion: 
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3. Extended Locally Linear Embedding Algorithm 
 

3.1. Neighbor Selection Based on Tangent Space Distance 
From the definition of LLE we can see that the point and its neighbors must lie on or close to 
a locally linear patch of the manifold. Usually the correlation of data is computed after 
neighbors have been decided in Euclidean distance, but sometimes the nearest neighbors in 
Euclidean distance do not lie on the approximate linear curved face, as shown in figure 1, 
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Fig 1. Euclidean distance and tangent space distance from neighbors to point 
 
Where X0 is the point and lies on a curved face, X1 and X2 are its neighbors. TV1 and TV2 are 
tangent vectors of X0, and construct the tangent space. d1，d2 are Euclidean distance from 
neighbors to X0, and D1,D2 are distance from neighbors to tangent space of X0. According to 
the definition of LLE we know that shorter D means better of the locally linear quality of 
point and its neighbors. From figure 1 we can see that although X1 is the nearest neighbor of 
point X0 in Euclidean distance sense, but in fact X2 is more suitable to be the nearest 
neighbor in locally linear sense. 
So we introduce tangent space into the algorithm. Firstly, determine tangent space of every 
point, and then compute distance from neighbors to these tangent spaces, so we can get 
nearest neighbors which satisfy the hypothesis of a locally linear patch better. 
To compute tangent space, we must know differential of the explicit formulation of the 
function. But in reality problem, there is no explicit formulation of original dataset, but only 
some discrete samples, so how to compute the tangent space is a question. Fortunately, a 
step in tangent space alignment method provides a resolvent[7]. For every data in higher 
dimensional space, it can get the approximate tangent space through local PCA, or a set of 
orthogonal basis. 
Suppose F is a d dimensional manifold in m dimensional space mapped by an unknown 
function dRf  ),( , and data m

in RxxxxX  ),,( ,21   is the image of the unknown 
function nifx ii ,,2,1),(   . To get the tangent space of ix , it is equivalent to get the 
differential of function )(f at i . Suppose f  is smooth enough, and we can get the first 
Taylor expansion at some  , 
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approximate orthogonal basis of tangent space of ix . The question can be resolved by 

singular value decomposition (SVD) to )1( T
i ee

k
IX  , where iQ  is the d eigenvectors 

corresponding to d maximum eigenvalues of )1( T
i ee

k
IX  . So we can get every tangent 

space of each point. 
Because the tangent space we get is a set of orthogonal basis but not an analytic expression, 
so we can not compute the distance directly. Firstly we consider three dimensional 
condition. 
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Fig. 2. Distance from point to plain 
 
From figure 2 we can see that, the distance from point M to plain XOY is the coordinate of M 
in Z axis, and we extend it to higher dimensional space. Suppose data set is m dimension, 

and eigenvectors of )1( T
i ee

k
IX  is ),,( 2,1 meeeE  , so a set of orthogonal basis of 

tangent space of point is ),,,( 21 deeeQ  , then the distance of neighbors to the tangent 

space can be written as 22
2

2
1 mdd xxx   . So we can get tangent space distance 

dataset to each point, and then nearest neighbors in tangent space can be arrived. 
To evaluate the performance of dimension reduction, some researchers propose residual 
variance according to Input/Output mapping quality, and that is the description 
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effectiveness of the original data in higher dimensional space. It is defined as 21
yxDD , 

where   is the standard linear correlation coefficient, taken over all entries of 

xD and yD  , where xD and yD are the matrices of Euclidean distances (between pairs of 
points) in the high-dimensional and corresponding low-dimensional spaces, respectively. 
According to the definition, we can see that the lower the residual variance is, the better 
high-dimensional data is represented in the embedded space. S-curve dataset is uniform 
sampled from noiseless three dimensional S-curve curved face. We will reduce the 
dimension of these two datasets, and compare the effectiveness by residual variance in 
Euclidean distance and tangent space distance respectively. 
S-curve dataset is shown in figure 3. We choose 30 neighbors, and the nearest 30 neighbors 
of the first point distribution are shown in figure 4. Where the yellow points are neighbors 
in tangent space distance and green points are neighbors in Euclidean distance, and the red 
line is the tangent space of the first point. According to the character of S-curve, we can see 
from the figure that yellow points are distributed in tangent space of the point, and green 
points are distributed in curve face in relative sense. 
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Fig. 3. S-curve dataset 
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Fig. 4. Neighbors in Euclidean distance and tangent space distance 
 
To test the performance of the algorithm, we compute residual variances under 1 to 50 
neighbors, and the result is shown in figure 5, 

Fig. 5. S-curve dataset residual variance 
 
It can be seen from the figure that when there are few neighbors, the locally structure can 
not be expressed well, so the residual variance is much big. With more neighbors, 
performances of two methods both increase, but with more and more neighbors, the method 
in Euclidean distances can not guarantee the local linear characteristic, so the result is not 
good as in tangent space distance method obviously. 
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Considerable efforts have been invested by other authors into the improvement of the 
autonomy and adaptivity of the algorithm.  For example, Kegl computes the correlation 
dimension using Grassberger and Procaccia (G-P) algorithm, which is efficient but still 
suffers from several drawbacks In this paper, we will show certain improvements made to 
the G-P algorithm using linear fit, which not only realizes the adaptation of the algorithm to 
a large extent, but also improves the precision of the dimension estimation. 
According to the concept of topological dimension, the ID of X is the topological 
dimension of the support of the distribution of X [8].  However, when data set is finite, it 
is difficult to apply the original definition to the ID estimate. The most popular definition, 
among many proposed, is called correlation dimension, which states that given a data set X 
with dimension D and a distance r, the number of samples coupled with the distance less 
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It has been proven that for a finite sample, the zero limit cannot be achieved.  Thus, the 
original estimate procedure proposed by Grassberger and Procaccia involves plotting 

)(log rC versus rlog and then measuring the slope of the linear region of the curve[9][10]. 
The correlation dimension of the finite data set   can then be expressed as  
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The algorithm for computing ID can be summarized in the following steps: (a) to select a 
series of r with different scales, (b) to compute the corresponding correlation integrals, (c) to 
identify the linear part of the curve and then to measure the slope of the identified linear 
region, and (d) to compute the correlation dimension of  .  Among these steps, the 
selection of the linear part is the most crucial.  
Given a countable data set  n1 xx ,,  and different scales of distance  m1 rr ,, , 

we can obtain a series of corresponding correlation integrals )}(log,),({log m1 rCrC  and 

plot )(log rC versus rlog  curves.  The objective is to identify the linear region of this 

curve.  To do so, a third order linear fit is applied to the data series ( )(log irC ， irlog ) 

)( m1i  to yield: 
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From Taylor Expansion, in order to make eqn.14 linear, the high order terms must approach 
to zero, that is, .0)( 2

2
3

1  xaxaxf  Hence, the linear approximation of eqn.13 can be 
achieved. In other words, the linear part of the curve can be identified and then the 
correlation dimension can be obtained by computing the slope of linear part of the curve. 
Tennessee Eastman (TE) process is a standard test process proposed by J. J. Downs and E. F. 
Vogel[11]. Here we use Tennessee Eastman Process(TEP) data to test the algorithm, which 
involves selecting a series of r with different scales and computing the corresponding 
correlation integrals. TEP has been a well-known benchmark process for comparing various 
process monitoring methods. The details on the process description can be found in Ref[12]. 
The curve is plotted in figure 6-1. Applying the third order linear fit to the curve yields 
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i1 raraF )(log)(log  , the absolute value of F is plotted in figure 6-2.  

 
Fig. 6-1. og ( ) logL C r r curve 

 
Fig. 6-2. Nonlinear part of fitting curve 
 
Given a threshold h, the bonds of r can be obtained. The intrinsic dimension of the data set 
can be obtained by computing the slope of the linear part of this curve. 

 
4. Feature Extraction Comparison 
To test the performance of LLE to feature extraction, we considered the classification 
problem. Iris data set is a standard database for classification, which consists of three classes, 
with each class containing m=4 measurements and n=50 observations (see table 1). Here 
PCA and LLE feature extraction techniques are compared via theoretical and graphical 
analysis. 
The projections of the experimental data onto the first two PCA loading vectors are shown 
in Figure 7. From which we can see that, separation degree between class 1 and class 2 is 
small, but aggregation degree of each class is low. And the projections of Iris data by LLE 
are shown in Figure 8. It can be seen that the separation degree between class 1 and class 2 is 
much bigger than PCA and the aggregation degree of class 3 is much bigger. 
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The algorithm for computing ID can be summarized in the following steps: (a) to select a 
series of r with different scales, (b) to compute the corresponding correlation integrals, (c) to 
identify the linear part of the curve and then to measure the slope of the identified linear 
region, and (d) to compute the correlation dimension of  .  Among these steps, the 
selection of the linear part is the most crucial.  
Given a countable data set  n1 xx ,,  and different scales of distance  m1 rr ,, , 

we can obtain a series of corresponding correlation integrals )}(log,),({log m1 rCrC  and 

plot )(log rC versus rlog  curves.  The objective is to identify the linear region of this 

curve.  To do so, a third order linear fit is applied to the data series ( )(log irC ， irlog ) 

)( m1i  to yield: 
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From Taylor Expansion, in order to make eqn.14 linear, the high order terms must approach 
to zero, that is, .0)( 2

2
3

1  xaxaxf  Hence, the linear approximation of eqn.13 can be 
achieved. In other words, the linear part of the curve can be identified and then the 
correlation dimension can be obtained by computing the slope of linear part of the curve. 
Tennessee Eastman (TE) process is a standard test process proposed by J. J. Downs and E. F. 
Vogel[11]. Here we use Tennessee Eastman Process(TEP) data to test the algorithm, which 
involves selecting a series of r with different scales and computing the corresponding 
correlation integrals. TEP has been a well-known benchmark process for comparing various 
process monitoring methods. The details on the process description can be found in Ref[12]. 
The curve is plotted in figure 6-1. Applying the third order linear fit to the curve yields 
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Let 2
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i1 raraF )(log)(log  , the absolute value of F is plotted in figure 6-2.  

 
Fig. 6-1. og ( ) logL C r r curve 

 
Fig. 6-2. Nonlinear part of fitting curve 
 
Given a threshold h, the bonds of r can be obtained. The intrinsic dimension of the data set 
can be obtained by computing the slope of the linear part of this curve. 

 
4. Feature Extraction Comparison 
To test the performance of LLE to feature extraction, we considered the classification 
problem. Iris data set is a standard database for classification, which consists of three classes, 
with each class containing m=4 measurements and n=50 observations (see table 1). Here 
PCA and LLE feature extraction techniques are compared via theoretical and graphical 
analysis. 
The projections of the experimental data onto the first two PCA loading vectors are shown 
in Figure 7. From which we can see that, separation degree between class 1 and class 2 is 
small, but aggregation degree of each class is low. And the projections of Iris data by LLE 
are shown in Figure 8. It can be seen that the separation degree between class 1 and class 2 is 
much bigger than PCA and the aggregation degree of class 3 is much bigger. 
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Class 1 : Iris Virginica Mean Std. Deviation Range 

Sepal length 
Sepal width 
Petal length 
Petal width 

6.59 
2.98 
5.55 
2.03 

0.64 
0.32 
0.55 
0.27 

4.9-7.9 
2.2-3.8 
4.5-6.9 
1.4-2.5 

Class 2 : Iris Versicolor Mean Std. Deviation Range 

Sepal length 
Sepal width 
Petal length 
Petal width 

5.94 
2.77 
4.29 
1.33 

0.52 
0.31 
0.47 
0.20 

4.9-7.0 
2.0-3.4 
3.0-5.1 
1.0-1.8 

Class 3 : Iris Setosa Mean Std. Deviation Range 

Sepal length 
Sepal width 
Petal length 
Petal width 

5.01 
3.43 
1.46 
0.30 

0.35 
0.38 
0.17 
0.40 

4.3-5.8 
2.3-4.4 
1.0-1.9 
0.1-3.0 

Table 1. Statistics of Iris data 
 

 
Fig. 7. Projection of Iris data onto the first two PCA loading vectors 

 
Fig. 8. Two dimension projection of Iris data by LLE 
 
Figure 9 and Figure 10 give the projection of Iris data onto the first three PCA loading 
vectors and the three dimensional projection by LLE. According to separability criterion, the 
LLE projection performance of inner-class distance and intra-class distance is much better 
than PCA. It indicates that LLE algorithm has good description performance and 
consistency with the data feature.  

 
Fig. 9. Projection of Iris data onto the first two PCA loading vectors 
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Fig. 10. Three dimensional projections of Iris data by LLE 
 
Table 2 gives the quantitative analysis of inner-class distance and intra-class distance of the 
two methods, where wS is inner-class distance; bS  is intra-class distance and wbd SSJ / . 
The table demonstrates that compared with PCA, LLE can capture the data feature more 
effectively. 

 Sb Sw Jd 

PCA 11.8152 75.4084 0.157 

LLE 2.8005 9.9729 0.281 

Table 2. Performance comparison of PCA and LLE 
 
5. Fault detection 
 

LLE cannot compare the projection data with the original data like PCA. But after the 
projection, LLE can keep the topological structure of the original data as well as the 
similarity of normal data and illed data. Therefore, we can perform fault detection by 
computing the inter-class distance between the testing data and the training data[13][14]. 
Inter-class distance is an important index in pattern recognition.  For a multi-class 

estimation, suppose )(i
kx  and )( j

lx are vectors of class iw and class jw , respectively, 

and ),( )()( j
l

i
k xx is the distance between the two vectors. The average distance between all 

classes of the vectors is   
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where c is the number of classes, in is the number of samples of class iw , and jn is the 

number of samples of class .jw  iP and jP are prior probabilities of the corresponding 

classes, respectively.  Here, we assume cPP ji
1 . 

After have been projected to the feature space, the distance between the testing data and 
training data can be computed.  Thus, we can get the similarity of the testing data and 
training data. 

Suppose },{ 21 nk xxxx  is the training data and jx is the testing data. eqn.16 can be 

simplified as 
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The fault will be alerted if hJd  , where h is a threshold. 
 

 
Table 3. Process faults for the Tennessee Eastman process 
 
To validate the fault detection performance of LLE method, Tennessee Eastman process data 
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Table 3. Process faults for the Tennessee Eastman process 
 
To validate the fault detection performance of LLE method, Tennessee Eastman process data 
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is used. A set of programmed faults (Fault 1–21) is listed in Table 3. In addition, one training 
data set (Fault 0) consisting of 500 samples is generated with no fault. Twenty-one testing 
data sets corresponding to the twenty-one classes of faults in Table 3 are generated, and 
each set consists of 960 samples. The fault in each testing data set is introduced from sample 
160 and the number of variables is m = 52.  
Figures 11-13 show fault detection results of Tennessee Eastman Process in case of fault 4, 
fault 10 and fault 16, respectively. The confidence limits are also shown in these figures. 
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Fig. 11. Fault detection results of Tennessee Eastman process in case of fault 4: (a) PCA and 
(b) LLE 
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Fig. 12. Fault detection results of Tennessee Eastman process in case of fault 10: (a) PCA and 
(b) LLE 
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Fig. 13. Fault detection results of Tennessee Eastman process in case of fault 16: (a) PCA and 
(b) LLE 
 
The false positive(FP) rate and false negative(FN) rate of figures 11-13 are listed in table 4. 
From table 4, it can be concluded that the FP rate of LLE is a little higher than PCA, which is 
mostly because the PCA is insensitivity to the change of data. But the FN rate of LLE is 
much lower than PCA, which is 4.498% in average. On the other hand, the FN rate of PCA 
achieves 77.53% in average, which means that the approach based on LLE can detect each 
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Fig. 11. Fault detection results of Tennessee Eastman process in case of fault 4: (a) PCA and 
(b) LLE 
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Fig. 12. Fault detection results of Tennessee Eastman process in case of fault 10: (a) PCA and 
(b) LLE 
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Fig. 13. Fault detection results of Tennessee Eastman process in case of fault 16: (a) PCA and 
(b) LLE 
 
The false positive(FP) rate and false negative(FN) rate of figures 11-13 are listed in table 4. 
From table 4, it can be concluded that the FP rate of LLE is a little higher than PCA, which is 
mostly because the PCA is insensitivity to the change of data. But the FN rate of LLE is 
much lower than PCA, which is 4.498% in average. On the other hand, the FN rate of PCA 
achieves 77.53% in average, which means that the approach based on LLE can detect each 
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type of the faults, but PCA fails to alert these faults.   

Table 4. FN and FP of fault 4、10 and 16 
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 False Positive False Negative 
Fault 4 PCA 1．25 ％ 99．25％ 

LLE 8．75％ 0 
Fault 10 PCA 1．25％ 60．25％ 

LLE 7．75％ 7．75％ 
Fault 16 PCA 0 81．75％ 

LLE 5．63％ 7．62％ 
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